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ABSTRACT

This thesis is primarily concerned with the evaluation and
comparison of the dielectric behaviour of materials which may find
application as substrates in microelectronic high-performance
packaging. In the introductory chapter the factors governing the
choice of the most suitable dielectric substrate for compatibility with
silicon technology are reviewed; it is shown that in addition to good
dielectric properties the thermal conductivity is important if high
power packages are required together with the ability to obtain good
matching of thermal expansion coefficients. This is followed by a
survey of the present theories of dielectric behaviour with special
emphasis on the Universal law of dielectric response and its
applicability to oxide and glass ceramics which exhibit hopping
conductivity. The experimental methods for the  measurement of
dielectric parameters are outlined in Chapter 3 which includes an
account of techniques developed for studying materials only available
as powders. The three substrate systems studied were aluminium oxide,
aluminium nitride and glass-on-molybdenum and in the case of the two
former materials a range of both pure and impure specimens were
examined both in single crystal and sintered polycrystalline form. The
detailed experimental results are presented and discussed in the three
succeeding chapters for each of the materials in turn; these results
include the values of permittivity and dielectric loss, measured over a
frequency range of 5 x 102 Hz to 1 x 107 Hz, the temperature variation
of permittivity both in the low temperature (85K to gq3i&) and high
temperature (20°C to about 600°C) regions and the d.c. and a.c.
conductivity in the high temperature range. In their pure form each of
these materials would be suitable as a substrate, having permittivities
at room temperature of e’s = 10.2 for polycrystalline A1203, e’s =9.2

for polycrystalline AlN (which has a thermal conductivity of about
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one-hundred times that of alumina) and e's = 6.5 for
glass-on-molybdenum and dielectric losses in the region of tané -~ 10-3.
The effect of impurities is shown to be very significant leading in all
cases to some increase in permittivity and a much larger increase in
dielectric loss. The measurements made on powders are given and
discussed in Chapter 7. In the studies on the powders used as starting
materials for the manufacture of substrates it was shown that by making
measurements at low temperature (77K) the effects of intergranular
space charge polarization could be overcome yielding information
valuable for quality control of impurity content; measurements made on
powders of some high temperature oxide superconducting materials are

also given. The final chapter, Chapter 8, summarises the overall

conclusions of the research and makes some suggestions for future work.
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CHAPTER ONE

INTRODUCTION

1.1

In the past few decades (from the 1950's to the present) there has
been a tremendous development in the electronic industry. Dielectric
materials have found ever increasing uses and potential uses in the
fabrication of components and devices. For example, dielectric thin
films with islands of metal interspersed in them, wusually known as
"cermets", are used as resistors in the production of integrated
circuits (IC's). Solid bulk dielectrics of several types of material,
including polymers, are used in capacitor manufacture. In a different
area, that of microelectronics, the thin film dielectric is found to be
essential 1in the stages of fabrication in order to provide insulation
between, for example, the channel and the gate in a field effect
transistor (FET); these very thin insulating layers (e.g. of SiO2 or

Si3N are usually formed by oxidation or nitridation respectively of

W)
the silicon as the devices are made. Again, the piezoelectric property
of some dielectric materials (e.g. quartz) has found very wide use in
transducers in applications ranging from crystal controlled oscillators
and frequency standards to the generation of acoustic waves in
ultrasonic detection techniques and sonar. Another important area is
the wuse of dielectric materials showing ferroelectric to paraelectric
transitions for opto-electronic devices; here the main requirements are
for high speed switching of laser or other beams of 1light from one
direction to another which is accomplished by utilizing the two states
of the dielectric. A well established but nonetheless very important
area 1is that of electrical appliances (e.g. transformers, motors,

heating elements, cables and insulated wires) where the insulating

properties of the dielectric materials are exploited.




In particular, within the general field of the design, fabrication
and production of micro-electronic components there is a more specific
area concerned with the problems of packaging high performance devices.
In turn, the factors involved in the provision of high performance
packages may themselves be subdivided, for example, into those
concerned primarily with the silicon chip design and manufacture,
photolithography or screen-printing of circuitry and connecting leads,
the electrical characterization of the assembly, the provision of
special materials for construction and bonding and matters to do with
hermeticity and environmental testing. The topics discussed in this
thesis relate to one such important aspect of packaging, namely the
provision of the most appropriate dielectric substrate on which to
mount the silicon chip.

It is perhaps helpful here to outline the main features of a high
performance package so that an appreciation can be gained of the
factors influencing the choice of substrate material. The arrangement
is 1illustrated diagrammatically by the exploded view given in Fig
(1.1). The silicon chip is bonded to a dielectric substrate on which
conductor tracks (the input/output leads) are deposited, usually by
screen-printing techniques. Connections from these input/output leads
to external circuitry are made via a lead frame. To ensure both
hermetic sealing and some degree of overall electrical shielding, a
ceramic 1lid support is also mounted on the substrate with a metal or
metallised ceramic lid on top. As silicon devices become larger and
operating frequencies rise, the device performance is increasingly
affected by the type of package used to house the chip. It is found
that one of the major problems encountered, in particular with large,
high speed devices, 1is that of heat dissipation since the silicon chip
is acting as a heat source of significant magnitude. Being of course a

semiconductor, the electrical behaviour of the chip is strongly
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Figure 1.1 Exploded view of a package



temperature dependent and hence it is essential to drain away this heat
input so that the temperature of the silicon can be kept within very
tightly controlled limits. This focuses attention on the need for good
thermal conductivity of the substrate material. Conventional ceramic
packages (based on alumina substrates) often perform poorly in this
respect. Several solutions have been proposed, including the use of
aluminium nitride (which has a value of thermal conductivity nearly a
hundred times greater than that of aluminium oxide) and copper-tungsten
inserts. Although these materials have adequately large thermal
conductivities to meet current power dissipation requirements they do
not yet provide a cheap, easily produced, alternative to alumina and
have not yet achieved widespread use in microelectronic packaging.
Thus there 1is still a requirement for a substrate which can combine
high  thermal conductivity and good electrical performance with
relatively 1low cost and production by conventional processing routes.
The glass-on-metal substrates aim to fill this need. In these a thin
layer of glass-ceramic provides an electrically insulating material on
which to print the conductor tracks and by ensuring that the
glass-ceramic does not cover the central well (the die attach area) it
is possible to remove heat from the device directly into the metal
base. There are other reasons why the glass-on-metal systems look
attractive. Unfortunately, it is not possible to choose materials for
the substrate on the basis of their thermal conductivities alone.
During operation the temperature of a device and its surroundings may
rise by large amounts. If the thermal expansion coefficients of the
device and the metal substrate are not the same the device may become
stressed as thermal cycling takes place and this would lead to reduced
performance. This consideration precludes the use of materials such as
copper which, in addition to having a high thermal conductivity, has a

very high thermal coefficient of expansion of about 14.1 x ].0-6 °C-1;
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Since that of a silicon device is 3.0 x 10~ °C-l, this would give an
unacceptable thermal expansion mismatch. In choosing a metal or alloy
for the substrate base (the heat sink) a thermal coefficient of
expansion mismatch not exceeding 2 x 10-6 "C-1 would be preferred.
This 1limits the selection to the pure metals tungsten and molybdenum

(having thermal expansion coefficients of 4.4 x 10_6 "C-1 and

5.5 x 10.6 °C-1 respectively) and a  composite structure of

copper/invar/copper layers (3 x 10-6 °C-1). The problem of matching
thermal expansion coefficients 1is not limited to the metal base.
Although the glass ceramic is not in contact with the device it must be
firmly bonded to the metal ; one of the main requirements for this is
that there should be very little thermal expansion mismatch. If this
mismatch is greater than about 2 x 10-6 "C-1 the interface becomes
excessively stressed on cooling from the firing temperature and the
glass-ceramic coating may either become detached from the metal or
cause the whole substrate to bow. In contrast to the behaviour of a
glass (in which the thermal expansion coefficient is fixed by the
composition) the ability to adjust the proportion of crystalline phases
in a glass ceramic by controlling the heat treatment gives a degree of

flexibility in the thermal expansion of the overall material. An
alternative and simpler way of controlling the thermal expansion
coefficient of a glass ceramic is to adjust the composition of the
original glass (prior to heat treatment), the heat treatment cycle and
the addition of nucleating agents so that the amount of crystalline
phase having too high an expansion coefficient is just balanced by the
amount of that which has too low an expansion. This procedure can
allow very fine control of the thermal expansion coefficient of the
final glass ceramic and is one of the main reasons for the potential

importance of the glass-on-metal systems as substrates.

The main part of the thesis describes studies of the dielectric




characteristics of three potential substrate materials for high
performance  packaging, aluminium oxide, aluminium nitride and
glass-on-molybdenum. It has been established from previous dielectric
studies (in this Research Group) that in some similar materials (e.g.
magnesium oxide, Thorp and Rad, (1.1); Thorp, Kulesza, Rad, (1.2);
Silicon nitride, Thorp and Sharif (1.3), and a series of oxide and
oxy-nitride glasses, Thorp and Kenmuir (l.4), the dominant conductivity
mechanism is hopping, Jonscher (1.5), and a central objective was to
establish whether this also held for these substrate materials. A
related objective, important for its potential importance in connection
with quality control during manufacture and production, was to examine
the role of impurities in influencing the dielectric behaviour.
Chapter 2 gives a brief review of the current ideas on dielectric
theory including a summary of the requirements necessary when allowing
for the porosity of sintered polycrystalline materials and addition
formulae suitable for dealing with composite dielectrics. In Chapter 3
descriptions are given of the main experimental techniques employed for
dielectric measurement ; these include primarily the Bridge methods for
the frequency range 5 x 102 Hz to 3 x 104 Hz and the extension, using
the Q-meter, to an upper frequency limit of around 1 x 107 Hz. Details
are also given 1in Chapter 3 of the adaptations required to permit
measurements to be made in the low temperature range (i.e. 85 K to
290 X) and the high temperature range (20°C to 700°C). The results
obtained for the three groups of substrate materials, (alumina,
aluminium nitride, and glass-on-metal) are presented and discussed in
Chapters 4, 5 and 6 respectively.

During the studies on the dielectric substrates, most of which had
been supplied as sheets of polycrystalline sintered solids, it became
apparent that it would be very helpful to develop methods for making

dielectric measurements on powders, since the quality of the starting




materials (and the effects of some subsequent intermediate steps in the
fabrication process) could then be monitored, so giving the potential
for much enhanced quality control of fabrication routes. The
development of measurement techniques for powders is described in
Chatper 3, permitted some dielectric studies to be made of powders
(specifically aluminium oxide, aluminium nitride, magnesium oxide and
magnesium nitride) of materials used either for appraisal of the
technique or as starting materials for substrate manufacture and also
on some oxide superconductors and related materials; this work is
presented in Chapter 7. The final chapter, Chapter 8, summarises the
main conclusions of the research and makes some suggestions for future

work.
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CHAPTER TWO

DIELECTRIC THEORY

2.1 Dielectric Properties of Materials

Any dielectric material, when subjected to an electric field, is
characterized by a complex quantity, generally known as the complex
dielectric constant or permittivity. This physical parameter 1is
extremely important and will be considered prior to any specific fields
of application. The complex dielectric constant is usually denoted by

e

*® *
€ . It is usually written as e¢ = € for free space where

€ = 1072 = 8.8542 x 10-12 F m-l and 'c' is the velocity of light.

o
4rc
3 * - - .
The quantity e€ 1is often used in the form of a normalized complex

dielectric constant, €. of relative permittivity, i.e.

€ = € = €'-j €" (2.1)

For free space its value is equal to unity. Separating the real and

imaginary parts of both sides gives,

iy
I

R
' = Real e_\ (2.2)

eoj

Imaginary <:igi::> (2.3)
€
o

where ¢’ and e" are real and imaginary components of the complex

and

o
I

dielectric constant respectively. In these relations e¢' represents the
amount of energy which can be stored by the applied electric field in a

dielectric material,; alternatively, it can be thought of as a



parameter of the dielectric that determines its ability to form a
capactor since insertion of a slab of dielectric in a capacitor
increases the capacity by a factor of ¢’. On the otherhand, the
imaginary parf, €" is a direct measure of how much energy is dissipated

in the form of heat. The relative permittivity, €., can be written as,

€ = ¢' (1-j tané) (2.4)
where

tand " (2.5)

L]
m

The loss tangent, tan§, is equal to the ratio of the power lost in
heat to the energy stored per cycle in the dielectric material. The
real and imaginary components of the complex permittivities are shown
by the phasor diagram in (Fig 2.1). For small values of the angle §,
tans = siné§. The quantities ¢’ and e¢" are both dimensionless because
all values are relative to free space. Therefore they preserve their
values irrespective of the selected system of units.

2.2 Polarization

2.2.1 General Description

The dielectric materials have large bandgaps in comparison with
semiconductors and metals. Consequently, in an ideal case it 1is
assumed that, at room temperature, there is no free charge in it.
However, application of an electric field changes the effective centres
of gravity of the positive and negative charges from their original
concentric positions (in case of non-polar materials) resulting in
polarization. This polarization depends on the total electric field in

the material, i.e.

T -a E (2.6)

where Eé is the polarization,



) E’M

Fig. 2,1 Phasor diagram of € and €.

(a) £=0 < E
()  E=0 ® ® @ .
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4 Fo - E
=0 J_

Fig. 2,2 Schematic diagram of polarization mechanisms
(with and without electric field.)
la) Electronic  (b) lonic, (c) Dipolar (d) Interfacial and
(e} Structural polarization.
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a is the polarizability factor and

E’is the electric field.

However, the polarization can also be defined as the electric dipole
moment per unit volume, i.e. it is the sum of 'n’ electric dipole

moments in a unit volume,

n
—?> = 2 P (2.7)
i

From these twin standpoints it can be seen that the degree of the
polarization depends both on the electric field and on the arrangement
of the atoms in the material. In isotropic materials, the polarization
is in the same direction as the electric field causing it and the
polarizability is a scalar quantity. In anisotropic materials the
polarization has different values in different directions, so 'a' will
be a tensor quantity.

— =
The polarization P, the electric displacement D and the electric

field.??are related by

—> =3 -
D = P+ € E (2.8)
Y
and D= e ¢ E (2.9)
o by
From equations (2.8) and (2.9) one obtains
7 - B (e -1 2.10
- e, E (e -1) (2.10)
=
where P' is the polarization
= . . .
E is the electric field

€. is complex relative permittivity.

There are five main mechanisms of polarization, namely

1. Electronic polarization.
2. Ionic polarization.
3. Dipolar polarization.

4. Interfacial or space-charge polarization.



11
5. Structural dipole polarization.
Some schematic diagrams of the polarization mechanisms are shown in

(Fig 2.2a to 2.2e).

2.2.2 Electronic Polarization

In any material, the positive atomic nucleus is surrounded by the
electrons orbiting in different orbitals. Depending on the arrangement
of the atoms, there may or may not be an electric dipole moment in the
system. If the effective centre of the negative charges is concentric
with the effective centre of the positive charges, then there exists no
initial dipole moment in the system. By applying an external electric
field to the material, the electrons are slightly displaced relative to
the nucleus and an electric dipole moment is created; electronic
polarization has occurred in the system. It is shown schematically in
(Fig 2.2a). The time required for establishing this polarization is of
the order of 10-15 seconds which corresponds to the ultraviolet range
of frequency. Since this mechanism of polarization occurs in all atoms
or ions, it can be observed in all dielectrics irrespective of whether
other types of polarization are present in the system. This

polarization satisfies Maxwell’'s theory, i.e.

€' = pu (2.11)

where p 1s the refractive index of the dielectric medium at optical
wavelengths.

2.2.3 Ionic Polarization

In ionic or partially ionic dielectric materials the presence of
an electric field displaces the ions from their equilibrium positions
producing an induced electric moment. The time required for this

. . . -13 -12 :
polarization is of the order of 10 to 10 seconds and 1is longer
than for electronic polarization. This polarization also arises from

the displacement of the nuclei and it is frequency dependent in the

infra-red region, when the applied frequency approaches that of the
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molecular vibration. This polarization does not satisfy Maxwell's
equation (2.11); in this case €¢'> p

2.2.4 Dipolar Orientation

The application of an external electric field to a dielectric
medium tends to align the dipoles present in the system with the
applied f£field. The dipoles are pairs of oppositely charged electric
charges with equal magnitude (in charge) displaced by arbitrary
distances of the order of the atomic dimensions. However, the
orientated dipoles reduce the effective field in the system by opposing
the applied field in it.

The orientation of the molecules is opposed by their thermal
motion, which wvaries with temperature. As a result at  high
temperatures the thermal motion practically prevents the orientation of
the molecules and hence the polarization should be reduced.

Debye has derived the polarization for polar molecules and showed
that molecules with zero rotational energy contribute to orientational
polarizability and that the number of this kind of molecule decreases
with 1increasing temperature. Dipole polarization can appear in pure
form only in gases, liquids and amorphous bodies.

In crystalline solids at temperatures below the melting point, the
dipoles are frozen and so they cannot be oriented and dipole
polarization cannot occur in them.

2.2.5 Interfacial or Space Charge Polarization

This kind of polarization arises when there is an interface
between the two media which forms a space charge region. It is found
in polycrystalline materials and is associated with grain boundaries.
Imperfections of crystallinity and impurity, atoms of different radius
to those of the dielectric medium may give rise to this polarization.
It is prominent at the very low frequencies (< 1lHz in single crystal; <

5.0 kHz in compacted powders) and found to be sensitive to temperature.
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At low temperature, this polarization disappears [2.1-2.3]. Also with
increasing frequency this polarization decreases rapidly.

2.2.6 Structural Dipole Orientation

There are branches present in the polymeric materials. In an
external electric field these branches rotate by taking different
positions, relative to each other. This causes structural dipole
orientation. Further examples occur in 1liquids, e.g. aldehydes,
ketones and aromatic compounds, where the side group can easily rotate
in an external electric field causing different dipole moments and
ultimately resulting in different dielectric constants of the different
isomers of the material (Fig 2.2e).

2.3 Debve Equations : The Frequency Dependencies of ¢’ and e"

Debye formulated his theory of the frequency dependence of the
complex permittivities mainly for gas and liquid dielectrics in the
light of Clausius-Mosotti’s internal field concept. Polar and
non-polar  dielectrics and their behaviour with frequency and
temperature received much attention in his work. In a dielectric of
any kind, it is possible for several polarization mechanisms to be
present each contributing differently depending on ratios of the times
of polarization with the period of the applied field. In dielectrics
with dipolar polarization, the time required for polarization to occur
is  comparable with the applied field resulting 1in  frequency
dependencies of the complex permittivities. This introduces the
concept of the Debye relaxation time, r_ which can be defined as the

D

time in which the polarization is reduced to l/e times 1its original

value. Debye states that dielectric relaxation is the lag in dipole
orientation behind the applied alternating electric field. The
relaxation time D depends on various factors, such as the viscosity

of the medium, the size of the polar molecules, the frequency and the

temperature of the material. If the polar molecules are large, or the
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viscosity of the medium is high, or the frequency of the applied field
is high, the rotary motion of molecules becomes out of step with the
field and the polarization will acquire an out-of-phase component.
Thus the displacement current acquires a conductance component in phase
with the field which results in a thermal dissipation of energy (Fig
2.3).

The dependencies of ¢’ and ¢" on frequency are shown in (Fig 2.4a
and 2.4b). As the frequency is increased, it is reasonable to expect
that the total polarization will decrease and hence ¢’ will decrease.
All of the energy applied to the material by the electric field is not
used to orient the dipoles, but some is lost to the material by
increasing ‘the random thermal motion that exists in every substance.
Therefore as €’ decreases, ¢" should increase. This phenomenon is
shown in (Fig 2.5).

The reduction in ¢' in the frequency region near lO6 Hz is due to
dipolar polarization, whereas at regions near 1012 and 1015 Hz, atomic
and electronic polarizations are responsible. As the frequency
increases above f = 106 Hz the contribution of the dipole orientation

eventually disappears, and the permittivity levels off at a lower value

€g4- Where £ > 1015 Hz, i.e. in the visible frequency range, a final
limiting value of €' = pz (Maxwell’s equation) can be reached. At zero
frequency (d.c. field), €' = € where €g is equal to the static value

of dielectric constant.
There are relations between € , €0 frequency and ™ which are
[« 4

called Debye equations [2.4]. These can be derived from the relation

o e+ fs - fx (2.12)
1 +jwr
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Fig. 2.3 Loss component (I.) of the applied current
in phase with the applied field.
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Fig. 2.4 (a) VYariation of dielectric permittivity with frequency.
(b) Variation of dielectric loss with frequency.




Real onnenf of complex permittivity.

——

Imaginary compqQnent of com permit tivity,

€ Eoe

-

wT =1.

Log of frequency ——»

Fig. 2.5 Variation of real and imaginary components of complex

permittivity with frequency for Debye relaxation.
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*
Introducing € = €'-je" and comparing real and imaginary parts

yields,
€ €
€ (w) = e+ s - «
2 (2.13)
1l +w ™
€ € o1
and ¢" (w) = s - x D
2 9 (2.14)
1 +w'r

D

where € is the complex permittivities
T is the Debye relaxation time
€ is the static value of the dielectric constant

€ is the limiting value of the dielectric constant
w is the angular frequency.

The equations (2.13) and (2.14) are the well-known Debye equations.
When wr = 1, a loss peak is obtained. The ratio of the equations
(2.14) and (2.13) is

e" (v wT (2.15)

= b
€' (w)-€_

and depends on the frequency and the relaxation time.
These equations are plotted in (Fig 2.5). Eliminating w 1, between

equations (2.13) and (2.14) gives

2 9 2
e - °s f«x + € =]fs -f« (2.16)
2 | 2
which is the equation of a circle. Since €" > 0 a semicircle will be
physically meaningful. The Debye semicircle has the advantage of

giving a representation of a simple relaxation process when the

relative permittivities ¢’ and ¢" are plotted on a complex plane.
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The a.c. electrical conductivity can be represented by

l +0 7
(2.17)
This applies only for dipolar processes. As can be seen at frequencies

f <1, 9. e is proportional to w2. This result differs from that
; .c.

obtained on the hopping model.

2.4 The Jonscher Universal law :; the Screened-Hopping Model

There are several theories existing at the moment to explain the
origin and behaviour of dielectric materials [2.5]. The traditional
approach to the interpretation of the frequency dependence of the
dielectric loss is based on the Debye polarization mechanism for which

the complex dielectric susceptibility x(w) is given by [2.6].

x (w) x'(w) - ix"(0) = [e'(w) - ¢ /¢

(1 + iwr) L (2.18)

where €' (w) is the complex dielectric permittivity at radian
frequency w,

€ 1is the limiting high-frequency value of ¢’ (w),
o8

€5 is the permittivity of free space,
x' 1is the real component of the complex susceptibility,
x" is the imaginary component of the complex susceptibility.

Using the wuniversally applicable Kramers-Kronig relation, the Debye

dielectric behaviour takes the following form

"(w) = wr (2.19)
x' (w)
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which shows that the ratio of the energy lost to the energy stored in
the dielectric system per cycle is not constant but rather depends on
the relaxation time, r. It is relevant to point out here that the
Debye interpretation of dielectric polarization was entirely based on
the experimental data from the non-interacting substances like gases,
vapours and liquids containing a very small concentration of polar
molecule in a non-polar solvent. On the otherhand, in solids, the
interactions between the atoms and molecules are quite different from
those occuring in gases and liquids.

There are two different approaches to treat the dynamics of
dielectric polarization: (a) the molecular dipoles and (b) hopping.
Again, the "sequential hopping"” model is in many ways equivalent to the
former approach, replacing the distribution of dipolar relaxation times
with a corresponding distribution of hopping times; it also accounts
for the d.c. conductivity in the limit of zero frequency. The hopping
model predicts that there is no correlation between d.c. conductivity
g and a.c. conductivity o(w); it also predicts that o(w) is pressure
independent but that the d.c. conductivity o, does depend on pressure
[2.7]. Jonscher has introduced a new "Universal Law" to treat the
dynamics of dielectric polarization as a many-body interaction based on
a screened-hopping model [2.8]. An earlier attempt to explain the a.c.
conductivity mechanism in disordered solids in terms of many-body
interactions was made by Pollak and Pike, who associated it with atomic
movements and the specific heat anomaly [2.9]. However, the dielectric
response of solids based on Jonscher's model does find striking
parallels in other branches of physics involving  theoretical
expressions for time-dependent responses resulting from many-body
interactions. According to Jonscher the conditions that must be
satisfied in a dielectric system for the Kramers Kronig criterion

[2.6,2.7] to apply are: (1) discontinuous hopping of charges between
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localised positions, and (2) the presence of a screening-charge
adjusting slowly to the rapid hopping.
The first point can be visualised in the following way:

In a conventional picture hopping occurs between two localised
levels, each of which is uniquely defined in space and in energy (Fig
2.6a). This model is applicable to media in which the polarization
responds sufficiently rapidly. On the otherhand, if the polarization
of the dielectric medium responds relatively slowly in comparison with
the time taken by the tunnelling process, then the energy level picture
must be modified to that shown in (Fig 2.6b). The "empty" and the
"occupied" states are separated by a polarization energy Wp, due to the
relaxation of the surrounding - lattice and carriers.

In the latter case, the transition from a localised 1level "i",
into an equivalent unoccupied level "j" having the same energy may be
considered to occur in three stages (Fig 2.6c). Process (1) 1is the
thermal excitation of the carrier into a virtual state corresponding to
the wunrelaxed energy of an empty state. The following tunnelling
transition (2) 1is not activated and the process is completed by a
gradual relaxation, (3), into the ground state of the newly occupied
centre. For this mechanism to be applicable, the equilibrium
transition time T should satisfy the condition T >> D where D is
the relaxation time for the polarization process, since otherwise the
carrier would be re-excited before it has had a chance to relax. This
condition may be expected to be satisfied at low temperatures, such
that kT < WP. At higher temperatures the system becomes effectively
the same as the model of (Fig 2.6a). This corresponds to a rapidly
polarizable medium, since in this case the model has no time to respond
to the rapid transition rate and adjusts itself only to the mean
occupancy.

The second condition regarding the presence of screening-charge




(a) 4 W (b)

7 O

Full Empty D %
Full Empty
(c)
O
2
1 13
@
i )

Fig. 2.6 Localised energy levels in hopping between pairs or

centres.
(@) Hopping in a medium in which polarization relaxes

the conventional hopping system.

very rapidly
(b) Full and empty centres in a medium in
which polarization relaxes slowly ;

(c) Three stages of hopping between two
centres as in (b).
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adjustment leads to the following picture (Fig 2.7). 1In this aspect of
the Jonscher model, the dielectric material is considered to contain a

certain density of localised charges. Some of these may be able to hop

over many consecutive sites, ultimately giving rise to a d.c.
conductivity 9, Others may be restricted to shorter ranges with the
limiting case of pairs of hopping sites. It should be mnoted here,

however, that the free carrier conduction in the conduction and valence
bands 1lies outside this model. A charge +q localised on a site ‘i’
imposes a Coulomb-like potential on the surrounding medium and this
tends to repel 1like charges and to attract any oppositely charged
particles that may be present in the neighbourhood thus bringing about
a partial screening of the charge in question. In a system consisting
of localised charges the screening would not be as complete as that due
to free charges, since localised charges are not quite free to assume
the exact local density demanded by the local wvalue of the potential.
This results in the effective value of q on site 'i’' to be reduced to
some smaller value pq where p < 1.

If the charge in question makes a rapid hopping transition to a
neighbouring site 'j’ through a distancelfzjb the screening charge will
initially be left behind on site ’'i’, so that the initial change of
polarization is qE1j|and this only gradually decreases to pqﬁij|as the
screening readjusts itself to the new position of the charge at 'j’.
This adjustment time is loosely termed as the relaxation ‘time T,
Assuming that the charge remains at site ’'j’ for a time longer than
T, (Tr < TD), the sequence of events involved in a hopping transition
may be visualised with reference to (Fig 2.7A). The reduction of the
resulting polarization from qﬁ}j|to pqﬁzj‘corresponds to the reduction
of the potential energy of the system and the energy loss involved is
dissipated through the phonon system. The opposife case where ™D << T,

is more 1likely to occur in nature and presents a qualitatively
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different picture, although the end result is the same. Since the
screening space charge cannot follow the individual transitions, the
screening charge adjusts itself to the time-averaged occupancies fi and
fj of the two sites. The application of an external field E, enhances
the downfield rate and reduces the upfield rate resulting in a net
charge of occupancies by +f’ with respect to equilibrium. Each
individual net transition may be considered as the transfer of a ’'bare’
unscreened charge q through the distance ';;jb but the subsequent
readjustment of the screening charge gives rise to a final polarization
1§1= pq?;jﬁ'. Since all the net transitions take place in the field Ei
the energy derived from the field is |E|qf’|;ij| but the energy stored

in the system after relaxation is only
Elaplz,, £’ 2.20
wS - IElqplrijl (2. )
and the energy lost is given by
E’ 1 2 il 2.21

In either case, T, <7, .oxr, 7.< Ty the setting up of a given state

D D

of polarisation f’in the system of hopping charges must give rise to a
loss of energy which is proportional to the stored energy and which
does not depend on the rate at which this state of polarization has
been established.

The energy loss w, arising from the proposed screening mechanism

1

is additional to any loss that may arise in an alternating field from

the normal Debye relaxation r The screening loss extends down to

D"
much lower frequencies than the frequency 1/TD, where ™ is a thermally
activated Debye relaxation time.

An ideal dipolar system cannot give rise to screening since no
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transfer of charge can occur. All real molecular dipoles have finite
length on an atomic scale and invariably one of their poles is more
rigidly fixed in the lattice than the other, as for example, 1in the
case of a polar side group on a rigid carbon chain in a polymer.
Jonscher has introduced the concept of a "pinned dipole", the response
of which is not purely orientational but contains also an inseparable
element of charge translation (Fig 2.7B). The 'pinned dipoles’ screen
field as hopping charges do, possibly in a less effective way.

By applying Hilbert transforms and the Kramers Kronig relations,
Jonscher deduced the following equations for the real and imaginary

components of the dielectric susceptibility and a.c. conductivity [2.8]

x' (@ a w o, n<1l (2.22)
X" (@) o WL, n<l1 (2.23)
o (w) a ', n<1 (2.24)

where x' (w) is the real component of dielectric susceptibility,
x" (w) is the imaginary component of dielectric susceptibility,
Ua.c(w) is the a.c. conductivity,
and the exponent 'n’ usually lies between 0.8 and 1.0.  Again the a.c.
conductivity is expressed by thé following equation

a(w)a.c.= o €, ¥ x" (w) (2.25)

o
where o, is the d.c. conductivity and €,v x"(w)is the dielectric conductivity.
The important feature of Jonscher’s model is in the extended range
of frequencies over which the ratio of the imaginary and real
components of the dielectric susceptibility remains constant and

independent of frequency [2.6-2.8]
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Fig. 2.7 [B] The contrast between a "free” dipole (a)
and a "pinned” dipole (b).
A change of the orientation of the former does
not bring about any change of the distribution
of space charge, while a similar change for the

latter does.
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x' (w) 2

"(w = coth <n1r>= constant (2.26)
These predictions vary considerably from those to be expected on the
basis of the Debye model.

2.5 Temperature Dependence of Permittivity

The Bosman and Havinga's Equations

In solid dielectric materials the nature of the dependence of
dielectric constant on temperature may be determined by various
factors. In most cases when the temperature increases, the ionic
mechanism of polarization increases and hence the magnitude of ¢’ will

"be increased. In contrast, the increase of temperature does not affect
the electronic polarization. On the otherhand the dipole orientation
contribution is also directly proportional to the temperature, i.e. the
temperature facilitates the rotation of dipoles in an applied electric
field. In polar dielectric materials the molecules cannot orient
themselves in the low temperature region. In the case of isotropic and
cubic dielectrics, the temperature variation of the dielectric constant
behaviour depends on three factors. These factors have been studied by
Havinga [2.10]. He has attemped to calculate these factors from the

Clausius-Mosotti equation, which is given by

€' -1 N a (2.27)
€'+2 3¢

where N is the number of molecules per unit volume,
€ is the permittivity of free space
a is the polarizability of molecules
e¢' 1s the dielectric constant.
The Clausius-Mosotti equation 1is a relation between a macroscopic

property of a dielectric, (i.e. €', which can be  measured
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experimentally) and a microscopic property, (i.e. polarizability, a).

In equation (2.27) N can be replaced by

N=_A (2.28)

where NA is the Avogadro'’s number (6.022169 x 1023 moles/litre)
M is the molecular weight (in kg)

p is the density (kg m-3).

Another version of the Clausius-Mosotti equation may be written as

[2.11}.

el = ﬁ\ a (2.29)
€'+2 3/’ v

where v is equal to the volume of a small sphere of material. It must
be taken that the volume of the sphere is large relative to the lattice
dimensions.

The Clausius-Mosotti equation 1is applicable to all cubic and
isotropic materials and the derivation is based on this assumption.

From equation (2.18) one can derive the relation

1 de’ = A+B+C (2.30)
(e'-1)(e’'+2) 3T P

~

where A, B and C are the factors which have been calculated by Havinga.
They are defined as:

A: This factor arises from volume expansion. As a result of expansion
the number of polarizable particles per unit volume is reduced (since
the numbers of particles are constant). Therefore by increasing
temperature €' decreases.

B: This factor increases the magnitude of ¢’ since it relates to the
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increase of polarizability of the particles when the volume expansion
occurs.
C: In a constant volume, this factor arises from the dependence of
polarizability of the particles on temperature.

In order to determine A, B and C, some physical quantities must be
measured experimentally [2.10,2.11]; usually these factors are
evaluated from dielectric constant versus temperature data. The
magnitudes of A, B and C vary for different materials.

Bosman and Havinga [2.12] have found that the sum of A and B 1is
always positive and hence (A + B) contributes to increasing e’. But
the factor C is negative for those types of material with ¢’ > 10 and
it is positive for those which have ¢’ < 10.

According to them, the temperature dependence of the dielectric
constant (Equation 2.30) is always positive for ¢’ < 20 and it is
negative for ¢’ > 20.

At high temperatures the relationship is not valid because other
conduction processes (such as ionic conduction) begin to play a major
role. In practice the relationship 1is wuseful for defining the
temperature coefficient of permittivity over the range of environmental
temperatures usually encountered, i.e._between about 0°C to 200°C; it
is however expected to hold for low temperatures at least down to 77 K.

2.6 Porosity Correction for Powder Samples

Dielectric measurements often have to be made on samples which are
not solids in the sense of homogeneous single crystals where the actual
density is very close to the true X-ray density. Two particular forms
of material are of considerable industrial importance, namely powders
and sintered polycrystalline materials. Powders, or powder mixtures,
often form the precursors in the powder technology used to make many
engineering ceramics. Examples relevant to the present thesis include

sintered polycrystalline alumina and aluminium nitride, both of which
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are required in sheet form for device applications. It is therefore
necessary to devise techniques whereby the dielectric parameters of the
matrix solid can be inferred from data obtained from measurements on
powders or porous material.

A pressed powder sample is a mixture of air and small particles of
the material of which has formed a rigid porous solid after being
subjected to an external pressure. The porosity of the resulting solid
is described by the term "packing fraction", which is defined as the
ratio of the density of the porous sample to the true density of the
solid material. The simplest way of representing this porous solid is
by a two-layer model,(Fig 2.8a,b) neglecting any additional effects of
grain  boundaries (Fig 2.24). On the otherhand, a sintered
polycrystalline material (which will have been heat-treated often under
pressure) contains fewer voids and consequently has a higher value of
packing fraction (about 0.8 to 0.9) but may also be considered as a
porous solid. However, the density of the sintered powder is less than
the true X-ray density of the material (e.g., hot pressed Si3N4).
There is a wide range of formulae available in the literature
[2.13-2.17] for the correlation between data obtained from the powder
and bulk forms of a given material. The expressions vary significantly
depending on the particle geometry, particle size distribution and
porosity. It is interesting to note that the dielectric correlation
formulae available in the literature have been wused for the
determination of the complex permittivities of solids at frequencies
above about 106 Hz [2.18].

The most widely wused dielectric correlation formulae aré >fhose of

Bolfeher [2.14] are given by

2
(2¢' _ + 36-2) {(36-1) (e¢' + €' T) + €' ) - 2e"
e’ - ’ p p P P % (2_31)

2 ., 2, 2 ,
(3§ -1) (e 0 + € . )+ 2 p(36-1) +1



(@)

Sdid particles.

(b)
Layer 1 ( solid).

o

Layer 2 (air).

Fig. 2.8 1a) Schematic diagram of a powder sample.
(bl Equivalent two layer model.
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3 2
2(36-1 " + €' " + e" (36-2) + 4e' _€"
( ) (e p € € p) € p( ) € pe

e - P P (2.32)

2 ,
)y 267, B6-1) +1

2 2
36-1 'O+ e
( )(ep €

where e's and e’p are dielectric constant of solid and powder
respectively, e"s and e"p are the dielectric loss of solid and powder

respectively, § is the packing fraction.

These expressions apply specifically to spherical particles. On
the otherhand a more recent equation is that derived independently by
Landau and Lifshitz {2.19] and Looyenga [2.13]. The equation is

1/3

€ - 1= 8(6’s - 1) (2.33)

where e’s is the bulk dielectric constant of the material and ¢’ is
the dielectric constant of the powder at packing fraction §. Looyenga
has not given a separate formula for the dielectric loss but using the
relation e* = ¢€'-je", Dube [2.20] obtained the following relation

provided e"/e’' << 1, (double dashed and single dashed are dielectric

loss and dielectric constants respectively)

6"
en = P s (2.34)
5

where e"s and e"p are the dielectric losses for solid and powder
respectively. These are also suitable for spherical particles. In the
present investigation, an attempt has been made to use the Looyenga's

formulae for the dielectric correlation between powder and bulk in the
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low frequency range both at room temperature and at 77 K. In all the
powders examined here the assumption of spherical particles is a good
first approximation, although there may be some distribution of
particle size.
The Looyenga expression have been used in preference to Bottcher’s
because previous work on magnesium oxide [2.21] showed that these gave

a better fit to the known values for the solid material.
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CHAPTER THREE

EXPERIMENTAL TECHNIQUES FOR THE

MEASUREMENT OF DIELECTRIC PROPERTIES

3.1 D.C.Measurements

Although strictly not a dielectric property, it is convenient to
begin the discussion by refering to d.c. conductivity, whose values
often form a useful basis of comparison. There are several techniques
for measuring the d.c. conductivity of solids which depend wupon the
nature, geometry and the surroundings of the material concerned.
Usually two, three and four probe techniques are extensively used for

the determination of the d.c. conductivity of solids (Fig 3.la,b,c).

Generally a metal contact may be either ohmic or rectifying depending
on the relative work functions of the metal and the sample. However,

for measurements of d.c. conductivity an ohmic contact is essential.

A typical
metal-dielectric-metal contact and its energy band diagram is shown in
Fig 3.2 while Table 3.1 presents some typical values of work functions
of metals and dielectrics.

Usually, gold (Au), silver (Ag) and some alloys like Ag-Ga, Bi-Sb,
Ag-Sb, are used as contact materials since they provide ohmic contacts.
Depending on the problem two, three or four probe techniques can be
used for the determination of the d.c. conductivity of solid materials.
For those with very high resistivity or very low conductivity (of the
order of 10-14 -~ 10-18 Q-lcm-l), as in the case of most of the
insulators, two probe technique is generally employed. The limitation
of the two probe technique is that the bulk resistance (or the
resistivity) of the material under investigation should be considerably

higher than that of the contact, so leaving practically no effect of

contact resistance on the flow of current. In semiconductors, Dbecause
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Fig. 3,2 A typical energy band diagram of a metal-insulator-
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TABLE 3.1: Typical wvalues of work functions of metals and
dielectrics at 20°C

Metal ¢m,eV Dielectric ¢d,eV
Cs 1.9 Pure alumina (A1203) ~5
Mg 3.8 Pure silica (SiOz) ~ 6
Al 4.2 Polystyrene 4.2
Ag 4.3 Polycarbonate 4.3
Ni 4.7 Boron alumino silicate 4.3
glass
Au 4.9 Polyimide 4.4
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of the significant contribution of the contact resistance towards the
total resistance of the system, the two probe technique for determining
d.c. conductivity 1is inaccurate and hence a four probe technique is
usually used. In the four probe technique, the effect of the contact
resistance 1is successfully avoided due to the merit of the technique
itself and a precise measuremnet of the d.c. conductivity is possible,
if the geometry of the sample is suitable for the system [3.1].

A three electrode technique becomes inevitable when the material
under investigation is on a conducting substrate. On the free surface
of the test sample a contact of relatively small area with respect to
the conducting substrate leads to the current or field spreading effect
[3.2-3.47, (Fig 3.3a), producing misleading results because the
electrode area 1is not well defined. To avoid this effect, a third
electrode of the form of a ring (a guard ring electrode) is deposited
around the central circular electrode (Fig 3.3b,c). Both electrodes
are concentric and spaced from each other by a suitably small physical
distance. A single mask of proper dimensions is a realistic approach
towards solving this problem at the evaporation stage. Because of the
fact that both the guard ring and the central electrode are at the same
potential the electric field to a very —close approximation
perpendicular to the electrode and the electrode area, corresponding to
the central electrode diameter, is well defined. The d.c. conductivity
(ad.c.) for the two and three electrode techniques can be expressed by

the following equation

94 = 1 = & = &I (Q  cm ) (3.1)
- p R.A VA
d.c.

where % is the length of the sample (in cm) between  the
electrodes or the thickness, d (in cm) for the present

investigation,
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A 1is the area of the contact electrode (in cmz),

R is the resistance between the electrodes of the sample (in
ohms),

V is the voltage applied beteween the electrodes (in volts),

I is the current through the sample (in amperes),

P4 c is the d.c. resistivity of the sample.

For the four probe technique the d.c. conductivity equation is as

follows [3.5],
Pa.c = 1 = 2ns Va3 (3.2)
o I
d.c
- -1 -1
where 04 ¢ = d.c. conductivity (Q cm ),
s;= S, =837s is the distance between the pair of points
(in cm),

V,5 1is the voltage measured between the second and third
electrodes (in volts),

I is the current between the first and the fourth

electrodes (in amperes).

The alternative Van der Pauw method is well known for
d.c.conductivity or resistivity measurement being especially wuseful
when the sample geometry is irregular with arbitrary shape and size
(Fig 3.4). This method provides information about d.c. conductivity
and, for semiconducting material parameters such as the mobility,

carrier concentration and Hall coefficient when the sample is subjected

to a magnetic field. Here conductivity is given by the expression,
(3.6],

R R
Pg o = —L - _md AB, CD + BGC, DA AB, CD (3.3)

%3.c. log.2 2 ®sc. DA
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where RAB cD is the resistance between A and B when the current

is flowing in between the points C and D.

RBC, DA follows the same analogy.
Pd o 'is the d.c. resistivity of the sample.
%94 ¢ is the d.c. conductivity of the same.

d is the thickness of the sample.
f _AB.CD__ ] is a correction for electrode assymetry.

3.2 Low FreqUencv'Bfidge Techniques'

3.2.1 Two Electrode Systems

In order to determine the dielectric properties of solid materials
over a wide range of frequencies, it is necessary to use different
techniques for the different frequency ranges. Each technique has its
performance limited to within a fixed range of frequencies. The
frequency ranges of the most popular circuitry are summarised in Fig
(3.5) and their main advantages and disadvantages listed in Table
(3.2).

At low frequencies (5x102 Hz - 3x104Hz) bridge techniques are most
appropriate and suitable for the precise measurements of complex
permittivities and conductivity. In this range of frequencies, the
dielectric properties of materials are usually determined by measuring
the capacitance and the conductance of the sample held between a pair
of micrometer electrodes. The principle of the Wheatstone bridge has
long been employed in the measurements of conductance, inductance and
capacitance [3.7]. The design of these bridges depends not only on the
type and precision of measurement required, but also on the frequency
range needed. The electrode systems are made so that the effect due to
fringing field at the edge of the specimen are reduced and the entire
system is contained in a metal shielding box to eliminate undesirable
effects of stray field. Electrodes must be evaporated on the opposite

polished surfaces of the specimens to ensure a good electrical contact



TABLE 3.2

Salient Features of a.c. Measuring Circuits

Type

Advantages

Disadvantages

Step response

Schering bridge

Transformer
(ratio arm)
bridge

Resonant circuit

Coaxial line

Cavity

Simple apparatus;
measure low loss.

Can be used from low to
very high voltages and
currents; direct reading.

Strays are generally
absent, three terminal
measurements are simple;
leads can be compensated
for; direct reading, very
low loss measurable.

Does measure low loss

Simple measurement, low
loss measurement is
possible.

Does measure low loss

Not direct reading; e’
very  inaccurate; time
consuming.

Strays can give errors,

does not usually measure
as low loss as transformer
bridge.

Does not  measure to
highest accuracy over a
very wide frequency range.

Not direct reading;
temperature variation is
difficult.

Slight instability in VSWR
and position of minima
could cause error.
Temperature variation is
difficult.

Not direct
temperature
difficulc.

reading,
variation is
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over a well defined area between the specimen and the electrodes of the
dielectric test jig; with many materials gold is used for this purpose
(3.8]. The usual arrangement for solids, comprises flat, parallel
metal plates of known area and separation between which is inserted the
sample, in the form of a parallel sided disc of diameter slightly less
than that of the electrodes. If the diameter of the sample extends
beyond the electrodes then correction for edge effects are mnecessary.

The permittivity (¢’), loss tangent (tan§) and a.c.conductivity

9. < ) are expressed by the following equations, (3.9, 3.10].

€' = (o (3.4)
¢
)
tané = G = " (3.5)
w.C €'
o(w) = d.G = we . € (3.6)
(o]
A
C = € A (3.7)
o ° 3
where C is the nett capacitance of the sample placed between the

elgctrodes (in farad).

<, is the capacitance of the air with the same gap as the
sample between the electrodes (in farad).

w = 2af is the angular or radian frequency (in rad/sec).

A is the area of the contact electrode (in metrez).

d is the thickness of the specimen (in metres).

€5 is the 8.854 x 10-12 (farad/metre), the absolute value of
permittivity of free space.

e is the imaginary component of the dielectric

susceptibility.
G is the conductance of the sample (mho)

In order to allow for the stray capacitance (cs), if any, presentin
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in the system, it is necessary to make some simple computation.
Although at low frequencies the inductive effect is negligible, care
must be taken to make the system non-inductive as best as possible to
obtain precise values of capacitance and capacitive conductance. With
increase of frequency, the contact electrodes may introduce a
significant amount of inductance by introducing a component of
inductive conductance, which could be an important source of error in
the measurement of conductance (capacitive); although the capacitance
part remains almost unaffected.

The total capacitance e with the sample placed in between the

electrodes is given by

c = c +c (3.8)

where ¢ is the the actual capacitance of the sample

g is the stray capacitance present into the system.

The air capacitance o with the same spacing between the

electrodes is given by

e, = o+ c (3.9)
where <, and cq have their usual meanings. From the equations (3.8)

and (3.9), the actual capacitance c, of the sample is obtained as
c = c. - ¢, + s (3.10)

In order to avoid surface conductivity the following boundar/

conditions must be maintained.

d <D, L

where d is the thickness of the sample (in metres)







































































































































































































































































































































































































