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Heat Transfer Through a Piston by
Electrical Analogy

By J. E. R. CONEY and K. F. GILL

A well established theoreticai method for evaluating the heat transfer by
conduction within a solid body is used to estimate steady and transient heat
transfer through a typical diesel engine piston. The method is that of using an
electrical passive network to simulate the mathematical finite difference
representation of the temperature variation in a sclid body.

ANY important problems in engin-

eering and physics require the solution
of partial differential equations of the form
v¥=g (Poissons Equation) where f is an
unknown scalar function of the space co-
ordinates x, y, and z. In most practical cases
no rigorous solution can be found and either a
numerical solution(!) or an experimental
analogy(®) must be used. The former is not
normally suitable unless computing facilities
are available because of the amount of
tedious computational work necessary to
obtain reasonably accurate results. Of the
latter, the most adaptable technique, requir-
ing only a small initial capital outlay to
obtain a solution, is the electrical resistance
network analogue(®).

An important problem which can be
investigated by use of such a network ana-
logue is that of heat transfer within the
piston of an internal combustion engine.
In the design of pistons for engines, it is
essential that adequate allowance be made
for thermal stresses, that heat dissipation
is adequate to ensure acceptable piston
temperatures and that the temperature
distribution does not produce undesirable dis-
tortion. Hence, it is essential to have a know-
ledge of how the temperature varies through-

out the piston. especiaily as engine working
temperatures are continually .increasing due
to the perpetual demand for higher power-
weight ratios and efficiencies.

From the need to determine these tem-
perature distributions experimerntally, the
following methods have bezn used:

(a) Temperature-sensitive  paints:  this
method relies upon the irreversible colour
change of these paints on reaching certain
known temperatures.

(b) Hardness recoverv: it is known that the
hardness of certain alloys varies with pro-
longed temperature subjection. Hence. by
determining the change in hardness of the
piston material after a prescribed period of
running, an estimate of the temperature

Notvation:

a—Mesh size.
C—Electrical capacitance.
c—Specific heat (volume basisj.
k—Thermal conductivity.
Q—Heat transferred.
R—Electrical resistance.

t, T—Time.
V—Voitage.

x, y, z—Spatial co-ordinates.
«—Thermal diffusivity.
¢—Density.
6—Temperature.
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Sampled surface profile

y

Split the data into segments
each of length 0-5 mm

Y

Compute the least-squares
line for each segment

|

Recalculate the data
values relative to
the appropriate
least-squares line

!

Any of the following options can now be selected:

Take
another
sample

Compute the r.m.s
values for a | mm
traverse

Compute the
Fourier spectral
estimate

Fig. 1 Flow diagram of the program used to acquire spectral

estimates of surface roughness data

affected by the smoothing techniques used in its calcu-
lation. This requirement is satisfied by each of the
smoothing techniques used here. Segment averaging is
equivalent to averaging the transforms of a number of
separate traces, and the application of an appropriate
spectral window is not normally considered to affect
appreciably the area under the spectral curve unless a
significant peak of bandwidth less than that of the
window bandwidth is present.

A computer program was specifically developed to
enable a comparison to be made of the spectral esti-
mates of the surface data with the form of the power
spectrum predicted by equation (1). A flow diagram of
the program is shown in Fig. 1 (7).

4 MACHINED SPECIMEN SURFACES

A range of mild steel end-milled, fly-milled, slab-milled,
shaped and turned surface specimens was prepared. The
machining parameters were speed of cut, feed rate and
depth of cut. By maintaining in turn two of these par-
ameters constant, three specimens were produced for
each of three selected values of the remaining par-
ameter, resulting in a group of 27 different specimens
for each of the machining processes. Figure 2 explains
this in detail. The machining parameters were purposely
selected in this manner so as to aid the identification of
the cause of features in the spectral estimates.

The machining speeds were greater than those nor-
mally used in most of the series of investigative trials
described in the literature; those adopted here are, in
fact, more typical of industrial machining speeds. A
range of ground mild steel specimens was also prepared
(Fig. 3).
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Fig.2 Machined specimens
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Feed
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Fig. 3 Ground specimens

5 RESULTS OBTAINED FOR COMPARISON
WITH THE THEORY OF VAN DEUSEN

The data acquired from the specimens were obtained
relative to a straight-line datum attached to a Talysurf 4
profilometer and were unfiltered, except that they were
re-evaluated with respect to the least-squares line fitted
to the data. All the power spectral estimates closely
approximated to a straight line of slope — 2 over the
greater part of the frequency band available for investi-
gation. Examples of the spectral estimates are shown in
Fig. 4; the broken line is the best-fitting least-squares
line, having a slope of — 2, which can be applied to the
spectral estimate curve in each figure. Compared with
the form of the results predicted by equation (1), those
shown in Fig. 4f are the worst encountered in this group

95 per cent
vonfidence
interval

95 per cemt
confidence
interval

10°* .
~ Sy
8] E 3§ -3
10-$ 10
i N
10°¢ 1 1 10 ' i
10° 10° 10 10°
/ S
Hz Hz

(b) Fly-milled number 17

10?2

9s per ce(\l 95 per cent
10-* con ﬁd.elnte confidence
interval 10-} interval

10! 10* 10! 10%
Hz Hz
(¢) Slab-milled number 25 (d) Shaped number 13

95 per cent
confidence
interval

95 per cent
confidence
intervai

i
1ot 10° 10* 10°
ra A
Hz Hz
(e) Ground number 4 (f) Turned number 25

Fig. 4 Fourier spectral estimates for the roughness band
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of trials. For the frequency band investigated, it was
noted firstly that the slopes of a number of the spectral
estimates had a smaller negative value at surface fre-
quencies less than of the order of 20kHz
(corresponding to a wavelength of 0.05 mm), for
example Fig. 4e. Secondly, it was observed that 16 of
the 144 specimens investigated displayed significant
machining peaks, for example as shown in Fig. 4b and f.
Machining peaks are defined here as those peaks which
repeatedly occurred during successive calculations of
spectral estimates of data obtained from separate, paral-
lel traces of the same surface. The term ‘significant’ is
used to mean that the peaks were of greater magnitude
than that of the confidence interval plotted.

A logarithmic power axis permits a confidence inter-
val to be plotted (8) which is independent of the fre-
quency at which the individual spectral lines are drawn,
and is calculated from a chi-square distribution having
a number of degrees of freedom dependent upon the
number of data transform blocks used and also upon
the bandwidth of any spectral window applied.

6 CALCULATION OF A NEW SURFACE
TEXTURE PARAMETER

Since the parameter k is defined as the intercept of a
Fourier spectral curve on a logarithmic power axis (5),
anyone wishing to comprehend how the estimated
values for k are obtained would need to possess an
understanding of random data processing theory. Equa-
tion (4) predicts that the variance of the profile, which is
the area under the power spectral curve at wavelengths
less than or equal to L, is directly proportional to the
length of the trace, and hence the standard deviation of
the data, for a fixed traverse length, is a parameter
which would also locate the straight line described by
equation (5). In order to facilitate the comparison of
results which may be computed from a range of trace
lengths, a standard length of I mm was chosen and
results calculated from different traverse lengths suit-
ably scaled to provide the root mean square (r.m.s.)
value which, by assuming equation (1) applies to surface
texture data, would have been obtained had a ! mm
trace been taken. Because roughness data have a zero
mean value and r.m.s. values are more common in
surface texture analysis, an r.m.s. value is employed in
preference to a standard deviation value. Three methods
are now described which enable estimates of the r.m.s.
value per millimetre, denoted by ¥, .., to be com-
puted:

1. If the spectral estimates are of the form predicted by
equation (1), then, letting f,., and f, be the
maximum and minimum surface frequencies respec-
tively of the frequency band currently being investi-
gated, the estimated variance in this band, 2, is

, Smax ]
=k my

[ min

1 1
B k(.fmin B fmal)

where k is an estimate of k. Since f,,, is approx-
imately two orders of magnitude greater than f_,.,
and letting f,.. =/, wm» Where f; .. =1kHz, then

Q»
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the total variance in the wavelengths equal to and
less than 1 mm, that is the square of ¥, .., is

~

N k
P om= 6
1 mm fl . ( )
If P, .. is the estimated power at a wavelength of
1 mm, letting f, and P, be respectively the arithmetic
mean of the logarithms of the surface frequency
values and the arithmetic mean of the logarithms of
the estimated power values in a spectral estimate,
and since equation (5) describes a straight line, then

lOgIO Pl mm — 2(/;\ - 10310/1 mm) + pa
and, using equation (1), this yields

W, = 10U U2P = (112 10810 f1 mms )
enabling an estimate of ‘¥, . to be obtained from a
combination of the estimated spectral values for
surface data which exhibit a zero mean value.

. If equation (5) were to apply at all frequencies of

engineering interest, then, substituting one logarith-
mic power value and the logarithm of the surface
frequency at which it occurs for P, and f, respectively
in equation (7), this would enable an estimate of
¥, .m to be obtained. The computation of an esti-
mate of a single spectral value is performed mathe-
matically more efficiently by a discrete Fourier
transform, which requires 2N complex products and
additions, than by the fast Fourier transform
(method 1), which reauires as many operations in the
calculation of a single transform coefficient as in the
computation of the entire transform algorithm (9).
The major disadvantage of using the estimate of a
single spectral value is that it may coincide with a
machining peak, resulting in an overestimate of the
value of ‘¥

1 mm*

. The estimated mean value P, of the estimates of the

power spectral values P(i) for an N-point transform
is

N?

9

~ 2
P =—
"N &
since P(0) = 0 for data exhibiting a zero mean value.
The estimated variance of the N data values f{i) is

Pi)

™

1 N-1
7= 50 o
or, alternatively,
N/2 -
62 =3 P
i=1

and hence

_%
"N
Equation (1) yields

262

k= NT,

where Y, is the mean value of the inverse squares of
the frequency values at which the N/2 spectral lines
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are plotted, and is

2 [ Smax g

® N f win fz
By neglecting the line representing zero frequency
and acknowledging that f,... > f..., this gives
2
" Nj;nin
Applying equations (6) and (8) yiclds

X7 _ j;nin = "2
e i 500}

enabling an estimate of the r.m.s. value per milli-
metre to be obtained without the need for a trans-
formation of the data.

Y

Due to segment averaging, the frequency band of the

spectral estimates does not coincide with that affected
by the use of a skid datum in preference to a straight-
line datum (7), and hence the use of a skid is optional if
an estimate of W, ... alone is to be calculated. If the
sampled data are obtained relative to a skid datum. the
estimation of ¥, .. by method 3 will require, as is the
case prior to segment averaging, that the datwa are first
re-evaluated with respect to least-squares lines fitted to
the individual data blocks, which are of shorter length
than those wavelengths affected by the use of a skid
datum. A segment length of 0.5 mm is used in the com-
puter program developed.

7 ADVANTAGES OF THE R.M.S. VALUE
PER MILLIMETRE COMPARED WITH OTHER
SURFACE PARAMETERS

In the comparison with k, the r.m.s. value per millimetre
has the following advantages as a surface texture par-
ameter:

1.

The r.m.s. value per millimetre is defined in a manner
which is comprehensible without the need for an
understanding of the spectral estimates.

. The calculation time of an estimate of ¥, _, using

equation (9} is similar to the computation time of the
roughness parameters, such as Ra, and involves
log, N times fewer operations than the evaluation of
the transform algorithm used in the estimation of k
(5.

. The expected variance of the r.m.s. value per milli-

metre, where ¥, _ . is obtained using method 3, is of
the same numerical order as the expected variance of
an r.ms. value, yet smaller than the expected
variance of k, which is of a magnitude dependent
upon the mean squarc value of the data. This is
emphasized in the results obtained for a number of
the machined surface specimens as presented in
Table 1.

The two main advantages of the r.m.s. value per milli-

metre as a surface texture parameter compared with the
currently used roughness parameters are as follows:

1. In contrast to the calculation of the roughness par-

ameter estimates, the calculation of ¥, _ . does not
require that a standard filter is applied to the data

@© IMcchE 1985
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Table 1 A comparison of the coefficients of variance of
¥, mm and k calculated over five traverses each of
lengtfl‘ 10 mm

Type of Parameter means and

specimen coefficients of variance
and speci

number W, ol X 109) K x 10'%)
End-milled, 2 392 0.028 1.96 0.07t
Fly-milled, 5 5.36 0.03 3.51 0.065
Slab-milled, 15 1.01 0.033 0.36 0.065
Shaped, 6 11.2 0.071 9.44 0.1
Turned, 20 1.1 0.032 10.2 0.084
Ground, 1 0.10 0.14 0.051 0.42

(10). The difficulty arising in surface measurement
because of the necessity to choose one of the range of
standard filters available, and because of the change
in the expected values of the parameters this
involves, is thus avoided. The shape of the spectral
estimates calculated in Section 5 will be affected by
those standard filters of cut-off wavelength less than
the segment length, and hence these should not be
employed when obtaining an estimate of the r.m.s.
value per millimetre. The variations with cut-off
wavelength of the r.m.s. value per millimetre were
compared with those of the Ra value and the results
are presented in Table 2.

2. Except when it relates to profiles having spectral esti-
mates which display relatively large machining
peaks, the r.m.s. value per millimetre is able to give a
complete description of roughness profiles. This
arises since it is a parameter derived from the mea-
surable properties of the surface data, whereas the
roughness parameters have been frequently used in
attempts to describe some aspect of a surface profile
without first acquiring this knowledge. Present

Table 2 A comparison of the variation of the parameters
¥, .n and Ra with cut-off wavelength for traverses
of length 10 mm

Type of Filter Parameter values
specimen cut-off
and specimen wavelength ¥y Ra
number mm ( x 10%) um
End-milled, 8 0.25 2.14 1.09
0.80 3.17 1.71
2.50 321 1.92
: Unfiltered 130 —
Fly-milled, 24 0.25 2.19 0.92
0.80 241 1.24
250 243 1.47
Unfiltered 251 —
Slab-milled, 4 0.25 0.53 0.23
0.80 0.66 0.62
2.50 0.70 1.28
Unfiltered 0.79 —
Shaped, 5 0.25 6.12 343
0.30 9.28 7.27
2.50 100 10.7
Unfiltered 9.95 —
Turned, 8 0.25 6.28 3.27
0.80 9.02 5.49
2.50 9.96 6.92
Unfiltered 9.61 —
Ground, 1 0.25 0.087 0.037
0.80 0.091 0.039
2.50 0.092 0.040
Unfiltered 0.093 —

© [MechE 1985

analysis is based on the premise that certain aspects
of roughness profiles can be uniquely identified for a
particular surface, yet the results presented have
shown that the form of the frequency distribution of
the roughness data is independent of the machining
process, except where machining peaks are present.
The traverse length dependent r.m.s. value uniquely
determines the ‘smoothness’ of the surface texture of
the machined specimens in the roughness band.

8 SUMMARY

This paper has shown that the results of Van Deusen
are applicable to a range of machined surface specimens
and that there is an underlying form to the spectral
estimates of the surface data in the roughness band. In
addition, a new parameter, namely the r.m.s. valuc per
millimetre, has been derived and developed which desi-
cribes the r.m.s. value of the surface roughness data for
a 1 mm trace and which is also able to describe com-
pletely, apart from the machining peaks, the spectral
estimates of the machined surface data at all roughness
wavelengths. The new parameter overcomes the prob-
lems associated with the parameter proposed by Sayles
and Thomas for two reasons: firstly, it is obtained
without the need to transform the data and. secondly.
its variance is similar to that of the commonly available
roughness parameters. In addition, the description of
the longer wavelengths introduced by Savles and
Thomas has now been extended to the shorter, rough-
ness wavelengths of the surface profile. In contrast to
the means of derivation of current roughness par-
ameters, the new analysis' does not involve a subjective
assessment of the characteristics of the data, and, more-
over, the r.m.s. value per millimetre is obtained without
the requirement to select a standard cut-off filter.

If the form of the estimates is the same for all wave-
lengths which are useful in the engineering sense. then
the derived parameter, apart from the machining peaks.
will be able to describe completely the form of
machined surface data. The data would therefore have
been proved to be non-stationary, as predicted by equa-
tion (4) and the assessments of Thomas (11).

9 CONCLUSIONS

In surface texture analysis, the maximum wavelength in
the band analysed is normally decided by the use of
skids and the application of standard filters. All longer
wavelengths are generally regarded as being non-
stationary, but, prior to this investigation, it was not
clear whether this was justified from the observed varia-
tions of parameter values with traverse length or
because of the inherent nature of the surface texture. At
present, surface data processing generally involves the
computation of roughness parameters which are
capable of describing only certain aspects of the rough-
ness texture. In attempts to remedy this situation,
several parameters have been defined which describe
certain properties of statistical functions, which are
themselves able to characterize the surface roughness.
Since these parameters do not account completely for
the form of the functions for a sufficiently wide range of
surfaces, the usefulness of these parameters in engineer-
ing is limited.

Proc Instn Mech Engrs Yol 199 No C4
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An advance in the investigation of surface texture
arrived with the analysis formulated by Sayles and
Thomas (5) based on work initiated by Van Deusen (4).
They found that a general spectral form was apparent
for the non-stationary longer wavelengths of a surface
profile and that this form can be completely described
by a single parameter.

The results presented in this paper have verified that
the analysis propounded by Sayles and Thomas is also
applicable to a range of machined specimens in the
roughness band. This work has also resulted in the
development of a new parameter, namely the r.m.s.
value per millimetre, which is also able to describe com-
pletely the form of the spectral estimates predicted by
Van Deusen. This parameter has three principal advan-
tages over that of Sayles and Thomas. Firstly, its
expected variance is less and is of the same order as the
roughness height parameters. Secondly, its estimation
can be performed directly from the surface data and
hence its calculation time is less than that required for
the estimation of the Sayles and Thomas parameter,
which is computed from the spectral estimate of the
data. Thirdly, in contrast to the Sayles and Thomas
parameter, to understand the description provided by
the r.m.s. value per millimetre, a knowledge of spectral
analysis is not required.

Since the current surface texture band extends to
wavelengths as short as 5 gm, the acquisition of surface
data from the stylus instrument requires that a stylus of
this order of radius is used when tracing the specimen.
This in turn determines the magnitude of the maximum
permissible stylus force and the maximum permissible
speed of traverse, while ensuring that an adequate tran-
sient response is provided. Because the slope of the

Proc Instn Mech Engrs Vol 199 No C4

spectral estimates of the machined specimens is con-
stant and known at this order of wavelength, and
because machining errors are unlikely to occur at these
wavelengths, a stylus of such a small radius will gener-
ally not be required. The use of a stylus which has a
radius of the order of 0. mm would be adequate for
most specimens, while still permitting the estimation of
the new parameters developed here, thereby enabling a
complete description of the texture at all surface texture
wavelengths to be obtained. The tracing of the surface
could then be performed at a higher speed and with a
larger stylus force, enabling a consequent shortening of
the data acquisition time.
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A characterization of surface texture profiles

D J Mulvaney, BSc. PhD.
Department of Electronic Engineering, University of Hull

D E Newland. BSc, PhD. CEng. MIMechE and K F Gill. BSc. MSc. PhD. CEng. MIMechE

Department of Mechanical Engineering. University of Leeds

The spectral analvsis of surface texture data is extended so as to include the longer wavelength “wariness’ features in addition 1o the
‘roughness” aspects. This results in the identification of an underlyving form in the spectral estimates of engineering surfuces whose
complete description requires only two parameters. Also, by showing that the spectral estimates converge 10 a final steady ralue ar the
longer wavelengths. the need to select and apply a standard cut-off filter is avorded.

1 INTRODUCTION

The previous investigation of surface texture by trans-
form analysis. described in (1), was confined to a band
of surface wavelengths within the approximate range
10 um to | mm. This range is approximately that of the
roughness band normally used in surface analysis. A
more complete investigation will now be described.
involving the inclusion of surface wavelengths outside
this band.

It is not common engineering practice to analyse
surface data of wavelengths less than about 10 um. This
is because surface undulations having wavelengths of
the same order or shorter than the physical dimensions
of the type of stylus normally used in surface instru-
ments cannot be accurately reproduced. However, this
is not considered to be a disadvantage by the authors,
since. in this wavelength region, the slope of the spectral
curves is approximately —40 dB/decade and, moreover,
machining peaks do not occur in the region (2). Hence
the magnitudes of the spectral values obtained for wave-
lengths shorter than about 10 um are, for practical pur-
poses, negligibly small when analysed as part of the
roughness profile.

A characterization of surface data in the roughness
band is considered complete by most engineers involved
in the field of surface measurement. However, the
analysis of wavelengths in the ‘waviness band’, which
consists of wavelengths longer than those in the rough-
ness band, has recently begun to receive increased atten-
tion and is of interest to the authors for the following
reasons:

1. It has not as yet been shown whether the power
spectrum G(f) = k/f2, predicted experimentally by
Van Deusen (3), applies at wavelengths longer than
those in the roughness band (1). The slopes of a
number of the spectral curves in the longer wave-
length region of the roughness band have smaller
negative values than those predicted by Van Deusen,
these values becoming decreasingly negative as the
wavelength increases. A further investigation is
necessary to determine whether this trend continues
into the waviness band.

The MS was received on 3! May 1985 and was accepted for publication on 11
October 1985.
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2. The expected surface frequencies (1) of some machin-

. ing peaks, defined below, are less than those in the
roughness band and, for completeness. it is necessary
to include these in the analysis. Machining peaks (2
are defined here as those peaks which repeatedly
occurred during successive calculations of spectral
estimates of data obtained from separate paralle
traces of the same surface. The surface {requency at
which these peaks occur depends on both the speed
and feed rate of the machining process. For example.
the machining peak in Fig. 1 occurs at a surface
frequency of approximately 8 kHz. which can be cal-
culated by dividing the machining speed in revol-
dtions per minute by the feed rate in metres per
minute.

The spectral estimate in Fig. 1 was calculated for
turned specimen number 25 (Table 1) which dis-
played features termed ‘pick-up marks’ on its surface.
These marks probably arise when. due to the high
temperatures generated during machining. a piece of
metal previously cut from the surface becomes
momentarily attached to the cutting toul. tempo-

20.0

15.0
'_’c_
* i~
s|&
© 10.0-

5.0

0.0 k 1 I 1 i 1 I J

0.0 40 8.0 12.0 16.0
Fx10~
H:

Fig. 1 Spectral estimate of turned specimen number 25
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Table 1 Machined specimens
Slab-milled
Speed
o 25 72 206
Feed rate
mm/min { 32 {104 {254 [ 32 { 104 {254 32 | 104 | 254
st los |10 |23 fw | |iz]{19]2 |2
5
2lElo2s [ a s e [ fus|22]2n|2u
a
U
e ost | 7|89 ]1e]i17{18|]25]2]27
Shaped
Speed
o 10 20 0
Feed rate
mm/min | 0-30]0-63]0-94/0-30] 0-63 }0-94]0-30{0-63[0-94
stlow |t |23 w)lunfi2lwf]|n
5
SiE[o2s [ |5 |6 |13 |14 |us|22]23|2s
[=%
|73
e 0-st | 7|89 16|17 |18]25]26]27
End-milled
Speed 10 230 530
r/min
Feed rate
‘mm/min |12-7(31-8{63-4{12-7(31-8 [63-4{12-7(31-8(63-4
s1f1oen3 |1 2]3lw|nliz]lwfela
5
alEloas L a[s |6l fis|22]2 e
[=3
Al fosi |7 18 9o]ie]im |2l
Fly-milled
Speed
e 230 530 810
Feed rate
mm/min | 12-7]31-8}88-9{12-7{ 31-8(88-9{12-7{31-8|88-9
gl low 1|23 fw0]|nji2]wje]|2a
5
Z|E[o2s (a5 |6 1314 |15]22(23]2
o
)
a 051 |7 (8|9 16|17 |18]25])26]027
Turned
Speed
r/min 125 260 540
Feed rate
mm/min | 20 40 80 40 80 | 160 | 80 160 | 320
st o [ 1|23 |wo|n |29l
=
EEo-zs 4 1S )6 13114 [15])22]23 ]2
7
Al [ost 7|8 ]ojwltr|s]2s)a|m
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Fig. 2 Photograph of end-milled specimen number 27 dis-

playing grooves due to ‘pick-up’ during machining

rarily causing the depth and other aspects of the
nature of the maching to be changed (Fig. 2). Such
marks were found only on the turned, end-milled and
fly-milled specimens. Machining peaks were absent
from the spectral estimates of those surfaces with no
pick-up marks. A joint investigation of machining
parameters and surface profiles revealed that the
high temperatures necessary to cause pick-up marks
were probably the result of a combination of high
cutting speed and a relatively deep cut. For example,
a prominent machining peak does not occur in the
spectral estimate of turned specimen number 9 in
Fig. 3, although the expected frequency of any
machining peak is approximately the same as that
expected for turned specimen number 25 in Fig. 1.
This is probably due to the fact that the cutting
speed for specimen number 9 was one-quarter of that
for specimen number 25 and so generated a lower
temperature during machining.

It has only been possible to derive the results
obtained because the specimens manufactured for
these trials were machined at the higher speeds which
are more typical of those used in industry, rather

35.0
30.0

25.0

GUHx 10t

A 1 i | 1 ]
0.0 4.0 8.0 12.0 16.0

fx107*
Hz

Fig. 3 Spectral estimate of turned specimen number 9
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than at the lower speeds adopted in most of the pre-
viously published experimental trials.

3. Several cut-off wavelengths in the range 0.08-8 mm
are recommended by the British Standards Institu-
tion (4) and the selection of the appropriate filter for
a particular surface specimen rests on the experience
of the stylus instrument operator. Spectral analysis of
the waviness band taken in conjunction with the
roughness band would determine whether the selec-
tion of the cut-off wavelength could be made on a
more sound engineering basis.

4. The spectral analysis referred to in (3) would also
establish whether there is a valid engineering reason
for restricting the analysis to the roughness band.
This would be confirmed if the form of the spectral
estimates in the roughness band described in (1) is
found to continue unchanged into the waviness
band, since the form of the estimates at all engineer-
ing frequencies would then be known. However, if as
reported in the literature, the form of the spectral
estimates is dictated by the particular path traced by
the stylus on a surface to a greater extent than would
be expected by statistical sampling variations, then
the investigation of surface texture by the present
stationary analysis techniques will not be acceptable
at these longer wavelengths. Consequently, it wouid
be necessary to continue to confine the range of
investigation to the stationary shorter wavelengths
until an instrument capable of analysing a significant
proportion of the available surface is developed.

2 A NEW SPECTRAL SMOOTHING TECHNIQUE
WHICH PERMITS THE ANALYSIS OF THE
LONGER WAVELENGTHS OF THE SURFACE
TEXTURE

As far as the authors are aware, waviness has not been
previously investigated using spectral analysis owing to
the difficulty in formulating an appropriate spectral
smoothing procedure. Although in (1) traces of length
up to 60 mm were taken, the application of a spectral
window and segment averaging of an appropriate
length reduced the maximum wavelength present in the
spectral estimates to 0.5 mm. To smooth the spectral
estimate curves (that is to reduce the variance of the
spectral estimates) without truncation of the lower fre-
quency band, the Fourier transform of the data was
performed in a single segment and a non-recursive
second-order filter applied to the spectral data.- The
smoothed spectral estimate is computed by forming a
weighted sum of the discrete, unsmoothed spectral
values. For a point which is a distance n points in the
unsmoothed spectral estimate from the point for which
the smoothed spectral value is to be calculated, the
weighting value a is given by

2n
=—, 1=0
o N K
4
a=ﬁn(1 -n%)e"""’", n=1,2..,2N

where N is the cut-off length in terms of the number of
spectral points. Two smoothed spectral values are then
computed and plotted for each cut-off length. By
employing the technique of ‘window closing’, a smooth-
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ing filter of the same cut-off length was found to be
appropriate for all the specimens tested, for a given tra-
verse length. .

There are two main disadvantages in analysing this
extended wavelength band of waviness and roughness
combined, compared with analysing the roughness band
only. The first disadvantage is that the computation
time is longer for the same number of sampled data
values, because the data are transformed in a single
block rather than in a number of successive. shorter
blocks. For N data values, where N is a positive integral
power of 2, the calculation of the Fourier transform in a
single segment requires that 2N log, N computations be
performed. However, if the transform is performed in
blocks each of length M data values, where M is a
positive integral power of 2 and N > M, only 2N
log, M computations need to be carried out. In practice.
using the filtering technique described above, the calcu-
lation times of the smoothed spectral estimates.
obtained using a VAX 11/780 computer running
FORTRAN, were approximately 35 seconds for a
60 mm trace, 25 seconds for a 30 mm trace and 11
seconds for traces of 15 mm or less. The second dis-
advantage is that a skid cannot be employed to simplify
the setting-up procedure when collecting the data, since
the band of waveiengths to be analysed coincides with

those wavelengths affected when using a skid datum.

3 RESULTS OF THE SPECTRAL ANALYSIS
OF COMBINED ROUGHNESS AND WAVINESS
PROFILES

Figure 4 shows typical spectral estimates of skidless
traces of length 60 mm computed from a number of the
specimens listed in Tables 1 and 2. The digital filter
outlined in Section 2 was used to smooth the spectral
estimates and its application truncated the surface fre-
quency content to a maximum of approximately 70 kHz
(corresponding to a surface wavelength of about
14 um), but this is not considered to be a disadvantage.
At the higher surface frequencies in the band investi-
gated, the spectral estimates displayed the slope predict-
ed by Van Deusen (1), but the slopes of the spectrai
curves displayed a smaller negative value than that pre-
dicted by Sayles and Thomas (5) at lower frequencies. In
agreement with the predictions of Reason (6) for the
majority of the surface specimens, this slope apparently
tended to zero with increasing wavelength, and hence
the area under the spectral curve, that is the variance of
the data, converges to a finite value and does not
diverge as predicted in (1), which was derived as a con-
sequence of Van Deusen’s investigations. For these
surface specimens, the surface texture data are conse-
quently stationary, contrary to the findings in the liter-

Table 2 Ground specimens

Feed
mm

0-2510:-50-1

0-005 | 1 2|3

mm

0-01 4 5 6

Depth of cut

0-04 7 8 9
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(b) Slab-milled number 5
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(d) Turned number 28
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10°
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(e) Fly-milled number 10

Fig. 4 Fourier spectral machining

ature (5, 7 and 8). However, the spectral estimates of a
few of the specimens did not follow this trend, for
example that illustrated in Fig. 4e, and the reasons for
this behaviour are investigated in the subsequent
section.

Since for most of the specimens there is a difference
between the shapes of the estimates at low and at high
surface frequencies in the band investigated, it could be
argued that there is also a difference between the forms

Amplitude

0.0 2.0 4:0 6.0 85010‘0 12.0

Distance
mm

(a) Fly-milled number 3

of roughness and waviness. An exact surface frequency
at which a physical discontinuity exists between wavi-
ness and roughness is, however, not obvious in any of
the spectral estimates.

4 INVESTIGATION OF THE ERRORS OF FORM

In the previous section, it was pointed out that the
values of the slopes of the spectral estimates of a few of

Amplitude

PR S [V
0.0 2.04.06.08.010.0

Distance
mm

(b) Fly-milled number 2

Fig. 5 Surface profiles of two fly-milled specimens
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the specimens did not appear to be tending to zero at
the longer wavelengths. For a number of these particu-
lar specimens, the depth of cut of the machining
changed visibly along the length of the specimen in the
direction traced. An examination of the profiles
acquired from the remainder of these specimens, whose
spectral estimates did not converge, revealed that they
had also been machined in a non-uniform manner. For
example, Fig. 5a shows the profile of a specimen whose
spectral estimate diverged at longer wavelengths and
Fig. 5b shows the profile of a specimen whose spectral
estimate tended to zero slope at longer wavelengths.
The occurrence of a non-convergent spectral estimate
could always be directly linked to a non-uniformly
machined specimen. The possible causes of such
machining errors, termed ‘errors of form’, are discussed
in (2). Algorithms for detecting and assessing these
machining errors are investigated in Section 7.2.

5 SPECTRAL ESTIMATE MODELS WHOSE
DESCRIPTION INVOLVES A SMALL NUMBER
OF PARAMETERS

Since the spectral estimates of those specimens manu-
factured without errors of form are nominally of identi-
cal shape, several models of these estimates which can
be described by a small set of parameters are con-
sidered. One method suggested in the literature for
obtaining a small set of parameters from data with
known spectral estimates is that of fitting an auto-
regressive moving-average (ARMA) process (9) to the
data. However, the power spectra of those ARMA pro-
cesses of low order do not correspond closely to the
shape of the spectral estimates found from this work.
The authors believe, therefore, that these models are of
little practical use in surface texture measurement. A
study of the frequency characteristics of linear systems

/

95 per cent
confidence I
N, interval

S8 w0t
|0—5._
1 1 i
100 108 ot
A
Hz

(a) End-milled number 13

_ 95 per cemt
107! confidence
interval
10—2._
% S0
107
10—5 L 1 s
10* 10t 0t
L
Hz

(c) Shaped number 13

resulted in the identification of the shape of the spectral
estimates as closely resembling that of the gain-
frequency response of a linear second-order system with
unity damping factor. This mode! had an equation of
the form

_K
L+ (1)

where K is the intercept on the vertical power axis and
f. is the cut-off surface frequency. Equation (1) extends
the analysis of (1) to lower surface frequencies. since for
J> /. this is of the same form as the equation predicted
experimentally by Van Deusen. Note that equation (1)
is the Fourier transform of the exponential autocorrela-
tion function used by Whitehouse and Archard (10) to
describe certain aspects of roughness data.
Since equation (1) can be written in the form

K __ JAY ,
an- 't (ﬁ) 2

a linear least-squares line could be used to obtain esti-
mates of the values of the parameters K and /, from the
spectral estimates of the surface data. However. because
this curve fitting involved the calculation of frequency
values to the power 4, and the frequency and power
values in the spectral estimates vary over a range of 3—4
decades, this method proved to be ill-conditioned.
Instead, a least-squares successive approximation was
employed which involved fitting the logarithmic version
of equation (1) to the logarithmic spectral estimate.
Figure 6 shows typical curves of the form of equation
(1) fitted to the spectral data of specimens manufactured
with no machining errors. The fitted curves approx-
imated to the spectral estimates within the confidence
interval at all wavelengths in the band tnvestigated.

G(f) = h

95 per cent
. confidence 1
107 interval
~ -3
Sl g 1077
I
10~J -
1075k
1 i

L

100 10¢ 10t
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{b) Slab-milled number 14
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\

it ' 1
100 10t et
L
Hz
(d) Ground number 6

Fig. 6 Fourier spectral estimates
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Hence, for a sufficiently long traverse length, the under-
lying form of the spectral estimates could be described
completely by only two parameters, namely K and f; in
equation (1).

6 MEANINGFUL PARAMETERS

Although K and f, are able to describe completely the
form of surface data in the frequency domain, current
engineering practice requires the following alternative
description to guarantee a sound understanding. An
estimate of the variance of the acquired data, 62, can be
obtained from the area under a curve represented by
equation (1); hence

[ Smas df
ot =R f _ Y 3)
[ min (1 +.//jc)
where K and f. are the estimated values of K and f,
respectively and f, ., and f,,;, are the maximum and

minimum surface frequencies in the spectral estimate.
Integrating equation (3) yields.

5> =K/, {tan‘l (j;f‘) —tan~! (%)} 4

enabling the variance of the data to be estimated from
the parameters K and f,. If f,,,,— o0 and f;;,— 0, equa-
tion (4) becomes

nK
2

where 42 is the total area under a curve of the form of
equation (1). Dividing equation (5) by equation (4)
yields

s () ()

where 4 is an adjustment factor. By forming the
product of the variance of the data with A, an estimate
of the total area under a curve of the form of equation
(1) can be obtained.

Two parameters can now be defined. The first param-
eter is termed the ‘surface r.m.s. value’, denoted by v,
and is the r.m.s. value that would be computed from a
trace of infinite length. The value of the parameter is
obtained from &,/A. Such a parameter was chosen since
r.m.s. values are already established in surface texture
analysis. The second parameter is termed the ‘surface
cut-off wavelength’, denoted by A, and is the wave-
length corresponding to the surface frequency f.. The
estimate of the surface cut-off wavelength £, is the wave-
length at which the only discernible change in the form
of the spectral estimates occurs, and is the half-power
point of the spectral estimates. This parameter is purpo-
sely termed similarly to that of ‘cut-off wavelength’,
which is employed to define the amplitude response
characteristic of the standard filter used in the surface
roughness analysis to remove the longer wavelengths on
the surface texture. This is no coincidence. Since there
are no other wavelengths at which an identifiable
change occurs between roughness and waviness, 4, is
the value which the standard filter cut-off wavelengths
are used to simulate.

-~

& =

)
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Note that if the integral in equation (3) is performed
between the limits of f, and f,,., the area under the
spectral curve between these limits is

aKf.

; )

and hence the line f = f, divides two regions of equal
area. Thus, the root mean square value of the data at
surface frequencies greater than f,, that is the root mean
square value of the roughness data, is half the surface
r.m.s. value.

7 IDENTIFICATION OF MACHINING ERRORS
AND INSUFFICIENT TRACE LENGTHS

The two sources of machining errors, namely machining
peaks and errors of form, which have been identified.
cause the spectral estimates to depart significantly from
the form of equation (1). For a complete identification
of the surface texture of the machined specimens, algo-
rithms for the detection of the machining errors must be
employed.

The methods which enable the two types of machin-
ing error to be detected are now discussed with a view
to including them in an identification program devel-
oped for the automatic assessment of surface texture. To
verify the presence of errors of form, a check must be
incorporated to ensure that the trace is of adequate
length, since it is possible under certain circumstances
to identify incorrectly non-uniform machining when in
reality the traverse length was insufficient.

7.1 Identification of the machining peaks

The physical cause of the machining peaks has been
discussed, and such peaks were found to be present in
only fly-milled, end-milled and turned surface speci-
mens. It was also found that machining peaks could not
be sustained at surface frequencies greater than about
50 kHz. In addition, due to the physical dimensions of
the cutting tool, these marks are unlikely to occur at
wavelengths longer than a few millimetres. Hence, in
order to detect these machining errors, it is necessary
only to measure the magnitude of the spectral estimates
relative to the fitted curve described in Section 5 in this
wavelength band, and to record the maximum differ-
ence. If this is of a magnitude greater than that of the
confidence interval for that spectral estimate, a machin-
ing peak is noted as being identified.

7.2 Identification of the errors of form and
insufficient traverse lengths

Errors of form were discussed in Section 4 and resulted
in the spectral estimates of the surface texture not con-
verging within the wavelength band investigated. The
method used to identify this phenomenon required the
estimation of an additional r.m.s. value. This involves
splitting the acquired data record into two halves, recal-
culating the data relative to least-squares lines fitted to
each half individually and then computing the mean of
the two r.m.s. values obtained from each of these two
sample records. An estimate of the surface r.m.s. value
obtained from a trace half the length of the one actually
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collected can then be computed. The change in the esti-
mated surface r.m.s. value by halving the apparent trace
length can then be used as a measure of the relative
convergence of the estimates as the wavelength
increases. If the spectral estimates are such that they are
of the form given by equation (1), then the two r.m.s.
values should not differ significantly. However, because
the estimates of the parameters become worse with
decreasing traverse lengths (see Section 10), this method
could incorrectly identify errors of form when short
trace lengths are used. The method for distinguishing
between the errors of form and insufficient trace length
was to calculate the ratio of the trace length to the
surface cut-off wavelength. If this is less than 2, a
reasonable estimate of the surface texture parameters
cannot be obtained (see Section 10), and the traverse
length is insufficient for an analysis of the form errors.

8 SURFACE IDENTIFICATION PROGRAM

A flow diagram of the program used for the identifica-
tion of the machined surface specimens is shown in Fig.
7. The surface data must be acquired unfiltered and
collected relative to a straight line datum rather than to
a skid datum. The program is able to compute estimates
of the two parameters described in Section 6. Machin-

Sampled
surface
profile

Recalculate the data
relative to the
least-squares line

! -

Any of the following opxibm can now be selected:

Take Compute an Cumpute the
anather assessment of the Fourier spectral
sample surface texture estimate

Y !

Compute estimates of the
surface r.m.s. value and
the surface cutoff’
wavelength value

Assess the machining errors
and check if the traverse
length is sufficient for an

adequate estimation of the
parameters

Write the estimaies of the
surface r.m.s. und the
surface cut-off wavelength
parameters

Provide a written assessment
of the parameters and the
machining errors as shown in
Tables 310 6

2

Fig. 7 Surface identification program
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ing errors due to pick-up marks and non-uniform
machining are detected as described in Section 7 and a
warning given if these are present. In addition, if by the
method described in Section 7.2, the trace is found to be
of insufficient length, a further warning is given that a
longer trace is necessary for a proper assessment of the
surface texture. If the traverse is of insufficient length
and/or machining errors are present, values are esti-
mated for the parameters, but warnings are given that
the values are likely to be poor estimates.

9 A WRITTEN ASSESSMENT

In addition to providing estimators of the surface
texture parameters, the surface identification program
also supplies a written assessment of the surface texture.
The comments are based on the values of the various
parameters calculated for all the machined specimens
described in Tables | and 2. For the surface r.m.s. and
surface cut-off wavelength parameters, these comments
depend on the grade of membership of the parameters
as given in Tables 3 and 4. Comments which depend on
the magnitude of the machining errors, as discussed in
Section 7, are also provided by the program and these
are given in Tables 5 and 6.

Table 3 Comments provided by the surface identification
program depending on the grade of membership of
the surface r.m.s. value

Surface r.m.s. range Cc on the magnitude of the
'——;‘;— surface undulations
> 20 Extremely large
10-20 Very large
5-10 Large
2-5 Quite large
-2 Greater than average
0.5-1.0 Average
0.2-0.5 Less than average
0.1-0.2 Quite small
0.05-0.1 Smali
0.02-0.05 Very small
0.01-0.02 Extremely small
< 0.01 Out of range

Table 4 Comments provided by the surface identification
program depending on the grade of membership of
the surface cut-off wavelength value

Surface cut-off

wavelength range Comment on the spacing

of the texture peaks

mm
>4 Extremely widely spaced
34 Very widely spaced
2-3 Widely spaced
1.5-2.0 Quite widely spaced
1.0-1.5 Above average spacing
0.7-1.0 Average spacing
0.5-0.7 Below average spacing
04-0.5 Quite closely spaced
0.3-04 Closely spaced
0.2-0.3 Very closely spaced
<0.02 Extremely closely spaced
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Table 5 Comments provided by the surface identification
program depending on the grade of membership of
the machining peaks

Maximum deviation of
the spectral values
from the fitted curve
relative to the

95 per cent confidence Comment on the

interval pick-up marks
>4 Badly marked by pick-up
-4 Very significant pick-up marks
2-3 Significant pick-up marks
1-2 Possible pick-up marks
<1 (No comment given)

Table 6 Comments provided by the surface identification
program depending on the grade of membership of
the errors of form

Percentage increase
in the estimated
r.m.s. value of the
data compared with
that of a traverse

of hall the length Comment on the
employed errors of form
>40 Extremely large errors of form
30-40 Very significant errors of form
20-30 Significant errors of form
10-20 Possible errors of form
0-10 (No comment given)

10 LIMITATIONS OF THE PRESENT
ANALYSIS

The analysis formulated has resulted from gathering
data from traverses of length 60 mm, but the variations
in the parameter estimates will be related to the traverse
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107°r =
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(¢) Traverse length=15 mm

length. Hence, in order to assess the applicability of the
results when traverses of only a few millimetres are
available, several traverses of various lengths were col-
lected and the variation of the parameter estimates with
traverse length assessed. Figures 8 and 9 show the
results for a smooth ground specimen {number 2) and a
slab-milled surface (number 15) respectively. For the
ground specimen, the surface cut-ofl wavelength was
about 0.2 mm, and hence traverses as short as 0.4 mm
were permitted by the surface identification program.
For the slab-milled specimen, 4, was approximately
6 mm, but the estimates of ¢, and 4. were only signifi-
cantly affected (by 5 per cent or more compared with
the longest traverse) for traverses shorter than twice the
surface cut-off wavelength (Table 7).

Table 7 Parameter values and coefficients of variance for a
number of traverses of different length for a ground
specimen and for a slab-milled specimen

Parameter estimates and
coefficients of variance
averaged over five traverses

Type of Traverse )
specimen and length L Lo
specimen number mm nm mm
Ground, 2 60.0 0.34 0.054 0.12 0.043
300 0.35 0.071 0.13 0.069
15.0 0.36 0.12 0.12 0.12
7.5 0.35 0.16 0.14 0.15
3.75 0.31 0.21 0.16 0.18
1.87 0.38 0.24 0.1t 0.22
Slab-milled, 15 60.0 6.52 0031 6.07 0.032
30.0 6.72 0.042 597 0036
15.0 6.91 0.052 5.67 0.051
15 8.01 0.061 5.64 0.052
378 8.87 0.087 332 0076

1.87 477 0.11 1.64 0.092
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confidence
lo-s_ \\ interval

SlE
J| =
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(b} Traverse length=30 mm
95 per cent
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N
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(d) Traverse length=7.5 mm

Fig. 8 Fourier spectral estimates of ground specimen number 2
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Fig. 9 Fourier spectral estimates of slab-milled specimen number 15

The surface r.m.s. value is obtained from the surface
texture data values and hence its expected variance is
similar to that of other surface texture parameters, such
as the r.m.s. value per millimetre, whose variances are,
in turn, similar to that expected of the surface texture
height parameters, such as Ra. Because the coefficients
of variance of the surface r.m.s. value and the surface
cut-off wavelength were generally similar in the tests
performed. (Table 7), the variances of both parameters
are of the order expected of the currently used rough-
ness parameters.

Since the program permits a number of traces to be
analysed simultaneously, data acquired from suitable
parallel traces can be used in order to smooth the spec-
tral estimates and hence reduce the expected variance of
the estimated parameter values.

11 A SIMPLE THREE-DIMENSIONAL
ASSESSMENT

The specimens were purposely manufactured such that
the machined face was square and of side 60 mm, and
hence a traverse of at least this length could be obtained
in any direction on the surface. Figure 10 shows a
typical result of taking traces at various angles with
respect to that usually chosen, namely at right angles to
the direction in which the surface was machined by the
tool. The underlying form of the spectral estimates, as
described by equation (1), was obtained independently
of the direction of the traverse. In addition, it was found
that the value of the surface cut-off wavelength for a
traverse taken at an angle @ with respect to the usual
direction of traverse could be estimated by

L, = J42 cos? 0 + f3, sin2 0 (8)
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where £, and /4, are the estimated values of the surface
cut-off wavelength for traces taken at angles of 0° and
90° respectively to that usually traced. Hence only two
traverses are required in order to obtain an assessment
of the surface cut-off wavelength for a three-dimensional
surface texture. However, no similar relationship could
be derived from the surface r.m.s. value, since its
maximum value did not often lie in the usual direction
of traverse and nor did it vary uniformly with the angle
of traverse.

12 GENERAL APPLICABILITY OF THE
RESULTS

To determine whether the results collected here are
applicable only to the mild-steel machined surface speci-
mens, several other materials were tested. The spectral
estimates shown in Fig. 11 were obtained from traces
taken from an unmachined rolled bar, a reamed hole. a
turned brass bar and a stylus instrument standard
specimen which is used for calibrating the Talysurf
instrument. The form of these spectral estimates is thus
apparently not restricted to machined specimens and
further investigations are necessary to determine the
extent to which the present analysis applies.

Figure 12a shows the spectral estimate of a ground
specimen and Fig. 12b shows the spectral estimatc of
the same specimen after it has been subjected to wear.
The form of the spectral estimates both before and after
the wear test conformed to equation (1), and hence the
surface texture parameters, whose values changed sig-
nificantly, were able to describe completely the changes
which took place in the surface texture.
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Fig. 12 Spectral estimates of a ground specimen

13 CONCLUSIONS

It has been demonstrated how a complete description of
the surface texture of machined specimens can be for-
mulated. If no machining errors are present, two param-
eters uniquely describe the shape of the spectral
estimates and hence completely identify the surface
texture. The first parameter is termed the ‘surface r.m.s.
value’ and can be defined as that r.m.s. value of a
surface profile obtained from a certain traverse length,
greater lengths than which would yield a value of no
significant practical difference. The second parameter is
termed the ‘surface cut-off wavelength’® and can be
defined as that wavelength which is intermediate
between the waviness and the roughness bands of the
surface texture.

More precisely, the surface r.m.s. value is the asymp-
totic value of the r.m.s. value of the data as the traverse
length is increased, and the surface cut-off wavelength is
the wavelength at which the power in the spectral esti-
mate has fallen to half its maximum value. The surface
cut-off wavelength is the approximate wavelength at
which the form of the spectral estimate changes, the

©1MechE 1986

half-power point being the most common way of
describing such a transition. Since there is necessarily
only one such transition in these spectral estimates, this
is the only wavelength at which a change from rough-
ness to waviness could conceivably occur.

The derivation of these parameters does not depend
on a subjective assessment. They are able to describe
spectral estimates of surface profiles both within the 95
per cent confidence interval and throughout the wave-
length range investigated of almost four decades.
extending from a wavelength of 10 um to a wavelength
of 60 mm. This result was made possible by developing
a digital spectral smoothing technique which did not
truncate the low-frequency content of the spectral esti-
mates. By showing that the spectral estimate values
converge to a final steady value at the longer wave-
lengths, the investigations revealed that surface texture
data are stationary.

If machining errors are present, then the values of the
estimates for these two new parameters will be affected;
the surface identification program developed will give a
warning of the presence of the errors and provide a
written assessment of their significance. For users not
familiar with the expected magnitudes of the parameter
values, a written account of the magnitude of estimated
values is given.

The surface texture description provided by the two
new parameters derived here can be seen as having dis-
tinct advantages over that provided by the two param-
eters normally employed, namely the cut-off wavelength
value and the Ra value. Although the latter have been
widely applied without experimental justification of the
accuracy of the surface texture characterization provid-
ed, their prevalence has confirmed the usefulness of the
description they produce. The cut-off wavelength, which
has five possible values (4), is an approximation to that
wavelength at which occurs the only discernible change
in the form of the spectral estimates, defined here as the
surface cut-off wavelength. The value of the cut-off
wavelength is estimated solely by the stylus instrument
operator from an inspection of the surface, a task
requiring considerable skill. The machine computation
of the surface cut-off wavelength eliminates the need for
a skilled operator and consequently produces a desir-
able simplification of the surface texture measurement
procedure. It is important to point out that since the
cut-off wavelength value determines the time constant
of the standard cut-off filter, its selection has a signifi-
cant influence on the values of the roughness param-
eters, including Ra (11). This problem is overcome in
the computation of the surface r.m.s. value, when the
need to select and apply a filter to the data is avoided.

The general applicability of these results has yet to be
proved, but investigations initiated in Section 12
suggest that there will be a wide application for the
analysis formulated here.

REFERENCES

1 Mulvaney, D. J., Newland, D. E. and Gill, K. F. Identification of
surface roughness. Proc. Instn Mech. Engrs, 1985, 199 (C4), 281-
286.

2 Mulvaney, D. J. Identification of surface texture signais by orthog-
onal transform analysis. PhD thesis, 1983, Universily of Leeds

3 Van Deusen, B. D, A statistical technique for the dynamic analysis
of vehicles traversing rough yielding and non-yielding surfaces.
NASA Report CR-659, 1967.

Proc Instn Mech Engrs Vol 200 No C3



18

178 D J MULVANEY, D E NEWLAND AND K F GILL
4 BS 1134: 1972 (British Standards Institution, London). at the International Conference on Metrology and properties of
5 Sayles, R. S. and Thomas, T. R. Surface topography as a non- engineering surfaces, Leicester, 18-20 April 1979.
stationary random process. Nature, 1978, 271, 431. 9 Box, G. E. P. and Jenkins, G. M, Time series analysis, forecasting
6 Reason, R. G. Report on the measurement .of surface finish by and control, 1970 (Holden-Day Inc.).
stylus methods. Rank Taylor Hobson, 1944. 10 Whitehouse, D. J. and Archard, J. F. The properties of random
7 Whitehouse, D. J. and Phillips, M. J. The assessment of engineer- surfaces of significance in their contact. Proc. R. Soc., 1970, A316,
ing surfaces using random process analysis. SERC Vacation 97-121.
School, 1981, University of Warwick. 11 Thomas, T. R. and Charlton, G. Variation of roughness param-
8 Reason, R. E. Progress in the appraisal of surface topography eters on some typical manufactured surfaces. Department of
during the first half century of instrument development. Presented Mechanical Engineering, Teeside Polytechnic.

Proc Instn Mech Engrs Vol 200 No C3 ©IMechE 1986



PAPER 54



oc. IASTED Int. Symp. Measurvement, Si
d Control, MEEO'86, Taormina, ItaZy,

's. G,

Messtna & M, H Hamza, ACIM Press.,

aheim, CA, 92804 USA, ISBN.- 0-88986-096~3

-thickness for lubricaticn purposes

gnal Processing
Sept. 3-5, 1968,
‘P.O. Box 2481

19

THE IDENTIFICATION OF SURFACE TEXTURE SIGNALS

David Mulvaney
Department of Electronic Engineering
University of Hull
U.K.

Abstract

The industrial analysis of surface texture
entails the processing of data acquired from a
stylus which traverses a single track across a
surface. Until recently, the sole design crit-
erion for surface texture was that the mean
amplitude of the measured surface undulations
should be within specified tolerance limits and
consequently it was only necessary to obtain a
single roughness parameter to indicate the "av-
erage height" of the surface undulations. Al-
though this is the only parameter normally
quoted, an additional parameter is involved
during the pre-processing of the data, namely
the "cut-off wavelength”, This parameter must
be estimated by the stylus instrument operator
in order that an appropriate filter can be app-
lied to the surface texture data before the
roughness parameter is computed, However, with
the increasingly stringent demands being placed
on the components of mechanical systems, the
necessity has arisen fcr a more precise descrip-
tion of the form of surface texture. The work
described in this paper is aimed at meeting this
need by considering methods of improving the
characterization of surface texture data. 1In
particular, an analysis of the complete profile,
rather than an analysis restricted to the sur-
face roughness only, is shown to permit the
identification of an underlying Fourier spectral
shape, whose complete description requires only
two parameters. The first parameter, termed the
*surface r.m.s. value", is an estimate of the
root-mean-square value of the texture amplitude
for a profile of infinite length. The second
ijarameter, termed the "surface cut-off wave-
ength”, is the result of automating the comp-
utation of the cut-off wavelength. Consequent-
ly, the analysis eliminates the need for the
stylus instrument operator to select an appro-
priate filter, thereby significantly simplifying
the data acquisition procedure. The analysis
has been incorporated into a surface identifica-
tion program, which enables these two new para-
meters to be calculated and also permits the
presence of the two types of surface machining
error isolated in this work to be detected.

l. Introduction

The purpose of investigating surface tex-
ture is the determination of engineering proper-
ties. For example, under the same operating
conditions, a smooth surface will generally wear
at a slower rate than a rough surface, yet a
certain degree of roughness is required in order
tomaintain an oil film which is of sufficient
Other im-
portant properties which are dependent upon
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surface texture include friction, corrosion,
fatigue and both thermal and electrical con-
ductivity.

The stylus instrument is the most popular
device available for the assessment of surface
texture. This instrument produces an analogue
of the surface texture by amplifying the vert-
ical deflections of a stylus of radius approx-
imately 2 ym traversed across the surface at a
speed of about 1 mm s~'. A typical surface
texture signal produced by such an instrument is
shown in figure 1.

A variety of methods exist for processing
surface texture signals; many of these methods
are provided by stylus instruwents. The most
common procedure is to first high-pass filter
the signal in order to reduce the effect of the
overall shape of the surface on any subsequent
analysis which is performed. Secondly, a single
roughness parameter dependent upon the average
height of the signal, usually a root-mean-square
(r.m.s.) parameter, or a similar quantity, is
calculated. There are three major disadvantages
associated wiih this procedure and these are now
considered.

(1) The cut-off wavelength (wavelength is
used in preference to frequency in surface tex-
ture analysis) of the high-pass filter is sel-
ected by the stylus instrument operator from a
set of five standard filters{l]. The cut-off
wavelength values of these standard filters
cover a range of two decades of wavelength.
Because of this limited number of possible cut-
off values, an estimation error of 50% will
commonly result, thereby contributing to a sig-
nificant error in the value of the roughness
parameter which is subsequently calculated.
Moreover, there is also the possibility of human
error in the selection procedure itself. Con-
sequently, there are two important improvements
which could be made to the pre-processing of
surface texture signals, namely to automate the
procedure of filter selection and to permit the
cut-off wavelength to be selected from a contin-
uous range of cut-off values.

(2) There is po sound engineering basis
for the need to filter the surface texture sig-
nal. Hence, a detailed analysis is needed in
order to determine on what particular physical
attribute of the surface texture such filtering
is based.

(3) With the increased use of surface
texture analysis, the description provided by a
single average height parameter is now proving
inadequate. The need for a more detailed des-
cription of surface textuie signals has Lzcn



reflected in the introduction in recent yecars of
stylus instruments capable of calculating a
large number, often more than 30, new para-
meters{2], Rather than providing a solution,
this profusion has bred confusion{3]. In part-
icular, therc¢ are no general agreements regard-
ing the use of any one parameter in any given
set of circumstances, or in what way physical
phenomena are reflected in parameter values.
Consequent ly, there exists a requirement for a
new parameter, or small number of parameters,
which can describe completely the form of sur-
face texture signals.

2. Analysis procedure and results

A large range of analysis methods is avail-
able to aid the identification of signals{4].
In Lhis work, various orthogonal transforms were
compared as to their ability to characterize
surface texture signals{5). From this initial
comparison. the Fourier transform was sclected
for further investigation. The following pro-
cessing methods were adopted.

(1) The normal procedure of high-pass
filtering was avoided, but a best-fitting line
in the least-sguares sense was computed and the
data values recalculated relative to this line.

{2) To assist in the detection of any
overall pattern in the spectral estimates of the
signal, traces of over 50 mm in length were
acquired. This is of an order of magnitude
longer than that normally used for surface tex-
ture analysis.

(3) The raw spectral estimates were sm-
oothed by the -pplication of non-recursive sec-
ond-order dici al filter. This was applied in
such a manner that the lowest frequency present
in the spectral e.timates remained the same as
that in the raw esiimates. .

(4) A total of 144 mild-steel test speci-
mens were prepared by a range of processes,
producing end-milled, fly-milled, slab-milled,
shaped, turned and ground surfaces{6]}. The
unbroken lines shown in the spectral estimates
of fiqure 2 are typical of the results obtained
from the test spe~imens. In this fiqure, freq-
uency is the reciyrocal of the wavelength act-
vally present on the surface; for example 1 kHz
corresponds to a wavelength of 1 mm. These
results demonstrate that there is a common form
;o the spectral estimates of surface texture

ata.

3. Identification of the spectral form

To characterize the spectral estimates, a
number of mathematical functions and models, for
examp!e autoregressive moving-average processes,
were investigated. The most consistent results
were produced by the function

K
G(f) = r—__—'*(f/fc” ' (1)

where G(f) is the spectrum, f is frequency and K
and f_ are parameters determined from the sur-
face under investigation. The broken lines in
figure 3 are curves of this fuum which yive the
best fit in a least squares sense to the spec-
tral estimate of the surface under investiga-
tion. In fact, such a fit lies inside the 953%
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confidence interval, except where one, or both,
of the conditions outlined below occurred.

{1) The spectral estimates of a few of the
test specimens did not converge to a constant
value with decreasing frequency, for example,
figqure 3. Inspection of the surfaces of such
specimens revealed that they displayed "errors
of form”, that is, they had not been uniformly
prepared. 1In fact, it is probable that during
production either the machining parameters had
changed, or the position of the machining bed
had altered.

{2) A number of test specimens displayed
"machining peaks” in their spectral escimates
figure 4. Such peaks occurred only for those
specimens which displayed “pick-up marks” on
their surface, resuvlting in a texture which,
over relatively short lengths, was almost sin-
usoidal in nature.

4. Surface identification program

The two main requirements for a surface
identification program based on the new results
are seen to be as follows.

{1) 7The parameters which describe the
spectral estimates need to be comprehensible in
terms of parameters already in common use in
surface texture analysis. “The parameters K and
f. in equation 1 completely describe the spec-
tral estimates, but to avoid difficulty in un-
derstanding of the meaning of the parameter X,
the following alternative description is adopt-
ed. Integrating equation 1 between the limits
fnin and f_ .., the minimum and maximum frequen-
cies in t“e spectral estimate respectively,
yields

0! = REltan ' (fp,,/Ec) = tan” ' UEqin/E) ] o (20

s . .
where n0° is variance. 1If fmax 0,

~ ®and f;
the right-hand side of equation 2 becomes

in

nKf /2 (3

Dividing equation 3 by equation 2 gives

A tan~'(f 14}

3 - -1
2[t.an (Fpax/fe) min’fe!l .

where A is an adjustment factor.

Two parameters can now be defined which are
not only meaningful to those conversant with
surface texture analysis, but also completely
describe the form of the spectral estimates
obtained from surface textur. data. The first
parameter is termed the "surtace r.m.s. valus®,
denoted by Y,. ¥. is the r.m.s. value that
would be computed from a trace of infinite
length and its value can be estimated by forming
6/A, where the circumflex denotes an estimated
value. The second parameter is termed the "sur-
face cut-off wavelength", A., and is the recip-
rocal of .. The wavelength Age being the half-
power point of the spectrum, Is the wavelencgth
at which the only discernible change in the forz
nf the spectral estimate uccurs. Conscyuently,
following the argument presented in the intro-
duction, this is the value which is estimated by
the usc of standard filters.



(2) The program will also need to identify
the errors produced during the machining of the
surface. The errors of form are identified by
detecting whether there is a significant differ-
ence between the estimates of Y. obtained from
two traces, one twice the lengéi of the other.
The pick-up marks are recorded as identified if,
at any frequency, the difference in power bet-
ween that indicated by the spectral estimate
curve and that shown by the curve fitted to it
is greater than the 95% confidence interval.

A flow diagram of the surface identifica-
tion program developed in this work is shown in
figure 5.

5. Conclusions

The proposals outlined in the introduction
have been investigated in the work presented in
this paper.

(1) The need to select a cut-off wave-
length has been circumvented by the new analysis
proposed in this paper. The cut-off wavelength,
now re-termed the surface cut-off wavelength, is
now not only calculated automatically by the
surface identification program, but is also
obtained from a continuous range of values.

{2) There is only one wavelength in the
spectral estimates at which any discernible
change in the form of the estimates occurs. The
most usual way of defining such a change is the
hal f-power wavelength. This corresponds to the
value of the surface cut-off wavelength computed
by the surface identification program. Con-
sequently, there does exist a physical attribute
exhibited by the surface itself on which the
cut-off wavelength is based. However, there is
no need to filter the data; indeed the complete
analysis presented here has been produced with-
out needing to resort to the manual selection of
a filter.

(3) A surface manufactured without machin-
ing errors can be completely described by just
two parameters. This is a significant improve-
ment on the present method of analysis, which
does not offer a complete description and in
which the value of the first parameter, used to
describe the average height of the texture, is
significantly affected by the value of the man-
vally-selected second parameter. Moreover, in
the new analysis presented here, a surface id-
entification program is now available which is
able to identify certain types of error intro-
duced in the machining process.
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A comparison of orthogonal transforms in
their application to surface texture analysis
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The orthogonal transforms most commonly used in engineering applications are compared in their ahility to characterize surface
texture daia. The results suggest that, for this application, the Fourier and cosine transforms are to be preferred because of their ability
to model the data more precisely and because of their relatively rapid rates of convergence.

1 INTRODUCTION

The stylus instrument used in the acquisition of the
surface data was a Talysurf 4 (Rank Taylor Hobson,
Leicester) and the stylus deviations were measured rela-
tive to a straight line datum. The stylus was a general-
purpose conical type, with a truncated flat tip of radius
2.5 um; use of the skid and standard filter were both
avoided.

For the data acquired from a range of machined
surface specimens, the orthogonal transforms most
commonly used in engineering applications, namely the
Fourier, Walsh, phase-shift-invariant Walsh, BIFORE,
Haar and cosine, are computed. These orthogonal
transforms are defined, in discrete terms, in the Appen-
dix. In the transform computations, fast transform algo-
rithms (1) are implemented because they require at least
2%/N times fewer operations, where N is the number of
sampled data values. The spectral estimates G(f) are
calculated from the transform coeflicients, as shown in
the Appendix. In the spectral estimates to be presented,
the upper frequency limit is imposed by the physical
dimensions of the monitoring stylus and the lower fre-
quency limit results from the application of an appro-
priate spectral window.

As a result of its more extensive use, greater knowl-
edge exists about the effects of windowing on the
Fourier spectral estimates than on the spectral estimates
of the remaining orthogonal transforms under consider-
ation. Consequently, only segment averaging was imple-
mented (which is equivalent to averaging the spectral
estimates of a number of shorter traverses), and spectral
windows were not applied in these investigations due to
the unduly favourable advantage this would have con-
ferred on the Fourier estimates. A technique known as
window closing was employed. This involves firstly
using the version of the window which is of length N,
where N is the number of samples in the data record
collected, and then successively halving the window
length until it is found that there are no significant
differences in the spectral shapes when comparing the
spectral estimates obtained from consecutive calcu-
lations. The process produces successive discrete

The MS was received on 30 Ociober 1985 and was accepted for publication on 5
March 1986.
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increases in the bias and successive discrete decreases in
the variance of the spectral estimate. The chosen spec-
tral estimate is normally considered to display the
optimum ‘bias/variance trade-off” for that particular
window and data record. A window length of approx-
imately 0.5 mm was normally considered appropriate
for the spectral estimates, and traverse lengths longer
than 20 mm generally gave adequate smoothing,
although this was dependent upon the particular
orthogonal transform being computed. The computer
program developed enables a number of traverses to be
analysed simultaneously, and hence the data for
analysis need not have been collected entirely from the
same trace, but could have been obtained from parallel
traces of the same specimen, provided that the traverses
were of a length at least equal to that of the spectral
window.

The sampling rate adopted to provide the results was
approximately 200 Hz which, at the traverse speed of
I mm/s employed, corresponds to a surface frequency of
200 kHz. Surface frequency is defined here as the
reciprocal of the corresponding wavelength on the
surface. Approximately 200 sampled data values were
therefore collected for each millimetre of surface tra-
versed, although the program ensures that the number
of data values collected was always a positive integral
power of 2, in order that all the data can be trans-
formed by the fast algorithms. The maximum number of
sampled data values which can be collected in the
program is 16 384, and hence traverses of lengths up to
about 80 mm were permitted at this sampling rate.

A comparison of the performances of the orthogonal
transforms is undertaken in the following two sections.
Firstly, a subjective comparison is made based on an
inspection of the spectral estimates of all the machined
specimens listed in Tables 1 and 2. Secondly, the rate of
convergence of the spectral estimates is considered,
which is important in assessing the quantity of data
required in order to characterize the surface texturc
band being investigated.

2 THE SUBJECTIVE PERFORMANCE OF THE
ORTHOGONAL TRANSFORMS

Although all of the machined specimens listed in Tables
! and 2 were assessed, two specimens are selected to
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Table 2 Ground specimens

Feed
mm 10-25}10-5]0-1
0-005 | 1 2 3

mm

0-01 | 4 5 6

Depth of cut

0-04 7 8 9

display the features which distinguish the spectral esti-
mates of the various transforms. These two specimens
are an end-milled specimen (number 11) and a turned
specimen (number 19). Figures 1 and 2 show the spec-
tral estimates of the orthogonal transforms obtained
from traces of these specimens. Peaks occurred in a
number of the.spectral estimates at a surface frequency
of 7 kHz for the end-milled specimen and at a surface
frequency of 6 kHz for the turned specimen. The surface
frequency at which these peaks arise can be predicted
from the machining speed and feedrate used during the
manufacture of the specimen. The term used for such
peaks arising in the spectral estimates is ‘machining
peaks’ (2), and several surface profiles were investigated
in order to identify the surface features which give rise
to these machining peaks. The majority of the machined
specimens, however, did not display these machining
peaks.

Because of the familiarity gained by the abundant use
of Fourier transform analysis in many branches of
engineering, the performance of other orthogonal trans-
forms can reasonably be assessed by comparison with
the results produced by the application of the Fourier
transform.

The Fourier estimates of most of the machined speci-
mens contained spectral coeflicients which had their
largest values in the lower frequency part of the band
investigated, with the spectral coefficients becoming
gradually smaller in magnitude with increasing fre-
quency. The only departure from this trend occurred in
those specimens which contained a machining peak.
The cosine spectral estimates closely approximated to
those of the Fourier estimates for all the specimens,
although a comparatively larger variance was
occasionally present in the cosine estimates, for example
in Fig. 1.

The N-point Haar and BIFORE transforms provide
only 1 + log, N logarithmically spaced spectral coeffi-
cients. Because the spectral coefficients become more
widely spaced in sequency as the sequency increases, the
spectral shapes (Fig. 2c and d) are unable to follow that
of the corresponding Fourier estimate. However, the
Haar and BIFORE estimates were mostly similar to the
underlying shape of the corresponding Fourier and the
Walsh spectral estimates. The performance of the
BIFORE transform was generally superior to that of
the Haar transform in this series of trials, and an
example of this can be scen in Fig. 1 where the
BIFORE estimate (Fig. 1d) resolved the machining
peak which remained undetected by the Haar estimate
(Fig. 1c). Since their calculation time was at least one
order of magnitude less than that of the other orthog-
onal transforms in these trials, the Haar, and particu-
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Fig. 1 Spectral estimates obtained from end-milled specimen number 11
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Fig. 2 Spectral estimates obtained from turned specimen number 19
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larly the BIFORE, transform could be of use in some
applications, including surface texture analysis, should
only a quick check rather than a detailed investigation
of the spectral content of the data be required.

The Walsh spectral estimates were of the same shape
as the corresponding Fourier spectral estimates for
most of the surface data, although the Walsh transform
normally required a longer traverse length than the
Fourier transform in order to provide similar spectral
smoothing (Section 3). In contrast to the results of
Weide et al. (3), the respective spectral peaks in the
Walsh and Fourier spectral estimates were of similar
amplitudes, but the Walsh spectral estimates containing
machining peaks often exhibited odd-sequency harmo-
nics of the peaks which were not present in the other
spectral estimates, for example Fig. le. Apart from these.
odd-sequency harmonics, the problems associated with
the variation of the Walsh transform with circular time
shifts of the data appear to be of little importance, since
their effects are reduced by segment averaging and also
since periodic signals are seldom encountered in surface
texture analysis.

The circular phase-shift-invariant Walsh spectral esti-
mates were generally of different shapes from those of
the other spectral estimates, and many of the spectral
coefficients had larger values than the corresponding
coefficients encountered in the other estimates. In addi-
tion, any machining peaks which occurred were distrib-
uted over wider frequency ranges than those in the
Walsh estimates. An explanation for these phenomena
is now developed by considering the respective algo-
rithms of the Walsh and phase-shift-invariant Walsh
transforms. Applying a phase-shift-invariant Walsh
transform is equivalent to averaging the Walsh trans-
forms of all the possible time-shifted versions of the
data. Each segment in a phase-shift-invariant Walsh
spectral estimate will normally contain a less diverse
range of leaked sequency components than is found in
the individual segments which constitute the Walsh esti-
mates. Hence, on averaging the segments, the leaked
values present in the individual segments are reduced
more significantly in the Walsh spectral estimates than
in the phase-shift-invariant estimates.

The non-orthogonal R transform estimates followed
the general shape of the Fourier and Walsh estimates at
low sequencies. The computation time is similar to that
of the Walsh transform, yet the R transform was unable
to detect the machining peaks, which limits its use in
surface texture analysis.

3 RATE OF CONVERGENCE OF THE
ORTHOGONAL TRANSFORMS

A less subjective assessment of one aspect of the per-
formance of the orthogonal transforms was developed,
namely that of the rate of convergence of the spectral
estimates. This test consists of taking a series of suc-
cessively longer traverses until, for a fixed window
length, there appeared no engineeringly significant dif-
ference between consecutive spectral estimates.

One of the tests carried out is illustrated in Figs 3 and
4. It was found that, in general, those transforms invari-
ant to circular time shifts of the data, namely the
Fourier, cosine, BIFORE and the phase-shift-invariant
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Walsh transform, converged more quickly than the non-
circular phase-shift-invariant transforms, such as the
Walsh, Haar and R transforms.

4 CONCLUSIONS

Various orthogonal transforms have been compared
insofar as they apply to surface texture analysis. The
advantages in computation time of a number of the
digital orthogonal transforms are offset by their phase-
shift invariance, which dictates that a longer sample
record is necessary in order to provide a convergence of
the spectral estimates similar to that exhibited by the
Fourier transform. The orthogonal transforms which
produced a smaller number of spectral coefficients than
the Fourier transform, namely the BIFORE and the
Haar transforms, cannot be used to classify a number of
data records whose frequency content differs only in
relatively minor aspects. However, none of the spectral
estimates of the data acquired from the machined speci-
mens contained more than one machining peak, and
hence the effect of the phase-shift invariance of the
Walsh, Haar and R transforms was probably not as
great as in some other engineering applications. Further
investigations would be necessary to reveal whether
there exists an underlying form in the spectral estimates
of surface texture and, in particular, to determine the
extent to which the results obtained are related to the
frequency band analysed.

The performances of the Fourier and cosine trans-
forms were generally similar, and in surface texture
analysis it suffices, therefore, to calculate either one of
these transforms rather than both. The performance of
the Walsh transform was similar to that of the Fourier
transform except that it exhibited a lower rate of con-
vergence and also, if machining peaks were present,
some additional odd-sequency harmonics were
occasionally evident. In contrast to the results of Beau-
champ (4), the circular phase-shift-invariant Walsh
transform did not appear to be a useful alternative to
the Walsh transform in an engineering sense, since the
shape of the spectral estimates was different from that of
the remainder of the spectral estimates. The Haar and
BIFORE transforms were normally unable to detect the
machining peaks, but nevertheless detected the under-
lying spectral shape found in the Fourier, cosine and
Walsh estimates. However, a new windowing method
(5) which permits spectral analysis at longer wave-
lengths than those within the band investigated in this
paper requires that a greater number of spectral coeffi-
cients is contained in the spectral estimates than the
1 + log N values present in the Haar and BIFORE
spectra. At present, therefore, the analysis by the Haar
and BIFORE transforms is limited to the roughness
band investigated.

The orthogonal transforms which can be recommend-
ed for use in surface texture analysis are the Fourier and
cosine transforms, in view of their rapid rates of con-
vergence and also because of their ability to character-
ize the data and the machining peaks in particular. If,
for example, it is known that the machining parameters
employed will not produce machining peaks in the
Fourier spectral estimates, then either the Walsh trans-
form or the BIFORE transform, both of which have a
shorter computation time, can be used, although the
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BIFORE transform would be limited to an analysis of
the roughness data. In the authors’ opinion, however,
for an appropriate characterization of the data, the
orthogonal functions need to be of a similar nature to
the signal to which the corresponding transform is
applied. Consequently, the Walsh, Haar and BIFORE
transforms have few applications in the analysis of ana-
logue signals and do not raise a significant challenge to
the dominance of the Fourier transform in analogue
signal identification. Orthogonal transform coding of
digital signals is increasing in popularity, particularly
for use in noise-contaminated digital communication
channels, and this is the most likely field in which the
digital orthogonal transforms will be found in the
future.
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APPENDIX
Definition of transforms

With the application of digital techniques in many
branches of engineering, interest has developed in the
investigation of orthogonal transforms which more
closely relate to digital signals and whose transform
values represent a series of square waves. The term ‘fre-
quency’ is not generally applicable to these series of
square waves since the function crossings of the time
axis are not always regularly spaced. The term ‘sequen-
cy’, which was defined by Harmuth (6) as one half of the
number of time axis crossings in the interval over which
the functions are defined, is normally used to classify
the square wave orthogonal function series. The unit of
sequency is ‘Zps’, an abbreviation of ‘zero crossings per
second’.

© IMechE 1986

(a) The Fourier transform

The Fourier transform is the most popular of the
orthogonal transforms and this is mainly due to the
elegant properties of the frequency domain representa-
tion of a large class of engineering signals. The Fourier
function series, FOR(p, n), is given by

FOR(, n) =1

FOR(p, n) = sin{r(p + 1)n/N}, p=1375 ...

FOR(p, n) = cos(rnpn/N), p=24,6,..

where n =0, 1, ..., N — 1. The discrete Fourier trans-
form of f(n) is given by

1 N-1
FlO)=5 I S

1 N-1
Fdp) = N Zof(n){cos(ann/N) — j sin(2rpn/N)},

p=12..,N~-1
or by

1 N-1 .
Fip) = L fin) exp(—j 2npn/N),
n=0
p=0,1,....N—1
and the Fourier power spectral values Pdyg), g =0, 1,

..., N/2, can be obtained from the transform coefficients
as follows:

Plg)=Fi{q), q=01,...,N/2

(b) The cosine transform

The cosine transform has been developed from the
Fourier transform (7) and is defined as the real part of
the Fourier transform. Since it is a sub-series of the
Fourier series, the cosine function series must also form
an orthogonal set of functions. The discrete cosine
transform can be stated as

N-1

2
FO =7 T St
n=0

2 N-1
Fp) = N Y f(n) cos{(2n + )pr/2N},
n=0

and the cosine power spectrum as
Pi{g)=FHg, q=0,1, .., N2

(¢) The Haar transform

The Haar function series (8) was the first complete set of

digital orthogonal functions to be described, each func-

tion taking no more than three values in the interval

over which it is defined, except at a finite number of

discontinuities. The Haar functions can be expressed as

HAR(@, n) =1

(p—q)Nsns(p—q)NJrﬁ

q q 2q
—gIN N — g)N

S oN N PN N

q 2q q q
=0, otherwise

HAR(p, n) =r,
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where p=1, 2, .., N-—1, gq=2WTlmn
r = 20NTlogzpl2} 4nd INT denotes the integer part
of a numerical variable. The discrete Haar transform

Fy(p) is given by

1 N-1
Flp =5 Y fWHAR(p,n, p=0,1,.. N~
n=0

The Haar power spectrum
P,(0) = F(0)

1 pAR |
Ph(‘])"ﬁ Z Fﬁ(q), q=12,...log, N
~ s=2u-1
consists of only | + log, N coefficients which are
logarithmically spaced in sequency.

(d) The Walsh transform

The most popular of the square wave transforms is the
Walsh transform. This is because computationally the
transform is similar to the more familiar Fourier trans-
form, which has enabled the Walsh transform algorithm
to be substituted for that of the Fourier transform in a
number of applications.

The Walsh functions were originally defined in 1923
(9) and take only two values, namely +1 and —1.
except at a finite number of discontinuities. The Walsh
functions are defined as follows:

WAL(#, 4, t4,_2, --

UGy Uy Op gy ey )

r-1
= I—I (_ l)hlr—\—,(v,—u,,l))
s=0

where © and v are the Walsh function arguments
expressed in binary notation. The Walsh transform is
given by

N-1

| e
Fup) =5 I J(OWAL(p. n)

°
p=012..,N~-1
and the Walsh power spectrum by
P,(0) = F3(0)
P.g) = Fi(2q — 1) + F3(2q),
g=1,2,...,N2—1
P N/2)=FYN - 1)

Unlike the power spectra of the Fourier and cosine
transforms, the Walsh and Haar power spectra are not
invariant to circular time shifts of the data. This has led
to the development of a number of phase-shift-invariant
square wave transforms from, in particular, the Walsh
transform. These are:
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1. The orthogonal phase-shift-invariant Walsh trans-
form, which involves deriving the Walsh transform
from the autocorrelation function by means of a
series of translation matrices (10), which is equivalent
to summing and averaging the Walsh transforms of
the N possible circular time-shifted versions of the
data.

2. The non-orthogonal Ulman’s R transform (11),
which is formed by taking the absolute values of the
terms obtained at each stage in the calculation of the
fast Walsh transform.

3. The orthogonal BIFORE transform (12) which has
proved the most popular of these methods.

(e) The BIFORE transform

The BIFORE (binary Fourier representation) power
spectrum is obtained from the Walsh power spectrum
as follows:

Py0) = P (0)
N

N
Pya) = o5 2 P29 —2671),
n=1

g=12,...,log, N

Hence, in common with the Haar transform, the
BIFORE power spectrum contains only 1+ log, N
spectral values spaced logarithmically in sequency. In
order to ensure that the BIFORE spectrum is circular
phase-shift invariant, a property of the Walsh transform
is utilized. This property is that if a circular time shift is
performed on the data, then power is always conserved
in restricted groups of Walsh power coefficients, each of
which contains a coefficient of ‘fundamental sequency’
2= p=1, 2, ..., log, N—1, together with
N x2-®*Y 1 odd-sequency harmonics. The
BIFORE spectrum is a graphical representation of the
sum of the power in each of these spectral groupings
plotted as a function of their fundamental sequency.
Although a fast BIFORE transform is available
which enables the BIFORE spectrum to be obtained
directly from the data (13), to the authors’ knowledge
there has been no previous definition of a series of
BIFORE functions. This series can be expressed as

BIF(0, n) = |

N -
BIF(p, n) = Z_q INT[cos{2qn(n — p + 1)/N}],
p=01..,N-1

where n =0, 1, ..., N — 1, q = 2les2 N -INTllog2 N=p - 1)

and INT denotes the integer part of a variable. The
BIFORE series can be shown to be both orthonormal
and complete.
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Knowledge representation database for the
development of a fixture design expert system

A R Darvishi, BSc, MSc, PhD and K F Gill, BSc, MSc, PhD, CEng, MIMechE

Department of Mechanical Engineering, University of Leeds

To meet the demands of the flexible manufacturing system, an exploratory approach to the design of fixtures using an expert system is
presented. A small part of the range of knowledge existing is utilized to create a database framework that can be used to develop a

computerized approach to fixture design.

The method allows for an expansion to a relatively large database that, when established, would encompass all of the important

practical aspects of fixture design.

1 INTRODUCTION

Modern manufacturing practices demand medium to
small batch production runs and this requirement has
established the need for a computer integrated manufac-
turing (CIM) system. A variant of this is often referred
to as a flexible manufacturing system (FMS), a concept
that cannot be successfully implemented until signifi-
cant hardware and software development is undertaken.

A major factor limiting the capability of the FMS is
the component fixturing requirement. In the hierarchy
of computer aided design and manufacture (CADCAM)
a fixture design system is the interface between product
design (CAD) and process planning on the one hand
and part programming and manufacture (CAM) on the
other.

Fixture design is a complex task with many variants
that must be satisfied simultaneously to achieve the
optimum result.

The results of this work reveal that the principal
problem is one of knowledge representation and the
authors believe that a technique based on artificial intel-
ligence (AI), particularly a rule-based expert system,
offers a most promising solution. An attempt is made to
adopt and utilize established expertise in the evolution
of a logical automated approach to fixture design for a
part family or a part in hand.

By combining a knowledge of manufacturing
methods and machine information with a special-
purpose computer language, developed primarily for list
processing and symbolic manipulation, ground rules for
a fixture design approach are suggested in this paper.
The ideas presented are illustrated by application to a
number of simple examples.

2 WORKHOLDING

Whatever the production method, sophistication of the
manufacturing process, a solution to how best to grip
workpieces in the manufacturing phase must be found
at the planning stage. For most components, the ques-
tion of ‘how to grip’ must be answered many times as
they progress through the machining, inspection and
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assembly stages, indicating clearly that workholding is
of major importance to the metal-working industry.

Unfortunately, industry considers workholding only
of secondary importance and as a result it is left to the
production engineer, process planner, or tool designer
to improvise as and when necessary. In answering the
simplest question on workholding, there is a variety of
approaches that will ultimately lead to a range of costs
for the machining operation, whether for a single proto-
type or a special fixture for a long production run. In
the first case, a few minutes may not be significant, in
the latter, a few seconds lost may be economically unde-
sirable.

The general trends that affect workholding and its
economic effectiveness can be broken down into three
broad categories:

(a) changes in component design, method of manufac-
ture and plant operation,

(b) developments in machine tool design and applica-
tion, and

(c) evolution of tooling components and practices.

Although the infinite variety of workpieces machined
makes it impossible to generalize, some trends can
nevertheless be perceived. The market life of products
tend now to be shorter, which means that tooling must
be amortized over shorter periods. Proliferation of
models and variants of these emphasize the need for
modular design and, now, attention to the family of
parts (group technology) concept. These all contribute
to the demand for greater versatility in fixture charac-
teristics (1).

Unfortunately design references (2, 3) do not give a
clear indication of principles involved or specify a
logical design approach. The philosophy is still one of
trial and observation based on established company
Ppractice.

2.1 Fixturing for NC machining centres

A machining centre with either horizontal or vertical
spindle can replace many separate machine tools and
operational practice with these machines has directly
affected fixture design. For optimum fixture design,
information flow as depicted in Fig. 1 must exist and be
integrated into the philosophy adopted by a manufac-
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Product
designer

Part Process
programmer planner
Tool
or

Fig. 1 Information flow for optimum tool and fixture design

turing team of product designer, process planner, tool
designer and machine programmer.

Gouldson (4) suggests for numerically controlled
(NC) machine fixture design:

(a) from a knowledge of the tool motion axis (usually
the z axis) and employing the shortest tool consis-
tent with the machining opcrations to be performed,
the best position of the fixture in one axis should be
established;

(b) the fixture allows access to difficult regions in the
component;

(c) permits the {(majority) component reference datums
and measurement directions to be orthogonal with
the axis of NC machine;

(d) gives access to the maximum number of surfaces for
the least number of changes in set-up.

Smith (5) developed a clamping method which he
maintains largely eliminates the distortion problem that
generally occurs with castings and forgings by providing
‘floating ball’ supports at points of contact.

A ball is incorporated in each fixture element at every
workpiece contact point and these are free to move
within their sockets to adapt automatically to the
irregular workpiece under-surface. This adaptation
eliminates the need for preliminary mfchining at clamp-
ing points.

Tuffentsmmer (6), developed a numerically controlled
clamping machine, in which position determination,
supporting and clamping mechanisms are designed
separately, to make the independent movement of each
system mechanism possible. In small batch production
(or FMS) this approach is economically unsound
because of component variations and the frequent
change in machining sequence required. The NC clamp-
ing system is technologically sophisticated and requires
significant capital investment.

Reduced product life cycles and batch size make it
essential that demanded variation to machining
sequence, tooling and changes in composite fixture
layout can readily be accommodated. Lewis (7) suggests

_the use of standard fixture elements. The system is
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based on T-slot locations arranged in three groups for
the clamping of small, medium and large components
respectively.

Graham, Woodwark and Neads (8) have explored the
use of flexible fixturing kits. They argue that the advent
of FMS and adoption of palletized workpieces have
increased the demand for more flexibility to be intro-
duced into fixtures design and fabrication, and that
machining fixtures are not economically sound for use
with FMS.

A solution would be the introduction of fixturing kits,
the modular elements of which would allow a range of
composite fixtures to be assembled.

3 USE OF Al AND Al LANGUAGES IN FIXTURE
DESIGN

Markus et al. (9) have proposed a prototype fixture
design approach, for a family of box-type workpieces
from a fixture kit, using the artificial intelligence lan-
guage for logic programming named ‘Prolog’. The input
data describe the shape of the workpiece, the machining
required and the coordinates of the supports and
clamps to be realized. The computer produces a
sequence of draft fixture arrangements and the engineer
has the overall authority to guide the computer
decision-making towards a specific fixture style. Unfor-
tunately, the paper leaves many important questions on
workpiece shape, attributes and machining unanswered.

Ingrand and Latombe (10) discussed an expert system
for automatic fixture design, which defines fixture ele-
ments by their operational function and class, an
approach adopted in this work.

The system applies expert rules to select the resting
surfaces and resting points that will eliminate six
degrees of freedom from the component, taking into
account the attributes of quality of surfaces, dimensions
and geometrical relations of the surfaces. Generic ele-
ments are substituted for the resting and clamping
points and finally, standard elements are chosen that
inherit the constraints of the generic elements.

The system is implemented in Maclisp, a dilect of
LISP (11) and includes only fixing and positioning func-
tions of the fixture.

3.1 Production systems

Progress towards solving the artificial intelligence
related problems of how to represent and use knowl-
edge in computer programs has been made. Several dif-
ferent models of knowledge representation and use have
been developed. The popular terms used for these lan-
guage types are production systems, with OPS5 and
EXPERT (12) as specific languages.

The production system paradigm has been used suc-
cessfully to solve a wide variety of problems such as
medical diagnosis (13) and the automatic configuring of
computers (14).

Many of the application systems created with the
production system paradigm are of a class known as
expert systems or knowledge-based systems. The term
‘expert system’ is used to refer to a computer program
that is able to perform within a specific and limited task
domain at the level of a human expert. An expert
system has a large component of domain-specific
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Inference engine

State 1 l

Match rules

Substantial
rules

Select rules
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inference engine

Rules
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execution

Inference engine cycle
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Execute rules
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Working memory is also called:
data memory
Knowledge data store
base Production memory is also cailed:
(KB) rule memory
rule store

Fig. 2 Architecture of a production system model

knowledge embedded within it. When that knowledge is
represented in an identifiable, separate part of the
system rather than being dispersed throughout it, the
implementation is referred to as a knowledge-based
system.

The basic architecture of a computational
production-system model is shown in Fig.2 and
includes three major components:

(a) a data store, called data memory or working memory
which serves as a global database of symbols rep-
resenting facts and assertions about the problem;

(b) a set of rules constitutes the program: each rule has
a condition part, usually indicated by the keyword
‘IF’ and an action part, indicated by the keyword
‘THEN’, which gives instructions for changing the
data configuration; )

(c) an inference engine is needed to execute the rules.

The preference for writing rule-based expert systems
is that the human expert finds it intuitively appealing to
express domain knowledge in terms of condition—action
pairs. This work has been implemented on a VAX
11/780 computer using the OPSS production system
language. The language OPS5 was developed for appli-
cation in the areas of AI and expert systems (12) and its
architecture includes the thred”major components of a
production system.

For the reader not familiar with OPSS, reference (12)
should be consulted.

4 FIXTURE DESIGN OBJECTIVE

The main objective in any tool design is to reduce the
overall manufacturing costs, maintain quality and
increase productivity within a framework of maximum
flexibility. One approach to accomplish this is:

(a) design simple, easy to operate tools;
(b) adhere to basic principles;
(c) avoid unnecessary complexity in design;

© IMechE 1988

(d) design to avoid improper usage (include fool-
proofing features);

(e) select tool materials which are known to give ade-
quate life and incorporate safety features at initial
design stage.

It is extremely difficult to find a precise and generally
accepted definition for design. Dieter (15) adopts the
definition: ‘design establishes and defines solutions to
and pertinent structures for problems not solved before,
or new solutions to problems which have previously
been solved in a different way’.

The ability to design is both a science and an art. The
science can be taught, the art is acquired through trial
and observation and is more commonly referred to as
expertise.

The traditional industrial fixture design approach is
wasteful of resources and prolongs lead time, because of
the tenuous links that exist between design, develop-
ment and production. A strengthening of these links will
inevitably:

(a) lead to simplification;

(b) facilitate ease of fixturing (including locating, sup-
porting and clamping);

(c) make use of less expensive and easier to operate
tools;

(d) reduce handling between machines;

(e) require less complex assembly procedures.

4.1 Fixture selection

The important criteria in the choice of an engineering
fixture, as with any industrial product, are quality,
quantity and cost of the product to be manufactured.
Unfortunately these requirements can be forgotten
when personal preference, excessive inventiveness and
engineering dogma are not restrained. The use of a
knowledge-based computer design scheme will help to
introduce the essential philosophy to ensure that the
optimum design is achieved.

Proc Instn Mech Engrs Vol 202 No Bi



34

40 A R DARVISHI AND K F GILL
Vertical , ¢ 7 Yaw
6

4,5 6 A~ 7

i o W E =

} —d e

1 F FIFIF

3,2 1 2 1 3

4 5

=

6 i

Tr ,1~2 .3

X

7
’/ Lateral

Fig. 3 A free body in space and its six degrees of freedom (12
directions of movement)

In a production cycle, a fixture is required to fulfil a
variety of functions, typically, locating, supporting, cen-
tralizing and clamping in addition to facilitating the
operational requirements of loading and machining.

Locating, centralizing and clamping assumes a special
role in relation to the accuracy of the workpiece pro-
duced. To guarantee the exact relationship between the
cutting tool and the workpiece, the relationship linking
machine, machine sub-assemblies, fixture and workpiece
must be unambiguously defined.

5 LOCATING AND SUPPORTING RULES

Locating refers to the establishment of a desired
relationship between the workpiece and the fixture, and
this in turn establishes a relationship between the work-
piece and the cutting tool. To guarantee the desired
accuracy the workpiece must be precisely located and
rigidly supported.

A free body in space (Fig. 3) has a maximum of six
degrees of freedom (6DOF), a linear and rotational
movement for each of the three axes x, y and z.

The most widely used method to ensure full location
of a component is the three-two-one or six points prin-
ciple. The interpretation of this principle is three locat-
ing points are required for the first plane, two for the
second and one for the third, asstming the planes are
not parallel and are preferably at 90° to each other (see
Fig. 4). This method when correctly applied will reduce
the number of DOF to zero for all rigid workpieces
without inclusion of redundant location features. For
non-rigid workpieces extra support will always be
needed.

The number of faces or type of feature to be
machined dictates the number of dimensions to be con-
trolled and hence the type of location required.

Locating alternatives have been illustrated in Fig. 5.
To machine one face the dimension ‘a’ (see illustration)
is adequate and only one location plane is necessary,
that is the exact location of the component is not
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Fig. 4 Six points location (3-2-1)

important. The machining of a simple slot requires
dimensions ‘a’ and ‘b’ and two locating planes. All three
dimensions ‘d’, ‘b’ and ‘¢’ are required to mill a blind
slot (three planes) and the component will now have
zero DOF.

5.1 Supperting and clamping elements

These can be subdivided into three classification types
of solid, adjustable and equalizing supports. The type of
support employed must accommodate the surface shape
and condition, and be able to withstand the clamping
and cutting forces applied.

The solid support is machined (or cast) or rigidly
mounted in the fixture base and is not compatible with
the modular design concept. The adjustable support is
most suitable with uneven surfaces, (that is cast parts)
and allows the workpiece to be supported at the
required orientation for machining. Equalizing supports
function as connected units: if one point is depressed a
second will rise to maintain contact with the workpiece
and are appropriate for use with uneven surfaces.

The clamping method adopted, whether simple or
complex, should be the result of operational analysis
and not prejudice. In selecting clamping elements for a
given part, its shape and size must be carefully con-
sidered, for some clamps are of such design that they
are more suitable for a particular size of workpiece.
Clamping elements must be looked at with due regard
to ease of operation and simplicity in design. The level
of clamping force required may restrict certain design
features on the workpiece as well as choice of clamping
clement. Surface finish or condition of the surface on
which the clamps are to be positioned, whether finished
or rough, limits the selection, because rough work sur-
faces require greater clamp travel in the clamping range.

6 REPRESENTATION

In the design of a new fixture, the tool or fixture
designer relies heavily on past experience, an under-
standing of practices, manufacturing methods and
machine information, on which the fixture is to be used.
To use this knowledge most effectively within the time-
scale normally available to him, the design engineer
does require computer assistance.
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Fig. 5 Degrees of freedom and number of locating planes for differing pro-

duction requirements (14)

To encourage the engineering use of such a facility Classification code Code generated by a
does demand that the following criteria be met:

(a) each component feature and characteristic fixture

element should be known by an appropriate identi-

(b) Physical attributes

classification method
used in group technology
(GT)

ﬁer; of . . . .
(b) the designer must be able to represent uniquely the Type-of-material Ens!ﬂ;;?i;‘ggc'::;eml or
physical, geometrical and technological attributes of Magnetization-status Magnetic properties if any
a component and Overall-weight Integer value in any unit
(c) the system must be sufficiently flexible to allow a Number-of-through- Integer value or NIL
part with many attributes to be precisely repre- holes
sented. Number-of-through- Integer value or NIL
pockets
The approach adopted by these authors to the devel- Number-of-slots Integer value (all types of
opment of a fixture design expert system follows and slot) or NIL
outlines a representation of the essential facilities (c) Geometric attributes
required in the manufacturing environment. Overall-shape Geometric form
Overall-size Major dimensions
Relative-size Subjective size description

6.1 Overall representation of the component

This describes in detail

the component to be machined

and is central to a fixture design. It contains the overall
physical, geometrical and technological information on
the workpiece. The data structure that contains this
information is called PART. ‘LITERALIZE’, an OPS5
statement, is used to declare the attributes associated
with PART and these are:

(a) Addressing attributes
IS-A
Part-name

© IMechE 1988

or code from group
technology [helpful in
selection of machine size
or fixture and other
related equipment;
Table 1 from reference
(16) shows size classes,
dimensions and gives
examples]

Dimensional-variation Maximum range of
Type of object dimensional variations
For identification of Surface-list Surfaces enveloping the
component component

41
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Table 1 Part family size classification Table 2 The most common details seen on engineer-

ing components and their classification

Maximum
dimension Part details Examples
Site , N
code in mm Description Examples Simple detail Slots, :oles, plane surfaces and
. . pockets
1 0.5 10 Sub-miniature Capsules Evenly spaced details Gears, splines, squares, hexagons,
2 2 50  Miniature Paper clip box polygons, etc.
3 4 100 Small Large match box Complex details Other than above
4 10 250 Medium-small Shoe box
S 20 500 Medium Bread box
6 40 1000  Medium-large Washing machine
7 100 2500  Large Pickup truck The attributes employed to represent a machine tool
8 400 10000 Extra-large Moving van are:
9 1000 25000  Giant Railroad box-car !
IS-A Describes class, a
. .. production tool in this
Feature-list Features existing on case
component (machined) Classification Machine code or company

(d

~—

Is-the-part-a-family-
member

Initial-state
Batch-size

Batch-repeats-in-12
months
Part-life-cycle
Prior-machining-
operation
Initial-surface-quality
Heat-treatment
Part-function-in-the-
assembly
Spindle-direction

Technological attributes

and those to be
machined.

Boolean operator (yes or
no): influencing the level
of capital that should be
invested for design and
construction of fixture

State of component (that is,
CAST, AS FORGED etc)

A positive integer (number
of parts in a batch)

Number of yearly batch
repeats

Life of product (years),

Machining operation(s)
completed.

Rough, finish etc

Work completed

Location and purpose (for
example base plate)

Rectangular Cartesian

Generic-type

Main-axis-direction

Max-main-axis-thrust

Milling-capacity

Drilling-capacity

Tapping-capacity

Spindle-approach-relative-
to-table

code to identify a
particular machine

Machine tool to be
employed, for example
three-axis machining
centre

z direction for a vertical
spindle machining centre

Force due to cutting action
on component (fixture
must absorb this together
with clamping forces,
typical value 15600 N)

Maximum value, for
example 180 cm?/min

Maximum value, for
example 50 mm diameter
hole

Maximum value for
example M30

The spindle stationary and
table moves along the ‘z’

coordinate system (left

hand)
Required-cutting- Cartesian coordinates
direction
Part-details Simple details, ..., (see

Table 2)

All of these attributes and their respective values
must be known to the engineer at the initial stage of the
fixture design. Careful study of the component
drawing(s) will reveal the pertinent information and the
process plan. Figure 6 shows a data structure developed
in terms of OPSS (using the system command LITER-
ALIZE) for an overall representation of a component
named ‘PART. .

Having declared the required data structure for rep-
resenting a ‘PART’, instances of PART can easily be
created.

6.2 Machine tool representation

The fixture designer must have available to him the
‘machine reference sheet’, or equivalent.

The data structure representing a machine tool here,
primarily aims at a machining centre with three-axis
control (NC or CNC) or a typical horizontal (vertical)
milling machine.
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axis, or spindle moves
vertically and approaches
the table

For vertical spindle
machine distance is
normally measured from
the tip of the spindle to
the machine table; for
horizontal axis machines
the distance is measured
from the centre-line of
the spindle to the table,
typical value 600 mm

Max-spindle-distance-
from-table

Separate data structures have been developed to rep-
resent machine tool sub-assemblies. Typical of these are
machine table, spindle, tool magazine, machinery oper-
ations and suggested fixture. To illustrate these, the
machining operation and the suggested fixture will be
presented.

6.2.1 Machine table representation

The machine table is mounted on the machine bed and
carries the fixtures, workpieces, indexing unit and tail-
stock. Table movement in the horizontal plane is
labelled as the x—y directions and the vertical movement
as the z direction.

- © IMechE 1988



The attributes of the data structure corresponding to

a machine tool are:
IS-A

Machine-classification
Table-size

Max-cutting-area
No-of-T-slots

Distance-between-T-slots

T-slot-throat-width
T-slot-throat-depth
T-slot-headspace-width
T-slot-headspace-depth

Max-table-load
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(LITERALIZE PART ; ELEMENT CLASS REPRESENTING A COMPONENT OR A PART
PART NAME : A UNIQUE NAME FOR EACH PART
CLASSIFICATION CODE : A UNIQUE CODE GENERATED BY ONE OF THE CLASSIFICATION
METHODS COMMONLY USED IN “GROUP TECHNOLOGY"

ISTHE-PARFAFAMILYMEMBER  : YES OR NO .
THIS IS IMPORTANT IN CHOOSING KIND OF FIXTURE TO BE USED

PART-LIFE.CYCLE ; AS FOR THE ABOVE PURPOSE

OVERALL-SIZE : XDIM, Y.DIM & ZDIM

RELATIVE-SIZE ; SMALL, MEDIUM OR LARGE

OVERALL-SHAPE ; PRISMATIC OR CYLINDRICAL

SPECIFICWEIGHT ; GRAMS PER CUBIC CENTIMETRE

OVERALLWEIGHT : A POSITIVE INTEGER THE UNIT OF WHICH COULD BE IN “Ib™
OR “kg"

TYPE-OF- MATERIAL ; AN ENGINEERING MATERIAL NAME LIKE “GREY-CAST-IRON" OR A
CLASSIFICATION CODE "ASTM" “AISI", ETC

MATERIAL-MAGNETISATION-STATUS ; MAGNETISABLE OR NONMAGNETISABLE

INTIAL-STATE : FOR INSTANCE "AS-CAST" OR “FORGED" ETC

DIMENSIONALVARIATION ; THE RANGE OF DIMENSIONAL VARIATION THAT CAN BE EXPECTED

INITIAL-LENGTH ; DIMENSIONS OF THE BOX

INITIAL-WIDTH : ENVELOPING THE INITIAL PART

INITIAL:HEIGHT

INITIALENCLOSING-BOXVOLUME

FINAL-LENGTH ; FINAL DIMENSIONS OF THE COMPONENT

FINALWIDTH : THESE DIMENSIONS WILL BE CHECKED AGAINST THE INITIAL

FINAL-HEIGHT : DIMENSIONS TO MAKE SURE THAT THE BOX ENVELOPING THE
INITIAL COMPONENT IS NOT SMALLER THAN THE BOX
ENVELOPING THE FINAL COMPONENT AND ALSO TO MAKE SURE
THAT THE INITIAL BOX IS NOT GREATER THAN THE BOX THE
MACHINE TOOL CAN ACCOMMODATE

FINAL-ENCLOSING- BOXVOLUME

INITIAL- SURFACE-QUALITY ; ROUGH FiNISH, ETC

BRINEL-HARDNESS ; FOR SELECTION OF MACHINING DATA

BATCH-SIZE : A POSITIVE INTEGER USUALLY THE BATCH SIZE, 200, 500 ETC

BATCH-REPS-IN-12 MONTHS : NO OF TIMES THAT A BATCH MUST BE REPEATED IN A YEAR

SPINDLE-DIRECTION ; USUALLY IN 2" DIRECTION

PRIOR-MACHINING-OPERATION  ; NIL FOR “NONE" OR FOR INSTANCE “'SLAB-MILLING" AND SO ON

HEAT TREATMENT : NONE OR KIND OF HEAT TREATMENT DONE

0

0

0 )

Fig. 6 Data structure developed in terms of OPS5 for component represen-

tation

Object represented, for
example machine element

Classification code of the
machine to which the table
belongs

Area of machine table

Most efficient machining area

Number depends on table size,
usually three or four slots

Solid table portion between
two adjacent T-slots

These attributes are the most
important dimension of the
T-slot, and dictate the bolt
selection that can be used to
hold the fixture

Component plus fixture, pallet
or indexing unit
(overloading table will lead
to poor repeatability and
machine bed may be
deformed)

Max-longitudinal-traverse
Max-cross-traverse
Max-vertical-traverse

Longitudinal-traverse-
feed-range
Cross-traverse-feed-
range
Vertical-traverse-feed-
range
Table-position-accuracy

Table-axes-drive

Table-swivel-right
Table-swivel-left

Swivel-about-y-axis-right

Swivel-about-y-axis-left

Direction-of-external-
normal

x direction, for example
1000 mm,

y direction, for example 500
mm,

z direction, for example
600 mm,

for example 6-90 mm/min

for example 6-90 mm/min
for example 3-45 mm/min

for example 0.005-0.013 mm

for example d.c. motor, range
4-12 kW

for example 45° for horizontal
table

for example 45°, swivel is
about ‘2’ axis

This feature is not common on
most machines

For a vertical axis machining
centre this direction is
opposite to spindle direction
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{(LMERALIZE SUGGESTED-FIXTURE
CLASSIFICATION
TYPE ; GIVEN FIXTURE NAME
PART-NAME . PARTNAME FOR WHICH THE FIXTURE IS USED
PRODUCTION-SPEED ; THE DESIRED PRODUCTION SPEED EX: NORMAL, HIGH, ETC.
NO-OF-FIXTURING-STATIONS ~ ; EX: 1 OR 2 FOR SINGLE OR DOUBLE FIXTURING STATIONS
PART-LOADING-METHOD ; EITHER MANUAL OR AUTOMATIC
USEDTO-MAKE ; GIVES THE KIND OF PART THAT THE FIXTURE IS SUPPOSED

TO HOLD
PRODUCTION CYCLE

; GIVES THE PART POSITION WITH REGARD TO THE SUPPORTS

; WHETHER THE TOOL IS STATIONARY OR NOT. FOR INSTANCE

WHEN AN EVENLY-SPACED-DETAILS IS PRODUCED THE TOOL 1S

PART-POSITION

OR LOCATORS
TOOL-POSITION-STATUS

NORMALLY STATIONARY
PART-SIZE
JAWTYPE )

; THE RELATIVE PART SIZE FOR WHICH WE WANT A FIXTURE
. TYPE OF JAW REQUIRED IF ANY.

Fig. 7 The data structure for representing a requested/suggested fixture

6.3 Requested and suggested fixtures

The designed fixture must fulfil its principal functions of
supporting, locating and clamping; and ensures that
unclamping and unloading are physically realizable. To
account for these, production speed, number of fixturing
stations, loading and unloading methods and com-
ponent details must be established. The data structure
holding the relevant knowledge for a fixture is shown in
Fig. 7. For a fixture design to be optimum, these attrib-
utes must match those of the requested fixture.

All engineering components both simple and complex
are bounded by surfaces. A geometric surface is the area
generated by the motion of a geometric line, either
straight or curved. Reference (17) classifies the surface
into two major categories, namely planar and curved.

Most machined components are bounded by either
plane or single-curved surfaces; cubes, prisms and pyr-
amids are bounded by plane surfaces while single-
curved surfaces (generated by a moving straight line),
bound cylinders and cones. This work is concerned with
these two categories of surface. When the term work-
piece, component or part is used, a component bounded
by planar or single-curved surfaces is defined.

6.4 Surface representation

A data structure has been developed for representation
of surfaces. It includes surface identification attributes,
size (dimensions) attributes and their respective toler-
ances, form tolerances and surface quality parameters.
Surface representation attributes, their interpretation
and constraints are described below:

1S-A States what the element class is,
for example a feature

Name referring to the part on
which the surface resides

Specifying whether the feature °
(surface) is external or internal

Part-name

Features-generic-type
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Feature-type
Surface-label
Surface-type
Surface-length
Surface-length-tol
Surface-width
Surface-width-tol
Dimensional-tol

Surface-position
Status
Heat-treatment
Surface-quality

Direction-of-external-
normal

Required-cutting-
direction

Is-parallel-to-surfaces

Is-parallel-to-features

Parellelism

Is-perpendicular-to-
surfaces

Perpendicularity

Features-starting-from-
this-surface

Features-opening-to-
this surface

Name specifying the type of
common feature

Identification and reference
for example, planar

This and the following three
attributes represent major
dimensions of the surface and
their respective tolerances

If no specific tolerance has been
given for individual dimensions,
these attributes would represent
the overall tolerance of the
surfaces

For example, distance from a
parallel surface

Matching status of the surface,
that is machined

Type of heat treatment done or
NIL

Initial quality of the surface, for
example rough

Direction of external-normal to
the specific surface, for example
VA

Can be specified for features such
as holes, counterbores and
countersinks; for other features
(for example slots) is the
direction of first cut

List of surfaces to which the
surface to be represented is
parallel

List of features to which the
surface to be represented is
parallel

A form of tolerance, for example
0.01 mm

List of surfaces to which the
surface in question is
perpendicular, for example S2,
S3,54, 85

A form of tolerance, for example
0.01 mm

For example H1 (denoting hole-1)

For example slot-3
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Feature-label Feature in question, for example
T-slot
Status For example machined or
to-be-machined

1o

+-1 & _
[

T-slot

(LITERALIZE T-SLOT

FEATURE-TYPE . eg. SLOT
SLOT-TYPE ; eg T-SLOT
PART-NAME teg P
STATUS . &g MACHINED
T-SLOT-LABEL ; eg. T-SLOTY
MAJOR-AXIS-DIRECTION ;eg X
STARTING-FROM-FACE ;eg S3
OPENING-TO-FACE ;g S5
T-SLOT-LENGTH .eg F
T-SLOT-THROAT-WIDTH ieg A
T-SLOT-THROAT-DEPTH ;eq E
7-SLOT-HEADSPACE-WIDTH ieg B
T-SLOT-HEADSPACE-DEPTH ieg D
T-SLOT-OVERALL-OEPTH seg C
T-SLOT-DIMENSIONAL-TOL ) ; eg. 0-01 mm

Fig. 8 Attributes for a T-slot representation

The interpretation of the required-cutting-direction
attribute, is true for the last two attributes. For holes,
the surface from which drilling starts, is the surface from
which the feature (hole) has started, and in the case of a
through hole, the surface into which the drill tip breaks,
is the surface into which the feature (hole) opens. For
slots the surface from which the first cut starts is the
surface from which the feature starts by convention and
the surface to which cutting action ends, is the surface
to which the feature opens.

6.5 T-slot representation

T-slots are available on most machine tool tables for
clamping purposes. A T-slot can be decomposed into
two separate features, a slot and a groove.

The important attributes of a T-slot are throat width
and depth, headspace width and depth and their respec-
tive tolerances. These attributes together with the iden-
tifying attributes are included in the data structure
shown in Fig. 8.

6.6 Starting and opening features

One or more features may start from or open into a
surface. Holes, countersinks and counterbores can be
defined without ambiguity; however, grooves, slots and
notches are less precise and for this reason the surface
from which the first cut starts is defined as the surface
from which the feature starts. The surface to which the
first cutting ends is defined as opening surfaces. The
attributes representation (opening feature) are:

Surface-label Surface from which the feature

starts or opens into

Part-name Part on which the feature exists
Feature-type Starting or opening feature, for
example T-slot
© IMechE 1988

Major-axis-direction Cutting direction (for holes,
counterbores and countersinks
or direction of first cut

Major-axis-is-parallel-to A surface or other feature

Location Relative location of the feature,

' for example below or above

surface from which they start

or open into
Feature-width/surface-  For example 0.25, an important
width attribute in selection of

standard elements (that is
when supports with adjustable
heights are needed to contact
a hole or recess in a
component)

Hole-dia-surface-width  For example 0.2

6.7 Reference planes

The reference planes are faces on the component used
for locating it on the fixture and it is required that all
six degrees of freedom are specified. The most widely
used method for locating a component is the three-two-
one or six points location strategy. That is, to position a
component at least three locating points are required in
the first plane, two in the second and one in the third.

: Usually, stability is satisfactory if the three base buttons

are widely spaced and the resultant cutting force hits

" the base plate well within the triangular area between

the buttons. If it hits outside of this area, then it gener-
ates a moment which tends to tilt or overturn the part.

No redundant support should be incorporated in a
fixture, but this is violated on occasions to improved
stability, specially on the first reference plane. By the
addition of a fourth locator in the base, the shape of the
supporting area can be changed from a triangle to a
rectangle and this provides the extra stability. This can
be described the ‘4-2-1 locating principle’. For rough
castings, one of the four base locators may require to be
adjustable.

Redundant or intermediate supports are only
employed when the part does not have sufficient rigidity
to withstand the operating forces without distortion
(18).

The three reference planes must have functional
attributes and separate data structures have been devel-
oped for each. The reference plane data structure attrib-
utes are:

Part-name Part on which the reference
plane is selected

Surface-type Usually planar

Surface-label Label of the selected
reference plane

Status For example machined or
to-be-machined

Surface-quality For example
rough-machined

Direction-of-external-normal  For example z
Is-parallel-to-surfaces Surface to which the

reference plane is parallel
Parallelism Form tolerance, for example

0.01 mm
Is-perpendicular-to-surfaces  Surfaces to which reference

plane is perpendicular
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Form tolerance, for example
0.01 mm

Features starting from first
reference plane

Features opening into the
first reference plane

Perpendicularity
Features-starting-from-FRP

Features-opening-to-FRP

6.8 Representation of generic and standard elements

A generic element is an assumed conceptualized fixture
element that can fulfil in part or completely one of the
functions of a required fixture.

Constraints may be imposed on each or all generic
elements associated with a particular reference plane.

For instance, if three generic elements are to support a

planar surface, they must not be co-linear.

Standard elements are real world fixture elements
that are capable of fulfilling all required functions.
Expert rules map all properties of generic elements into
standard element, that is qualitative, quantitative and
constraints.

Each data structure developed to represent standard
fixture elements includes qualitative attributes describ-
ing functional properties, quantitative attributes listing
the important dimensions, total number of each element
stocked, number of elements in use and those available
for use.

Since generic elements will be mapped into standard
elements, both are represented by similar attributes and
the two separate data structures include the following
attributes:

IS-A Points to an object, for example
generic element
Part-name For example, component

Gen-el-code
Associated-with

Identifies generic element’s code
Reference plane code (or
acronym) for generic or

standard elements

AKO Abbreviation of A-KIND-OF,
for example support

Type _ Installing nature of the support

or locator for example
fix-machined-support
(permanent support machined
into the fixture body)

Group to which the element
belongs, for example solid
supports

For example supporting

Intended function, for example
fixed-in-position

Nature of contact that will be
established between support
and surface of the component,
for example point-to-plane

Generic-name

Function
Principle-of-action

Nature of contact

Classification-code Standard elements only

Max-dia This is required if the locator is
to locate the component from
a specific hole

Max-dia-tol For example 0.01 mm

Max-height Measured from the surface of .
base plate and includes the
top portion of the support

Stem-dia Support stem has to correspond
to diameter of hole in fixture

y
Stem-dia-tol For example 0.01 mm ._:

Proc Instn Mech Engrs Vol 202 No Bt

Stem-length Must be long enough to ensure
positive support installation
in fixture body

Ease with which a supportora
locator can be positioned;
some elements need less
manipulative movement and
effort

Relative cost of a particular
element that can fulfil the
required function

Adjustable or fixed

Depending upon component’s
dimensional variation, it may
be necessary to choose an
adjustable height locator or
support, supports must
accommodate the variation
expected

External feature, for example a
planar surface

Locate from an external profile
or internal feature, for
example hole

Friction-and-jamming- A relative factor, for example
factor low: the greater the area of
contact between the
component and support the
more likely the component
will jam

A relative factor: a locator that
engages in an internal profile
(for example a hole) resists
loading and unloading more
than a relieved pin

No-of-elements-required  Both standard and generic
elements

Standard element stocked

Ease-of-use-factor

Economic-factor

Type-of-height
Adjustment-range

Used-to-support-from

Used-to-locate-from

Load-unload-factor

Total-no-of-elements-
stocked

Total-no-of elements-
available

Available for use

6.9 Clamping element representation

A clamp rigidly holds, without damage and distortion, a
component during the machining cycle. Two major
groups exist, the mechanical and non-mechanical
devices. The selection made from either group is dic-
tated by the shape, size and material properties to be
held. The most common types of mechanical clamp are
strap, screw, swing, cam, wedge and chuck.

The non-mechanical clamp would be magnetic
(electromagnetic or permanent magnetic) or non-
magnetic (vacuum) and the two data structures devel-
oped for these are as follows:

IS-A States what the element to be
represented is, for example
CLAMP

AKO Class type, for example strap
clamp

Part-name . Component name

Generic-name Identifying the main gyoup to
which the element belongs, for
example mechanical-clamp

Primary function of element

Material characteristic (ferrous

or non-ferrous)

Function
Used-on
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Clamp-length Overall length, for example 110 ~
mm
Clamp-width For example 32 mm

Clamp-slot-length
Clamp-slot-width

For exampie 30 mm
Largest diameter of the bolt that

can be used
Clamp-thickness Measured at rear end
Clamp-weight For example 0.5 kg

Suitable-for-part-size Some clamps are so designed to
be used for certain size of
work, for example small,
medium or large

For example point-to-plane

The quality of surface on which
the clamps will be set to some
extent limits the clamp
selection; normally rough
surfaces require greater clamp
travel in working range

The level of clamping force
required in a particular
situation (depending on the
component size, feeds, speeds,
type of material) may
eliminate certain design and
makes of clamps; the level of
vibration involved may also
dictate selection of a clamp
with higher clamping force
range

A relative factor pertaining to

Nature-of-contact
Clamping-surface-
quality

Clamping-force-range

Clamp-complexity-

factor the complexity of the clamp’s
design
Operating-method Manually or automatic
Operating-speed Speed with which the clamp can
be used

Relative ease with which a
clamp can be positioned and
tightened at point of contact

Most economical element given
the priority

For example low

Ease-of-use-factor

Economical-factor

Friction-and-jamming-
factor
Load-unload-factor Assigned to each clamp in a

design group

No-of-elements- For example 4

required

6.10 Fastening devices

There are a great number of fastening elements-used in
a fixture assembly, typically screws, nuts and bolts,
‘lock-rings, keys and pins. It is essential in the selection
of these that non-standard elements be avoided when-
ever possible. Cost, reliability and life expectancy are
the important attributes.

Two separate data structures have been written for
representing the nut and the bolt and, since both items
are very closely related, the attributes uses are the same
and include the following:

(a) identification attributes;

(b) thread characteristics: class, series and form;

(c) major dimensions: diameters and their respective
tolerances; -

(d) thread particulars: thickness, depth, helix-angle;

(e) operating easg:, speed and economic factor.
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To demonstrate the use of the knowledge representation
database a number of typical examples are presented:

1. Overall representation of a typical medium size pris-

matic component

(Fig. 9).

2. A machine tool representation: a typical machining
centre with three axes under NC control! (courtesy of
Wadkin Machine Tools pic) (Fig. 10).

3. Machining centres table representation (Fig. 11).

4. Surface S1 of the prismatic component in Fig. 9
(Fig. 12).

5. A strap clamp (Fig. 13).

identified as COMPONENT

Inspection of these examples do highlight the follow-
ing requirements of a database:

1. It should include most facilities of a manufacturing
environment including details on the machine tool
and its sub-assembly classifications, machining oper-
ations, workpiece and fixture specifications.

2. It must be organized into modules to allow direct

14

3 x
s ‘
® 5
y
{MAKE PART PART

“1S-A

“PART-NAME COMPONENT1

~1S-THE-PART-A-FAMILY -MEMBER NO

“PART-LIFE-CYCLE 20

“BATCH-REPS~IN-1ZMONTHS 1

“CLASSIFICATION-CODE 345-P1

“OVERALL-SIZE 200-300-400

~“RELATIVE-SIZE MEDIUM

“OVERALL-SHAPE PRISMATIC

~OVERALL-WEIGHT 187+20kg
TYPE-OF-MATERIAL FERROUS

“MATERIAL-MAGNETISATION-STATUS MAGNETISABLE

“INITIAL-STATE FACE-MILLED

“DIMENSIONAL-VARIATION -0
INITIAL-SURFACE-QUALITY FiNISH

“PART-DETAILS SIMPLE-DETAILS

“BATCH-SIZE 200
SPINDLE-DIRECTION 2
REQUIRED-CUTTING-DIRECTIONS X
PRIOR-MACHINING-OPERATION MILLING
PART-FUNCTION-IN-ASSEMBLY  § BASE
HEAT-TREATMENT NiL
SURFACE-LIST S1 82 S3 Sk SS Sé
FEATURE-LIST SLOTY
NO-OF-THROUGH-HOLES-IN-THE-PART NIL
NO-OF-THROUGH-POCKETS-IN-THE-PART NIL }

Fig. 9 Example illustrating the representation of a prismatic

component
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(MAKE MACHINE-TOOL
MACHINE-CLASSIFICATION
GENERIC-NAME

MACHINE-ID-CODE
MAIN-AXIS:DIRECTION
MAX-MAIN-AXIS-THRUST
MILLING-CAPACITY
DRILLING-CAPACITY
TAPPING-CAPACITY

42
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MILLING

3-AXIS-MACHINING
CENTRE

V5-10-CNC

Z

15600 ; N

180 ; cm3/min
50 ; mm

M30

MAX-SPINDLE-HEIGHT-FROM-TABLE 85 ; mm
Fig. 10 Representation of a machine tool

(MAKE MACHINETABLE

{ /x
I )

g
0

7

L
{MAKE CLAMPING-ELEMENT
PART-NAME COMPONENT1
ID-CODE STRAP-5 ; USER SUPPLIED CODE
AKO MECHANICAL-CLAMP
TYPE FORK-TYPE
GENERIC-NAME STRAP-CLAMP
FUNCTION CLAMPING
CLAMP-LENGTH 120 ; mm L
CLAMP-SLOT-LENGTH 40 ; mm 1
CLAMP-SLOT-WIDTH 12.50 ; mm
CLAMP-THICKNESS 16 :mm H
CLAMP-WEIGHT 50 kg
SUITABLE-FOR-PART-SIZE MEDIUM

IS-AN-ELEMENT-OF V5-10-CNC
MACHINE-ID-CODE V5-10-CNC
TABLE-SIZE 1150 600 ; mm
MAXTABLE-LOAD-CAPACITY 1200 ; kg
MAX-CROSS-TRAVERSE 500 ; mm (Y-AXIS)
MAX-LONGITUDINAL-TRAVERSE 1000 ; mm (X-AXIS)
MAX-VERTICALTRAVERSE 600 ; mm (Z-AXIS)
TABLE-POSITION-ACCURACY 0025 ; mm +/-
TABLE-REPEATABILITY +/- 0013
NO-OFT-SLOTS 4
DISTANCE-BETWEENT-SLOTS 130 ; mm )

Fig. 11 Representation of machine tool sub-assembly

(MAKE SURFACE

PRINCIPLE-OF-ACTION
NATURE-OF-CONTACT

FIXED-IN-POSITION
PLANE-TO-PLANE

IS-A FEATURE
PART-NAME COMPONENT 1
FEATURES-GENERICTYPE EXTERNAL
FEATURE-TYPE SURFACE
SURFACE-LABEL St
SURFACETYPE PLANAR
SURFACE-LENGTH 400 ; mm
SURFACE-LENGTH-TOL 001 ; mm
SURFACE-WIDTH 300
SURFACE-WIDTH-TOL 001
DIMENSIONALTOL poz
SURFACE-POSITION 200

STATUS MACHINED
HEAFTREATMENT NIL
SURFACE-QUALITY FINISH
DIRECTION-OF-EXTERNAL-NORMAL Z
REQUIRED-CUTTING-DIRECTION X
IS-PARALLELTO-SURFACES S6
PARALLELISM 001
I1S-PERPENDICULARTO-SURFACES 82 53 S4 S5
PERPENDICULARITY 001
FEATURES-STARTING-FROMTHIS-SURFACE  NIL
FEATURES-OPENING TOTHIS-SURFACE )

Fig. 12 Typical surface (belonging to part component 1) rep-

resentation

access to existing data structures, add data structures
for new components and make modifications as
experience with and knowledge from the system is
gained.

3. Each individual data structure developed should
include a sufficient number of attributes to ensure an
unambiguous representation.

4. Workpiece description should include physical, geo-
metrical and technological.attributes.

5. To improve readability, mhemonic and informative ]

file identifiers must be chosen to indicate their func-
tions.

Proc Instn Mech Engrs Vol 202 No Bl

CLAMP-COMPLEXITY-FACTOR SIMPLEST
CLAMPING-SURFACE-QUALITY ROUGH

OPERATING-SPEED NORMAL
OPERATING-METHOD MANUAL
EASE-OF-USE-FACTOR EASY
ECONOMIC-FACTOR ECONOMICAL
ADJUSTMENT-RANGE 26 ; mm

FRICTION-AND-JAMMING-FACTOR  LOW
LOAD-UNLOAD-FACTOR LOW
NO-OF-ELEMENTS-REQUIRED L)

Fig. 13 Illustrates a fork-type strap clamp represented using
the developed data structure

6. All rules in a grouping associated with a specific
module must be prefixed by an identifier unique to
the function fulfilled.

8 CONCLUSION

A significant amount of knowledge on the part to be
machined is required to permit a fixture design to be
chosen for a given manufacturing environment. In addi-
tion knowledge on the process plan, machine tool and
its sub-assemblies is necessary together with detailed
information on the fixture elements available if an
optimum fixture choice is to be made.

The defined data structures presented should be uti-
lized to ensure that the best fixture design is arrived at
within the constraints imposed. Many of the attributes
defined are self-evident; however, several attributes, of
which friction is one, must be defined subjectively
because of the difficulty of evaluating a precise numeri-
cal value.

The application of this concept requires that a pro-
duction system language be available and the represen-
tation tailored to the needs of the individual user. The
rules governing the interrclationship of the represented
objects and those governing the design function must be
developed, with -particular attention being paid to the
parts at hand and the concept of part families.

Progressive expansion, by the practitioner, of the
limited knowledge base presented in this paper will
ensure the database that evolves is applicable to the
requirements of industry.

© IMechE 1988
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Use of Fuzzy Logic in Robotics

B.A.M. Wakileh and K.F. Gill

Depariment of Mechanical Engineering, University of Leeds,
Leeds LS2 9JT, UK.

An investigation is described that attempts to demonstrate the
benefits that can be gained by the use of a fuzzy logic control
law. Employing such an algorithm avoids the need for a
detailed mathematical description of a manipulator link and
the algorithm is inherently more robust than a conventional
controller

By adopting a multi-valued parameter mode of operation it
is shown that good dynamic and steady state response for a
wide range of input demands can be achieved.

Keywords: Fuzzy logic, Controller, Robot control

Dr. Gill obtained his engineering
training with a company manufactur-
ing large steam turbines and alternat-
ing equipment for the electrical power
supply industry. His academic train-
ing was gained at the University of
Durham and the University of Bi-
rmingham. He was awarded the
B degrees of B.Sc. in 1955, M.Sc. in 1958

¥ and Ph.D. in 1961. From 1961 Dr.
: Gill was a Senior Scientific Officer at
~ the Admiralty Weapons Establish-
* ment, Portland. For the last 25 years
has been a Lecturer, then Senior Lecturer at the University of
Leeds, teaching control engineering and engineering dynamics
to undergraduate students reading for an honours degree in
Mechanical Engineering.

North-Holland
Computers in Industry 10 (1988) 35-46

1. Introduction

It has been recognised in the published work
that real time control for a manipulator based on
a detailed dynamic model is difficult to achieve if
not impossible [1-3]. The equations used to repre-
sent a manipulator mathematically are both com-
plex and non-linear, difficult to handle computa-
tionally and require a relatively long computer
“run time” for their solution. The requirement
exists, therefore, for an alternative approach.

It has been reported [4-16] that fuzzy logic
controllers are successful when applied to plants
that are difficult to model precisely. The general
opinion is that its use should only be considered
when conventional control design techniques have
proven inadequate, yet a human operator has been
shown to cope adequately in similar situations. If
this recommendation was followed, the range of
fuzzy logic application would be extremely limited.
It has been reported in the application studies that
the fuzzy logic controller is more robust to plant
parameter value changes than a classical control
algorithm and has better noise rejection capabili-
ties. By the very nature of the fuzzy logic con-
troller design, one would expect it to be robust,
which is clearly a very desirable characteristic to
have and this alone may be sufficient justification
for its wider use. It is therefore an area worthy of
investigation that may lead to a more general

Basel Wakileh was born in Jordan in
1962. He graduated with a first class
honours degree in Mechanical
Engineering from the University of
Leeds in 1983. Three years later he
was awarded, by the same University,
the degree of Ph.D. for his thesis:
Adaptive control of serial open chain
manipulators using fuzzy logic
algorithms.

Dr. Wakileh then returned to Jordan
and is currently completing his mili-
- tary service.
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design philosophy in robotic control.

A basic familarity with the ‘simple’ fuzzy logic
controller is assumed; the unfamiliar reader is
referred to [17,18].

2. Description of Fuzzy Logic Control Law

The fuzzy logic controller has been imple-
mented with little comment on its origin other
than it reflected the linguistic control policy of an
experienced operator. This is evident by the simi-
larity of approach adopted in the various pub-
lished applications employing a fuzzy logic control
strategy. A typical structure would be as il-
lustrated in Fig. 1. '

Error or sum of errors in conjunctions with
change in error are the most used antecedent fuzzy
variables. Whereas, an absolute output fuzzy vari-
able or a change in the output is usually employed
as a consequent. A combination of both is used in
some cases as an attempt to optimize the response.

Similar labels are adopted to quantify the fuzzy
variables and these are typically, positive big PB,
negative medium NM, etc. The discrete quantisa-
tion used in the fuzzy set operation, @, in Fig. I,
range between 5 to 15 discrete levels in the major-
ity of cases. Only Kickert and Van Nauta Lemke
[4] selected a functional form to describe the dis-
cretisation of a fuzzy set.

Computers in Industry

The most frequently used methods to generate
a continuous output, from a controller operation
M in Fig I, are:

1. The mean of a maxima procedure in which the
discrete element with the maximum member-
ship function value is selected or the average
value of the maxima in the case of multiple
maxima.

2. The centre of area procedure in which the
selected deterministic output has a value that
divides the area under a fuzzy set into two
equal halves,

In all applications non fuzzy measurements are
presented as fuzzy measurements are presented as
fuzzy singletons. This enables the algorithm to be
pre-calculated and expressed as a multilevel relay.

3. Description of the Process

To test the proposed control strategy the Stan-
ford manipulator, Fig. 2, was adopted for the
study. This manipulator comprises six joints in
which the third is prismatic, thus the structure has
six degrees of freedom.

The first three links of the manipulator called
the post, shoulder and boom, with associated vari-
ables 8,, 0, and d, respectively, form the manipu-
lator’s positional section and is the heaviest part
of its structure. The last three joints form the end

45

Fuzzy Sets
and
Control Rules

Fuzzy
Algorithm

motion

o trajectory

Robot

Q - quantisation process

M - deterministic output selection

GE,GC - input scaling factors
GU - output scaling factor

Fig. 1. General form of the fuzzy logic controller.
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SHOULDER

JOINT 2

Fig. 2. The Slanford Manipulator with reference frames of joint-link subassemblies.

effector with the associated motion variables §,, 6;
and 6§ respectively. The axis system employed was
defined by Denavit and Hartenberg [19] and the
associated initial condition kinematic parameter
values for the manipulator configuration shown in
Fig. 2 are listed in Table I for reference.

Each manipulator joint is actuated by a sep-
arate D.C. armature controlled electric motor;
torque amplification being achieved by an ap-
propriate speed reduction gearbox. The supply
voltage used is 90V and the pertinent dynamic

equation is listed here for completeness, i.e.

KVv=J(8)6+C(6,8)+G(8)+K,4, (1)

where

V : 6 X 1 vector of actuators supply voltage

K,  :6X6 diagonal matrix defining actu-
ators gains

K, : 6 X 6 diagonal matrix defining actuator

feedback terms
1 6 X 6 inertia matrix
C(8, ) : vector defining Coriolis and Centrifugal

terms
Table 1
Kinematic parameter values for initialisation configuration
Joint 8 d a a Range
number degrees metres metres degrees degrees
1 0 0.54 0 -90 ~180 to 180
2 90 0.162 0 -90 —180 to 180
3 -90 - 0 0 Otollm
4 0 0 0 -9 —180to 180
5 0 0 0 90 —90to 90
6 0 0.25 0 0 -180 to —180
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G(8) : vector defining gravity terms.

All the relevant details of Eq. (1) can be found
in [2] and in this study the design values for
matrices K, and K, are:

(102 0 0 0 0 0
0 337 0 0 0 0
k=0 0 11 0 0 0
1710 0 0 0113 0 0
0 0 0 0 0.113 0
L0 0 0 0 0 0.08
695 0 0 0 0 0
0 2295 0 0 0 0
K.=| 0 0 747 0 0 0
2 0 0 0 55 0 0
0 0 0 0 65 0
L0 0 0 0 0 179

since these numerical values are not given in [2].

4. Design of a Fuzzy Logic Controller

The design strategy to be adopted for a robot
link is to actuate point to point movements of a
single joint of the manipulator with all other joints
in a temporary state of rest. By actuating individ-
ual joints sequentially along a pre-programmed
displacement path, the end effector will eventually
be located at a desired position in its own working
environment.

This sequential movement is adopted because
of the difficulty of obtaining sufficient informa-
tion from which a “rule algorithm” can be con-
structed. This algorithm, if available, would allow
corrections to be made for dynamic coupling and
the non-linear properties of the manipulator when
the joints are in motion simultaneously. A fuzzy
logic controller is presented that will actuate joint
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2 of the Stanford manipulator and the extension

“to the other joints is a relatively straightforward

modification to introduce. Joint 2 is chosen be-
cause it demonstrates more clearly the impact on
controller design of:

1. significant gravitational and inertial forces,

2. positional accuracy constraints, and

3. major inertia variations with loading.

It is assumed that displacement and speed data
are available from sensors mounted at the joint. A
fuzzy logic linguistic control algorithm is written
using engineering intuition to describe a one input
monotonic undamped process. The control al-
gorithm is intended to provide fast convergence
consistent with adequate damping to achieve a
high angular rotational accuracy.

The proposed algorithm is represented by Table
2 and is intended to be read as:

IF joint displacement is PB and joint speed is PB
THEN voltage input to joint actuator is NB
ELSE...

The variable identifiers used to describe the
fuzzy values have the following meanings;
PB Positive Big
PM  Positive Medium
PS Positive Small
PO Positive Zero
ZO  Zero
NO  Negative Zero
NS  Negative Small
NM  Negative Medium
NB  Negative Big
and are consistent with those reported in most of
the application studies.

The terms NO and PO are introduced in
accordance with Daley [16] to give finer tuning
around the equilibrium state. Term PO defines a
region that is slightly above zero and NO a region

Table 2

Fuzzy logic lingustic algorithm

Joint Joint speed

displacement PB PM PS Z0 NS NM NB
PB NB NB NB NB NM NM NM
PM NB NB NB NB NM NM . NS

PS NM NS NS NS NS PS PM
PO NM NM NS Z0 Z0 PS PM
NO NM NS Z0 Z0 PS PM PM
NS NM NS PS PS PS PS PM
NM PS PM PM PB PB PB PB

NB PM PM PM PB PB PB PB
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that is slightly below zero in the state space.

Fuzzy sets formed to represent the discrete
support universes consist of 13 elements for the
joint speed, 14 elements for the joint displacement
and 15 elements for the voltage input to an actu-
ator. Appropriate membership functions are as-
signed to each element of the support set using the
definitions by Mamdani and Assilian [14], an ap-
proach employed in preference to a functional
method [4] because of its manipulative simplicity.
This yields the fuzzy set values listed in Table 3. It
should be noted that +0 and — 0 discrete support
elements are the values chosen to ensure finer
control around the equilibrium state.

The non-fuzzy measurements are expressed as
fuzzy singletons in the algorithm whose output
represents an absolute voltage and not a change in
voltage. The magnitude of this voltage is gener-
ated using the mean of the maxima procedure.

The flow diagram presented in Fig. 3 and the
fuzzy sets in Table 3, allow the linguistic control
algorithm to be converted into a table of discrete
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controller outputs when the compositional rule of
inference is used. These resultant outputs are com-
puted off line and used in a multilevel relay, Table
4, to dramatically reduce the number of control
algorithm manipulations required. The basic set
operations to calculate the multilevel relay values
using fuzzy calculus can be defined as follows:
i. The union of two fuzzy sets 4 and B of the
universe of discourse E denoted A U B has the
membership function defined by

paus(e) =max[p,(e); py(e)] e€E.

e is a generic element of E and expresses the
membership value of e in 4 and B and taking
a value in the interval [0,1].

Intersection of 4 and B is denoted 4 N B and
has a membership function defined by

pansle) =min[p.,,(e), PB(‘-’)] e€E.

. Complement of a fuzzy set A4 is denoted a 74
and has a membership function defined by

Prale) =10-p, (e) e€E.

il

Table 3
The fuzzy set definitions
-6 -5 -4 -3 -2 -1 -0 +0 1 2 3 4 5 6
PB 0 0 0 0 0 0 0 0 0 0 01 04 038 1.0
PM 0 0 0 0 0 0 0 0 0 02 07 1.0 07 02
PS 0 0 0 0 0 0 0 03 08 10 05 041 0 0
PO 0 0 0 0 0 0 0 10 06 01 0 0 0 0
NO 0 0 0 0 0.1 0.6 1.0 0 0 0 0 0 0 0
NS 0 0 0.1 0.5 1.0 0.8 0.3 0 0 0 0 0 0 0
NM 0.2 0.7 10 0.7 0.2 0 (1] 0 0 0 0 0 1] 0
NB 1.0 0.8 04 0.1 0 0 0 0 0 0 0 0 0 0
a) Joint displacement 6,
-6 -5 -4 -3 -2 -1 0’ 1 2 3 4 5 6
PB 0 0 0 0 0 0 0 0 0 0.1 04 08 1.0
PM 0 0 0 0 0 0 0 0 02 07 1.0 07 02
PS 0 0 0 0 0 0 0 09 10 07 02 O 0
NO 0 0 0 0 0 0.5 10 05 0 0 0 0 0
NS 0 0 0.2 0.7 1.0 09 O 0 0 0 0 0 0
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0
NB 1.0 0.8 04 0.1 0 0 0 0 0 0 0 0 0
b) Joint speed 4,
-7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7
PB 0 0 0 0 0 0 0 0 0 0 0 0.1 05 038 1.0
PM 0 0 0 0 0 0 0 0 0 02 07 10 07 02 O
PS 0 0 0 0 0 0 0 04 1.0 08 04 01 0 0 0
NO 0 -0 0 0 0 0 0.2 1.0 02 O 0 0 0 0 0
NS 0 0 0 0.1 04 0.8 1.0 04 0 0 0 1] 0 0 0
NM 0 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 0
NB 1.0 08 . 0.4 0.1 0 0 0 0 0 0 0 0 0 0 0

¢) The process input, V
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iv. A fuzzy relation R from U= {x} to V={y}
is a fuzzy set on the Cartesian product UX V
characterised by a function pg(x, y) by which
each pair (x, y) is assigned a membership
value indicating to what extent the relation is
true in (x, y). The linguistic statement “If 4
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then B” is the fuzzy relation R =4 X B. This

has a membership function defined by
pr(x, ¥) =paxs(x, )

=min[p,(x); pp(»)]
xe€Uand yeV.

Read linguistic rule
matrix and fuzzy sets

T
1

Select discrete support
input_combination
(e%, 5 °)

Hf

14 ot

Select output support
value Vk

J
-

Select rule
sr~er+vr

Calculats the relasion
Mg = "“"“‘sr (e}, u, (6}, o v, 1}

any
remaining

rules?

Calculate the maximum value

of Ug Over the rules, [

and. write to output fuzzy set V:
w/V) = by

any

remaining
outputs?

Calculate mean.of

maxima¥® from ¥ and
write to multilevel
relay matrix

any Yes

more input
combinations?

Fig. 3. Flow chart for calculation of multilevel relay.
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v. Given the fuzzy relation R=4 X B and a
given fuzzy subset value A’ of A, the corre-
sponding value B’ is inferred from the relation
using the compositional rule of inference as

B'=A"s R=A" o (AXB),

o denoting the composition operation, and the
membership function is defined by

pp(y) = max mm[I"A'(x); pr(x, )’)] .
The mean of maxima procedure selects the dis-
crete element of a fuzzy set with the maximum
membership function value or the average value of
the maxima in the case of multiple maxima.

5. Selection of Scaling Factors

To permit the multilevel relay output to be
used as the manipulated variable it must be scaled
to the real universe of the process.

The scaling of the controller output has been
initially selected to provide the maximum chosen
attainable actuator input of 90 volts. Therefore the
output scaling factor GU is

GU=90/7=12.86

Trial and observation procedure is adopted
during controller development to choose the joint
displacement scaling factor GE and the joint speed
scaling factor GC. The choice of these factors is
made on line, so as to tune the controller to the
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discrete computation interval of 0.01 second that
is used in the study.

The robustness of the fuzzy controller algo-
rithm, applied to a robot, is tested with joint 2
subjected to the maximum permissible change in
parameter values. The joint sustains its maximum
inertial and gravitational forces when the manipu-
lator boom (link 3) is horizontal and at full exten-
sion. The arrangement of the robot links is:

joint angles 4,, 8,, 6, §,=0

joint angle 8, = 90 degrees,

link d;=1 m, the initial condition for
the robot.

To obtain the maximum physically realizable
joint displacement (radians) with maximum joint
speed (radians/ second), the values of GE and GC
are constrained to be:

6

(maximum required joint displacement)

GE =

and
GC=6/1.25=438,

where the maximum joint speed attainable is 1.25
rad/sec.

Employing these values, the robot arm, Fig. 2,
is emulated on a Amdahl (470) digital computer
and is incorporated in the block diagram shown in
Fig. 4. The scheme assumes that the joint sensors
are adjusted to zero for the starting configuration
(initial condition); a practice normally followed
with a robotic system.

L5

L

gravitational Plant matrix -
vectfor
Q,[ Xl Ayl Xg)
Vi Input matrix Unit  Delay - ), Output matrix J‘>XK=(9K..9K)
Bul X1 CXy]
GU Gc Oy
& Mulli level 5
Relay &GE [4 2 Set point

Fig. 4. An outline of the manipulator joint and fuzzy logic controller.
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Table 4
Fuzzy logic control law modelled as multilevel relay
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6

—6 7 6 7 6 7 7 7 4 4 4 4 4 4

-5 6 6 6 6 6 6 6 4 4 4 4 4 4

-4 7 6 7 6 7 7 7 4 4 4 4 2 1

-3 6 6 6 6 6 6 6 4 4 4 4 3 2

-2 4 4 1 2 1 1 1 1 1 0 -1 -4 -4

-1 4 4 2 1 2 2 2 2 2 0 -1 -4 -4

-0 4 4 3 2 1 1 0 -1 0 -3 -1 -4 -4
0 4 4 3 2 0 1 0 -1 -1 -3 -1 -4 ~4
1 4 4 2 0 -1 -1 -1 -1 -1 -1 -1 -4 -4
2 4 4 1 0 -1 -1 -1 -1 -1 -1 -1 -4 -4
3 -1 -3 -4 -4 -4 —4 -6 -6 -6 -6 -6 -6 -6
4 -1 -2 -4 -4 -4 -4 ~7 -7 -7 -6 -7 -6 -7
5 -4 -4 -4 -4 -4 -4 -6 -6 -6 -6 -6 -6 -6
6 -4 -4 -4 -4 —~4 -4 -7 -7 -7 -6 -7 -6 -7

Table §

GE values for different simulated joint displacements

Joint displacement (degrees) 30 15 7 4 2 1

GE values 11.5 23 46 85 1m 343

Simulation runs made for a range of joint dis-
placements, result in the GE values given in Table
5 being selected.

The time responses of Fig. 5 show a steady
convergence to the equilibrium state for the range
of input demands applied, unfortunately the steady
state error in each case is relatively large. This

INITIAL FINAL
RESPONSE | GE GC GU CONDITION CONDITION
DEG. DEG
E] 85 6.8 [12.85 90.0 86.00
b L6 L.8 | 12.85 90.0 83.00
[4 23 4.8 | 12.85 $0.00 75.00
d "nS 4.8 12.85 90.00 60.00
" 1C. {(d}
W (c)
g 4( b)
a 2 (a)
w FC. + 4 . g
a 0.15 030 045 0.60 015
z | SECONDS

Fig. 5. Responses - simple fuzzy logic controller.

error can be reduced by increasing the value of
GE. The error magnitude ER/GE depends upon
the discrete joint displacement value ER such that
the actual steady state error is given in the range
of 0.02 < ER/GE < 15 (degrees) for ER and GE
constrained to the ranges

1 <ER <3 and 3000 < GE < 11.

INITIAL FINAL
RESPONSE | GE | GL | GU CONDITION | CONDITION
DEG DEG
a 343 4.8 |12.85 90.0 89. 00
b 171 4.8 |12.85 90.0 88.00
I.C.
3 (a)
(@] Fc J
w 0.15 0.30 0.45 0.60 0.7
s | SECONDS
©

Fig. 6. Responses — simple fuzzy logic controller.
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INITIAL FINAL

RESPONSE GE GC GU CONDITION [ CONDITION

DEG 0EG
a 685 4.8 |12.85 90.0 89.50
b 685 8.8 | 6.6 90.0 89.50
c 685 | 178 | 3.4 90.0 89.50

0.50
v {c)
w025 “a)

-~

§ 'y 1 i 4I—(b)
o, 000rYTTEis 030 045 060 0.5
= SECONDS
92 .0.25}
<C

050l

Fig. 7. Responses — simple fuzzy logic controller.

Steady state error is inherent with the fuzzy
logic system adopted due to the coarseness of the
support set (14 elements) used to represent the full
range of joint displacement. For instance, the dis-
crete error value +0 in the fuzzy set is equivalent
to a real displacement value somewhere in the
range 0 to 5 degrees for GE =11.5.

To study the positional accuracy in detail, the
input disturbances will be restricted to small angu-
lar movements. Using these small disturbances,
Fig. 6, with values of GE in excess of 170 leads to
oscillatory responses.

A limiting condition is reached for a value of
GE = 685, thereafter oscillatory motion results,
Fig. 7a.

In an attempt to minimise the steady state error
the value of the scaling factor GC was varied.
Increasing values of GC requires that the maxi-
mum permissable joint speed be reduced. This
leads to a reduction in the process input scaling
factor GU because of the assumed steady state
operation relationship between maximum actuator
supply voltage (V,,,) and the attainable joint
speed (f_,,) at that input, i.e.

Vmax = Keo'max ? (2)

where K, is the actuator constant of proportional-
ity.

Initially, the maximum allowable joint speed is
reduced to half its original value. This allows
values of GE = 685, GC = 8.8 and GU = 6.6 to be
used and Fig. 7 shows that the initial overshoot is
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INITIAL FINAL
RESPONSE GE GC ell] CONDITION | CONDITION
DEG DEG
a 3440 | 18 35 90.0 89.90
b 3440 | 24 2.5 90.0 89.90
4 3440 | 32 19 90.0 89.90

0.130
1%
@ 0.065
(24
(L)
w
S 0.000 ; -
w 01 02 03 04 05
2 SECONDS
© -0.065}
<
0130t

Fig. 8. Responses — simple fuzzy logic controller.

reduced, but the response is still oscillatory. Im-
provement is made when the joint actuator speed
is further reduced, Fig. 7c, using values for the
scaling factor of GE =685, GC =178 and GU =
34.

Clearly using the above settings an improve-
ment in time response is achieved, but the steady
state errors are still unacceptably large. It is also
noted that improved response for large values of
GE are achieved using larger GC values. The
effect of increasing GC for small joint displace-
ment is tested for a joint displacement of order 0.1
degrees, for the three different joint rate scaling
factors GE = 3440, GC= 32,24 and 18 and GU =
1.9, 2.5 and 3.5.

The responses, Fig. 8, show that there is no
well defined optimum for constant scaling factor
values at which the steady state error is deemed
acceptable. The response rapidly becomes unsta-
ble at higher or lower speed values.

6. An Improved Fuzzy Legic Control Algorithm
Operating in a Multi-Valued Parameter Mode

A design conflict between positional accuracy
and transient behaviour has been demonstrated.
Modification to the control law is possible that
will combine both the superior transient response
with steady state precision for a range of input
demands.
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Table 6
Operation range of the multi-valued parameter controller

Computers in Industry

Angle GE
(degrees)

GC

GU

8,>1
1>6,>01 340
8,<0.1 3440

6/(maximum joint displacement)

48
8.8

32

12.85
6.6
1.9

To maintain this performance over a wide range
of input demands, the controller is made to oper-
ate in a multi-valued parameter mode. A switch is
introduced that will permit changes to be made in
the scaling factor values at the boundaries of
predefined displacement speed regions and these
are listed in Table 6.

Before a switch can be actuated at a parameter
value boundary, the inequalities

abs (real joint displacement) < Js/GE, and
abs (real joint speed) < JRs/GC,

must be satisfied. The parameters GE, and GC,
are the scaling factors before the switch and Js
and JRs are scaled discrete values of the joint
displacement and speed, respectively, when the
switch is operated. In the event of divergence in
the displacement speed responses, the switch has
the capability to revert back to a convergent mode
when

abs (real joint displacement) > Jr/GE, and
abs (real joint speed) > JRr/GC,.

The parameters Jr and JRr are the scaled
discrete joint displacement and speed, respec-
tively, after the switch is made.

The values chosen for Js, JRs, Jr and JRr
should be in the range 0 to 1 to allow the use of
the full range of the multi-level relay. The actual
values used for JRs, Jr and JRr was unity, how-
ever, for joint displacements greater than 1 degree,
a better value of Js was found to be 3. A more
reliable approach because of this Js value would
be to observe the controller output and switch on
the conditions

abs (deterministic controller output) < 1 for
abs (real joint displacement) > 1 degree.
(3)

The scaling factor switch defined by Eq. (3) is
tested for the two arbitrarily input demands of 5

RESPONSE

INITIAL
CONDITION
DEG

FINAL
CONDITION

0EG

LOAD MASS
KG

90.0
90.0

89.0
85.0

0.0

0.0

~

- {a) (b)

1 N Dy
035 030 045 0.60 0.75
SECONDS

ANGLE DEGREES
m
~

Fig. 9. Resp(;nses - multi-mode controller.

and 1 degree, respectively. The performance shown
in Fig. 9 illustrates the improvement attained
adopting this alternative control algorithm; the
responses converge to an equilibrium region of
width better than 0.06 degrees. When the end

INITIAL FINAL
RESPONSE | coNDITIoN | conDrmion | LOAD MASS
DEG DEG
2 90.0 89.00 )
90.0 85.00 18
< 90.0 80.00 18
LC.
8 {a) (b) (o)
Al
& v
(L)
w
o
w FC.
] 0.5 030 045 060 0.75
Z SECONDS

Fig. 10. Responses — multi-mode controller.
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60.0 | 30.0 0.0 |S0.0 | 60.0 | 0.0

60.0 | 31.0 0.0 50.0 | 60.0 0.0

60.00 | 30.0 0.0 500 | 0.0 3.0

60.0 | 34.0 | 0.0 ) 500 | 0.0 3.0

50.0 | 60.0 0.0 300 | 0.0 § 0.0

50.0 { 70.0 0.0 1300 | 00 0.0

FvaL [ nmiaw | Fnac Tivmiacf emaL | mimac

RESPONSE {c) |RESPONSE (b)| RESPONSE (a)
CONDITION OEG | CONDITION DEG | CONDITION DEG

I {a) (b} (c)

LS

0.45 0.60 075
SECONDS -

LG
Fig. 11. Responses — multi-mode controller.

effector is carrying the maximum allowable load
of 1.8 kg, the transient response of Fig. 10 shows
some deterioration in positional accuracy. How-
ever, this is directly attributable to the changed
value of effective link inertia with the loaded
condition. An inertia variation of 5:1 exists be-
tween loaded and unloaded states.

Operating the link from different initial condi-
tions, Fig. 11, produced no significant variation in
the quality of the output response. The variations
in performance with both changes in initial condi-
tions and input disturbance is sufficient to demon-
strate that the operating region to be used is an
important feature and should be included at the
design stage to ensure that the most satisfactory
overall performance is achieved.

7. Conclusions

The basic idea behind the introduction of a
fuzzy logic controller is to avoid a design strategy
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based on a detailed dynamic model by employing
the approach of a human operator to an ill-de-
fined system. The application is presented in more
general terms to observe any advantages it may
possess over a conventional controller.

The authors believe the study does demonstrate
that fuzzy logic offers a novel approach to robot
control that avoids the two major problems areas,
accurate dynamic modelling over the whole of the
operating environment and computational time
constraints. The results have confirmed that fuzzy
logic does allow the design of a robust control
algorithm which is likely to find engineering appli-
cation with the more intelligent robot system.
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Summary

Previous assessments of the surfaces of machined components have
failed to identify an underlying form to the texture and hence no method
of completely characterizing a wide range of such surfaces has been devised.
In this paper, the reason for this failure is shown to be the current standard
practice of confining analysis to the shorter wavelengths of the texture. The
extension of analysis so as to include the longer wavelengths permits the
derivation of a complete description of the surface texture of machined
components drawn from a large sample population and production
processes. In addition, this approach enables surface texture to be fully
described by only two parameters, both of which are defined so as to be
easily understood in terms of present methods of analysis.

1. Introduction

Surface texture data can be readily shown to have a random nature
[1 - 3] and hence statistical methods of investigation are normally employed.
Descriptions of previous attempts to produce characterizations of surface
texture based on such investigations can be found in the literature [4 - 6].
Much of the work related to surface texture analysis has assumed that at
the longer wavelengths the data are non-stationary and that only the shorter
wavelengths are stationary, for example Whitehouse and Phillips [7]. This
practice has become widely established; the British Standard [8] recom-
mends the use of one of five standard filters to attenuate the longer wave-
lengths in the data to be included for analysis. However, as a filter is selected
by an operator according to a personal assessment of the nature of the
surface texture, the selection of an inappropriate filter would adversely
affect the values of the parameters calculated [2]. In the work presented
here, it will be shown that such filtering is unnecessary and consequently
subjective surface analysis can be avoided.

0043-1648/89/$3.50 © Elsevier Sequoia/Printed in The Netherlands
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2. Analysis of the longer wavelengths of the surface texture

The only previous attempt to extend the analysis to longer wavelengths
relied on the texture being non-stationary. This investigation was performed
by Sayles and Thomas [6] and their description was based on

_k
G(f)y= 7 (1)
where f is the surface frequency and G(f) is the power spectrum. The surface
frequency is the reciprocal of the corresponding wavelength on the surface,
for example a wavelength of 1 mm corresponds to a surface frequency of
1 kHz. The term “topothesy’” was used for k, a parameter whose value is
determined by the nature of the surface and which, if the spectral estimate
of the surface is of the form given in eqn. (1), will describe completely the
form of the surface texture.

To test the hypothesis of Sayles and Thomas, 144 specimens were pre-
pared so as to include examples of surface textures produced by end-milling,
fly-milling, slab-milling, shaping, turning and grinding. The machinery
parameters were speed of cut, feed rate and depth of cut. By maintaining in
turn two of these parameters constant, three specimens were produced for
each of three selected values of the remaining parameter, resulting in a group
of 27 different specimens for each of the machining processes. Tables 1 and
2 present this in detail. The machinery parameters were purpasely selected
in this manner so as to aid the identification of the cause of features in the
spectral estimates. In the normal wavelength range for surface texture
analysis [8], eqn. (1) can be seen to apply for a number of sample surfaces
[10], Fig. 1. However, for the longer wavelengths termed “waviness’, the
results from a number of sample surfaces did not agree with the findings of
Sayles and Thomas, for example Fig. 1(c), and this prompted the investiga-
tion now described.

First, it is necessary to develop a smoothing technique which will
preserve the lowest surface frequencies present in the data for display in
the spectral estimates. The method used involved smoothing the periodo-
gram with a non-recursive second-order digital filter. As far as the authors
are aware, waviness has not been previously investigated using spectral
analysis owing to the difficulty in formulating an appropriate spectral
smoothing procedure. Although in ref. 10 traces of length up to 60 mm
were taken, the application of a spectral window and segment averaging
of an appropriate length reduced the maximum wavelength present in the
spectral estimates to 0.5 mm. To smooth the spectral estimate curves (that
is to reduce the variance of the spectral estimates) without truncation of
the lower frequency band, the Fourier transform of the data was performed
in a single segment and a non-recursive second-order digital filter applied
to the spectral data. The smoothed spectral estimate is computed by forming
a weighted sum of the discrete, unsmoothed spectral values. For a point
which is a distance n points in the unsmoothed spectral estimate from the
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TABLE 1

Machined specimens

(a) Slab milled

Speed (rev min™!) 25 72 206

Feed rate (mm min™!) 32 104 254 32 104 254 32 104 254

Depth of cut 0.13 mm 1 2 3 10 11 12 19 20 21
0.25mm 4 5 6 13 14 15 22 23 24
0.51mm 7 8 9 16 17 18 25 26 217

(b) Shaped

Speed (m min~!) 10 20 30

Feed (mm) 0.30 063 094 030 063 094 030 0.63 0.94

Depth of cut 0.13 mm 1 2 3 10 11 12 19 20 21
0.25mm 4 5 6 13 14 15 22 23 24
0.51mm 7 8 9 16 17 18 25 26 27

(c) End milled

Speed (rev min™!) 105 230 530

Feed rate (mm min™1) 12,7 31.8 634 127 318 634 12.7 31.8 634

Depth of cut 0.13 mm 1 2 3 10 11 12 19 20 21
0.25 mm 4 5 6 13 14 15 22 23 24
0.5l mm 7 8 9 16 17 18 25 26 27

(d) Fly milled

Speed (rev min™!) 230 530 810

Feed rate {mm min—!) 12.7 31.8 88.9 127 318 889 127 318 889

Depth of cut 0.13 mm 1 2 3 10 11 12 19 20 21
0.25 mm 4 5 6 13 14 15 22 23 24
051mm 7 8 9 16 17 18 25 26 27

(e) Turned

Speed (rev min~!) 125 260 540

Feed rate (mm min~1) 20 40 80 40 80 160 80 160 320

Depth of cut 0.13 mm 1 2 3 10 11 12 19 20 21
0.25 mm 4 5 6 13 14 15 22 23 24
051 mm 7 8 9 16 17 18 25 26 27
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TABLE 2

Ground specimens

Feed (mm) 0.25 0.5 0.1
Depth of cut 0.005 mm 1 2 3
0.01 mm 4 5 6
0.04 mm 7 8 9
9S Per Cent é 95 Per Cent .
&,(,:;) I Confidence Interval (pr:;; I Confidence interval
.s_
10 10

105

N 10-¢

hy 1

w0t 2 5 105 f({Hz) 10t 2 4 10° f(Hz)
{a) Slab-milled specimen {b) Fly-milled specimen
N A
2 \ 95 Per Cent Glif) 95 Per Cent
(Gum) N l Confidence (IN"‘I!, 1 Confidence
105 M Interval 10 interval
N
10+
105+
107
0t 2 5 105 f{H2) 0t 2 s 10° FiHz!)
{c) Ground specimen {d) Turned specimen

Fig. 1. Spectral estimates and fitted curves of the form of eqn. (1).

point for which the smoothed spectral value is to be calculated, the weight-
ing value « is given by

27
Q= — n=0
N
4 n
a= —|1—n— }exp(—2mn/N) n=1,2,...,2N
N N

where N is the cut-off length in terms of the number of spectral points. Two
smoothed spectral values are then computed and plotted for each cut-off
length. By employing the technique of ‘“window closing’’, a smoothing
filter of the same cut-off length was found to be appropriate for all the
specimens tested, for a given traverse length.
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3. Spectral estimate models

The results for a number of sample surfaces for data obtained from a
trace length of 60 mm and acquired relative to a straight line horizontal
datum, adjusted with respect to a mean square line are shown in Fig. 2.
From this figure, it can be seen that a common spectral shape is present.
Figure 2 adequately demonstrates the effect is not by any means confined
or dependent upon the long wavelength content of the estimates. The
characteristic is in many cases clear by inspecting wavelengths well over an
order of magnitude shorter than the 60 mm traverse length. The fitted curves
in Fig. 2, shown as a broken line, are of the form

K

G(f) = 2

N 1+ (fif.)? @
where K and f, are constants for a particular surface specimen. Inherent in
the form of this equation is the hypothesis that the surface data are both
random and stationary. By computing the best-fitting least-squares curve, of
the form of eqn. (2), to the spectral estimates of the surface data, values of
K and f, can be obtained for any sample surface. These two parameters are
able to describe the spectral estimates of all but nine of the surface
specimens investigated within the 95% confidence interval from a range of
10 pum - 60 mm. Further investigation with these nine specimens revealed
that the cause of the deviation from the form given by eqn. (2) could arise
for two possible reasons. :

95 Per Cent 95 Per Cent
10-1 - lc(mﬁden(e [ Confidence
G(f) 3.!interval ) 2| Interval
{pm?} Ge)
wm?)
-4 !
10
107k
10 10°
'l P | i 1 1 1
100 100 10° fHg) w10’ 10°  f(Hz)
{a) End-milled specimen (b) Slab-milled specimen
95 Per Cent .1 95 Per Cent
o' b I Confidence L 10k IConfidence
Gif) ™\ Interval Glf) . Interval
2 H \
{um ,162 (um?) \
M
107°
_4
10 '} -
0%
]0'5 1 1 1 i 1 1 \
100 100 10* fHa 07 10 10t fH
{c) Shaped specimen (d) Ground specimen

Fig. 2. Spectral estimates and fitted curves of the form of eqn. (2).
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(1) The specimen exhibited an error of form owing to an inadvertent
change in one or more machining parameters along the length of the
specimen during production. Errors of form produced spectral estimates
which did not converge to a constant value at low frequencies. An example
of the spectral estimate of such a specimen is shown in Fig. 3.

(2) The surface of the specimen exhibited “pick-up marks’. These
marks probably arise when, because of the high temperatures generated
during machining, a piece of material becomes temporarily attached to the
cutting tool, thereby increasing the depth of cut. An example of the peak
in the spectral estimate resulting from the presence of such a machining
error is shown in Fig. 4.

Methods for automatically detecting the presence of such machining
errors were implemented and are summarized by the flow diagram Fig. 5.
The surface identification program developed gives a warning of the presence
of the errors and provides a written assessment of their significance. The
comments are based on the values of the various parameters calculated for all
machined specimens described. For the surface r.m.s. and surface cut-off
wavelength parameters, the nature of comments depends on the grade of
membership of the parameters as given in Tables 3 and 4. Comments relating
to the magnitude of the machining errors are also provided by the program
and these are given in Tables 5 and 6.

To ensure a sound understanding in terms of current engineering
practice, the following alternative description of the characterization of
surface texture provided by eqn. (2) was developed. An estimate of the
variance of the acquired data &2 can be obtained from the area under a curve
represented by eqn. (2), hence

fmax df
a2 _
’ K{m 1+ (fIf)? )

where K and fc arerthe estimated values of K and f, respectively and f,;,, and

G if) 95 Per Cent (G“I)) 95 Per Cent
{um?) Confidence pm 22 Confidence
0’ Interval 10 Interval
107}
di
107}
2 -
10°°}
10-6 1 1 —l. 1 1 \
10! 10} 10° fHa 0 10t 10t f

Fig. 3. Spectral estimate indicating an error of form.

Fig. 4. Spectral estimate displaying a machining peak.
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TABLE 3

Comments provided on the grade of membership of the surface r.m.s. value

Surface r.m.s. range (Um)

Comment on the magnitude of the surface undulations

>20 Extremely large
10-20 Very large
5-10 Large
2-5 Quite large
1-2 Greater than average
05-1.0 Average
0.2-05 Less than average
0.1-02 Quite small
0.05-0.1 Small
0.02-0.05 Very small
0.01-0.02 Extremely small
<0.01 Out of range
TABLE 4

Comments provided on the grade of membership of the surface cut-off wavelength value

Surface cut-off wavelength range (mm) Comment on the space of the texture peaks
>4 Extremely widely spaced
3-4 Very widely spaced
2-3 Widely spaced
15-2.0 Quite widely spaced
1.0-15 Above average spacing
0.7-1.0 Average spacing
0.5-0.7 Below average spacing
04-05 Quite closely spaced
03-04 Closely spaced
0.2-03 Very closely spaced
<0.02 Extremely closely spaced
TABLE 5

Comments provided on the grade of membership of the machining peaks

Maximum deviation of the spectral values from the Comment on the pick-up marks
fitted curve relative to the 95% confidence interval

Badly marked by pick-up
Very significant pick-up marks
Significant pick-up marks
Possible pick-up marks

(no comment given)
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TABLE 6
Comments provided on the grade of membership of the errors of form
Percentage increase in the estimated r.m.s. value Comment on the errors of form
of the data compared with that of a traverse
of half the length employed
> 40 Extremely large errors of form
30 - 40 Very significant errors of form
20-30 Significant errors of form
10-20 Possible errors of form
0-10 (no comment given)

fmin are the maximum and minimum surface frequencies in the spectral
estimate. Integrating eqn. (3) yields

62=Kfc {tan—l(fmax/fc)_tan—l(fmin/fc)} (4)

enabling the variance of the data to be estimated from the parameters K
and f.. If fmax = * and fmin = 0, eqn. (4) becomes
a2 _

nKf.
0o°= 5
where 8,2 is the total area under a curve of the form of eqn. (2). Dividing
eqn. (5) by eqn. (4) yields

(5)

A= g’{mﬂ“(fmx/fc ) — tan™(funm/Fe)} ! (6)

where A is an adjustment factor. By forming the product of the variance of
the data with A, an estimate of the total area under a curve of the form of
eqn. (2) can be obtained.

4. Discussion

Two parameters, both readily comprehensible in terms of current
surface texture analysis, can now be defined. The first parameter is termed
the ‘“surface r.m.s. value”, denoted by ¥g, and is the r.m.s. value of the
surface data which would be computed from a trace of infinite length. The
value of the parameter is obtained from &(A)!'/2. Such a parameter was
chosen since the concept of r.m.s. values is already established in surface
texture analysis. The second parameter is termed the *“surface cut-off wave-
length”, denoted by A., and is the wavelength corresponding to the surface
frequency f.. The surface cut-off wavelength is that wavelength at which
occurs the only discernible change in the form of the spectral estimates,
namely the “half-power point” of the spectral estimates. The parameter is
purposely named similarly to the term “cut-off wavelength’’, whose value
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defines the amplitude response characteristic of the standard filters. Since
there are no other wavelengths at which an identifiable change occurs in
the form of the spectral estimates, A, is the value which the standard filter
cut-off wavelengths are used to simulate. The machine computation of the
surface cut-off wavelength thus produces both a desirable simplification
of the data acquisition process and a more consistently accurate method of
surface texture measurement. Moreover, in contrast to present analysis
techniques, the description of the surface texture provided by the two new
parameters is complete.
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An Experimental Evaluation of Normalised
Fourier Descriptors in the Identification
of Simple Engineering Objects
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Proprietary vision systems based on Fourier transforms have
already reached the prototype stage and will almost certainly
be employed on high-speed production lines for the inspection
of components in the near future. In a related area. the
development of a robotic system for picking unsorted compo-
nents from bins can only be achieved with the aid of a fast
vision system. This paper examines the potential of a Fourier-
based analysis for the fast shape recognition of randomly
positioned and orientated components. Two approaches are
.presenited; the first based on the coordinate points of the
object boundary and the second on the information contained
in the Freeman chain code. Both methods suggest, for the
shapes considered, that the recognition process can be achieved
reliably with a relatively small number of normalised Fourier
descriptors. Each method has a particular advantage depend-
ing on the accuracy and the processing speed required.

Keywords: Fourier descriptors. Object recognition.
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1. Introduction

The method most frequently used to describe
the closed boundary of an object when viewed
from a particular angle is either based on the
chain code of Freeman {2] or the polygon ap-
proximation of Pavlidis {7]. Theoretical and ex-
perimental evidence available in the literature.
however, indicates that the Fourier Descriptor
(FD) is a more powerful way of classifying closed
contours [4.8]. Features can be uniquely repre-
sented by a normalised FD and this can lead to a
significant reduction in object recognition data
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over the chain code and polygon approximation
methods. Furthermore the normalised FD is in-
variant with respect to translation, rotation and
scale of the object and images of similar shape
should have identical descriptors.

To demonstrate the benefit of this object clas-
sification procedure, existing data records, for a
number of objects, have been adopted for comput-
ing FD values. Two methods have been consid-
ered. In the first the coordinate values of the
contour pixels are used to obtain the Fourier
transforms and in the second the orientation vec-
tors of the Freeman chain code are employed.

The quality of the contour mapping will be
dependent on the lighting system employed. For
reference, Fig. 1 presents a typical histogram which
shows the contrast between background and ob-
ject for the image processing carried out in this
investigation.

2. Fourier Descriptors (Review of First Method)

The development of slope and curvature codes

for -use in -boundary description has led to the
more general concept of the intrinsic equation {3].
The nature of contour data satisfies the mathe-
matical constraints for shape representation by
Fourier descriptors since any single-valued peri-
odic function may be expressed as a Fourier trans-
form. -
In the first approach, using cartesian coordi-
nates, the two discrete series x(m), y(m), m=
0,1,..., L—1, are obtained by image segmenta-
tion and edge tracking; and since the boundaries
are closed curves x(L) = x(0) and y(L)=y(0).

The analysis involves the derivation of the “de-
scriptors” based on the Fourier series for each of
the two series x(m) and y(m) defined as

x(m)= T X(n)emoom, (1)

n=—aoo

ym)= ¥ ¥(n)einm, @)

n=—o0

where wy=2mn/L and X(n) and Y(n) are the
complex Fourier coefficients, e.g. X(n)=a,—jb,.
The data interval used in the evaluation of the
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Fig. 1. Typical histogram for threshold determination.

expressions is taken as the pixel length and the
coefficients are estimated from:

] Lo ‘
X(n)= I z_:ox(m) e Inwom (3)
] Lo A
Y(n) = L% y(m) emineom, (@
m=0

where the parameter L is the number of pixels
representing the closed contour. It is clear from
the analytical derivation that the Fourier coeffi-
cients ( X(n), ¥(n)) contain no information relat-
ing to the translation and orientation of the ob-
ject. Therefore the descriptor defined as

R(n)y=T1X(n) 12+ |Y(n)?]"? ()

is independent of orientation and this is con-
firmed by data given in Table 1 for a simple
triangular object.

The descriptors defined by (5), although in-
variant to object position and rotation, are in-
fluenced by object size. In order to compensate for
this weakness a simple and direct normalisation
procedure has been adopted and can be defined as

S(n)=R(n)/R(1), (6)
where R(1) is the first descriptor value computed.
R(1) is available without further computation, un-
like the normalisation techniques described in [5],
and computation time is therefore kept to a
minimum. Results to support the use of (6) are
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Table 1
Influence of rotation on Fourier coefficient

X Y, R,

n

Real part Imaginary part Real part Imaginary part

(a) Triangle

—29.36 ~0.42 ~-2.30 23.15 37.46
-6.62 —0.32 -112  -5.75 8.85
—-0.60 0.11 -1.50 0.43 1.67
—2.56 -0.17 -1.63 1.41 3.35
-1.27 -0.06 -131 -0384 2.01
—0.64 0.07 -1.48 0.27 1.64
—-1.18 -0.09 -1.54 0.50 2.00
—-0.77 0.01 -134 -021 1.56
—0.58 0.05 -1.46 0.24 1.59
—0.86 -0.03 -1.51 0.28 1.76
=0.60 0.04 -1.40 -0.01 1.52
—0.57 0.07 —1.45 0.26 1.58
-07 -0.02 -1.44 0.25 1.62
—0.54 0.09 -1.38 0.08 1.49
—0.56 0.05 -1.44 0.24 1.57

(b) Triangle rotated by 60°

-2033 -1273 —16.31 24.26 37.81
—6.10 2.37 —-346 -—5.63 9.29
-0.92 0.42 -090 -0.07 1.35
-1.91 -0.89 -2.29 1.55 3.47
-1.73 0.26 -117 -070 2.22
—0.90 0.24 -0.85 0.02 1.27
—-1.14 -0.27 -1.47 0.47 1.94
-1.17 0.07 -101 -019 1.56
—0.88 0.20 -0.90 0.07 1.28
-093 -0.09 —1.24 0.26 1.58
~-0.99 0.10 -094 -0.01 1.37
-0.90 0.19 —0.88 0.10 1.28
-0.89 0.00 -113 0.17 1.45
-091 0.10 -0.95 0.08 1.32
-0.88 0.16 —0.88 0.15 1.26

R, =(|X,|2+ Y}

given in Table 2 for triangular and L-shaped
objects.

3. Reconstruction of Contours Using Fourier Coef-
ficients

A sufficient condition for the existence of a set
of Fourier descriptors that unambiguously repre-
sents an object is that the object contour can be
reconstructed by using the Fourier inverse for-
mulae. If the set of FDs is not unique, a recon-
struction of the contour could not take place.

It is not obvious from Table 1 and Table 2,
however, just how many Fourier coefficients would
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be necessary to enable an object to be identified
with a high degree of confidence. In an attempt to
clarify this last point, equations (1) and (2), em-
ploying a finite number of coefficients, are used to
create varying approximations to the original
which can be seen in the reconstruction of the
contour’s data. Although these expressions do not
provide enough information to allow a continuous
series to be obtained, all the discrete values of
x(m) and y(m) could be regained exactly if all
the Fourier coefficients were employed.

Figure 2 illustrates the reconstruction of a “tri-
angle” for different numbers of terms in the ex-
pressions (1) and (2) using the first method. These
figures suggest that no sensible improvement will
result if more than two coefficients are used for
this shape. A subjective assessment of Table 1
would support this because of the dominance of
the first two terms over the remainder listed. The
results demonstrate very clearly the valuable com-
pression of the boundary data that can be ex-
pected and illustrates the power of the descriptor
as an aid to simple shape recognition. In this
example six hundred pairs of contour coordinate
values have been compressed to two descriptor
values.

4. Similarity Measurement and Recognition Al-
gorithm

The normalised Fourier descriptor vector S for
a particular boundary shape can be expected to
change marginally as a result of scaling and rota-
tion, and to accommodate this likely variation an

1 DESCRIPTCR 2 DESCRIPTORS
r~~ ~ ~

1 e

4 DESCRIPTQRS

A}

8 DESCRIPTORS

~

10 _OESCRIPTORS

Fig. 2. Reconstruction of triangle using the first method.
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Table 2
Effect of scaling or contour dilation on Fourier coefficients
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Triangle Triangle rotated L-shaped Half-sized L Quarter-sized L

Rn SII Rn Sll RII S’l Rn Sﬂ Rn Sh

37.46 1.00 37.81 1.00 55.06 1.00 28.22 1.00 15.42 1.00
8.85 0.24 9.29 0.25 15.60 0.28 7.92 0.28 4.30 0.28
1.67 0.04 1.35 0.04 7.46 0.14 4.30 0.15 3.28 0.21
3.35 0.09 347 0.09 5.41 0.10 2719 0.10 2.16 0.14
2.01 0.05 2.22 0.06 2.20 0.04 1.81 0.06 2.16 0.14
1.64 0.04 1.27 0.03 0.36 0.01 0.86 0.03 1.66 0.1
2.00 0.05 1.94 0.05 1.63 0.03 1.42 0.05 1.90 0.12
1.56 0.04 1.56 0.04 0.68 0.01 0.89 0.03 1.62 0.11
1.59 0.04 1.28 0.03 1.02 0.02 1.16 0.04 ’ 1.74 0.11
176 0.05 1.58 0.04 0.99 0.02 0.97 0.03 1.58 0.10
1.52 0.04 1.37 0.04 0.70 0.01 1.04 0.04 1.63 0.11
1.58 0.04 1.28 0.03 0.37 0.01 0.84 0.03 1.50 0.10
1.62 0.04 1.45 0.04 0.60 0.01 0.98 0.03 1.54 0.10
1.49 0.04 1.32 0.03 0.34 0.01 - 0.82 0.03 1.43 0.09
1.57 0.04 1.26 0.03 0.52 0.01 0.92 0.03 1.44 0.09

improved reference feature vector can be obtained
by averaging the S descriptor vector, that is

1 x
E=7V-2Si’ (7)

i=1

where F, is the reference feature vector whose
elements are the normalised Fourier Descriptors
averaged over N nominally identical objects hav-
ing different sizes and orientations. Identifying the
vector of the object to be inspected as S,, the
similarity between the two independent vectors, F,
and §,, can be estimated from the error

1{ & 2]/2
e-1 £ r-s|” ®

i=1

where k is the number of descriptors in each
vector. In an environment where more than one
shape is to be tested for recognition, the parame-
ter £ must be evaluated for all the test vectors, the
minimum value found yielding the recognised
shape.

In the test study conducted, 10 descriptors in
each feature vector were adopted and the results
are shown in Fig. 3. In Fig. 3(a) a reference
triangle is compared with other simple shapes
listed in the key and the minimum value of E
clearly indicates the presence of a triangle in the
group considered. In Fig. 3(b) the outcome of a
trial with an L-shaped contour shows it to be a

member of a farﬁily of L-shaped objects labeled 1
and 2 in the key. The corresponding FDs are
listed in Table 2 in the raw and normalised form.
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Fig. 3. Object recognition.
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5. Fourier Descriptors (Review of Second Method)

To take into account all the information stored
in a Freeman chain code contour representation,
allowance is made, in the second approach, for the
perimeter length between contour pixels, a method
first used by Kuhl et al. [6].

Consider the chain code C with k elements:

C=a,a,aya, - a,,

where each element g, is an integer number be-

tween 0 and 7. The direction of the vector labelled

a, is given by:

£(a;) = (n/4)a,.

If the perimeter length of a contour is ¢, the length

of each code vector, i.e. link, At is:

Ar,=1,
P )

A1,=V2, if a, is an odd number.

From the definition of the chain code, the
“time” required to traverse the first g links at
“constant unit speed” as proposed in [5] is given
by

if a; is an even number,

Ar, =Y At | (10)

q

and the period of the chain code is defined as ¢,.
The changes in the x, y coordinate values as the
chain elements a; are traversed are:

Ax;=Sgn(6 —a;) Sgn(2 —a;),
Ay, =Sgn(4 —a,) Sgn(a,),

where
1, Z>0,
Sgn(Z) = 0, Z=0,
-1, Z<0.

If the first chain code element is positioned at
the origin of the x — y axes, the projections on the
x and y axis of the first g links are

q

x,= Y Ax,, (11)
i=1
q

yq= Z A)’l’ (12)
i=1

respectively.

Adopting the Fourier representation for a dis-
crete series, the derivative of x(¢) is given by:
z 27n 2an
()= Y |a, cost—t+ﬂ,, sin—t—t), (13)
k k

n=1
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where

a, =

Rl N

2
f"x(r) cos <% ds,
0 L

B,

2 i, . 2an
tkj(; x(t) sin I tds.

Then for the interval 7,_, <t<1,

2 Ax, .
an=*ZA—‘l'[‘l cos—¢ dt
tk g=1 tq = I3
-1 k qu . 27
= — Z - {sm——¢ ~—sin—-f_ _,
n t q q
g=1 q k k

The time derivative of the Fourier series for x(1)
can (by definition) be written

) 290 & . 2mn . 2mn
x(t)=— a, sin——1—b,'cos—1|.
L Iy Iy

(14)

Equating like terms in (13) and (14) yields the
terms of the complex Fourier coefficients a, and

1 DESCRIPTOR 2 DESCRIPTORS & DESCRIPTORS

10 DESCRIPTORS 50 DESCRIPTORS

Fig. 4. Reconstruction of triangle using the second method.
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2 DESCRIPTORS L DESCRIPTORS

10 DESCRIPTORS

20 DESCRIPTORS

(3) 15T METHOD

2 DESCRIPTORS

[b) 2N0 METHOD

50 DESCRIPTORS

50 DESCRIPTORS

Fig. 5. Reconstruction of wrench.

and on rearrangement this gives

a = L Ax,
" 2‘11'2”2 g=1 Atq
2 2 )
x(cos———;ntq—cos—;nntq_l). (15)
& &
Similarly,

k
-k Ax,

n 2.2
2‘TT n g=1 Atq

x(sinﬂtq—sin 2“"14_1). (16)
t, L
Expressions having the same form can be obtained
for the y(t) series.

Applying this second method to a “triangle’
and a “wrench” generated the results shown in
Figs. 4 and 5, respectively. These results clearly
demonstrate that a progressive improvement in
“fit” can be achieved with an increasing number
of descriptors. The degree of similarity between
objects, required to be identified or inspected, will
dictate the number of Fourier descriptors to be

employed. The associated descriptor values are
given in Table 3 for information.

6. Error Approximation as a Function of the Num-
ber of Fourier Coefficients Employed

To obtain an indication of the sub-optimum
number of descriptors necessary to ensure object
recognition, an error function has been developed.
Let

N
. 2nm . 2nw
in(t)=ay+ Y a, cos =1+ b, sin——t,
n=1
d 2nm

. 2nm
t+d, sin——t

Sn(t)=co+ ¥ c, cos 7

n=1

T

be the Fourier series truncated after N terms for
the x(¢z) and y(¢) series and let the actual error
AE, be defined as:

AE, = r,n:alx[ 1x(1) = 2u () | 1p(0) =S () 1],
(17)
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Table 3
A list of 30 Fourier descriptors for the triangle and wrench raw
and normalised versions

Triangle Wrench

n R, S R, S,

1 73.562 1 99.407 1

2 16.528 0.225 12.643 0.127

3 2.696 0.037 15.536 0.156

4 4.648 0.063 6.603 0.066

5 2.023 0.028 2.559 0.026

6 1.162 0.016 1.549 0.016

7 1.414 0.020 2.254 0.023

8 0.651 0.009 0.810 0.008

9 0.696 0.009 1.854 0.019
10 0.643 0.009 1.163 0.018
11 0.226 0.003 0.302 0.003
12 0.528 0.007 0.768 0.008
13 0.283 0.004 0.337 0.003
14 0.096 0.001 0.056 0.000
15 0.387 0.005 0.342 0.003
16 0.142 0.002 0.478 0.005
17 0.062 0.001 0.437 0.004
18 0.240 0.003 0.082 0.000
19 0.118 0.002 0.112 0.001
20 0.073 0.001 0.290 0.003
21 0.161 0.002 0.297 0.003
22 0.062 0.001 0.164 0.002
23 0.115 0.002 0.142 0.001
24 0.085 0.001 0.109 0.001
25 0.055 0.001 0.160 0.002
26 0.093 0.001 0.155 0.002
27 0.036 0.000 0.220 0.002
28 0.059 0.001 0.047 0.000
29 0.060 0.001 0.084 0.000
30 0.061 0.001 0.172 0.002

where &k 1s the number of chain code elements
available.

To predict the error directly from the chain
code data it has been shown by Kuhl and Giardina
[5] that AE can be approximated by the expres-
sion:

max[Vy'(x(1)), V' (»(+))], (18)

where the total variation of the “time” derivative
x(t) has been symbolised as V,'(x(¢)) and of the
derivative y(t) as ¥;T(p(¢)). In this context the
time period T is equal to ¢,. These derivative
values are estimated from:

A, _Ax
Y}

AE_ <
P 2N

XI-=

tAL

for the Freeman code element a,.
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The total variations of x(¢) and y(t) are

k
VT (#(0)) = (z:xi—xi-,u

+ ka_xll’

V()T(}.’(I)) = (§|))i_)"i—l |) =0l

respectively. The actual error AE, for the trian-
gle, evaluated using (17), is shown in Fig. 6(a).
The predictor error, AE, estimated from (18), is
superimposed on the same plot and for complete-
ness a similar error estimation based on the first
method has been made for the results of Section 2,
and this is shown in Fig. 6(b).

An error curve has also been generated for the
wrench, Fig. 7, and both figures indicate that the
primary shape can be recognised by 10 descriptors
with a high degree of confidence. '

7. Engineering Applications of FD Recognition

The principal characteristics which need to be
identified in a reliable application of an FD based
method are:

(1) The FD vector derived from object image
spatial data must adequately reconstruct the
object when used in the inverse formulae.
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(2) The hyperbolic shaped error curves, typically
Fig. 6, must fall rapidly in the interval 0-10
descriptors for high-speed recognition.

(3) The simple normalisation procedure presented
in this paper, which has the advantage of
speed, must be shown to -adequately com-
pensate for object size.

(4) The error measure, obtained by means of (8),
must exhibit good selectivity i.e. the standard
deviation of the reference feature vector must
be small compared to its mean value.

To highlight the above points further tests were

undertaken for two typical engineering compo-

nents, photographs of which are given in Fig. 8.

The reconstructed contours of the 4- and 7-
bladed fans shown in Figs. 9 and 10 for both
methods considered, demonstrate the creditability
of the FD vector as a means of object identifica-
tion. The quality of the reconstruction can be seen
from the comparison with the original contour,
shown dotted, and this gives an indication of the
necessary size of the FD vector to be employed in
the recognition process.

The error curves shown in Fig. 11 for the fan
blades fall rapidly in the 0-10 interval and conse-
quently a small finite number of FDs would be
required and these would give fast recognition of
the component. The error measures listed in the

Fig. 8. Simple engineering components.
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L QESCRIPTORS 6 DESCRIPTORS 12 DESCIPTORS

25 DESCRIPTORS S0 OESCRIPTORS

Fig. 9. Reconstruction of the 7-bladed fan using the first method.
upper part of Table 4 give likely variations due to 8. Discussion and Conclusions
orientation and size of the fan blades and are
relatively small. The lower half of Table 4 shows The results demonstrate the value of the nor-
the degree of selectivity that can be attained by malised Fourier descriptor as a method for classi-
the use of (8), indicating the potential of the fying objects by virtue of their silthouette. It has
method for component inspection, missing blades been demonstrated that extensive contour data
or part blades, and for component sorting for use = can be condensed to a relatively small number of
in robotic handing. numerical values which are virtually independent

12 DES!_ZRIPTURS 18 DESCRIPTORS 50 DESCRIPTORS

50 DESCRIPTORS

Fig. 10. Reconstruction of the 4- and 7-bladed fans using the second method.
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of object size, location, and orientation relative to
a fixed set of reference axes.

Both simple 2-D shapes and more complex
engineering components have been studied and in
the latter case the silhouette has been shown to be
adequate for inspection and identification pur-
poses.

In the derivation of the Fourier descriptors two
alternative approaches have been taken and com-
parisons have been made between the two meth-
ods based on the reconstructed contours. The first
method based on the coordinates of the object
boundary gives a rapid test approximation to the

Table 4
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object shape but does not possess the convergence
and higher accuracy of reconstruction exhibited
by the second method where a larger number of
Fourier descriptors need to be employed. The
second method based on the Freeman chain code
can, therefore, be recommended particularly for
the classification and recognition of more complex
shapes, although computational times will be
higher.

In order to judge the degree of similarity be-
tween objects for inspection and sorting op-
erations the concept of a reference feature vector
has been established. The lack of similarity is

Similarity measured for the two engineering objects, i.e. the seven bladed and four bladed fans, for different sizes and positions with

parts being masked (invisible to camera)

First experiment

Second experiment

Nature of comparison Error Nature of comparison Error
measure * measure *

Fan with 7 blades compared to its rotated Fan with 4 blades compared to its scaled
version 0.7 version 0.2
Fan with 7 blades compared to its rotated Fan with 4 blades compared to its rotated
version with a different size 0.8 version with a different size 0.3
Fan with 7 blades compared to its scaled Fan with 4 blades compared to its rotated
version, i.e. much smaller version 0.8 version 0.3
2/3 of two of the 7-bladed fan masked and 1/3 of two of the four blades masked out
compared with a version where 2 of the and compared to the original 4 bladed fan 0.6
blades were completely masked 1.0
1/3 of two of the blades of fan with 7 blades 2/3 of 2 of the 4-bladed fan masked and
masked and compared to its original version 11 compared to a version where 1/3 of 2 of the

blades were masked 0.6
1/3 of two of the 7 blades masked and 2/3 of 2 of the 4 blades masked and
compared to a version where 2/3 of 2 of the compared to a version where 2 of the 4
7 blades were masked. 1.1 blades were completely masked 0.7
1/3 of 2 of the 7 blades masked compared to 2/3 of 2 of the 4 blades masked and
a version where 2 blades were completely compared to the original 4-bladed fan 1.1
masked 1.9
Original 7 bladed fan compared to a version 1/3 of 2 of the 4 blades masked and
where 2/3 of 2 of the blades were masked 2.0 compared to a version where 2 blades were

completely masked 12
Original fan with 7 blades compared to a Original 4-bladed fan compared to a version
version where 2 blades were completely where 2 of its blades completely masked 1.6
masked 2.6
Fan with 4 blades compared to 7 bladed fan Original 4-bladed fan compared to a version
when two of the 7 blades were masked 3.7 of 7-bladed fan where 4 of its blades are 1/3

masked 3.6
7-bladed fan compared to the 4 bladed fan 34 4-bladed fan compared to the 7-bladed fan 3.4

2Error measure as calculated by (8).
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Fig. 11. Actual and estimated error curves. (a) 4-bladed fan. (b)
7-bladed fan.

determined by an error function based on the
differences in the normalised Fourier descriptor
vectors for the reference and test object. This has
been successfully employed in the identification of
a number of different geometrical shapes.

To predict in advance the sub-optimum num-
ber of Fourier descriptors necessary for reliable
recognition and identification, a theoretical error
function based on the truncated Fourier series for
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the boundary data has been established and tested
for a range of objects. The error magnitude has
been shown to decrease rapidly with increasing
number of Fourier descriptors before finally
levelling out. This indicates the possibility of
establishing an optimum gradient for automati-
cally assessing the required size of the Fourier
descriptor vector. The CPU time, when using the
fast Fourier transform algorithm given in [1], for
the evaluation of the 50 descriptors for the 4- and
7-bladed fans was 10 and 15 ms respectively on a
DEC (VAX 8600) computer. These are well within
the normal manufacturing and assembly time
scales for most industrial applications.
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Experimental evaluation of ‘shape from shading’
for engineering component profile measurement

G A H Al-Kindi, BSc, R M Baul, BSc, PhD, CEng, MIMechE, and K F Gill, BSc, MSc, PhD, CEng, MIMechE

Department of Mechanical Engineering, University of Leeds

This paper examines the application of the ‘shape from shading technigue’ for three-dim

al surface g ry ements and

object inspection. The results for diffuse, specular and combined models are presented for a range of components exhibiting flat 10
highly curved surfaces. A more representative relationship between surface radiance and image intensity has been developed which,
when incorporated in the models, is shown to change the accuracy of profile measurement.

1 INTRODUCTION

In object recognition it has been established (1) that a
minimum number of data points are required to achieve
an adequate surface description. In the production of
three-dimensional computer images, two principal cal-
culations are involved. The first and the most frequently
discussed in the literature is the determination of visible
attributes, their location and the gradient of the normal
vector at each location. The second is to predict the
image light intensity at a point (2, 3) from the gradient
of the normal vector and the position and intensity of
the light source.

In the earliest work on image processing (4-9), a
reflectance map was developed- and the image intensity
gave a measure of the surface contouring. Strat (10) and
Smith (11) improved on the reflectance map concept by
introducing light reflection models and developed an
image intensity equation to enable surface contouring
to be defined more readily. Phong (12), Cook and Tor-
rance (13), Brassel (14), Blinn (2) and Woodham (15)
proposed alternative image intensity models to improve
contour estimation and extended the work of these
earlier authors.

By using analytical expressions, symbolic models of
the image features can be established and shape from
shading is one such analytical approach. Application of
this allows a representation of shape suitable for surface
contour measurement and object recognition (10).

2 SURFACE SHADING

The shading of a surface point depends on the reflection
characteristics, the local geometry and the lighting con-
ditions (16). The surface geometry is identified by mea-
surement of a normal vector at a point of intersection of
the incident light (17). This type of representation for
shape is favoured for machine vision (18) because
surface normals undergo simple transformation with
rotation while distance measurements from viewer to
surface point changes in a less symmetrical fashion (19).
In the treatment of surface reflection (16), three light
components can be identified, which are ambient,
diffuse and specular. The ambient component represents
light assumed uniformly incident from the environment
and is reflected equally in all directions by the surface.

The MS was received on 28 November 1988 and was accepted for publication on
18 August 1989.
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The diffuse and specular components are associated
with illumination from a specific light source (13). The
model used to describe the diffuse component is based
on Lambert’s law. This law implies that a surface will
diffuse incident light proportional to the cosine of the
angle between the normal vector at the surface and the
vector to the light source (6) (Fig. 1). For values of
—a/2 > 0 > n/2 the light source will not illuminate the
surface and the value of the radiance must be zero (2).
The Lambertian model is

cos 6, —-n/2 <0 <72
I = .
0, otherwise

where I is the radiance of the object surface at each
point,

The concept of specular light component introduced
by Phong (12) proposes that the angles of the incident
and reflected light are the same but on opposite sides of
the normal vector, and unlike the ideal Lambertian
model the radiance of a point on a specular surface is
dependent on the viewing angle. If the surface was a
perfect refiector, e.g. a mirror, light would only reach
the eye if the surface normal vector was mid-way
between the light source vector and the viewing vector.
For a less perfect surface the radiance would fall as the
angle ¢ between the viewing vector and reflection
vector increases. The relationship (16) incorporating this
feature is the radiance model (Fig. 1):

= cos™ ¢, -n2< P <n/f2
~lo, otherwise

Specular reflection  Surface normal vector
vector

Light source vector
Viewing vector

Surface of object /

Fig. 1 Vectors for light reflection and radiance models
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Light source vector (Df, sp)
Normal vector (Df, sp)

Viewing vector (sp)

Reflection vector (sp)
Df = diffuse
\\ sp = specular
Surface of object N

Fig.2 Vectors used in diffuse and specular models

(horizontal datum for shape measurement)

where the coefficient m is a measure of the shininess of
the surface. A bright surface would correspond to a
large value of m and a dull surface would exhibit values
nearer to unity.

3 SHAPE MEASUREMENT

To estimate shape, the inclination of surface normals
must be evaluated from surface radiance. If the light
source angle is a and the surface normal is inclined at
an angle f (Fig. 2) the Lambertian model gives

B=atcos ' §)]
and the specular model gives

B=%a+7y+cos! ™) 2
since by definition

B=3y+a)

Earlier work (2, 16, 20, 13) assumes the over-
simplification that the intensity (E) of an image is
directly proportional to the radiance (I) of the object.
Improved shape estimations should be possible if a
more accurate relationship is developed for evaluating
the radiance I.

Image plane
|

Patch area da; —
of intensity E

R

Lens of diameter d

GAH AL—KINDI, R M BAUL AND K F GILL

4 IMPROVED RADIANCE ESTIMATION

Using the object—lens-image arrangement shown in Fig.
3, the apparent area of the image patch (dq;) as seen
from the centre of the lens is da, cos ¢ and its distance is
g/cos & from this centre. The solid angle (21) subtended
by the patch from the centre of the lens is

da; cos ¢
~ (g/cos &) @
Similarly, the solid angle of the object patch (da,) is
da, cos 1
= 4
(h/cos &)* @

and since these two angles are equal, equating equations

(3) and (4) yields
da, cose (h\?
da;, cost\g

The power of the light originating on the object patch
and passing through the lens is

&)

ép =16a,Q cos 1

where I is the radiance of the surface in the direction
towards the lens. This power will be concentrated in the
image, assuming losses in the lens are negligible; hence
if no light from other areas reaches this image patch,

then
_é_‘_l%!f gzc 2 S
da; oa, 4 \h oS ecost

Substituting equation (5) gives the intensity of the image
patch (22):

2
E=Z I(é) cos* ¢
4 \g
where d is the lens diameter.

If the area of the image patch is chosen to be that of
one pixel in the image plane, equation (6) becomes

2
Ld I(g‘) cos* (tan" I)
4 \g g9

E

©

E 0]

Object

Surface normal
vector

P Patch area éa,,

of intensity /

Optical axis

h

s

Fig. 3 The relationship between the image radiance and the object radiance
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where r is the distance of each image pixel from the
centre of the image plane.

For a given physical arrangement, the diameter (d) of
the lens and the distance from the lens to the image
plane (g) are both known and of fixed value. Therefore,
equation (7) indicates that the numerical value of the
image intensity (E) at a pixel is not directly proportional
to object radiance (I) but is influenced by the distance
(r) to the pixel measured from the optical axis through
the image plane.

5 MONITORING EQUIPMENT

All experimental results were obtained using a mono-
chrome camera, Link 109A, and a Matrox QFGO1
frame grabber. The image obtained in each case is a
256 x 256 pixel matrix with each pixel having 256 pos-
sible grey level values. _

A DEC (LSI 11/23 (16 bit)) microcomputer was used
for data collection and a DEC (VAX 8600) computer
for image data processing.

The light source and camera position, angles « and ¥,
were chosen to achieve a good-quality image by avoid-
ing unnecessary shadows and to simplify the algebra of
the ‘combined model’ given below. The diagrammatic
arrangement is shown, for reference purposes, in Fig. 4.

6 COMBINED MODEL

On the assumption that surfaces will not, in general,
behave in a pure diffuse or specular manner the models

Camera

/

/ \

Light source

1200 mm
1150 mm

R

T7777 7

Background
(a) Camera and lighting arrangement

Data Link 109A
camera

Flame grabber POP LSI 11/23 Terminal
Matrox QFGOI computer monitor
- ]
[ -
Vax 8600 R Data
computer Terminal output

(b) System layout
Fig. 4 Vision system

© IMechE 1989

previously given were combined to give
I=acos(@—f)+bcos"(2B—a—7y)+c 8)

The value of m = 1 is adopted because the objects used
in the trials can be sensibly classified as dull. Therefore,
for the arrangement shown in Fig. 4, equation (8)
reduces to

=asinf+2bsin(f—b+0)

If both & and y are chosen to be 90°, this equation can
be rearranged to yield the surface normal

B=sin"' [—a+025b/{a® +86(I +b—c)}] (9
where a + b + ¢ = 1 for the general case (4).

7 RESULTS

To test the performance of the three models described,
several objects were selected so as to give a wide range
of surface curvature. These objects are shown in Fig. 5
and consist of a flat surface, two turbine compressor
blades of varying curvature and a beaker. The com-
ponents were sprayed with matt white paint to elimi-
nate errors due to the discoloration present on the
surfaces of the objects.

Results are presented for the models represented by
equations (1), (2) and (9) and for the same models incor-
porating the radiance estimation of equation (7). For
the specular model, the small variation in the angle y
(Fig. 2) resulting from the pixel distribution within the
image is ignored.

Fig. 5 Objects used
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Profile

Profile

Profile

Profile

mm

Typical compressor blade results are given in Fig. 6
including, for comparison, the profiles obtained by a
well-proven stylus instrument at the sections under
examination. To facilitate comparison the surface

mm

G A H AL-KINDI, R M BAUL AND K F GILL

80

3

8r 6
2
44 “é E 3 LI TR
S & SEET T T TR
e~ -~
’/" RS .//'7 §‘
- e Y N\
o R ~ N
0 1 s I 0 ] 1 ] i L 1 Jd
0 5 10 15 20 25 0 5 10 15 20 25 30 33
Chord Chord
mm num
(a) Smali blade (uncorrected) (¢) Large blade (uncorrected)
— - —— Actual
S Diffuse
or — — — — Combincd
——————— Speculur (= 1)
at = g 3 e —
=| = . N
e n.} — \~\
= T ==
T = .
________________ — R
oz ~--7} 1 LT [} e s L 2 r I )
0 5 10 20 25 0 5 10 15 20 25 30 33
Chord Chord
mm mm

(b) Small blade [corrected: equation (7) applied]

N

// m=1.5
/ Actual

(d) Large blade (corrected)
Fig. 6 Model resuits for compressor blades

accuracy achieved.

normal estimates have been mapped to surface profiles
to give an improved visual indication of the relative

The diffuse model incorporating equation (7) yields

the most accurate surface profiles and a significant
reduction in accuracy is shown in the case of the specu-
lar model, when the value of m equals 1. Clearly the
value of m will influence the results obtained from the

m=20.5

/ m=1.0

(a) Uncorrected

Chord
mm
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(b) Corrected [equation (7) applied]
Fig. 7 Specular model—variations with m

specular model and the magnitude of the change to be
expected is illustrated in Fig. 7. It is evident from these
results that by selecting a value of m less than unity the
accuracy of the specular model can also be improved
when equation (7) is applied.

In the measurement results presented, the most
3 appropriate values of a and b were determined by trial
and observation from all the data available. The values
of (a + b) obtained experimentaily from trials on the

diffuse and specular models were found to be sensibly
unity; hence the value of ¢ was set to zero in the com-
bined model trials. As would be expected the results
from the combined model are-good in all cases since the
dominance of either the diffuse or specular model can

be changed by adjusting the ratio of a and b values.

The most severe test of the models is the measure-
ment of the cylindrical beaker because of the large
changes in surface normal values. The results displayed
in Fig. 8 favour the diffuse model used in conjunction
with equation (7), provided the value of m in the specu-
lar model is retained at unity. These are in agreement
with the resuits from the compressor blade trials.

To obtain some idea of how surface texture and
colour influences model performance, trials were con-
ducted on three different flat surfaces. The results (Fig.

9) follow the same pattern as before with one exception,

© IMechE 1989
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------ Actual 1 Unpainted wooden surface, Ra = 3.85 ym
—— =~ — Uncorrected 2 Painted wooden surface, Ra = 3.85 pm
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Fig. 8 Reconstruction of the ‘beaker’ profile § g W 2
& ]
. 2
namely that the specular model (m = 1) now gives the “l 60 3
superior results. The results from the diffuse model 0 Surface length 1o
without the advantage of the radiance correction mm
[equation (7)] were abysmal and no clear explanation (e) Combined model
for this could be found other than surface texture Fig. 9 Flat surface results
effects. Profilometer measurements of the flat surfaces
are provided in Fig. 10 for comparison. Vertical scale
1 division = 0.1 mm
8 CONCLUSIONS » The wooden surface
In this paper three mathematical models for shape rep- [ ]
resentation using data from two-dimensional images L The smooth surface s
have been used to measure surface profiles of varying I 1
curvature. An accurate datum for comparison of the [ ]
experimental results was provided by conventional - Reference .
stylus measurement and these reference profiles are h
referred to as ‘actual’ profiles. 0 110 mm

The results obtained indicate that the accuracy of the
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Fig. 10 Profilometer measurements for flat surfaces
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profiles obtained by ‘shape from shading’ is dependent
on:

(a) the model chosen,

(b) the radiance reflection law adopted,

{c) a range of combinations of the above (a and b) and
(d) surface texture and colour variations,

but would appear to be independent of surface curva-
ture.

In any practical engineering application, therefore,
preliminary results from trials and observation on
actual components would need to be considered in
order to establish the relative importance of the factors
listed.

Provided the combinations of model and parameter
values are optimized the technique of ‘shape from
shading’ would adequately distinguish components of
varying curvature, and the accuracy of the results
suggest that components could be detected reliably as
part of an” automatic sorting facility. The compressor
blade cross-section shown in Fig. 11 provides a suitable
illustration where the shaded area represents a small
percentage of the actual cross-sectional area, for
example profiles (b), (d) and (e). Such data would also
allow major imperfections to be identified automatically
in engineering component manufacture.

Tests carried out on nominally flat surfaces provide
some initial information on texture and colour, and

Uncorrected
specular

Actual (m = 1)

(b)

Corrected specular

———————— Actual
- m=1

(c)

Corrected diffuse
Actual

(d)

Combined

Actual

(e)

| Chord 25 mm J
Fig. 11 'Reconstruction of small blade

Part B: Journal of Engineering Manufacture

clearly indicate the need for a more specific investiga-
tion in this area. Again stylus measurements of the
surface profiles have been included for reference pur-
poses and for a visual indication of the accuracies
achieved with varying texture and colour.

In this case both the diffuse and specular model
surface normals show improvements in accuracy when
the correction [equation (7)] is applied and the normals
of the smooth surface are positioned, as would be
expected, closest to the ideal 90° normals.

The uniformly coloured surface of the wooden block
compared to the natural surfaces gives the better result,
implying that in any application random dis-
coloration of the surface could adversely affect the
results.
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ROBOT CONRTOL USING SELF-ORGANISING FUZZY LOGIC

WAKILIEH, B.A.M. and GILL, K.F.

A theoretical investigation is described that attempts to demonstrate
fuzzy logic is an effective alternative algorithm for use in robot
manipulator control. Bmploying such a control law avoids

the need for a mathematical description of the robot and the
algorithm is still able to campensate for the changing process

characteristics that occur during operation.

It is shown by employing a motion strategy, that synchronous motion

of the manipulator joints can be achieved.



1.  INTRODUCTION

It has been recognised in the published work that real time
control of a manipulator based on a detailed dynamic model is
difficult to achieve if not impossible [1-3]. The equations
used to represent a manipulator mathematically are both ccamplex
and non-linear, difficult to handle camputationally and require a
relatively long camputer "run time" for their solution. The
requirement exists, therefore, for an alternative approach and
these authors adopted fuzzy logic, a control strategy that has bheen
successfully applied to processes difficult to model.

Since its introduction by Mamdani and Assilian [4], the
'simple' fuzzy logic controller has been implemented in many
test cases and in actual industrial applications [5-12]. 1Its
performmance, however, is dependant upon the availability of a
reliable linguistic control plan which is not always easily formulated
[13,14]. An attractive solution to this problem is provided by the
self-organising fuzzy logic controller (SOC) proposed by Procyk and
Mamdani [15,16] which uses closed loop performance data to generate and
modify the control rules.

This paper describes an application study of the SOC algorithum,
Fig. 1, and highlights sane of the design problems most likely to be
encountered. The results represent a further contribution to the
published work on fuzzy logic and indicate that the SOC is an adaptive

control approach worthy of consideration for use in robotics.

2. SIMULATION
In developing a camputer emulation for a robot mechanism, it is
necessary to formmulate the rigid body equations of motion.

The two principal methods adopted for the solution of these equations




are the numeric and symbolic techniques. Nommally the preference is
for -a numeric solution as emphasis is placed on camputational
efficiency, because of 1its wuse in real time control. The symbolic
technique, however, yields state equations that provide a better
insight into the dynamic and control problems associated with
manipulators and therefore is more suited to control system analysis
and synthesis. The symbolic equations are camplex and difficult to
derive for a manipulator with more than three degrees of freedam,
however, camputer programs for the derivations of these eguations have
been developed [17]

To test the proposed control strategy the Stanford manipulator [2]
was adopted for the study. This manipulator camprises six joints,in
which the third is prismatic, giving the structure six dearees of
freedanm.

The first three links of the manipulator called the post, shoulder

and boam, with associated variables © 62 and d3 respectively, form

1’
the manipulator's positional section and is the heaviest part of its
structure. The last three joints form the end effector with variables
34,65 and O respectively. The axis system employed was defined by
Denavit and Hartenberg [18] and the associated initial condition
kinematic parameter values for the manipulator configuration shown in
Fig. 2 are listed on Table 1 for reference.

Each manipulator joint is actuated by a separate d.c. ammature
controlled electric motor; torque amplification being achieved by an
appropriate speed reduction gearbox.

The symbolic technique selected is the lagrauge-Euler formulation
presented by Bejecy [2] and Paul [19] incorporating a 4 x 4 hamogeneous

transfommation matrix. The formulation is simple, systematic and

generates highly structured equations of the form:



DM (8) § = AMS + BMV + DGM (8) + DWM (8, §) (1)

where M(6) = effective link inertia matrix,
M = motor feedback gain matrix,
BM = input matrix,
DGM(8) = gravity force vector,

and DW(@, 8) = Corious and centrifugal force vector.
This latter temm is only significant at high manipulator speeds [1] and
was equated to zero in this study.

The manipulator model, Eq. 1, is simulated using the state

variable notation

xi = ei’ xi+6 = Gi, Xq = d3 and x9 = d3,

o T (ol ’
Zil i I__9_+_§_ %+ |—2 N 5_ ol
0 ':DM(_S_)J | o {AM | e B
R ]
§=DD—EA§_+DG+BBy_i (2)
_

All the relevant details of Eq. 1 can be found in [2] and the meaning

of the additional temms in Eq. 2 are:-

30 e 66’ 91, 92, dy, eeer ®

l{'z [ell ezl d 3!

<
i

T
[Vl, V2, V3I V4I VSI v6] 4

E is a unity matrix and 0 is a null matrix.



A discrete representation for Eq. 2 can be written as:-

X(KT+T) = A, x(KT) + Q, +By v(kT)

where
T
Al = e
B, = r ! fT - ] po”! BB
0 = FL1 fT ~ k] oot po
F=DDY AA
and T = sample time.

The term Al’ Bl’ and Q1 are variable and have to be camputed at

FT that converges

each sampling instant. Hence a series solution to e
rapidly is required. In the approach suggested by Franklin and Powell
[20], the exponential is camputed for T/2k and the value of k chosen
by ensuring the largest element of E'I‘/2k is less than unity. Bmploying

this method, A, is approximated to a value better than 0.001 in 20

1
interations.
The model proposed is a sound representation and should ensure

that the results of the control study can be used with confidence.

3. [ETAILS (F THE SELF ORGANISING CONTROLLER

3.1 The Perfomance Index
The SOC is an extension of the simple fuzzy logic controller that
incorporates perfommance feedback (Fig. 1) The performance index

measures the system output deviation fram a desired trajectory and



issues appropriate correcting cammands at the controller output, the
controller inputs chosen are joint position error and speed. The
perfomance index is formulated linguistically using the same fuzzy
terms and linguistic statement form as presented in [21] to describe a
solution path during one sample interval. The same algorithm will be
used for all manipulator joints although the real attainable trajectory
for each joint may be different. This is possible because the
performance index value is dependant on scaling factor values which can
be different for each joint.

The perfomance index rules, Table 2 (a), are written to generate
control rules starting framn a controller containing no rules and does
make for rapid rule generation as indicated by the few ZO terms
employed. The weakness of an active performance index rule table is
the continuous rule modification when optimal conditions are attained.

The linguistic rules are transformed into a look up table of
output cammands using the standard techniques of fuzzy calculus [22]

arnd the results are as shown in Table 2 (b).

3.2 SELECTION OF PROCESS MODEL

It has been shown by [15,21] that the SOC performance is
insensitive to the accuracy of the model used. Therefore, to reduce
the camputational time in evaluating the SOC output at each sample
interval, these authors have adopted the unit matrix for the process

model.

3.3 RULE MODIFICATION AND OUTPUT SET CALCULATION

The six jointed manipulator requires a general rule that is

written in implication form as:-



Al’*CAl"Az‘*CAz"*A}“C‘Aj*A 4+CA 4—>A5—>CA5+A 6—>CA 6—>V1—+V2—>V3—>V 4->V5>V6 (3)
where A, CA; and Vi are fuzzy sets representing position error,

joint speed and voltage supply respectively. The system is designed to
generate rules for an empty rule store. Thus the initial rule is
formulated by fuzzifying the initial conditions

i i i i i i i i i
(al r €Ay Ay, CAYy seey B0T, CALT Pil , Pi2l' ey Pi6 ) where

i_,i_ i_i_ i_ 1_ ‘e . .
(vl =V, = VT =V, = Vet = v 0). The fuzzification process is
done by providing a symmetrical spread of membership function values
around the single support elements, thus creating fuzzy sets that are

the same for all the joints. These are:

A= {(a—X), U.K (a"X)}
CA = {{ca- x), uK (ca - x)}
vV = {(v+Pi—x),uK (V+Pi—X)} (4)
where
(
1.0 x=20
uK(a—x) +0.7 x=%1
e (ca - x) = 0.2 Xx=2%2
uK (v+Pi—x) 0.0 3$x_\< -3

At each sampling instant the element values of input and output
fran the controller are stored as a new rule to be used for control and
modification purposes. As the general manipulator rule requires 12

antecedents and 6 consequents for a rule, each rule is stored using its



single elements (a ,ac ,..etc) in an 18 element array while limiting
the rule store to a capacity of 1000 rules. This arrangement is
selected as a compramise between camputer time required for the
manipulation of the output set and storage.

If the present sample time is kT and the modification is made to
the controller output rT samples earlier, then the rules to be included
result fram the fuzzification of the single elements al(kT-rT),
ca, (kT-rT), a2(kT-rI‘), ceeney v6(kT—rI‘)+Pi6(kT) and the inclusion of
new rules into the store may result in the presence of contradicting
rules.

Daley and Gill [21] overcame this by the deletion of rules that
have identical antecedents to the rules to be included. This is
implemented by camparing directly the coincident support sets of the
respective rules. To reduce the number of rules generated (especially
for a multi-input multi-output process) the procedure deletes rules
unless the antecedents are displaced along the universe of discourse by
more than one support value relative to the rule to be included. This

is expressed linguistically as:

"Deletes all rules that are about the same as the one to be

included"

To keep camputation to a minimum, the modification and removal
procedure is applied at each sample instant. The removal procedure
checks the antecedents of the most recent rule with the rest allowing
only those rules with dissimilar antecedents to be stored. The most
recent rule can be contradicted by at most, one of the remaining rules.
An existing contradictory rule will be deleted if it constitutes one of
the recently non modified rules, otherwise the most recent rule is

excluded.



The controller output set is obtained using the canpositional rule
of inference. This will be demonstrated for two antecedents and one
consequent rule to ease the presentation. It is readily extended to

the higher dimensional case. The controller rule

If 'A' then if 'CA' then V'
is a fuzzy relation

R=AXCAXxV
The membership function is defined by

Mo (a, ca, v) = min {uA(a), (v)}

(ca)

uCA r By

If the measured fuzzy sets at some instant are A and AE, the

implied output fuzzy set V is obtained using the campositional rule of

inference,
V = (AO (CAO (A x CA x V)))

and the membership function is

uv(v) = max min {[max min{p.R(a, ca, v), uC}\(ca) 1, u‘&(a)} (5)

For a control algorithm that is canposed of several control rules,

the output fuzzy set W is defined by membership function

U-Vo(v) = max (}J.{}(V):

rules
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The detemministic output (control action) is obtained by use of
the mean of maxima procedure. Clearly, the camputation time to
estimate the output set depends on the form of the fuzzy sets A and CA
used in the algorithm. For the general rule Eq. 3 and fuzzy sets
formed using the process detailed in Eq. 4, it would require 4.1x1020
operations to generate \71-to \76.

The camputation time needed for these operations is excessive and
drastic reduction in the number of these operations is required if the
SOC is to offer a viable alternative to classical control methods.

One approach to reducing the number of operations is to replace

Eq. 3 by six separate expressions,

A

1—>CA1 - A

~RA, > CA, +Ag 5 +Ag > CA, >V,
~CA, *A. *CA. >A, >CA_ >V
~CA, »A. *CA_. >A_ >CA_ >V
>A, > CA, >V
~CA, *V
>V
12

for which \71 to V

further reduction is possible by limiting the campositional rule

g can be camputed using 2.3x107" operations. A

evaluation to the non zero membership function values. For example,

the fuzzy sets A ard A defined



11

-6 |-5 |-4 | -3 -2 -1 0 1 2 3 4151|686
Alolo|o| o0.2] 0.7 1 0.7 | 0.2 0 0 ololo
Alojolo 0 0 0.2 0.7 1 0.7 0.2 olotlo

yields for the minimum operation, min (uA(a), uA(a)), the results

Only the part of the fuzzy set A that overlaps with the fuzzy set
A produces non zero membership function values and thus contribute to
the max-min operation. By defining the overlapping region between a
fuzzy set of an antecedent with its corresponding fuzzy measurements in
a rule and considering the fuzzy kernel form of Eq. 4, the formulation
of \}1 to {76 will need a maximum number of 2.4 x 106 operations. The
same technique is used to exclude rules that do not contribute to the
output set. These rules have resultant zero membership function values
for all the support sets values signifying that a fuzzy set and its
corresponding measﬁrement do not overlap. Despite this modification,
the number of operations is still high and the problem is aggravated
with an increasing number of stored rules.

An alternative approach is to consider elements of A and CA as

fuzzy singletons in which case Eq. 5 can be written as:
u{,(v) = min [uA(a), HCA(CEI), uv(v)] (6)

Using Eq. 6, it would require 30 operations to formulate the fuzzy

~

sets \71 to V6 , however, the use of fuzzy singletons reduces the

impact of accurate measurement.
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3.4 SELECTION OF CONTROLLER PARAMETERS

An alternative approach to that described by Daley and
Gill [21] is employed for the initial selection of the scaling factors.
The maximum real joint positional error and speed are mapped to the
max imum descrete support value of the respective fuzzy sets, thus
maximising the sensitivity of the response during rise time. The

values dbtained using this procedure are shown in Table 3.

3.5 FORM OF PROCESS INPUT

Given the discrete controller output u*(kT) at sample instant KT,
two forms of process input u(kT) are used, that is the incremental
process input given by

~ *

u(kT) = u [(k-1)T] + GV u (kT)

and an absolute form given by
~ *

u(kT) = GV u (kT)

The controller output scaling factor value GV is calculated for
both forms to allow for the maximum voltage supply to be used. The

maximum voltage supply is mapped to the maximum discrete support set

value of the controller output universe of discourse, via
GVi =90/7 = 12.85 for i=1,2..40..,6.

4. MOTION CONTROL

Improvements to manipulator motion is made when the manipulator

joints are actuated simultaneously along pre-defined motion paths.



13

However, manipulator motion of this type induces significant dynamic
cross coupling at the joints and gives rise to a more severe control
prcblem,

A motion trajectory can be described by line segments created by
time dependent input disturbances, where position, velocity and
acceleration is defined along every segment of the trajectory. This
defined motion allows the manipulator joints to operate synchronously,
each joint campleting that fraction of the motion allotted to it at the
same time. Consequently, the manipulator can execute all movements
more quickly and has the capability to track a moving abject.

To execute a motion path, the manipulator is made to travel
fram one location to another in a pre-determined time. The trajectory
is created by two segments, a constant velocity segment to execute the
principle motion and a transitional segment that interpolates between
successive operations, Fig. 3, thus providing the necessary continuity
in trajectory position, velocity and acceleration components to avoid
eratic motion.

To generate the trajectory, Paul [19] selected a polynamial
funétion of time to describe the transitional trajectory segment
over the time interval—tacc < t < ! Fig 3, where tacc is the time
allowed for the manipulator to change its velocity.

The function provides the necessary motion continuity for the
trajectory and uses three boundary conditions at each end of a segment.
This would require the formulation of a 5th order polynomial, however,

because of symmetry of the transitional segment a 4th order polynamial
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suffices, i.e.

_ 4 3 2
q(t) = apt” + agtt 4+ astt +art + a (6)
where g(t) is the generalised position. This expression, Eq. 6,does
define both translational and rotational movements of a joint.
Differentiation with respect to time yields generalised velocity

and acceleration expressions {&(t) and g(t) respectively) which Paul

[19] showed to be:

N _
q-= {(AC acc+AB) (2 - h) h2— 2AB 1 h+B + AB
T, B
B tace 2 N 1 y
gq-= (AC —=—= + AB) (1.5 - h) 2h“ - AB . f )
T1 acc
3 tacc 2h
g = {.(ac +AB) (1 - h) —==
T 2
1 acc
J
where AC = C-B
AB = A-B
t + t
h = — 8 {see Fig.3)
2t g-
acc

After the transitional period (time t 2 tacc) the general

trajectory equations for the constants velocity segement became:

q= O4Ch +8B
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g= X

T
g= ©0 3 (8)
h = t/Tl |

Employing a fixed acceleration time tacc and a travel time Tys it
is not necessary to plan the entire task A to D, but to look ahead for
the next operation in sequence (C) once the manipulator has reached the
start of a transitional segement (A).

To apply this procedure to all manipulator joints, the following
information must be available. If J is an array containing the current
manipulator joint variable values at time t = T, - taCC and Jo the
joint variables corresponding to point C in Fig. 3, then the joint
variables at point D can be evaluated as J_.. The time needed to move

D
to points Ipy for each joint, can be estimated fram:

g, -3, |

Di Ci
t; = —
emaxi
where emaxi is maximum velocity of joint i.

The travel time value (Tl) is selected to be either ti or
2tacc depending which is larger. Having estimated these values, the

synchronised trajectories are generated for each joint fram Eq. 7 and

Eq. 8.

5. SIMULATION RESULTS

To rigorously test the SOC algorithm, a motion path was selected

to ensure that a diverse and large number of rules would be created
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during each trial. A transition segment periocd of 0.1 seconds was
chosen between the path segments to allow 'smooth' movement and use was
made of the whole actuator velocity range fram maximum positive to
maximum negative value.

All the results presented are obtained starting fram an empty
controller store for each trial conducted. Repeated trials under the
same conditions along the same trajectory add a similar number of
rules, but these are only marginally different fram those of the first
trial., The responses to a preplanned datum trajectory for the
parameter values of Table 3 are shown in Fig. 4.

The controller output is incremental in form and the rewards are
directly assigned to the rules created in the previous sample. As
indicated, only a slight change on the initial response is obtained
after the 6th run. The number of rules stored in the initial run is 56
rules and these increased to 321 rules after the 6th run.

The two most critial parameter values that dictate the system
performance are found to be the delay in reward parameter and the form
of controller output. Distributing the reward over several samples in
accordance with previous SOC applications [15,21] leads to a poor
manipulator response as shown in Fig. 5. For this figure the reward is
distributed over the rules created in the previous five samples. When
the reward is distributed over several samples the individual value to
be added to each rule becanes too small to be effective in initiating
rule modification. Consequently, fewer umodified rules are stored and
this will in general lead to a deterioration in system performance.

To determine the impact on system behaviour of eliminating the
delay in reward parameter, the imminent action to be taken is rewarded
and the changes that result can be seen by camparison of Fig. 4 and

Fig. 6.
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Both the absolute and incremental fomms of the process input have
been tested successfully in the previous simple fuzzy logic controller
applications cited. The absolute form of the process input, however,
does give poorer responses for this particular application and Fig. 7
shows larger response deviations fram the set point over certain
trajectory segments. This form of process input, coupled with a low
resolution of the discrete support set values that are mapped to 90
volts reduces the ability of the manipulator to follow the set-point
trajectories. To avoid this weakness, the approach adopted has been to
use the incranental form of process input because of its superior
sensitivity in the vicinity of the varying set point trajectory.

The behaviour of the system based on error and change in error
universes of disocourse is cbtained for the scaling factors listed in
Table 3 for campleteness.

The reéponses, Fig. 8, show that this arrangement yields less
sensitive responses in camparision with that of Fig. 4 in which speed
is used instead of change in error. The results indicate that benefits
can be gained by employing different controller input temms to those
previously used in SCC applications. Moreover, speed measurement is
directly accessible and avoids the computation to- evaluate the change
in error.

Responses using the controller parameter values of Fig. 4 for
different manipulator configurations are shown in Fig. 9 and Fig. 10
and these help to confirm that the SOC algorithm is robust to process
parameter change.

Cbservation of joint motion for certain manipulator configurations
has shown large sustained positional errors in parts of the trajectory.
The joints driven at maximum actuators speeds are most affected,

i.e. joints 1 and 3 in Fig. 4. It is known that certain manipulator
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configurations and or loading increases the effective joint inertia and
the associated increased power demand on the actuators leads to an
increased positional error. The problem is resolved by placing an
upper limit on the speed at which set-point variations can be demanded.
Huploying the controller parameter values of Fig. 4 and limiting the
trajectory speeds to 75% of the maximum actuator speed available, gives

a marked improvement in system response, Fig. 11.

6. CONCLUSIONS

The point to point movement for individual manipulator joints is
considered inefficient by present robotic standards. A better motion
strategy is to move all the manipulator joints synchronously, thus
reducing travel times by excluding stoppage delays. The inability to
represent fully the detailed manipulator dynamic equations
linguistically does prevent the use of synchronous motion with the
simple fuzzy logic controller [4]. This can be overcame by adopting
the self organising fuzzy logic algorthm [15,16]. The on~line SOC
learning capability allows the rule algorithm to be generated and
updated simultaneously as the rﬁanipulator motion proceeds and the
manipulator dynamic properties are implicitly reproduced within the-
ocontrol system. The capacity of the controller to learn fram its own
ernviroment makes it a viable algorithm to control the synchronous
motion of manipulator joints.

Existing SOC algorithms were designed to respond to 'time
invariant' system input disturbances. The requirement for synchronous
motion of manipulator joints is for time varying input disturbances.
To overcane this problem, an additional assumption is made that the
working range of the system is considered to be restricted to a sample

interval. This leaves the SOC structural design intact. Scaling
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factor selection is more simple and direct, in camparison with other
reported SOC applications. The delay in reward, however, must be
accredited to recent actions unlike the earlier reported work [15,21].
In this application, an incremental form of process input is essential
if the best performance is to be achieved.

The majority of motion control strategies employed in robotics
utilise same form of manipulator dynamic model to maintain an
acceptable motion control and this inevitably leads to computational
time problems. The principal reason for adopting the SOC algorithm in
this work was to avoid the need for a detailed dynamic model. 1In the
first attempt to use the SOC it was found that the general rule Eq. 3
and fuzzy set form Eq. 4 required many minutes of camputational time.
The initial ideas of section (3.3) did not give sufficient time
reduction and this led to all fuzzy measurements being represented as
fuzzy singletons. With this algorithm modification, it was estimated
that 0.01 second of CPU time is needed to calculate the manipulated
variables over 250 rules.

The SOC arrangement finally used incorporates the unit matrix as
the process model and is shown to perform well on the camplex process
of this study. The algorithm is computationally efficient, needs the
minimum of camputer storage and could be implemented on a

microcamputer.
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joint speed
P8 P PS z0 NS NM NB
PB | 2O PS PM PB PB 1] PB
PM | NS 20 PS PM PB PB PB
. Ps | NS 20 PS PM 331 P8 )
g po | NB NM s Z0 Z0 PM p3
§ NO | uB NM 20 20 s PM P8
él Ns | uB NB Ny NS 20 PS PM
“ N | B NB NB NM NS 20 PS
NB | NB NB NB NB NM NS o]
a)
joint speed
-6 -5 -4 -3 -2 -1 -] 1 2 . 3 4 S 6
-6 7.0 6.5 7.0 6.5 7.0 7.0 4.0 4.0 4.0 3.0 1l.0 o©.0 0.0
-5 6.5 6.5 6.5 5.0 6.5 6.5 4.0 4.0 4.0 2.5 1.5 0.0 0.0
-4 7.0 6.5 7.0 5.0 4.0 4.0 4.0 1.0¢ 1.0 1.9 0.0 -1L.5 -1.0
-3 6.5 6.5 6.5 5.0 4.0 4.0 4.3 1.5 1.5 1.9 0.0 -l.0 =-1.5
-2 7.0 6.5 7.0 4.0 1.2 1.0 10 0.0 0.0 -1.0 -1.0 -4.0 -4.0
-1 6.5 6.5 6.5 4.0 1.5 1.5 1.2 0.0 0.0 ~-1.0 -L.5 =—4.9 -4.0
5 -0 7.0 6.5 4.0 3.0 1.0 i,o 0.0 Q.0 0.0 -3.0 -4.0 -6.5 -7.0
u
s w0 7.0 6.5 4.0 1.0 0.0 0.0 0.0 ~1.0 -L.0 -31.0 -4.0 -8.5 -7.0
o
-E 1 4.0 4.0 1.5 1.0 .2 0.0 -i.5 -i.5 -lL.5 -4.0 -6.3 -§.5 -8.%5
ot
§_ 2 4.0 4.0 1.0 1.0 0.3 0.0 -1.0 -lL.0 -l.0 —4.9 -7.0 -5.5 ~-7.0
3 1.5 1.0 0.0 ~1.0 =-1.3°.-L.5 4.0 —4.0 -4.0 -5.0 ~-6.5 -6.5 -6.5
4 1.0 1.5 0.0 -1.0 =-1.2 -1.0 -4.0 -4.0 -4.0 -53.0 -7.0 -8.5 =-7.0
5 0.0 0.0 -l.5 =2.5 =4.0 -4.0 4.0 -§.5 ~6.5 -5.0 =-8.5 -6.5 -6.5
6 0.0 0.0 -l.0 =-3.0 4.0 -4.0 4.0 -7.0 -7.0 -§.3 ~-7.0 -6.5 ~-7.0
b)
Table <« Performance index rule and look up tables
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Joint 9 d a a Range
number deqrees metres metres degrees dearees
1 0 0.54 0 -90 -180 to 130
2 90 0.162 0 90 -180 to 180
3 -0 - 0 0 0 to l.1m
4 0 0 -90 -180 to 180
5 0 90 -90 to 90
6 0.25 0 0 -180 to-130
Table 1 Kinematic parameter values for initialisation configuration
C GV
Joint GX
nunber positional joint speed change in controller
error error output
1 460 4.5 460 12.85
2 460 4.6. 460 12.85
3 460 4.6 460 12.85
4 330 3.3 330 12.85
) 330 3.3 330 12.85
6 660 6.6 660 12.85
Table 3 Scaling factor values used in SCC studies
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A CONTRIBUTION TO FIXTURE DESIGN RULES: AN EXPERT SYSTEM

A.R. DARVISHI AND K.F. GILL

The capability of a Flexible Manufacturing System to meet the demands
for small to medium size batch production can be limited by component
fixturing requirements. The rule based method illustrated could lead to

an optimum solution for the fixture design problem.

To illustrate the approach proposed, the system has been used to design

a fixture for a real, although simple, prismatic engineering component.
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1. INTRODUCTION

Modern manufacturing demands medium to small batch production

runs and this requirement has established the need for the flexible
manufacturing system (FMS) [1]. An essential preliminary to the
creation of a FMS is fixture design, itself a complex task with many
variants. Each design variant must be satisified if optimum results are
to be attained. No single design philosophy has been established in the
literature to achieve an optimum fixture design and the results of this
wvork suggest that a principal difficulty is one of knowledge
representation. The authors believe that the use of an ’/Expert System’
offers a promising solution to the fixture design problem.

For readers not familiar with the expert system, a list of the
most recent papers are references [2-18] and these indicate the type of
data required to construct expert system tools.

In the authors opinion the most relevant of these publications
are [1-3]. Markus et al. [1] proposed a prototype fixture design using
a family of box-type pieces from a fixture kit, Miller and Haunam [2]
tried a CAD/CAM fixture design procedure and developed a knowledge base
for subsequent use with an expert system. Ingrand and Latpmke [3]
suggested the use of an expert system for automatic fixture design,
which defines fixture elements by their operation function.

An appropriate database for the development of a fixture design
expert system is presented in [19] and looks at rule development for
such a system. The example used to illustrate the approach adopted was
chosen because the solution is understood and known to many engineers.
The authors believe the example given, although simple, does allow the
important ideas to be clearly described and effectively demonstrated.

The work was implemented on a VAX 11/780 computer using the OPS5
production system language [20], a language available for use in expert
systems. '

2. EXPERT SYSTEM
The fixture design expert system (FDES) proposed is divided into

four modules, each intended to achieve a particular goal. The
methodology employed is based on examining the design goals to be
achieved and then creating rules to satisfy these imposed
specifications. From these rules the fixture design evolves together
with a list of all standard constructional fixture elements required to

satisfy the production and manufacturing process needs.
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MODULE 1 : FIXTURE SELECTION RULES

A fixture name usually emanates from the manufacturing process
associated with the component to be machined and the machine application
is used to identify the fixture type classification. Fixtures are also
identified by a sub-classification, typically one designed for use only

on a milling machine would be called a "milling fixture" [21].

The rules presented in the four selection modules of the FDES
have been written for a milling fixture and expert rules have been
developed for the more common types, that is, plate, angle-plate,

modified, vise-jaw, indexing, duplex and the electromagnetic chuck.

In addition to the physical and geomtric attributes associated
with a component, manufacturing operations require other attributes must
be used in the fixture selection process. Typically, production rate,
machining cycle, fixture complexity and each of these attributes can be

assigned values, for example:-

Production rate

high : short lead time (high throughout),
normal : production demands readily met,
low : low throughput;

Machining cycle

continuous : high volume flow,
one-by-one : normal operation,
discrete : single item (infrequent requirement),
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Fixture complexity

simplest : plate-fixture,
simple : duplex-fixture,
complex : special purpose fixture.

Separate rules can be developed to govern the selection of each type of
fixture. In the example selected, the reasoning behind the rule
construction is the same for all rules, and only those rules dealing
with the plate and multi-station fixture, together with the
electromagnetic chuck will be presented to illustrate the method
proposed. Expansion of the approach outlined will lead to a system of

use to the practitioner.

2.1.1 Plate Fixtures

The most versatile and rudimentary form of fixture is the plate
fixture. This device comprises a flat plate which allows a component to
be supported, located and clamped using a variety of standard elements.
The first rule governing the selection of a plate fixture is based on
the component’s physical and geometrical attributes and the production
requirements. The left-hand-side or CONDITION part of a rule is
expressed linguistically as follows:

IF

THE GIVEN PART HAS THE FOLLOWING CHARACTERISTICS:

- part is not a member of a : part-family
- relative size of the part is medium
- overall shape of the part is prismatic
- part details are simple
- batch size or number of the part to be
machined in each run is not > Nand < M
- part life cycle is 24 months
- batch is repeated every 12 months

AND IF
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THE REQUESTED FIXTURE MUST HAVE THE FOLLOWING CHARACTERISTICS:

- operation milling

- production speed is normal

- no of fixuring station (s) is/are one

- it is used to make simple-details

- part size that can be accommodated is medium

- part position is at-90-deg-to-support
- production cycle is one-by-one

THEN

(This is the "ACTION" part that must take place if the above
conditions are simultaneously satisfied. When a match for the
entire left hand side has been found, the rule is said to be
instantiated).

- suggest "plate-fixture" is a "milling" fixture

- create a frame representing the suggested fixture

- ask for a name to be given to the suggested fixture

- create the suggested fixture

- put the supplied name in its "name" slot

-~ 1inform the user that the suggested fixture has been created
- put the created fixture in the "working-memory" (WM).

Rules are initiated using the command "P" (for production) in the OPS5
language. P takes as arguments the name of the Rule, e.g.
FIXTURE==SELECTION=RULE1l. The sequence of condition elements are
partitioned from the action statements by the language separator ’'-->’.
Employing the above procedure, the coding instructions are as shown

in Table 1.

2.1.2 Multistation Fixtures

Multistation fixtures are primarily used for high-speed,
high-volume production where the machining cycle is continuous. Duplex
fixtures (2 station) are the simplest form of multistation fixture
and allow component loading and unloading to take place without impeding
the maching operation in progress. For example, once the machining
operation is completed at one station, the cycle is repeated at a second
station and simultaneously the component at station one is replaced by
the next unit to be machined.

The selection of a multistation fixture, duplex in this case, is

determined from similar condition elements to those presented in




Section 2.1.1. The additional constraints include higher batch sizes,
increased life-cycle, more frequent batch repetition. The rule

construction and coding will be similar to those given in Table 1.

2.1.3 Magnetic Chuck

Most surface ground ferrous components are held during machining
by this form of non-mechanical clamp fixed in a conventional manner to

the machine table [22].

The Fixture-Selection-Rule which governs the selection of a
magnetic chuck has more condition elements than the previous rule,
however, the requirements of each condition element are more relaxed -
i.e. a number of solutions are possible that will satisfy the required
conditions because of the versatility and ease of use a magnetic chuck
affords. The OPS5 coding for this rule is given in Table 2 and a

description of its condition statements is as follows:-

a) First condition element PART :

As it is seen in the condition element PART, some attributes can
have more than one value. This kind of value set is called
"Disjunctions". A disjunction specifies a set of values, only one of
which must correspond for the LHS-value to match. Disjunctions are
denoted by twin angle brackets

typically: (PART RELATIVE-SIZE {<R-SIZE> <<SMALL MEDIUM LARGE>>})

40
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The geometry and size of a magnetic chuck make it possible for it
to accommodate small, medium and large components. Grinding operations
can start from any point, in any direction, because interference with
cutter movments can usually be eliminated. For optimal holding
conditions, surface irregularities must be a minimum and preferably the

mating surface should be machined.

b) Second condition element requested - fixture:

Naturally the unit will be classified as a grinding fixture. The
facility of manual or automatic operation of the magnetic chuck allows
the whole of the machining method spectrum to be accommodated, i.e. high
to low production speeds, continuous to one-by-one production cycle,

including automatic component placement.

c) Third condition element - machining operation:

Conditions in this element dictate the machining operation
employed (grinding or lapping) and controls the depth of cut value. No
constraints have been imposed on the range of attribute values available
and traditional values can be modified to improve manufacturing

efficiency.

To conclude this module, a node-and-link representation of the
production tool is given in Fig. 1 in which the emphasis is on the
fixtures functional attributes. Node-and-link representation is
sometimes referred to as "Semantic Net" which can virtually be used to

represent any concept.
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2.2 MODULE 2 : RESTING OR REFERENCE PLANES SELECTION RULES

An attempt should always be made to develop at least one rule for

each combination of the component’s physical and geometrical attributes.

This enables rule construction to be more easily understood,
facilitates rule modification and the inclusion of additional rules when
desirable. The latter might be deemed necessary at a later stage, as

experience with the system grows.

The first rule of module 2 requires the least number of condition
elements and each additional rule becomes progressively more complex as

the number of condition elements are increased.

The condition elements associated with the selection of the first
reference plane, (1STRP) shown in Table 3 and illustrated in Fig. 3, can

be expressed as follows:

IF
- there is a request to select the 1STRP, i.e. there is a WM
(working memory) element matching the first condition
element whose SURFACE-LABEL attribute has the value of NIL.
AND

- the feature is a SURFACE, and its label is S1 (say)

- part name to which S1 belongs is P1

- S1 is planar

- S1 is machined

- the quality of S1 is one of FINAL-FINISH, ROUGH-FINISH or

ROUGH-MACHINED
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- direction of external normal to S1 is opposite to direction
of external normal of the machine table

- S1 form geonetry tolerances (parallelism and
perpendicularity) = 0.01 mm.

- no features start from Sl

- no features open into S1

THEN
- display the message:
"1STRP==SELECTION=RULE=" WAS FIRED
AND SURFACE <surface-label> IS CHOSEN
AS FIRST-REFERENCE-PLANE
AND
- modify the WM matching the first condition element, i.e. map
all attributes of surface S1 into the 1STRP and put it in WM
AND

display :

THE "1STRP" WAS CREATED AND ASSIGNED TO WM
Rules governing the selection of the second and third reference
planes follow the same pattern as those for the first. Employing the
3-2-1 principle, the second and third reference planes must eliminate

the remaining degrees of freedom (DOF) associated with the component.

2.3 MODULE 3 : GENERIC ELEMENT SELECTION

This module includes three groups of rules, each dealing with the
selection of a class of element for the lst, 2nd and 3rd reference
planes respectively. A member of this class will be referred to as a
generic element.

In the selection of the generic elements (GE) associated with each

reference plane, the important properties of STARTING and OPENING




features are presented. The constraints imposed are:

i) no feature starts from the 1STRP, 2NDRP or 3RDRP,
ii) features starting from the reference planes will be machined
during subsequent machining phases,
iii) features starting from the reference planes are already machined,
iv) whenever a feature opens into a surface chosen as the reference
plane, provisions must be made to avoid damaging the locating and
supporting elements when the tool breaks into that surface, and
v) whenever a generic or standard-element is selected and the height
is not specified, a fixed-height is assumed by default, unless

otherwvise stated.

2.3.1 Selection of Generic Elements for (1STRP)

The first reference plane is the most important and must eliminate
at least three of the component’s degrees of freedom. Therefore at

least three generic elements are associated with it.

The first rule will satisfy the most basic requirements and
contains the least number of condition elements. Each further rule will
become progressively more complex, employing an increasing number of

condition elements.
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RULEL :

IF

AND

AND

AND

AND

If

45

GENERIC==ELEMENT=SELECTION=FOR=1STRP=RULE1l

there is a need to select a generic element for the 1STRP

i.e. SELECTION-STATUS of a WM element type 1STRP=GEN=EL is NIL.

1STRP surface label is S1 (say)
the part-name is Pl (say)

S1 is planar

s1 is machined

feature opens into S1

suggested fixtures classification is either milling or grinding
suggested fixture type is electromagnetic-chuck

part is P1

type of operation i.e. lapping, grinding or £finishing

(or other operations, having shallow depths of cut)

depth of cut is less than 1 mm (arbitrarily chosen, can be set
to any value) |

machining phase could be any phase

part is Pl
component material is magnetizable

component’s relative size is small or medium
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THEN
- display the message
s BECAUSE
FIXTURE-TYPE IS : <TYPE> : AND THE:
TYPE-OF-OPERATION IS : <T-0-0P>
DEPTH-OF-CUT IS SHALLOW PART-MATERIAL IS :
MAGNETIZABLE AND THE 1SFRP IS PLANAR:
MACHINED AND NO FEATURE OPENS INTO :
) ceseoes eeos..THEN :
THE THREE RESTING POINTS ASSOCIATED WITH :
THE 1STRP ELIMINATES 3DOF AND CAN BE
REPLACED BY 3 GENERIC-ELEMENTS HAVING
LR
FUNCTION SUPPORTING OR POSITIONING :
PRINCIPLE-OF-ACTION FIX-BY-ATTRACTION
NATURE-OF-CONTACT PLANE-TO-PLANE
AND
-~ modify the first condition element and set the SELECTION-STATUS
attribute to SELECTED
AND
- associate the three generic elements GE1ll, GE12 and GE13 with

the 1STRP, the attributes and values are:

IS-A SUPPORT
PART-NAME <PART-NAME>
GEN-EL-CODE GEll

ASSOCIATED-WITH 1STRP
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FUNCTION SUPPORT 3 POSITIONING
PRINCIPLE-OF-ACTION FIX-BY-ATTRACTION
NATURE-OF-CONTACT PLANE-TO-PLANE

FRICTION-AND-JAMMING-FACTOR VERY-LOW
LOAD-UNLOAD-FACTOR HIGH
NO-OF-ELEMENTS-REQUIRED 1
N.B. GE12 and GE13 will have the same attributes and values as
GEl11
AND

- display the message
s REQUIRED GENERIC-ELEMENTS WERE DETERMINED:
AND ASSIGNED TO WM:
GE1l, GE12 and GE13 HAVE THE SAME ATTRIBUTES:
AND CAN BE REPLACED BY THREE STANDARD ELEMENTS:

OF THE SAME TYPE AND SIZE :

RULE 2: deals with a situation where the 1STRP into which a feature
opens is a machined planar surface. The opening feature(s) could be one
or any combinatioﬁ of common features, i.e. holes, slots and must have
been machined in a previous phase of operation. The fixture type is an
electromagnetic-chuck and the other condition elements are as in Rule 1.
In the following, since the type and status of the opening features play
a major role in determining the generic elements, checks are made to

ensure that:
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IF THE OPENING FEATURE(S) IS ALREADY MACHINED:

i) can the generic elements be replaced by the fixture’s base plate or
the machine-tool table,

ii) 1if the opening feature is a hole and it has already been machined,
checks are made to see whether the hole could be used for locating
the component and

iii) if a hole is to be machined and it opens into the 1STRP, the use of
generic elements (which could be replaced by the support elements)
is inevitable. Otherwise the drill tip will penetrate the machine

table.

Rule 3: accommodates the situation where a plate-fixture (milling
fixture) is suggested as the required fixture, the machining operation
is one of drilling, boring or counterboring, the component material is
either ferrous or non-ferrous, there is a feature(s) opening into the
1STRP and the opening feature is TO-BE-MACHINED.

The remaining rules in this group each deal with a specific

situation eg. component attributes and manufacturing requirements.

2.3.2 Generic-elements Selection for 2NDRP AND 3RDRP

The second reference plane is perpendicular to the 1STRP,
eliminates at least two component degrees of freedom and requires at
least two generic-elements.

The third reference plane eliminate at least one degree of freedom
of the component. Hence, there is at least one generic element
associated with it. The 3RDRP is perpendicular to both the first and

the second reference planes. The reasoning behind the selection of



generic elements for the second and third reference planes is similar to
those stated for the first reference plane and the only difference being

the number required.

2.4 MODULE 4 : SELECTION OF STANDARD ELEMENTS

Rules governing the selection of standard elements, are presented

in this module; typically supports, locators and clamps.

Standard elements are real physical objects, capable of fulfilling
certain functions and the rules to be developed will map the attributes
of the generic element into a standard element capable of fulfilling the

desired function.

All constraints applicable to the generic element are transferred
to the standard element,
a) standard support elements of the 1STRP must not be collinear and
b) standard support and locating elements of 2NDRP must be positioned
as far apart as possible and collinear.
The rules of this module are divided into four groups, selection of
standard elements for the 1STRP, 2NDRP and 3RDRP, and creating a list of

required elements needed for the construction of the suggested fixture.
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2.4.1

IF

AND

AND

AND

Selection of Standard Elements for 1STRP

RULE 1:

there is a 1STRP, standard elements are to be selected

if suggested fixtures classification is GRINDING or MILLING
fixture type is electromagnetic-chuck

part-name is Pl (say)

part material is magnetisable (ferrous)

part relative size is small or medium

if the 3 generic elements of the 1STRP are the same, with
attributes:

GENERIC-ELEMENT

IS-A SUPPORT
GEN-EL-CODE GE11l
ASSOCTATED-VITH 1STRP
FUNCTION -~ SUPPORTING

- POSITIONING

- LOCATING
PRINCIPLE-OF-ACTION FIX-BY-ATTRACTION
PART-NAME P1
NATURE OF CONTACT PLANE-~-BY-PLANE

FRICTION-AND-JAMMING-FACTOR LOW OR VERY-LOW
LOAD-UNLOAD-FACTOR HIGH

NO-OF-ELEMENTS-REQUIRED 1




AND

AND

THEN

if machining operation is grinding, finishing, lapping or

finish-cut

1STRP belongs to Pl

and there is no feature opening into 1STRP

diéplay the message:

: THE THREE STANDARD-ELEMENTS ASSOQCIATED :
WITH THE 1STRP ARE REPLACED BY THE:
TOP-SURFACE OF THE ELECTROMAGNETIC:

CHUCK. THIS CHUCK WOULD SERVE AS THE BASE :

PLATE OF THE FIXTURE THE SUPPORT :
ELEMENTS OF THE 2NDRP :
AND 3RDRP WILL BE POSITIONED ALONG THE :

2NDRP AND 3RDRP :

write

SUPPLY AN IDENTIFICATION-CODE OR A NAME FOR CHUCK :

read the supplied name or ID-code:

modify the WM element matching the first condition element:
create the required standard elements by mapping generic

element attributes into standard element with attributes:

" PART-NAME <PART-NAME>
FUNCTION <FUNC>
ASSCIATED-VITH 1STRP

PRINCIPLE-OF-ACTION FIX-BY-ATTRACTION
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NATURE-OF-CONTACT PLANE-TO-PLANE

FRICTION-AND-JAMMING-FACTOR <F-A-J-F>

LOAD-UNLOAD-FACTOR HIGH
IDENTIFICATION-CODE <ID-CODE>
NO-OF-ELEMENTS-REQUIRED 1

- display message:
REQUIRED STANDARD-ELEMENT DETERMINED :
AND ASSIGNED TO WM:
RULE 2: (Feature opening into the 1STRP.)
First to seventh condition elements of Rule 2 are identifical to

Rule 1, the eighth and nineth condition elements are:

IF
- 1STRP belongs to Part P1
- and there are features opening into it
. AND
- opening features (into 1STRP) are of type - hole, simple-slot,
T-slot or dovetail-slot
- and opening features are already machined
THEN
- actions as in Rule 1.
RULE 3:

If the suggested fixture is either of type Plate or Duplex and if there
is a 1STRP for vhich standard elements must be selected and suggested
fixture classification is milling or grinding and there are three

generic-elements for the 1STRP with attributes:



THEN

AND

AND

IS-A
GEN-EL-CODE
ASSOCTATED-VITH

FUNCTION

PRINCIPLE-OF-ACTION
PART-NAME
NATURE-OF-CONTACT

FRICTION-AND-JAMMING-FACTOR

LOAD-UNLOAD-FACTOR

NO-OF-ELEMENTS-REQUIRED

- display:

53

SUPPORT

GEl1l

1STRP

- SUPPORTING
- POSITIONING
- LOCATING
FIXED-IN-POSITION
Pl
PLANE-TO-PLANE
- VERY LOW

- LOW

HIGH

1

THE THREE STANDARD-ELEMENTS ASSOCIATED:

WITH THE 1STRP ARE REPLACED BY THE:

THREE SUPPORT ELEMENTS HAVING THE FOLLOWING:

ATTRIBUTES:
FUNCTION
PRINCIPLE-OF-ACTION

NATURE-OF-CONTACT

SUPPORTING OR POSITIONING :
FIXED-IN-POSITION :

PLANE-TO-PLANE :

- modify the WM element matching the first condition element

- create standard element with the following attributes and assign

to WM.
STANDARD-ELEMENT

TYPE

SUPPORT

FLAT-TOP-SUPPORT
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PART-NAME <PART-NAME>
ST-EL-CODE ST-EL-777
ASSOCIATED-VITH 1STRP

FUNCTION <FUNC>
PRINCIPLE-OF-ACTION FIXED-IN-POSITION
NATURE-OF-CONTACT PLANE-TO-PLANE

FRICTION-AND-JAMMING-FACTOR <F-A-J-F>
LOAD-UNLOAD-FACTOR HIGH

NO-OF-ELEMENTS-REQUIRED 3

AND - display message:
REQUIRED STANDARD-ELEMENTS:
WHICH ARE THREE FLAT-TOP-SUPPQORTS WERE DETERMINED :

AND ASSIGNED TO WM.

2.4.2 Selection of Standard Elements for the 2ND AND 3RDRP:

Rules governing the selection of standard elements for these two
planes follow the same reasoning as those of generic elements for the
respective planes. Some rules may differ, however, in one important
respect that of type-of-height, i.e. the generic element(s) have

adjustable height(s).

2.4.3 Selection of Clamps and Listing of Elements Used

When selection of standard support and locating elements for the
1STRP, 2NDRP and 3NDRP is finalised, the appropriate rules fire and a
description is created of the required clamping elements. Illustrated
in Fig. 2 is a node and link representation of these clamp elements and

their functional attributes.
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Finally, when the appropriate clamping elements are determined, a
complete list of standard elements is displayed for the suggested
fixture. The list includes type, identification and quantities required
from each standard element, together with the overall number of elements

selected.

3. USING THE SYSTEM

To execute the program the working memory (WM) must be initialised
after the declaration and rule section blocks of the OPS5 programming
language have been loaded. The sequential steps in the execution of the

program are:-

i) Loading and declarations i.e. data structures developed [23] for
representation of individual objects.
ii) Loading the four production rule blocks that contain the action

files for the selection of:

a) required fixture,

b) reference or resting planes,

c) generic elements and

d) standard elements and output the list of standard

elements required to construct the fixture,
iii) initialise working memory and

iv) execute program.

4. OBJECTS REPRESENTATION

As a prerequisite to fixture design, the component surfaces and

fixtures must be defined, the machine tool to be used identified and the




process plan specified including at least one phase of tlie machining

operation to be performed. The list below itemizes the information

required by the system for the represention of:

1)

ii)

component,
surfaces enveloping the component and features opening into and

starting from each surface,

iii) machine tool and sub-assemblies i.e. machine table, tool magazine,

iv)

v)

phases of machining operations and

requested fixture.

Having defined and saved these files, execution yields:

Computations for determining significant machining environmental

volumes and weights.

i. boxes containing the initial .and final component (i.e.
volume),

ii. the maximum working volume of the machine tool,

iii. overall weight of the component,

iv. overall weight of the component and fixture assembly.

Machining operations required are checked to determine if they are

within the machine capabilities. If not, warning messages are

displayed.

Fixture selection to hold the component for defined machining

environment.

Selection of three reference planes for component to eliminate six

degrees of freedom.
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5. Conceptualised generic elements associated with the three reference
planes are chosen.

6. Mapping of the generic element attributes into standard fixture
elements for intended functions.

7. Generation of standard element list (with identification

attributes) for construction of required fixture.

5. RESULTS

The results obtained using the system for an
engineering example is given below. The workpiece chosen is a medium
sized prismatic component manufactured in low carbon steel. The
machining details include a simple slot and three through holes starting
from the uppermost surface S6 and opening into surface S1. The process
plan indicates the machining of the simple slot by end milling, followed
by the drilling of the three holes; shown in Fig. 3 is the finished
component.

The fixture to be designed must satisfy the conditions

a) machining speed is to be normal,

b) single station fixture with manual load and unload

capability and

c) the preferred component placement direction is the z axis.

With these engineering decisions taken the fixture design program
would be executed [23] and a list of all standard construction fixture
elements required to satisfy the production and manufacturing process
would be available on a monitor screen. A typical display would be as

shown in Table 4 in which all the necessary elements have been itemized.




58

6. CONCLUSIONS

The above program execution demonstrates very clearly the power of
this novel system for fixture design. It will allow greater versatility
than is now economically possible employing the traditional approach to
fixture design. It must be emphasized this is a knowledge based
approach and the system will be unable to make subjective judgments.

The practising engineer would generally welcome a three
dimensional display of recommended elements in preference to the
itemised list given. It is the view of these authors that in parallel
with the future develobments of the fixture design expert system
proposed, CAD software should be utilized to create a library of
standard fixture elements that can be referenced by assigned features.

The rules embodied within the expert system would be used to create
a graphic representation for each selected element and the style
recommended would be as shown in Fig. 4. The graphics facility would
allow the system’s user to generate a perspective assembly arrangement,
as illustrated in Fig. 4e, to aid the actual machine set-up.

It is appreciated that the expert system software that incorporates
the proposed graphic displays would require a significant computing
facility. The best estimate that can be made on the size, at this stage
of development, would be to support a hardware capability that can

handle a currently avalable commercial CAD package.
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P FIXTURE==SELECTION=RULE1

(PART  "PART-NAME <ANY-NAME>
"I1S-THE-PART-A-FAMILY-MEMBER NO
"RELATIVE-SIZE MEDIUM
“OVERALL-SHAPE PRISMATIC
"PART-DETAILS SIMPLE-DETAILS
"BATCH-SIZE {<NO> > 40 <= 200 }
"PART-LIFE-CYCLE {<MONTHS> <= 24}
"BATCH-REPS-IN-12 MONTHS {<REPS< >= 1 1)

Start of and if block ie. continuation of LHS

(REQUESTED-FIXTURE

"CLASSIFICATION MILLING
"PRODUCTION-SPEED NORMAL
"NO-OF-FIXTURING-STATIONS ONE
“PART-LOADING-METHOD MANUAL

"USED-TO-MAKE SIMPLE-DETAILS
"PRODUCTION-CYCLE ONE-BY-ONE
"PART-POSITION AT-90-DEG-TO-SUPPORTS
"PART-SIZE MEDIUM

end of LHS:
Start of the block ie. RHS

(OPS::WRITE (CRLF) (TABTO 10)
(OPS::WRITE (CRLF) (TABTO 10)

"RULE1 WAS FIRED AND :)
"PLATE-FIXTURE" WHICH IS AKO :

(TABTO 10) : "MILLING-FIXTURE’ IS SUGGESTED :(CRLF)

(TABTO 10) : FOR PART *#**: <ANY-NAME> :#%%*:(CRLF) )
(OPS::WRITE (CRLF) (TABTO 10) : WHAT DO YOU WISH TO CALL

(TABTO 10) : THE SUGGESTED FIXTURE : (CRLF) )

the end part of the RHS

(MAKE SUGGESTED-FIXTURE

"CLASSIFICATION - MILLING

"TYPE PLATE-FIXTURE

" PART-NAME <ANY-NAME>
“NO-OF-FIXTURING-STATIONS ONE
“PART-LOADING-METHOD MANUAL

“USED-TO-MAKE SIMPLE-DETAILS
“PRODUCTION-CYCLE ONE-BY-ONE
"PART-POSITION AT-90-DEG-TO-SUPPORTS
"PART-SIZE MEDIUM

“NAME (ACCEPT) .
(OPS::WRITE (CRLF) : THE SUGGESTED FIXTURE IS CREATED AND PUT INTO "WM"
: (CRLF))
; end of RHS

TABLE 1. CODING INSTRUCTIONS FOR PLATE FIXTURE




(P FIXTURE==SELECTION=RULE2

(PART "PART-NAME <PART--NAME>
"RELATIVE-SIZE { <R-SIZE> <<SMALL MEDIUM LARGE>> }
"OVERALL-SHAPE PRISMATIC
"PART-DETAILS SIMPLE DETAILS
"TYPE-OF-MATERIAL { <T-0-MAT> <<FERRQUS

CAST-IRON STEEL >> }

"DIMENSIONAL-VARIATION { <DIM-VAR> <0.1 }
" SPINDLE-DIRECTION <ANY-DIR>

"REQUIRED-CUTTING-DIRECTIONS { <R-C-DIR> << ANY-DIR > }
"PRIOR-MACHINING-OPERATION { <P-M-0P> << MILLING
SLAB-MILLING FACE-MILLING>> }
"INITIAL-SURFACE-QUALITY { <SURF-QUL> <<ROUGH
: ROUGH-MACHINED FINISH
FINAL-FINISH>> } )

’

(REQUESTED-FIXTURE
"CLASSIFICATION
“PRODUCTION-SPEED
"PRODUCTION-CYCLE

<CLA> <<GRINDING LAPPING>> }

<P-S> <<HIGH NORMAL>> }

<P-C> <<CONTINUOUS
ONE-BY-ONE>> }

Laan W ann Wanel

"PART-POSITION AT-90-DEG-TO-SUPPORTS
"PART-SIZE { <P-SIZE> <<MEDIUM SMALL>> }
"USED-TO-MAKE SIMPLE-DETAILS
"NO-OF-FIXTURING-STATIONS { <N-0-F-S> <<ONE TWO0>> }

" PART-LOADING-METHOD { <P-L-M> <<AUTOMATIC MANUAL>> } )

H
(MACHINING-OPERATION

* PART-NAME <P-NAME>
~PHASE-NO <ANY-PHASE>
~TYPE—OF-OPERATION GRINDING
*DEPTH-OF-CUT { <D-0-C> <= 1}
;
;
;
(OPS::VRITE (CRLF) (TABTO 10) : "RULE7" WAS FIRED AND : )
(OPS: :WRITE (CRLF) (TABTO 10) : "ELECTROMAGNETIC CHUCK" WHICH IS AKO :
(TABTO 10) : "NON-MECHANICAL-CHUCK OR CLAMP" :
(TABTO 10) : IS SUGGESTED : (CRLF)
(CRLF)
(TABTO 10) : FOR PART *#k: <P-NAME> :%%*:(CRLF)
(OPS: :WRITE (CRLF) (TABTO 10) : WHAT DO YOU WISH TO CALL:
(TABTO 10) : THE SUGGESTED FIXTURE : (CRLF)
(MAKE SUGGESTED-FIXTURE
*CLASSIFICATION GRINDING
“TYPE ELECTROMAGNETIC-CHUCK
* PART-NAME <PART-NAME>
“NAME (ACCEPT)
(OPS::WRITE (CRLF) : THE SUGGESTED FIXTURE IS CREATED AND PUT INTO
"wn :
(CRLF)))

TABLE 2 CODING INSTRUCTIONS POR MAGNETIC CHUCK
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(P 1STRP==SELECT==RULE 1

’
The following condition element checks that the "1STRP" does not already
exist in the "WM"

{(1STRP "~ SURFACE-LABEL NIL) <1> }

(SURFACE
"FEATURE-TYPE SURFACE
"PART-NAME <PART~NAME>
"FEATURES-GENERIC-TYPE EXTERNAL
" SURFACE-LABEL <SURF-LABEL>
" SURFACE-TYPE PLANAR
"STATUS { <STATUS-VAL> << MACHINE AS-CAST>>}
" SURFACE-QUALITY { <S-QUL-VAL> << FINAL-FINISH

FINISH ROUGH-MACHINED>> }

"DIRECTION-OF-EXTERNAL-NORMAL -2
“IS-PARALLEL-TO~-SURFACES <PARA-SURFS>

"PARALLELISM { <PAR-VAL> <= .01}
"IS-PERPENDICULAR-TO-SURFACES {<PERP-SURFS> <> <PARA-SURFS> }
“PERPENDICULARITY {<PER-VAL> <= .01 }
"FEATURES-STARTING-FROM THIS-  NIL
SURFACE
"FEATURES-OPENING-TO-THIS- NIL )
SURFACE

.
’
.
’

(OPS :WRITE (CRLF) (TABTO 10) : 1STRP==SELECTION=RULE=WAS FIRED : (CRLF)
(TABTO 10) : AND SURFACE : <SURF-LABEL> : IS CHOSEN :
(CRLF) (TABTO 10) : AS "FIRST-REFENCE-PLANE ¢ (CRLF) )

b
(MODIFY <1>
* SURFACE-LABEL
*PART-NAME
* SURFACE-TYPE
* STATUS
* SURFACE-QUALITY
" DIRECTION-OF-EXTERNAL-NORMAL
*IS-PARALLEL-TO-SURFACES
~PARALLELISM
* IS-PERPENDICULAR-TO-SURFACES
* PERPENDICULARITY

( OPS::WRITE (CRLF) (TABTO 10)
(CRLF) (TABTO 20)

TABLE 3.

ELEMENTS

<SURF-LABEL>
<PART-NAME>
PLANAR
<STATUS-VAL>
<S-QUL-VAL>
-2
<PARA-SURFS>
<PAR-VAL>
<PERP-SURFS>
<PER-VAL>

: THE 1STRP WAS CREATED AND ASSIGNED

+ TO "WUM" :

(CRLF)))

FIRST REFERENCE PLANE SELECTION RULE AND ITS CONDITION
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* *
* LIST OF REQUIRED STANDARD ELEMENTS TO MAKE THE SUGGESTED FIXTURE *
* *
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PLATE FIXTURE

ITEM-NAME QUANTITY

SUPPORT FOR 1STRP 3
ST-EL-CODE ST-EL-777

TYPE FLAT-TOP-SUPPORT

SUPPORT FOR 2NDRP 2
ST-EL-CODE ST-EL-2288

TYPE FLAT-TOP-SUPPORT

SUPPORT FOR 3RDRP 1
ST-EL-CODE ST-EL-3144

TYPE ADJUSTABLE-SUPPORT

***ELEMENTS FOR CLAMPING***
CLAMP-TYPE SLOTED-STRAP 4
NUT-TYPE SPHERICAL-NUT 4
WASHER-TYPE SPHERICAL 4
SCREW-TYPE CAP-SCREW 4
SPRING-TYPE COMPRESSION-SPRING 4
*%%kFIXTURE-BASE*%%%%%%%k%%k*x

BASE-ID-CODE B-458
BASE-MADE-OF CAST-IRON
NO-OF-BASES-REQUIRED 1
TOTAL-ITEMS 27

TABLE 4 TYPICAL OUTPUT DISPLAY
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PROBUCTION TOOL

USED ON
E- ¢
v
PLATE FIX HU';&'?ESETION
F ' ‘
' TYPE
PART SIZE PART SIZE
PART POSITION . < USED TO MAKE =O
USED_TO MAKE z PRODUCTION SPEED
PRODUCTION SPEED ,_~ PRODUCTION CYCLE -0
< PRODUCTICN CYCLE e
(%2
< FIXTURE_COMPLEXITY >0
BASE TYPE -0 QUPLEX FIXTURE
NO OF FIXTURING STATIONS -O < < TYPE
vl @ FIXTURE COMPLEXITY

ANGLE PLATE FIXTURE

PART POSITION
USED TO MAKE

PROOUCTION SPEED O

1S-A

PROOUCTION CYCLE
NO OF FIXTURING STATIONS=O

MODIFIED ANGLE TYPE
PLATE FIXTURE

PART SIZE

PART POSITION
USED TO MAKE
PROGUCTION SPEED

PRODUCTION CYCLE =O

NO_OF FIXTURING STATION_S_O

NO OF FIXTURING STATIGNS O

INDEXING FIXTURE

PART SIZE

USED TO MAKE =O

PRODUCTION SPEED =O

PRODUCTION CYCLE
@)

VICE JAW FIXTURE

TYPE
PART SIZE

JAW _TYPE '\O

USED TO MAKE >O
PRODUCTION SPEED =O

PROOUCTION CYCLE AO

FIG. 1  NODE-AND-LINK REPRESENTATION OF PRODUCTION TOOL.
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AKOQ AKO

NONMECHANICAL

MECHANICAL CLAMP

AKO AKO
STRAP CLAMP
IS-A AKO

PLAIN STRAP

IS-A

GENERIC NAME

: ELECTROMAGNETIC
OPERATING SPEED

CHUCK

1S-A

OPERATING METHOD -0 GENERIC NAME
ololo COMPLEXITY FACTOR -0 O_EOMPLEXITY FACTOR USED ON -0
<<|< OPERATING SPEED ECONOMIC_FACTOR -0
SLOTTED STRAP O‘OPERATING METHOD
o
. L1s-A PERMANENT MAGNET
-— CHUCK
-0
AKO
SCREW CLAMP VACUUM CHUCK
- TYPE
GENERIC NAME USED ON
OPERATING SPEED GENERIC NAME O
QOPERATING METHOO O ECONGMIC FACTOR
COMPLEXITY FACTOR -0 OPERATING SPEED O
QPERATING METHOO
COMPLEXITY FACTOR O

USED ON

15-A

ECONOMIC FACTOR O

op
ERATING SPEED GENERIC NAME

O<0PERATING METHOD ECONOMIC FACTOR O

FIG.2 NODE-AND-LINK REPRESENTATION OF CLAMP.

IS-A

USED ON




N

I
/

(indicates surface 1)

FIG.3 PRISMATIC COMPONENT.
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A strap clamp

An assembly of a machine table, locating and
clamping elements

A complete assembly of a fixture
arrangement plus component

Fig. 4  GRAPHICAL REPRESENTATION OF TYPICAL STANDARD FIXTURE
ELEMENTS USING A CAD SYSTEM
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A COMPARISCON OF ORTHOGCONAL TRANSFORMS
IN ENGINEERING COMFUTER VISICN

AL~-KINDI, G.A.H., BRAUL, R.M. AND GILL, K.F.

A comparison of a number of commonly used orthogonal transforms, when

applied to the recognition and visual inspection of engineering comgcnents,

has been made.

The impact on the performance and computational time for the machire vision

process, due to varying numbers of transform coefficients is assessed.

Department of Mechanical Engineering

The University of Leeds
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1. INTRODUCTION

Orthogonal transforms are well established mathematical tools that
have been successfully employed in engineering, typically in the fields of
surface texture estimation, process identification and communications.

More recently, image data processing has employed orthcgonal
transforms for the purposes of object recognition and feature extraction.

In particular, published work [1] based on the Fourier transform has shown
that only a small number of normalized descriptors are necessary for
reliable object identification. This paper examines a number of alternative
transforms and a comparison has been made in order to assess their relative
suitability for machine vision applications.

It is not always clear how many transform coefficients are
necessary for an object to be identified with confidence. 1In this paper
contours are reconstructed from inverse formula using varying numbers of
coefficients. The reconstruction of a contour is a sufficient condition fcr
.the existence of a finite set of transform coefficients that unambig.ousl:

represent a specific object boundary.

2. REPRESENTATICN OF OBJECT'S BCUNDARY AS A DISCRETE SERIES

The vision system used in this work contains a standard monochrcrme
camera type LINK 109A, and a, MATROX Qfg-01/8, frame grabber which is
capable of digitizing images into a 256 square array whose elements can taks
one of a possible 256 numerical values (grey levels).

A PDP 11,23 microcomputer is used to control the frame grabber and
to send the digitized images to a VAX 11,/780 computer which is used to carry
out the analysis. Figure (1) shows a block diagram of the system hardware.

Because it is possible to recognise many engineering components
from their silhouette, establishing the x,y-coordinate values of object

boundary pixels allows a contour to be readily extracted from image data.
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The usual preprocessing operations performed on image data prior
to the extraction of boundary coordinate values are illustrated in

Figure (2).

3. DISCRETE ORTHOGONAL TRANSFORMS

Transform theory has played a key role in image processing and it
continues to be a topic of interest in theoretical as well as applied work
in this field [2].

To use the transforms in the processing of digital signals,
transform pairs must be defined in discrete form and these are presented in
the Appendix.

In general, orthogonal transform pairs can be described by the

following expressions:

L-1

F(u) = I f(m) FTK(m,u)
m=0
L-1

fim) = I PF(u) ITK(m,u)
=0

where F(u) is the transform of f(m), FTK(m,u) is the forward transform
kernel, ITX(m,u) is the inverse kernel and L is the number of pixels on a

boundary.

4. OBJECT RECOGNITION, COMPARISON AND INSPECTION USING

ORTHOGONAL TRANSFORMS

The theoretical and experimental evidence available ({3,4,5]
indicates that a set of normalized Fourier descriptors is an effective
abstract representation of an engineering object. This is because the
numerical values are invariant with object rotation and size and give a
unique description. Other transform descriptors exist, however, which could
provide alternatives that may improve object recognition for use in machine

vision. The method employed for the evaluation of the Fourier transform
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descriptors in reference [1] has been applied to five of the better known
transforms, i.e. Cosine [6], Haar [7], Slant [8], Walsh [9] and
Hadamara [10].

Fourier transforms have also been evaluated to provide a basis for
comparison.

If X(u) and Y(u) represent the transform coefficients of the

object’s boundary coordinates, a normalized descriptor is defined as:

_xw? + vw?)*
2 1

]’2'

S(u)
[%(0)%+ ¥(o0)
Object recognition, ccomparison and inspection can be made with
confidence using these normalized descriptors. If Sl(u) represents the
normalized descriptor series of cne object and S2(u) that cf a second

object, then an "error measure" can be defined as:

N-1 £ 2 L
[  (S1l(u) - s2(u))“1* (2)
u=0

E =

2zl

where N is the number of descriptors in a set and E is a measure of the
similarity of any two objects. 5Small values of E are associated with goocd
matching.

Comparing reconstructed objects for the range of orthogonal
transform inverses listed, the error measure can be used to assess the

relative effectiveness of each transform in a given vision application.

5. RESULTS AND DISCUSSICNS

Results for the two very different objects shown in Figure (3)
(objects 1 and 2) were initially used for the evaluation of the
effectiveness of the different transforms investigated. One is a part of a

knee joint prosthesis and the other is the more common gear wieel, the
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latter having a more complex boundary shape. All boundary pixel coordinates

are employed in the evaluation of the forward transform formulae presented
in the Appendix.

In order to select the optimum number of descriptors needed for
object recognition and comparison, reconstructions have been made (inverse
transforms) with between 4 and 1024 coefficients from each object examined.
A typical result is presented in Figure 4 for the knee joint and in Figure 5
for the gear wheel.

From the reconstructions made of the knee joint it was observed
that for all the transforms examined, with the exception of the Hadamard
transform, Figure 6, 128 coefficients are sufficient for recognition. 1In
the case of Hadamard transform, 256 coefficients were required to give
results that were comparable and could be used with confidence. The CZU
relative times required to compute the coefficients of the transforms tested
are given in Table (1). For each reconstruction the ’relative time’
required for computation is Jiver. It should be noted that the computing
time for the calculations of the coefficients obtained from the Hadamard
transform is the smaller on each occasion.

In the case of the gear wheel the reconstructions indicate that
256 coefficients are necessary for acceptable recognition for all but the
Hadamard transform, Figure 7, where a full set of coefficients (1024) must
be used for satisfactory recognition.

Equation (2) has been applied for all similarity measurements for
the transforms investigated. The changes in the value of the error measure,
with variations in object angular position, are similar for all the
transforms tested. Typical results with increasing numbers of descriptors
to represent the object are shown in Figure 8. The exception is the
Hadamard transform and the results of this transform is shown separately in

Figure 9. To strengthen the results presented, additional tests were
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conducted on the other objects shown in Figure 3 and these fully support the

results of Figures 4 to 9 inclusive.

6. CONCLUSICNS

In this paper six orthogonal transforms have been tested for
silhouette recognition and inspection. It has been shown that all
transforms give adequate information and can recognise objects even when few
coefficients have been employed except, however, in the case of Hadamard
transform where a higher number of descriptors is needed for the recognition
of an object. |

In the case of Hadamord transform, the error value behaves
erratically and gives no clear indication of the number of descriptors to be
used in the recognition process, Figure 9. In all of the other transforms
employed the error variation shows a consistent trend, typically Figure 8,
and indicates the benefits to be gained with increasing numbers of
descriptors.

The time for the computation of transform descriptors indicates
that the Slant, Haar, Walsh and Fourier require almost the same amount of
time while the Cosine transform requires twice as much time. The Hadamard
transform has been shown to recuire the least time but the speed advantage
is lost since a greater number of descriptors have been shown to be
necessary for satisfactory recognition. It is left to the user to choose

the right transform for each application.
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APPENDIX

Discrete Orthogonal Transform

1. FOURIER TRANSFORM

The Fourier transform is the most popular of the orthogonal
transforms and this is mainly due to the elegant properties of the frequency
domain representation of a large class of engineering signals (11).

The forward transform can be represented by:

N-1 -2njm

F(u) = L £f(m) e u=20,1,2, N-1

m=0

2l

where F(u) is the transform of f£(m).

The inverse of such a transforms can be calculated from:

N-1 2njm
fm) = L Flu)e N
u=0
2. COSINE TRANSFORM

It is known that the Fourier series representation of any
continuous real and symmetric function contains only real coefficients
corresponding to the cosine term of the series (12). This leads to the
definition of a Cosine transform which is a sub-series of the Fourier

transform. This transform can be stated as:

N-1
P(a) < J;%C(u) (zms yur]

Z f(m) cos[ N
m=0

where

C(u) /% when u = o

]

and . C(u) 1 otherwise.



The inverse is:

N-1 '
_ 2 (2m+1l)un
f (m) = J;& L C(u)F(u)cos[——Tﬁf——]
u=o0
3. HAAR TRANSFORM

The Haar function series was the first complete set of digital
orthogonal functions to be described, each function taking no more than
three values in the interval over which it is defined, except at a finite

number of discontinuities (11). The Haar function can be expressed as

HAR(u) = 1 when u = o

HAR(u) = r when iB:%lﬂ <m< LE:gl§ + gq
HAR(u) = -r when iEZglﬁ + gé <m < igagl§ . g
HAR(u) = o otherwise

where w=0,1,2, .... N-1 q = 2fFF(teszy)

2It\l'l‘(loqzu)/z

and r =

The forward Haar transform is:

1 N-1
F(u) = N I £(m)HAR(u)
n=0
and the inverse is:
N-1
f(m) = I F(u)HAR(u)

u=0
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4, SLANT TRANSFORMS

The Slant transform is an orthogonal transform that is designed to .

have the following properties [12]:

(i) Constant basis vector,

(ii) slant basis vector,

(iii) sequency property,

(iv) fast computation algorithm and
(v) high energy compaction.

The forward Slant transform can be computed from the formulae

[12]:

N
F{u) = I f{m)SL(u,m)
m=1

and the inverse formulae is:

N
f(m) = £ F(u)SL(m,u)
u=1

where SL is the Slant matrix which is expressed as:

L 11
order 2 = SLz =/ 1 —l]
"1 o0 11 0 il v T
1] 1
a, b, '-a, b, SL. ' 0
order 4 T SL = ; e S SR St S B a2 i_ oo
vz 0 1 'o0 -1 ;
-b a ; b a 0 : SL7
4 404 4 roos
- ' N I - _
i ' 1
1 ot 1 1 1
1 1 [}
- | . o -
1 3y + bgray - by -y v by -ay - by
- - 1 ]
z 1 o+ -1 a1 1
' \ '
o :
ay - byy-ag = by g+ b45 may * by |
I ! 1 -
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5. WALSH TRANSFORM

The Walsh transform is the most popular of the square wave
transforms, because it is computationally similar to the more familiar
Fourier transform [1l1].

The Walsh function takes only two values, except at a finite

number of discontinuities. It is defined as:

WAL (m,u) = = T (-1)

i=0

Z

where b, (z) is the kth bit in the binary representation of z and N = 2",

The Walsh transform is given by:

1 N-1
F(u) = N I f(m) WAL(m,u)
m=0
and the inverse is:
f(u) = S L F(u) WAL(u,m)
u=0
6. HADAMARD TRANSFORM

The Hadamard transform is based on the Hadamard matrix which is an
array of plus and minus ones, whose rows and columns are orthogonal. The

forward Hadamard transform is given by:

% b, (m)b, (u)

F(u) =5 T £(m) (-1)
m=0
and the inverse by:
n=l
- iéo bi(m)bi(u)
1
f(m) = N Z F(u) (-1)
u=0

where b (z) is the kth bit in the binary representation of z and N=2".




NUMBER

Table 1.

COEFFICIENTS

EVALUATION  TIMES

OF
COEFFICIENTY FOURIER COSINE HAAR SLANT HADAMARD WALSH
512 0.16 0.26 0.15 0.16 0.08 0.15
256 0.07 0.13 0.08 0.08 0.04 0.08
128 0.04 0.06 0.03 0.04 0.05 0.04
64 0.02 0.03 0.02 0.02 0.0z 0.0z
32 0.01 0.02 C.01 0.01 0.01 0.01
16 <0.01 0.01 0.01 0.01 0.01 0.01
8 <0.01 0.01 0.C1 <0.01 <0.01 0.01
4 <0.01- <0.01 <0.01 <0.01 <0.01 <C.01

RELATIVE CPU TIMES FOR COMPUTING TRANSFORM
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Capture image

Threshold the image

J

Image enhancament operations
e. g. smoathing

Contour fracing and
encoding

%

OQUTPUT-REDUCED IMAGE DATA

Fig. (2)  Preprocessing operation
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256 coefficients
0.31 unit time

64 coefficients
0.08 unit time

16 coefficienfs
0:04 umt time

812 coefficients
0.58 unit fime

28 coefficients
0 .12 unit time

32 coefficients
0.04 unit time

L coefficients
less than 004
unit time

8 coefficients
0.04 unit time

Reconsfruction of simple engineering component
using finite Haar transform coefficients
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512 coefficients

1024 coefficients

0.15 unit time 0.31 unit time

128 coefficients 256 coefficients

0.04 unit time 0.08 unit time

32 coefficients
64 coefficients

0.01 umit time
0.02 unit time

Fig. (5)  Reconstruction of a gear wheel using Walsh transform
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. 256 coefficients
0.15 unit time

512 coefficients
0.30 unit time

64 coefficients ' Q

0.08 unit time 128 coefficients
0.12 unit time
e )
16 coefficients 32 coefficients
0-04 unit time 0-04 unit time

L »
L coefficients 8 coefficients
less than 0-04 unit time less than 0.04 unit time

Fig. (6) Reconstruction of simple engineering component
using finite Hadamard transform coefficients
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512 coefficients 1024 coefficients
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0.08 unit time

128 coefficients

0.03 unit time

256 coefficients

0.04 unit time

32 coeffitients
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64 coefficients

0.02 unit time

Fig. {7}  Reconstruction of a gear wheel using Hadamard transform
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MONITORING AND ASSESSMENT OF ENGINEERING

SURFACE TEXTURES USING COMPUTER VISION

ALKINDI G.A., BAUL. R.M. AND GILL K. F.

ABSTRACT

A number of problems associated with texture measurement using vision systems
are highlighted and some progress towards a model for surface texture measure-
ment has been made. It is shown that the examination of engineering surfaces
using machine vision can give a reliable measure of surface texture based on

space. Parameters based on amplitude are less certain.

Mechanical Engineering Department, University of Leeds
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1 Introduction

The ability to carry out on-line measurement and real time assessment of a
component surface would enhance the control of a wide range of manufacturing

processes and allow current performance to be estimated.

Currently the most popular methods of surface assessment involve stylus
techniques [1], which have known limitations. Other methods available include
comparator specimens, pneumatic gauging, interference microscopy and electrical

resistance measurements [2].

The application of digital techniques and random process analysis has
led to a significant increase in the number of parameters employed in surface

measurement based on classical statistics [3].

An engineering surface will, in general, depart from the ideal envisaged
because of limitations in the geometrical accuracy of machine tools, the nature
of the process involved, material and environmental factors. Errors of form and
surface texture are viewed as two dimensional space varying quantities, which
can contain periodic and random elements in varying proportions [4]. In most
surface measurements the information is separatzd into two components namely

waviness and roughness; usually achieved by filtering techniques. In addition the
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generation of a reference line is basic to all approaches, Table(1).

Three basic types of texture parameter exist and each roughness parame-

ter has an equivalent in the waviness regime. These are summarized in Table(1)

1. Roughness Amplitude parameters which measure the vertical charac-

teristics of surface topography, e.g. R, and R, values.

2. Roughness Spacing parameters which measure the horizontal charac-

teristics of surface topography, e.g. S and S,, values.

3. Roughness Proportion parameters which, indirectly, combine both am-

plitude and spacing characteristics of a surface, e.g. égq.

2 Machine Vision Approach

Although many researchers have published material in the area of texture using
machine vision [5], few have measured texture parameters for manufactured com-
ponents. The main area of interest has been the texture of geographical features

of the countryside [6].
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The statistical methods employed in the vision approach are based on
classical properties e.g. mean, variance and skewness of the data collected [7,8].
Fourier series and autocorrelation function have also been used, but less fre-
quently [9,10]. Recent surveys on texture models and experimental techniques

using vision can be found in references [5,11,12,13].

In this paper the capability of a machine vision system to monitor texture
is explored experimentally because surface colour, lighting conditions, surface

texture, surface geometry and tarnishing will all create measurement problems.

A block diagram for the system used in this work is presented in Figure(1).
Images are stored in a 256 x 256 pixel array, having a grey level value in the range

0 — 255.

Specimen surfaces are aligned so that the lay is vertical. A horizontal
row of pixels therefore corresponds to the track normally employed in stylus

measurements.

A camers position of 90 degrees from the horizontal, and controlled dif-

fused lighting were found to give the best illumination for the engineering surfaces

studied.
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3 Initial Assessment of The Vision System

The initial tests conducted by these authors was for a range of surface rough-
nesses normally encountered in high precision manufactured components ( R,
in the range 0.4 to 1.0 pm). Comparisons between vision grey level data and
conventional stylus results, however, in both the spatial and frequency domain
were severely limited because of the magnification of the camera employed and

"the resolution of surface detail.

Attention was therefore focused on rougher surfaces (R, 6 to 100 pm),

where the available magnification was adequate.

Four sets of standard tactile comparison specimens (Microsurf), Figure(2),
each containing four samples with specified R, values, were selected and examined

using computer vision.

Preliminary tests were carried out to investigate the effect of lighting.
Results showed clearly that light intensity and direction has a significant effect on
grey level values, but not on the spacing between peaks. Changing the position of
the sample within the field of view had only minimal effect on both the amplitude
and spacing between peaks. These preliminary results indicated that texture

parameter data could be obtained by vision and that this data might be useful
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to the practitioner if correctly interpreted and employed.

To investigate the degree of similarity and to determine the possibility
of establishing a calibration between vision and stylus data, a series of test was
undertaken that would allow a comparison to be made between vision and stylus

data.

The computer images of the selected surfaces were examined and the
number of peaks per unit length were estimated for both the vision and stylus
techniques. A good correlation for this spacing parameter was observed. In the
case of amplitude, however, an increase in roughness or stylus amplitude did not
necessarily lead to a corresponding increase in vision amplitude. Typical results

are presented in Figure (3) for a range of camera gains.

The tests confirm the feasibility of a calibration for the spacing parame- -
ters, but not for the amplitude parameters. This does not rule out the possibility
of employing a control specimen with the vision method for specific manufactur-
ing processes. Aliassing is avoided by ensuring four pixels per cycle are monitored
at the highest frequencies. This is confirmed in Figure(4) for cylindrical turned

surfaces.



4 Data Processing and Analysis

Earlier work on shape from shading by these authors [14] has shown that image
intensity is influenced by the distance from the pixel to the optical axis taken
through the image plane. All other effects, e.g. colour differences, lighting dis-
tribution speckles and tarnishing, were small and could be neglected. In this
present study, however, these effects can not be ignored because of the higher

magnification required for texture assessment.

The principal difference between the current vision approach and the sty-
lus method is that the later monitors almost pure amplitude data whereas vision
data can be corrupted by other surface properties unique to vision, e.g. colour
and lighting. In addition the stylus method employs a filter,a skid and a cut-off
value to separate waviness from roughness. The data collected and the reference
lines calculated are therefore based on filtered signals. To allow a fair compari-
son, it is necessary to filter the raw vision data to isolate roughness from waviness

and to remove the corruption caused by the non texture features.

The normal expression used in the calculation of the base line vector
employed in stylus studies is
1 N

T=5 » 2(j) (1)

where 2(j) is a sampled value and N is the number of samples. Typical results
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for vision using Eq.1 are shown in Figure(4.a) for a range of specimens. The
reference line obtained does not always follow the direction of peaks or their
envelope because of the corruption in surface data caused by the non texture

features.

The authors therefore propose an alternative approach in order to compute

a more reliable reference line for the vision data.

4.1 Reference Line Computation for vision data

This approach averages the grey level values, in groups of 5 pixels and the result

is centered on the middle pixel. The initial filtering expression employed is:

1 3*2
()= X =(k) (2)
Y g=j-2
where z is the sample vector containing the grey level values and j = 3,4,5,...,N—

2.

Repeated application of Eq.2 for each grey level value, is made for a total
of % applications. In the successive applications the filtered values are used in

preference to measured values. Equation 2 can then be rewritten as:
1 J+2
zi(j) = 5 Y. zia(h) (3)

k=j-2

where i = 1,2,3,...,% and j = 3,4,5,...,N — 2.
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The result of applying Eq.3 is shown in Figure(4.a) and confirms that this
expression gives a datum that follows the surface undulations more closely giving

a satisfactory reference line for subsequent calculations.

The raw image can be corrected to the new datum by application of
5=0) = 2(j) - 2x(5) (4)

where 7 is the corrected data, z is original data and zy is the filtered data.

Final processing to produce equal areas on both sides of the reference line
was carried out to produce a reference line equivalent to that normally obtained

from stylus measurements, Figure(4.b).

A comparison between normalized stylus and corrected vision data, Fig-
ure(5), shows a mean error of less than 5.7% with a standard deviation of 7.5%
of the mean value. The maximum mean error found for all surfaces examined

was 14.5% and maximum standard deviation was 7.5%

The slopes of the amplitude probability density function (APDF), Fig-
ure(6), for both the stylus and vision approach are very similar for each rough-
ness considered. The estimation of absolute amplitude using vision is not possible
because the grey level range, as shown in Figure(6), does not follow a linear re-

lationship over the range of roughness considered. Parameters outside normal
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control, typically variations in colour and tarnishing, could be significant factors

influencing this non-linearity.

To test the suitability of vision for on-line application, four samples were
prepared using the same material and manufacturing process and R, values were
computed from both vision and stylus data. For each sample, 6 tracks separated
by 2mm, were measured and the results are shown in Figure(7). Although no
linear calibration can exist between stylus and vision rgsults, as shown earlier,
the scatter in vision was found to be no more serious than that of the stylus. This
suggests that vision amplitude data could be usefully employed to detect changes
occurring in a specific metal cutting process, where machining parameters should
remain sensibly constant. Noting that the vision method provides field data as
opposed to serial data from a stylus traverse, the on-line texture monitoring using
vision could provide a fast and reliable assessment of a workpiece surface over a

given area rather than a single track.

4.2 A Proposal for a Visual Texture Measurement Pa-

rameter

It has been shown that a reliable measure for the spacing parameter can be
obtained using computer vision. However, the spacing parameter gives no in-

formation about peak shapes, slope, or amplitude, and consequently its use in
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practical applications is limited if it is not supported by additional information.

A vision parameter which combines both space and amplitude features

could provide a solution. A parameter of this type can be defined as:

where C is the number of reference line crossings, h is the normalized height of

peaks and d is the traverse distance.

To gain some positive evidence to support the use of the S, parameter, it
was evaluated for both vision and stylus data. The results showed variations of
15% or less, demonstrating S, could give an absolute measure compatible with

that obtain by stylus.

To maintain the performance indicated above, the raw vision data should
be filtered to minimize colour differences and waviness. The estimation approach

adopted is summarized in Figure(8) for the evaluation of parameter S,.

4.2.1 Real Application of Parameter S,

A possible application of the S, parameter is in monitoring surface texture of

samples used in standard tribology tests. The tribologist employs the tests to
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determine the load carrying capacity of lubricating fluids and is widely used for

the specification of lubricants [15].

4.2.2 Visual Inspection

Figure (2) shows a number of standard pieces after testing. Inspection of the
surface wear is usually done by human eye and the operator must decide, by
experience, whether the lubricant has passed or failed by visual assessment of

the texture in the wear zone.

4.2.3 Machine Inspection

Figure (9) show images taken for a number of standard test pieces after wear. It
can be noticed that the affected areas can be easily distinguished and a percentage
measurement of that area can be obtained. Results of area measurement are
presented in Table(2). Although the area is an important parameter, it does
not give any indication about the resulting surface texture and possible scoring.
Hence an estimation of the S, parameter has been carried out, and the results
are also included in Table(2). Although the parameter S, is obtained numerically
its significance can only be determined if available subjective information is also

supplied. If the results are representative and a correlation can be established, the
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test procedure may be worthy of automation and operator judgement minimized

in the testing.

5 CONCLUSIONS

This experimental work, in the field of machine vision, extends that already
published by the authors for the evaluation of component.profiles. The results
presented are based on measurements of more than 30 different specimens and
therefore represent a reliable indicator of the importance of machine vision in
engineering texture measurement. Although the tests have been limited to a
range of surface roughness which exceed those normal found in precision man-
ufacturing, surface monitoring employing computer vision has been shown to
have potential as an on-line proximity technique. The examination of smooth
surfaces will be possible when higher camera gain and increased pixel resolution

are commercially available.

One important observation made is that the scatter for the vision surface
measurements is no worse or no better than that of the equivalent stylus mea-
surements and reflects the inherent variations in surface topography from one

part of the surface to another..



The roughness proportion parameter for the vision system S, has been
shown to have the most merit, since it combines both space and amplitude data.
The application of the technique to the objective assessment of a wear track
in the evaluation of lubricants has been encouraging. The vision system has
been shown capable of measuring both the area of the wear scar and the surface
texture using S,. Deep scratches can also be detected if present thus enabling a

complete automation of the test.
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Reference |

a. Amplitude Parameters
R.=1J5 1y(=) | d=

: = The maximum peak to valley height.

R, = The average of the highest five peak to the lowest

- five valley measurements.

b. Spacing Parameters

= 1lywn .
S—n l.=].s.i
= Llymn .
Sm =3 Lj=15;

et

c. Proportion measures
Sg= 1/ JE (6(z) - 0) da
where G = 1 [ §(z)dz

. and 6(z) = y'(z)

“" Table 1 Surface texture parameters.
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Test-Piece | Results of Operator | Area% | Numerical value
No. Judgement of S,
1 Failed 30.6% 4.795
2 Failed 44.6% 4.688
3 Passed 10.1% 6.180
4 Failed 20.2% 4.832
5 Passed 8.2% 6.512
6 Failed 27.4% 4.582
T Passed 12.2% 6.316
8 Failed 23.1% 4.911
9 Failed 33.4% 4.612
10 Failed 39.2% 4.331
11 Failed 22.8% 4.112

Table 2 Evaluation of the parameter S,

in real application
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— Direction of scanning

a. Specimen No.l (Failed) b. Specimen No.2 (Failed)

c. Specimen No.3 (Possed) d. Specimen No.4 (Falled)

Figure 9 Computer images of specimens used.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































