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#### Abstract

We have studied the single effective subprocess approximation for two-jet events at large transverse momentum. This strongly suggested a factorized form for the cross-section for producing two jet events in pp and ppinteractions in terms of an effective structure function and a single basic subprocesses. Also the single and two-jet fractions which are based on the effective structure function have been studied and it is shown that the contribution of these fractions in pp and $\mathrm{p} \overline{\mathrm{p}}$ interactions are independent of the jet angular distribution.

We then tried to explain the surprising similarity between the angular distributions of different $2 \rightarrow 3$ QCD parton-parton subprocesses in the transverse plane. This feature turns out to be associated with an exact relationship between Altarelli-Parisi splitting kernels. Our results are published in Phys. Lett. B212 (1988), 95.

The second part of our work is to handle the calculation of the matrix element squared for six-gluon scattering to the leading order in the number of colours and a compact expression was obtained in terms of kinematical variables. This resulted in Durham preprint DTP 88/40 (1989). We developed a powerful technique which strongly suggested a factorized form for the non-leading terms. Together with the leading expression, this gave the exact matrix element squared for the sixgluon scattering for the first time represented analytically in terms of kinematical invariants in a compact form.

Finally we examined how the non-leading terms are growing in importance when one increases the number of gluons in multi-gluon scattering.
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## Chapter 1

## Introduction

### 1.1 Quantum Electrodynamics

In the early 1930's, a theory emerged describing the electromagnetic interaction of electrons and photons. It is quantized and relativistically invariant. The most recent developments in particle physics, however, have revealed the relevance of a special class of such theories called "gauge theories". Quantum Electrodynamics is the simplest example of a gauge theory. Also the electromagnetic interaction of quarks and leptons are successfully described by the Quantum Electrodynamics. In this section we hope to obtain the structure of Quantum Electrodynamics which is based on the Dirac equation and the principle of local gauge invariance.

For a free electron, the Dirac equation can be written in the following form:

$$
\begin{equation*}
\left(i \gamma^{\mu} \partial_{\mu}-m\right) \Psi=0 . \tag{1.1}
\end{equation*}
$$

which corresponds to the Lagrangian

$$
\begin{equation*}
L=i \bar{\Psi} \gamma_{\mu} \partial^{\mu} \Psi-m \bar{\Psi} \Psi \tag{1.2}
\end{equation*}
$$

The four components of $\bar{\Psi}$ and $\Psi$ are regarded as the independent field variables. One can consider a phase transformation given by

$$
\begin{equation*}
\Psi(x) \rightarrow e^{i \alpha} \Psi(x) . \tag{1.3}
\end{equation*}
$$

where $\alpha$ in equation (1.3) is a real constant. Taking the derivative of equation (1.3) one finds,

$$
\begin{equation*}
\partial_{\mu} \Psi(x) \rightarrow e^{i \alpha} \partial_{\mu} \Psi(x) . \tag{1.4}
\end{equation*}
$$

the Lagrangian which was given in equation (1.2) is invariant under this phase transformation. To check that substitute equation (1.4) into equation (1.2) and use equation (1.3) and note that

$$
\begin{equation*}
\bar{\Psi}(x) \rightarrow e^{-i \alpha} \bar{\Psi}(x) \tag{1.5}
\end{equation*}
$$

The transformation given in equation (1.3) generalises to the following form,

$$
\begin{equation*}
\Psi(x) \rightarrow e^{i \alpha(x)} \Psi(x) \tag{1.6}
\end{equation*}
$$

Now $\alpha(x)$ is not constant but depends on the space and time in a completely arbitrary way. This is known as a local phase transformation. In fact this does not work. The Lagrangian in equation (1.2) is not invariant under the local phase transformation. From equation (1.6) we obtain

$$
\begin{equation*}
\bar{\Psi}(x) \rightarrow \bar{e}^{i \alpha(x)} \Psi(x) . \tag{1.7}
\end{equation*}
$$

So the last term of $L$ in equation (1.2) is invariant. By taking the derivative of equation (1.6), then we have

$$
\begin{equation*}
\partial_{\mu} \Psi(x) \rightarrow e^{i \alpha(x)} \partial_{\mu} \Psi(x)+i e^{i \alpha(x)} \Psi(x) \partial_{\mu} \alpha(x) . \tag{1.8}
\end{equation*}
$$

The invariance of $L$ is broken by the $\partial_{\mu} \alpha(x)$ term. If we demand invariance of the Lagrangian under local gauge transformation, we must seek a modified derivative, $\mathrm{D}_{\mu}$, that transforms covariantly under phase transformations, that is like $\Psi$ itself,

$$
\begin{equation*}
D_{\mu} \Psi \rightarrow e^{i \alpha(x)} D_{\mu} \Psi \tag{1.9}
\end{equation*}
$$

We introduce a vector field $A_{\mu}$ with transformation properties such as to cancel the term which was unwanted in equation (1.8). This can be achieved by the construction

$$
\begin{equation*}
D_{\mu} \equiv \partial_{\mu}-i e A_{\mu} \tag{1.10}
\end{equation*}
$$

where $A_{\mu}$ transforms as the following

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}+\frac{1}{e} \partial_{\mu} \alpha(x) \tag{1.11}
\end{equation*}
$$

where $e$ is the charge of the particle. Now $D_{\mu}$ satisfies the transformation which was given in equation (1.9). The invariance of the Lagrangian $L$ in equation (1.2) then follows if we replace $\partial_{\mu}$ by $D_{\mu}$,

$$
\begin{equation*}
L=i \bar{\Psi} \gamma^{\mu} D_{\mu} \Psi-m \bar{\Psi} \Psi . \tag{1.12}
\end{equation*}
$$

By using equation (1.10) one can rewrite $L$ in the following form,

$$
\begin{equation*}
L=\bar{\Psi}\left(i \gamma^{\mu} \partial_{\mu}-m\right) \Psi+e \bar{\Psi} \gamma^{\mu} \Psi A_{\mu} . \tag{1.13}
\end{equation*}
$$

The vector field which appears in equation (1.13), $A_{\mu}$, is called the gauge field and this couples to the Dirac particle in exactly the same way as the photon field. Compare the "minimal substitution" replacement of Electrodynamics,

$$
\begin{equation*}
p^{\mu} \rightarrow p^{\mu}+e A^{\mu} . \tag{1.14}
\end{equation*}
$$

with the equation in (1.10). The interaction term in equation (1.13) can be written in the form $j^{\mu} A_{\mu}$, where $j$ is the current density. If one regards this new field as the photon field must add to the Lagrangian a term corresponding to its kinetic energy. This kinetic term to be added must be invariant under the transformation which was given in (1.11), it can only involve the gauge invariant field strength tensor which is given by,

$$
\begin{equation*}
F_{\mu \nu} \equiv \partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{1.15}
\end{equation*}
$$

we are thus led to the Lagrangian of QED, which is written in the following form:

$$
\begin{equation*}
L=\bar{\Psi}\left(i \gamma^{\mu} \partial_{\mu}-m\right) \Psi+e \bar{\Psi} \gamma^{\mu} \Psi A_{\mu}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} . \tag{1.16}
\end{equation*}
$$

Note that the addition of a mass term $\frac{1}{2} m^{2} A^{\mu} A_{\mu}$ is not allowed by gauge invariance. The gauge particle, the photon must be massless.

The conclusion is that by imposing the natural requirement of local phase invariance on the free fermion Lagrangian we are led to the interacting field theory of QED.

### 1.2 Quark Model

In cosmic rays and in particle accelerator experiments many elementary particles have been seen, and those particles can be grouped into families according to their spin, isospin, strangeness, parity, and other quantum numbers.

Gell-Mann and Néeman[2] expanded the isospin invariance of the strong force to a higher symmetry representation. Their starting point is the chargeindependent property of the strong nuclear force. This means that particles such as proton and neutron are indistinguishable in a world where the strong force is the only interaction.

The strong interaction can be described in an elegant mathematical way by using an idea based on isospin. The charge independence can be expressed as the invariance of the strong interaction under rotations in isospin space. When isospin is added to strangeness as a property of strong interactions, it becomes clear that the strongly interacting particles are controlled by the symmetry group $S U(3)$. The representation of $S U(3)$ can be chosen from the other possibilities.

In fact this picture can be described by the quark model, together with the $S U(3)$ classification of hadrons, which was proposed by Gell- Mann and (independently) Zweig [2]. The postulate of Gell-Mann and Zweig is that, there are three
types of fermion known as quarks, with different flavours, up, down and strange, $u, d, s$ respectively. The $u$ and $d$ quarks form an $s=0$ isospin doublet $I_{3}=\frac{1}{2},-\frac{1}{2}$ for $u$ and $d$ respectively. The s quark carries an additional additive quantum number, "strangeness", and has $s=-1$. The isospin of the s quark is singlet $I_{3}=0$. In table (1.1) we show the quark quantum numbers, where the 'hypercharge' $Y$ is given by

$$
\begin{equation*}
Y=B+S \tag{1.17}
\end{equation*}
$$

In the quark model picture, the mesons with baryon number $B=0$ are considered to be a bound state of quark and antiquark ( $q \bar{q}$ ). For the three flavours of quark, $q, u, d$, or $s$, there are nine possible combinations of $(q \bar{q})$. The nine states are split up into $S U(3)$ octet and $S U(3)$ singlet under the operation of the fundamental representation of the symmetry group $S U(3)$. The eight states transform among themselves but do not mix with the singlet state. This is shown in figure (1.1).The baryons, with $\mathrm{B}=1$, are bound states of three quarks ( $q q q$ ). Each quark has baryon number $B=\frac{1}{3}$ and charge $\frac{2}{3}$ for the $u$ quarks and ( $-\frac{1}{3}$ ) for $d$ and $s$ quarks.

In fact there are 27 possible combinations of ( $q q q$ ). The nine combinations of two quarks arrange themselves in two $S U(3)$ multiplets

$$
q \otimes q=3 \otimes 3=6 \oplus \overline{3}
$$

where six states are symmetric and 3 states are anti-symmetric under the interchange of two quarks. Adding the third quark triplet, the final representation of the group for the baryon is that

$$
q \otimes q \otimes q=3 \otimes 3 \otimes 3=10 \oplus 8 \oplus 8 \oplus 1
$$

The quark-model provides a very successful description of the particle spectrum.

### 1.3 Why Colour?

The proton is a uud bound state with baryon number 1. The neutron is obtained as a udd bound state. The $\Delta^{++}$particle is a bound state of $u u u$ quarks. The configuration $u u u$ correctly matches the properties of the doubly charged $\Delta^{++}$. Its spin $J=\frac{3}{2}$, is obtained by three identical $J=\frac{1}{2} u$ quarks which are combining together in their ground state. This means that according to the quark scheme one must combine three fermions $u$ which are identical in a completely symmetric ground state, $u u u$, to provide the known properties of the $\triangle$-particle. Of course such a state is forbidden by Fermi statistics. Even neglecting the statistics problem, the quark model is clearly unsatisfactory. Whilst it is true that (qqq), ( $\overline{q q q})$
and $(q \bar{q})$ states reproduce the observed sequence of baryon, antibaryon and meson, the question remains what about all the other possibilities, such as $q q, \overline{q q}$, or single quarks themselves?

Observations, confirm that one never encounters $q q$ combination such as, $u u$, which would have fractional charge $\frac{4}{3}$. Both problems which are discussed above can be resolved by introducing a new property or quantum number for quarks: Colour. One can assume that quarks come in three primary colours, those three colours namely red, green and blue can be denoted by $R, G$ and $B$ respectively. One postulates that hadrons consist of colour singlet combinations of quarks.

One can then write the quark wave function for the $\Delta$-particle state as the following

$$
\Delta^{++}=\frac{1}{\sqrt{6}}\left(u_{R} u_{G} u_{B}-u_{R} u_{B} u_{G}+u_{B} u_{R} u_{G}-u_{B} u_{G} u_{R}+u_{G} u_{B} u_{R}-u_{G} u_{R} u_{B}\right)
$$

and the colour-singlet hadron $\pi^{+}=u \bar{d}$ has the colour singlet wave function

$$
\pi^{+}=\frac{1}{\sqrt{3}}\left(u_{R} \bar{d}_{R}+u_{B} \bar{d}_{B}+u_{G} \bar{d}_{G}\right)
$$

The colour-singlet means that the wave function is invariant under permutations of colour, this colour wave function is antisymmetric. It is clear that one can overcome the statistics problem by disposing of the identical quarks. Now $\triangle$-state are distinguishable by three quarks and their colour quantum number. One can make the overall spin $\times$ space $\times$ colour wave function antisymmetric.

The existence of colour indeed resolves a number of other problems which are summarised in the following points:
(1) $\pi^{0} \rightarrow \gamma \gamma$

This interaction can be described by the diagram of Figure (1.2), and the $\pi^{0}$-state is given by

$$
\left\lvert\, \pi^{0}>=\frac{1}{\sqrt{2}}(|u \bar{u}>-| d \bar{d}>)\right., \text { then one predicts } \Gamma\left(\pi^{0} \rightarrow \gamma \gamma\right)=.90 \mathrm{eV} .
$$

One can note that this result is smaller than experimental data by a factor of (3) ${ }^{2}$. When the quarks come in three different colours, one can find a good agreement between the result predicted by theory and the experimental result.
(2) The experimental ratio of $R$ between the cross-section for $e^{+} e^{-} \rightarrow$ hadrons and $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$is given in the naive parton model (without colour) by

$$
\begin{equation*}
R=\frac{\sigma\left(e^{+} e^{-} \rightarrow \text { hadrons }\right)}{\sigma\left(e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}\right)}=\Sigma e_{i}^{2} . \tag{1.18}
\end{equation*}
$$

For three quark flavours, the $R$ ratio is found to be smaller than experimental data by a factor of 3 . When the quarks come in three different colours, one can find a good agreement between the result which was predicted by theory and the experimental result.

The existence of colour is supported by these different phenomena. The property of colour is also responsible for the confinement of quarks within hadrons.

### 1.4 The Parton model

In deep inelastic scattering, a shower of hadronic products are created when an electron collides with a proton. The two particles interact through the exchange of a virtual photon (high-energies), and the internal structure of the hadronic particle is probed [3]. In figure (1.3) we show the electron-proton scattering.

The cross-section for this scattering can be written in the following form: ( $E$ and $E^{\prime}$ are the energies of the incoming and scattered electron respectively).

$$
\begin{equation*}
\frac{d^{2} \sigma}{d Q^{2} d \nu}=\frac{4 \pi \alpha^{2}}{Q^{4}} \cdot \frac{E}{E^{\prime}}\left[2 W_{1}\left(Q^{2}, \nu\right) \sin ^{2} \frac{\theta}{2}+W_{2}\left(Q^{2}, \nu\right) \cos ^{2} \frac{\theta}{2}\right] . \tag{1.19}
\end{equation*}
$$

Q is the 4-momentum transferred by photon to proton and is given by the following relation

$$
Q^{2}=-q^{2}=E E^{\prime} \sin ^{2} \frac{\theta}{2}
$$

The energy which was lost by the electron to the proton is given by

$$
\nu=E-E^{\prime} .
$$

$W_{1}$ and $W_{2}$, which appear in equation (1.19) are the structure functions which correspond to the two possible polarisation states of the exchanged photon. In general these two structure functions depend on two variables $Q$ and $\nu$. The prediction which was given by J . Bjorken is that when $Q^{2}$ is large at fixed $\nu$, the structure functions are only depending on one variable namely $x$, where

$$
\begin{gather*}
x=Q^{2} / 2 M \nu,(1>x>0) . \\
\\
M W_{1}\left(x, Q^{2}\right) \rightarrow F_{1}(x)  \tag{1.20}\\
\nu W_{2}\left(x, Q^{2}\right) \rightarrow F_{2}(x) .
\end{gather*}
$$

This is called Bjorken scaling.

The simple explanation for the behaviour of Bjorken scaling was given by Feynman [3], where he assumed that the struck nucleon is made of point-like constituents called "partons". The scaling behaviour of the cross-section was used as an indication of scaling of point like partons, which were identified with the quarks of the constituent quark model, as they appeared to have identical quantum properties. The deep inelastic experiments gave the surprising result that the sum of the quark momentum in the proton is only $50 \%$ of the total proton momentum. This result strongly suggested the existence of another object beside quarks to carry the other half of the total proton momentum. This new particle was called the gluon. This gluon has to carry the colour charge as well which means that there are different coloured gluons corresponding to the different possible combinations.

### 1.5 Quantum Chromodynamics

The interaction of gluons and quarks is successfully described by the gauge theory of Quantum Chromodynamics (QCD), which is now believed to be the gauge theory of the strong interaction.

The interaction in QCD of fundamental spin $\frac{1}{2}$ quarks involves the exchange of a spin 1 gauge boson, the gluon, as a colour gauge theory. The simple properties, which the QCD theory has are summarised in the following points:

- Quarks carry colour as well as electric charge.
- Colour is exchanged by eight coloured gluons.
- There is a similarity between the electromagnetic interaction and colour interaction.
- At short distances (large momentum transfer) the coupling is so small that there is a validity to the perturbative technique. While at long distance (momentum transfer is small) the coupling is so large that the perturbative QCD technique cannot be used.

In section (1.1) we discussed the structure of QED. Here similarly one may hope to obtain the structure of Quantum Chromodynamics from the principle of local gauge invariance. The main idea of QCD is to make the $\operatorname{SU}(3)_{c}$ colour symmetry local rather than global. Our starting point is that the free Lagrangian of QCD can be written in the following form.

$$
\begin{equation*}
L_{o}=\bar{q}_{i}\left(i \gamma \partial_{\mu}-m\right) q_{j} \tag{1.21}
\end{equation*}
$$

where $q_{1}, q_{2}, q_{3}$ denote the three colour fields. For simplicity one can take one quark flavour. To impose local gauge invariance on the free QCD Lagrangian it is sufficient to assume infinitesimal phase transformation of the form,

$$
\begin{gather*}
q(x) \rightarrow U q(x)=e^{i \alpha_{a}(x) \cdot T_{a}} q(x), \\
U q(x) \simeq\left[1+i \alpha_{a}(x) T_{a}\right] q(x) . \tag{1.22}
\end{gather*}
$$

where $U$ is an arbitrary $3 \times 3$ unitary matrix. $T_{a}$ is the usual $3 \times 3$ generator of $S U(3)$, and $\alpha_{a}$ is characterised by group parameters. The condition $U^{+}=U^{-1}$ implies that

$$
\begin{equation*}
\alpha_{a} T_{a}=\alpha_{a}^{*} T_{a}^{\dagger} \tag{1.23}
\end{equation*}
$$

$T_{a}$ is hermitian which leads to the requirement that $\alpha_{a}$ must be real. In fact the group is non-abelian since not all the generators $T_{a}$ commute with each other. The commutator of any two is a combination of all the $T^{\prime} s$ and this combination is linear, then one can write

$$
\begin{equation*}
\left[T_{a}, T_{b}\right]=i f_{a b c} T^{c} \tag{1.24}
\end{equation*}
$$

The factor $f_{a b c}$, which appears in equation (1.24) is called the structure constant of $S U(3)$. The set $a, b, c=1, \ldots \ldots, n^{2}-1$, for an $S U(N)$ algebra. This factor is antisymmetric under interchange of any pair of indices. To prove that, define

$$
T_{a}=\lambda_{a} / 2
$$

and comparing with equation (1.24) one can write

$$
\begin{equation*}
\left[\lambda_{i} / 2, \lambda_{j} / 2\right]=i \sum_{k} f_{i j k} \lambda_{k} / 2 \delta_{a b} \tag{1.25}
\end{equation*}
$$

These just generalise the Pauli-matrices and are normalised by $\operatorname{Tr}\left(\lambda_{a} \lambda_{b}\right)=2 \delta_{b}$. Together with equation (1.25) one can then write

$$
\operatorname{Tr}\left(\lambda_{c},\left[\lambda_{a}, \lambda_{b}\right]\right)=4 i f_{a b c}
$$

Now it is easy to show that $f_{a b c}$ is totally antisymmetric.
Antisymmetry in $a, b$ follows from

$$
4 i f_{a b c}=\operatorname{Tr}\left(\lambda_{b},\left[\lambda_{a}, \lambda_{c}\right]\right)=-\operatorname{Tr}\left(\lambda_{c},\left[\lambda_{a}, \lambda_{b}\right]\right)=-4 i f_{a b c}
$$

By taking the derivative of equation (1.22), which is written in the following form,

$$
\begin{equation*}
\partial_{\mu} q(x)=\left[1+i \alpha_{a}(x) T_{a}\right] \partial_{\mu} q(x)+i T_{a} q(x) \partial_{\mu} \alpha_{a}(x) \tag{1.26}
\end{equation*}
$$

we see that the second term in equation (1.26) destroys the invariance of the Lagrangian similarly to the QED case. One can note that if $\alpha_{a}(x)$ is independent of the space and time, this term is zero which implies that the Lagrangian is invariant under global phase transformations. If we want the Lagrangian to be invariant under local transformations, we should look for a modified Lagrangian. To get this, we introduce the gauge field $G_{\mu}^{a}$, where each $G_{\mu}^{a}$ transforms as:

$$
\begin{equation*}
G_{\mu}^{a} \rightarrow G_{\mu}^{a}-\frac{1}{g} \partial_{\mu} \alpha_{a}(x) \tag{1.27}
\end{equation*}
$$

with covariant derivative

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i g T_{a} G_{\mu}^{a} \tag{1.28}
\end{equation*}
$$

By substituting $\partial_{\mu} \rightarrow D_{\mu}$ in equation (1.21) and using equation (1.28) one can write the QCD Lagrangian in the following form

$$
\begin{equation*}
L=\bar{q}\left(i \gamma^{\mu} \partial_{\mu}-m\right) q-g\left(\bar{q} \gamma^{\mu} T_{a} q\right) G_{\mu}^{a} \tag{1.29}
\end{equation*}
$$

For the non-abelian gauge transformation, this is not enough to obtain an invariant Lagrangian. The problem is that

$$
\begin{equation*}
\left(\bar{q} \gamma^{\mu} T_{a} q\right) \rightarrow\left(\bar{q} \gamma^{\mu} T_{a} q\right)-f_{a b c} \alpha_{a}(x)\left(\bar{q} \gamma^{\mu} T_{c} q\right) . \tag{1.30}
\end{equation*}
$$

To achieve gauge invariance of $L$, it is necessary that the gauge field $G_{\mu}$ transforms according to

$$
\begin{equation*}
G_{\mu}^{a} \rightarrow G_{\mu}^{a}-\frac{1}{g} \partial_{\mu} \alpha_{a}(x)-f_{a b c} \alpha_{b}(x) G_{\mu}^{c} \tag{1.31}
\end{equation*}
$$

and finally one may add to $L$ the gauge invariant kinetic energy terms for each of the $G_{\mu}^{a}$ fields. Then the final QCD Lagrangian is given by:

$$
\begin{equation*}
L=\bar{q}\left(i \gamma^{\mu} \partial_{\mu}-m\right) q-g\left(\bar{q} \gamma^{\mu} T_{a} q\right) G_{\mu}^{a}-\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu} \tag{1.32}
\end{equation*}
$$

where $G_{\mu \nu}^{a}$ appearing in equation (1.32) is the QCD field strength tensor and has the following form,

$$
\begin{equation*}
G_{\mu \nu}^{a}=\partial_{\mu} G_{\nu}^{a}-\partial_{\nu} G_{\mu}^{a}-g G_{\mu}^{b} G_{\nu}^{c} f_{a b c} \tag{1.33}
\end{equation*}
$$

The QCD Lagrangian is describing the interaction of coloured quarks $q_{i}^{a}$ and gluons $G_{\mu}$, with coupling specified by $g$, and one can see that this Lagrangian is invariant under the local colour phase transformation on quark fields. Another important note to be made is that a mass term taking the form $\frac{1}{2} m^{2} G_{\mu} G_{\nu}$ is not valid in the Lagrangian, hence local gauge symmetry requires the gluon to be massless like the photon in QED. The Lagrangian $L$ in equation (1.32) can be written in the following representation,


$g G^{3}$

$9 \bar{q} q \mathrm{G}$

$g^{2} G^{4}$

The first term describes the free propagation of quarks, which transform according to the triplet representation and each flavour is a triplet of the colour group. The second and third terms are describing the free propagation of gluons and the quark-gluon interaction respectively. The last two terms describe the three and four gluon vertices in the QCD theory. This reflects the fact that gluons themselves carry colour charge.

### 1.6 Colour Factors

As we have seen it is believed that the quarks come in three colours with the colour force mediated by gluons, those colours are red, green and blue which we are denoting by $R, G$, and $B$ respectively. The eight gluons which mediate the QCD force between colour charges come in nine different colour combinations, but one is a colour singlet. That is eight gluons $3 \times 3$ colour - colour singlet in $S U(3): 9-1=8$.

For 3-colours ( $R, G, B$ ) we will have nine-types of gluon which are given in the following way: $R \bar{G}, R \bar{B}, G \bar{R}, G \bar{B}, B \bar{R}, B \bar{G}$, then the independent combination of $R \bar{R}, G \bar{G}, B \bar{B}$ can be chosen to be

$$
1 / \sqrt{6}(R \bar{R}+G \bar{G}-2 B \bar{B})
$$

$$
1 / \sqrt{2}(R \bar{R}-G \bar{G})
$$

$$
1 / \sqrt{3}(R \bar{R}+G \bar{G}+B \bar{B}) \text { (colour singlet). }
$$

In QED, the strength of the electromagnetic coupling between two quarks is given by $e_{1} e_{2} \alpha$, where $e_{i}$ is the electric charge in units of $e$ and $\alpha$ is the fine structure constant. Similarly in QCD the strength of the strong coupling for single-gluon exchange between two coloured quarks is $C_{1} C_{2} \alpha_{8}$. Here $C_{1}$ and $C_{2}$ are the coefficients of colour which are associated with the vertices. It has become conventional to use the notation $C_{F}$ for the Casimir of the gauge group defined by [1].

$$
\begin{equation*}
C_{F}=\frac{1}{2}\left|C_{1} C_{2}\right| \tag{1.35}
\end{equation*}
$$

Now we can show how the colour factors are calculated.
Consider the interaction between two quarks having the same colour, say, B.

There are three possible diagrams representable as in Figure 1.4.
Out of eight gluons, only one containing the combination $B \bar{B}$ can be exchanged. Then the product of $C_{1} C_{2}$ is

$$
\left[\frac{-2}{\sqrt{6}}\right]\left[\frac{-2}{\sqrt{6}}\right]=\frac{2}{3} .
$$

In figures (1.4b) and (1.4c) we show the interaction between coloured $R$ quarks which can be mediated by two different gluons. One gluon with combination of colour $\frac{1}{\sqrt{6}}(R \bar{R}+G \bar{G}-2 B \bar{B})$ and the other gluon with combination of colour $\frac{1}{\sqrt{2}}(R \bar{R}-G \bar{G})$. Then the product of $C_{1} C_{2}$ for the interaction between coloured $R$ quarks (the last two diagrams) is given by

$$
C_{1} C_{2}=\left[\frac{1}{\sqrt{6}} \times \frac{1}{\sqrt{6}}\right]+\left[\frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}}\right]=\frac{2}{3}
$$

This result is the same as the product of $C_{1} C_{2}$ for the interaction between coloured $B$ in diagram (1.4a), as indeed it has to be from colour symmetry.

In the second case we assume that the interaction is between two quarks with different colour say $R$ and $B$. This interaction can be described by the following diagrams of Figure (1.5).

The interactions between $R-B$ quarks can be mediated by two different gluons. One gluon has a combination of colour $\frac{1}{\sqrt{6}}(R \bar{R}+G \bar{G}-2 B \bar{B})$ and the other gluon has $R \bar{B}$ combination. For the diagram in Figure (1.5a) the $C_{1} C_{2}$ product is given by

$$
C_{1} C_{2}=\left[\frac{1}{\sqrt{6}} \times \frac{-2}{\sqrt{6}}\right]=-\frac{1}{3} .
$$

For the diagram in Figure (1.5b) the product of $C_{1} C_{2}$ is

$$
C_{1} C_{2}=(1)(1)=1 .
$$

In this interaction one can ask, do we add or subtract these two indistinguishable contributions?

In fact the answer depends on the symmetry of the colour wave function under interchange of the quarks. For a symmetric state we add these two contributions together and so the total product of $C_{1} C_{2}$ for the above two diagrams is

$$
C_{1} C_{2}=1-\frac{1}{3}=\frac{2}{3}
$$

For the antisymmetric state we should subtract, then the total product of $C_{1} C_{2}$ for these two contribution is

$$
C_{1} C_{2}=-\frac{4}{3}
$$

In fact this prediction is shown in the first case in which we assume the R-R interaction. Then one can write

$$
C_{1} C_{2}=P-\frac{1}{3}
$$

where $P= \pm 1$ and this depends on the colour symmetric or antisymmetric state for the two quarks.

In the third case we consider the interaction between $B-\bar{B}$ and insert the minus sign at an antiquark vertex, as in QED, where the antiparticle has opposite charge to the particle. In this interaction three diagrams should be taken into account, given in Figure (1.6).

For the diagram (1.6a) the product of $C_{1} C_{2}$ is

$$
C_{1} C_{2}=\left\lceil\frac{-2}{\sqrt{6}} \cdot \frac{2}{\sqrt{6}}\right]=\frac{-2}{3} .
$$

The product of $C_{1} C_{2}$ for the diagram in (1.6b) is

$$
C_{1} C_{2}=[(1)(-1)]=-1 .
$$

For the diagram which was represented in figure (1.6c) the product of $C_{1} C_{2}$ is

$$
C_{1} C_{2}=[(1)(-1)]=-1 .
$$

Then the product of the total $C_{1} C_{2}$ for the three contributions is

$$
C_{1} C_{2}=-\frac{8}{3}
$$

Thus the colour factor $C_{F}$ is $\frac{4}{3}$.
The other factors are represented in table (1.2).

### 1.7 Feynman rules for QCD

In section (1.5) we have discussed the structure of QCD. This structure is demonstrated in the invariant Lagrangian which was given in equation (1.37). In fact to each Lagrangian for QED or QCD, there corresponds a set of Feynman rules, and so, we identify these rules according to the following points:

- There are a set of propagators and vertex factors, associated with the various terms in the Lagrangian.
- The terms which are quadratic in the fields are responsible for the determination of the propagators, terms such as

$$
\bar{q}\left(i \gamma_{\mu} \partial^{\mu}-m\right) q, G^{2}, \ldots
$$

- The other terms in the QCD or (QED) Lagrangian are associated with interaction vertices. Hence the Feynman factor for the vertex is given by the coefficient of the corresponding term in $\mathrm{i} L$ containing the interaction.

It is important to use the Feynman rules when one needs to calculate different processes. In table (1.3) we have listed some of the Feynman rules which are constructed from the Lagrangian of QCD [4]. The diagram labelled by " 1 " in table (1.3) is describing the propagator of quarks. This corresponds to the first term of equation (1.34), while the diagram " 2 " indicates the gluon propagator and this is corresponding to the second term of the QCD Lagrangian which was demonstrated in equation (1.34j. The diagram in (3) in table (1.3) is describing the quark-gluon vertex and corresponds to the third term in equation (1.34) in the previous section, while the diagrams (4) and (5) are describing the three and four gluon vertices and these correspond to the last two terms in equation (1.34).

It is easy to show that the triple gluon vertex is given by

$$
\begin{equation*}
(i L)_{3_{g}}=-\frac{g}{2} f_{a b c}\left(g_{\mu \nu} P_{1 \lambda}-g_{\lambda \mu} P_{1 \nu}\right) G_{a}^{\mu} G_{b}^{\nu} G_{c}^{\lambda} \tag{1.36}
\end{equation*}
$$

by substituting equation (1.33) into equation (1.32) and isolating the terms containing the three gluon fields. By labelling the indices in different terms and using the following relation,

$$
i \partial_{\mu} G_{a}^{\mu}=P_{1 \mu} G_{a}^{\mu} .
$$

summing over all possible orderings of the gluon one can obtain the relation which was given in equation (1.36).

### 1.8 The QED Coupling Constant

The relationship between the renormalised and the bare charge is given by [1] the following ( $Q^{2}=-q^{2}$ ).

$$
\begin{equation*}
e^{2}\left(Q^{2}\right)=e_{o}^{2}\left[\frac{1}{1+I(q)}\right] \tag{1.37}
\end{equation*}
$$

where $I(q)$ is defined by the following two loops, evaluated at two different momentum scales.


$$
\sim \frac{\alpha}{3 \pi} \ln \frac{M^{2}}{Q^{2}}-\frac{\alpha}{3 \pi} \ln \frac{M^{2}}{\mu^{2}}=\frac{\alpha}{3 \pi} \ln \frac{\mu^{2}}{Q^{2}} .
$$

The equation, which is given in (1.37), is displaying the fact that the charge an experimentalist measures depends on the energy scale $Q^{2}$ of the experiment.

The charge which depends on $Q^{2}$ is referred to as the effective coupling constant, hence one can write

$$
\alpha\left(Q^{2}\right)=e^{2}\left(Q^{2}\right) / 4 \pi
$$

At large $Q^{2}=-q^{2}$ the equation in (1.37) has the following form

$$
\begin{equation*}
\alpha\left(Q^{2}\right)=\frac{\alpha_{o}}{1-\frac{\alpha_{a}}{3 \pi} \ln \frac{Q^{2}}{M^{2}}} . \tag{1.38}
\end{equation*}
$$

To eliminate the explicit dependence of $\alpha\left(Q^{2}\right)$ on the cut-off M in equation (1.38), choose $\mu$ as a reference momentum. By using the renormalisation procedure one can find that

$$
\begin{equation*}
\alpha\left(Q^{2}\right)=\frac{\alpha\left(\mu^{2}\right)}{1-\frac{\alpha\left(\mu^{2}\right)}{3 \pi} \ln \frac{Q^{2}}{\mu^{2}}} \tag{1.39}
\end{equation*}
$$

### 1.9 The Effective Quark-Gluon Coupling

Let us consider the contributions to the quark-gluon coupling shown in Figure (1.7). Define $\bar{g}=\bar{g}(Q), \alpha_{s}=g^{2} / 4 \pi, \alpha_{s}\left(Q^{2}\right)=\bar{g}^{2} / 4 \pi$.

For the contributions of Figure (1.7) one can write [6]

$$
\begin{equation*}
\bar{g}=g-\frac{\beta_{o}}{32 \pi^{2}} g^{3}\left(\ln \frac{Q^{2}}{M^{2}}+\bar{c}\right)+\frac{3}{2}\left(\frac{\beta_{o}}{32 \pi^{2}}\right) g^{5}\left(\ln ^{2} \frac{Q^{2}}{M^{2}}+\ldots\right) \tag{1.40}
\end{equation*}
$$

with $\beta_{o}$ and $\bar{c}$ calculable. Note that $\beta_{0}$ is independent of the gauge parameter $\bar{\xi}$ and also independent of the diagrams which are proportional to the colour factor $C_{2}(F)$. Then the definition of $\beta_{0}$ is that

$$
\begin{equation*}
\beta_{o}=\frac{11}{3} C_{2}(A)-\frac{4}{3} N_{f} T_{2}(F) . \tag{1.41}
\end{equation*}
$$

The first term of equation (1.41) comes from the eighth gluon self-coupling diagram in Figure (1.7), and the second term with minus sign comes from the sixth vacuum polarisation diagram with a quark loop (as in QED). In QCD with $N_{C}$ $=3$ and the standard fermion representation one has $C_{2}(A)=3$ and $T_{2}(F)=\frac{1}{2}$, then the equation in (1.41) can be written in the following form

$$
\begin{equation*}
\beta_{o}=11-\frac{2}{3} N_{f} . \tag{1.42}
\end{equation*}
$$

One can note that $\beta_{o}>0$ for $N_{f}<16$.
By using the above definition one can write the equation which was given in (1.40) in the following form,

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\alpha_{s}-\frac{\beta_{o}}{4 \pi} \alpha_{s}^{2} \ln \frac{Q^{2}}{M^{2}}+\frac{\beta_{o}^{2}}{16 \pi^{2}} \alpha_{s}^{3} \ln ^{2} \frac{Q^{2}}{M^{2}}+\ldots . .+ \text { non-leading logs } \tag{1.43}
\end{equation*}
$$

Let us assume that $\alpha_{s} \ll 1, \alpha_{s} \ln \frac{Q^{2}}{M^{2}} \ll 1$. The expansion in (1.43) is then well-defined but clearly depends on M. Suppose thatwe know $\alpha_{s}\left(\mu^{2}\right)$, then

$$
\begin{equation*}
\alpha_{s}\left(\mu^{2}\right)=\alpha_{s}-\frac{\beta_{o}}{4 \pi} \alpha_{s}^{2} \ln \frac{\mu^{2}}{M^{2}}+\frac{\beta_{o}^{2}}{16 \pi^{2}} \alpha_{s}^{3} \ln \frac{\mu^{2}}{M^{2}}+\ldots \tag{1.44}
\end{equation*}
$$

and one can use this expansion to eliminate $\alpha_{s}$ and $M$, and obtain the following expansion,

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\alpha_{s}\left(\mu^{2}\right)-\frac{\beta_{o}}{4 \pi} \alpha_{s}^{2}\left(\mu^{2}\right) \ln \frac{Q^{2}}{\mu^{2}}+\frac{\beta_{o}}{16 \pi^{2}} \alpha_{s}^{3}\left(\mu^{2}\right) \ln n^{2} \frac{Q^{2}}{\mu^{2}}+\ldots \tag{1.45}
\end{equation*}
$$

The re-expansion of the perturbative series for $\alpha_{s}\left(Q^{2}\right)$ from the bare coupling $\alpha_{s}$ to an expansion in $\alpha_{s}\left(\mu^{2}\right)$ is called renormalisation. In fact $\alpha_{s}\left(\mu^{2}\right)$ and $\alpha_{s}\left(Q^{2}\right)$ do not explicitly depend on $M$. Let us assume this expansion makes sense, i.e.

$$
\alpha_{s}\left(\mu^{2}\right) \ll 1, \quad \alpha_{s}\left(\mu^{2}\right) \ln \frac{Q^{2}}{\mu^{2}} \ll 1,
$$

otherwise it is useless. Let us imagine that we know $\alpha_{s}$ at $\mu=2 \mathrm{GeV}$ and we calculate $\alpha_{s}(10 \mathrm{GeV})$, let us further imagine we have $\alpha_{s}$ at $\mu=3 \mathrm{GeV}$ and then calculate $\alpha_{s}(10 \mathrm{GeV})$. For the answers to agree $\alpha_{s}\left(Q^{2}\right)$ must be independent of $\mu^{2}$ and $\alpha_{s}\left(\mu^{2}\right)$. This means all the terms in the series must be related and can be summed by solving a differential equation. Let us instead guess the answer and show it is independent of $\mu^{2}$.

The expansion in (1.45) can be written in the following approximate form,

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right) \simeq \frac{\alpha_{s}\left(\mu^{2}\right)}{1+\frac{\beta_{o}}{4 \pi} \alpha_{s}\left(\mu^{2}\right) \ln \frac{Q^{2}}{\mu^{2}}} . \tag{1.46}
\end{equation*}
$$

This is for $N_{f}<16$. By comparing the equation (1.46) with equation (1.39) in the previous section, one can note that for $N_{f}>16$ then $\beta_{o}$ in equation (1.42) is negative and hence the sign of the coefficient of $\ln \frac{Q^{2}}{\mu^{2}}$ is the same as in QED. This means that the different sign for $\beta_{0}$ in QED and QCD depends on the existence of the gluon, self coupling. In QED the colour factor $C_{2}(A)=0$ and $T_{2}(F)=1$, then in QED, $\beta_{o}$ is given by

$$
\beta_{o}=-\frac{4}{3} N_{f} .
$$

To see that equation (1.46) is independent of $\mu^{2}$, rewrite the equation as the following

$$
\begin{equation*}
\frac{1}{\alpha_{s}\left(Q^{2}\right)}-\frac{\beta_{0}}{4 \pi} \ln Q^{2}=\frac{1}{\alpha_{s}\left(\mu^{2}\right)}-\frac{\beta_{o}}{4 \pi} \ln \mu^{2} . \tag{1.47}
\end{equation*}
$$

In equation (1.47) the right hand side is independent of $Q^{2}$ and the left-hand side is independent of $\mu^{2}$. To separate equation (1.51) one notes that each side of the above equation must be equal to a constant. This means that

$$
\frac{1}{\alpha_{s}\left(Q^{2}\right)}-\frac{\beta_{o}}{4 \pi} \ln Q^{2}=\text { constant } .
$$

This constant is given by $-\left(\beta_{o} / 4 \pi\right) \ln \Lambda^{2}$, hence

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\frac{4 \pi}{\beta_{0} \ln \frac{Q^{2}}{\Lambda^{2}}} . \tag{1.48}
\end{equation*}
$$

The leading terms of equation (1.45) are summed by solving the following differential equation

$$
4 \pi \frac{\partial \alpha_{s}\left(Q^{2}\right)}{\partial \ln Q^{2}}=-\beta_{o} \alpha_{s}^{2}\left(Q^{2}\right)
$$

and the solution is that

$$
\alpha_{s}\left(Q^{2}\right)=\frac{4 \pi}{\beta_{0} \ln \frac{Q^{2}}{\Lambda^{2}}}
$$

One can sum the next-to-leading terms by solving the following differential equation

$$
\begin{equation*}
4 \pi \frac{\partial \alpha_{s}\left(Q^{2}\right)}{\partial \ln Q^{2}}=-\beta_{o} \alpha_{s}^{2}\left(Q^{2}\right)-\frac{\beta_{1}}{4 \pi} \alpha_{s}^{3}\left(Q^{2}\right) \tag{1.49}
\end{equation*}
$$

and the solution is that

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\frac{4 \pi}{\beta_{0} \ln \frac{Q^{2}}{\Lambda^{2}}}-4 \pi \frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln \ln \frac{Q^{2}}{\Lambda^{2}}}{\ln ^{2} \frac{Q^{2}}{\Lambda^{2}}} . \tag{1.50}
\end{equation*}
$$

This means that if we know every term in the perturbative expansion of $\frac{\partial \alpha}{\partial \ln Q^{2}}$, i.e. the $\beta$-function, then we can sum all logs to any order.

Equation (1.48) has the important consequence that for $\beta_{o}>0\left(N_{f}<16\right)$ $\alpha_{s}\left(Q^{2}\right) \rightarrow 0$ as $Q^{2} \rightarrow \infty$. This means that quarks and gluons appear like almost free particles when probed by high momentum. This is known as "asymptotic freedom". The other important consequence of the equation (1.48) is that when $Q^{2}$ goes to $\Lambda^{2}$, it is seen that $\alpha_{s}\left(Q^{2}\right) \rightarrow \infty$ and so the perturbative series breaks down at small $Q^{2}$. These limits are reversed in QED for which $\beta_{o}<0$.

It is clear that the property of asymptotic freeedom ensures that the running coupling constant in QCD becomes small in the kinematical regime characterized by large momentum transfer between fundamental constituents. This means that one is able to calculate an approximation to these large momentum transfer processes by using the perturbation expansion. It is sensible to organize the calculation of large transverse momentum hadron production in the framework of the parton or hard scattering model, $e^{+} e^{-}$annihilation into quarks and gluons can also be calculated in the QCD hard scattering formalism at large momentum transfer. At large distances (low energies) the perturbative theory of strong interactions does not apply in describing the behaviour of quarks and gluons.

Here the confinement is strong and so the perturbation theory is no longer applicable and non-perturbative effects must be introduced in describing the processes of quarks and gluons converting into hadrons (called hadronization). The models for the long time scale physics of hadronization and fragmentation cannot be calculated as yet in perturbative QCD.

### 1.10 Altarelli-Parisi splitting kernels

There are two aspects of the Altarelli-Parisi splitting functions.
(1) The behaviour of scattering amplitudes in the collinear limit. We shall discuss this in more detail in Chapter 4.
(2) Evolution of the structure functions of nucleons. The structure functions of electroproduction are given by [1],

$$
\begin{equation*}
\left(-g_{\mu \nu}+q_{\mu} q_{\nu} / q^{2}\right) W_{1}\left(x, Q^{2}\right)+\left(p_{\mu}-\frac{M \nu}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{M \nu}{q^{2}} q_{\nu}\right) \frac{W_{2}\left(x, Q^{2}\right)}{M^{2}} \tag{1.51}
\end{equation*}
$$

where $p$ and $q$ are the four momenta of the nulceon of mass $M$, and the virtual photon respectively. The parton model shows that the scaling quantities are

$$
\begin{gather*}
M W_{1}=F_{1}  \tag{1.52}\\
\nu W_{2}=F_{2} . \tag{1.53}
\end{gather*}
$$

and the master formula of the parton model is given by

$$
\left.2 x F_{1}(x)=F_{2}(x) \text { at large } Q^{2}\right) .
$$

In the expression (1.51)

$$
\begin{array}{r}
M \nu=(p . q) \\
Q^{2}=-q^{2} \\
Q^{2}=2 M \nu x \tag{1.56}
\end{array}
$$

In fact the structure functions can be expressed in terms of the quark parton densities and is given by the following form [5]

$$
\begin{equation*}
2 F_{1}=F_{2} / x=\sum_{i} e_{i}^{2}\left(q^{i}(x)+\vec{q}^{i}(x)\right) \tag{1.57}
\end{equation*}
$$

where $q^{i}(x)$ in equation (1.57) is the number density of quarks inside the proton target with fraction x of the proton longitudinal momentum.

Experimentally the difference between the structure function for ep and en scattering is non-singlet. Let us assume one flavour in which case the non-singlet is just defined as a difference, i.e.

$$
\begin{equation*}
q^{N S}\left(x, Q^{2}\right)=q\left(x, Q^{2}\right)-\bar{q}\left(x, Q^{2}\right) . \tag{1.58}
\end{equation*}
$$

The structure function corresponding to the non-singlet contribution is given by

$$
\begin{equation*}
F_{2}^{N S}\left(x_{1} Q^{2}\right)=x q^{N S}\left(x, Q^{2}\right) . \tag{1.59}
\end{equation*}
$$

Let $y$ be the fraction of the proton momentum carried by the quark, where $0 \leq y \leq 1$. On scattering with the photon it is observed carrying a fraction $x$ of the proton momentum, so that scattering has changed its momentum fraction by a factor z . This is shown in figure (1.8). Then the probability that the quark emits a gluon with momentum fraction (1-z) is given by $\mathrm{P}_{q q}(\mathrm{z})$. The non-singlet contribution is given by the following form

$$
\begin{equation*}
q^{N S}(x)=\int_{x}^{1} \frac{d y}{y} q^{N S}(y) P_{q q}(x / y) . \tag{1.60}
\end{equation*}
$$

The quark is carrying a momentum fraction before and after being hit by the photon. In the parton model these fractions which are carried by the quark are equal, this means $y=x, z=1$ and $P_{q q}(z)=\delta(1-z)$. In perturbative QCD a gluon is radiated by the quark and so reduces its longitudinal momentum fraction. This means that $y \geq x$, so the probability in equation (1.60) is no longer a delta function, the probability for the radiation of gluons is momentum-dependent. As $Q^{2}$ increases the probability that a quark emits a gluon and so reduced its momentum fraction increases. Indeed, on increasing $Q^{2}$ to $Q^{2}+d Q^{2}$ the probability of quark emitting a gluon is given by

$$
\begin{equation*}
P_{q q}\left(z, Q^{2}+d Q^{2}\right)=\delta(1-z)+\frac{\alpha_{s}}{2 \pi}\left(Q^{2}\right) P_{q q}(z) d \ln Q^{2} \tag{1.61}
\end{equation*}
$$

This is shown in figure (1.9).
The equations (1.60) and (1.61) determine the evolution of non-singlet structure functions to the lowest order in $\alpha_{s}$ to be

$$
\begin{equation*}
\frac{\partial q^{N S}\left(x, Q^{2}\right)}{\partial \ln Q^{2}}=\frac{\alpha_{\theta}\left(Q^{2}\right)}{2 \pi} \int_{x}^{1} \frac{d y}{y} q^{N S}\left(y, Q^{2}\right) P_{q q}(x / y) \tag{1.62}
\end{equation*}
$$

Corresponding to the non-singlet momentum distribution we define its moment $M_{n}^{N S}$ given by

$$
\begin{equation*}
M_{n}^{N S}\left(Q^{2}\right)=\int_{0}^{1} d x x^{n-1} q^{N S}\left(x, Q^{2}\right) \tag{1.63}
\end{equation*}
$$

By taking the derivative of equation (1.63) and using equation (1.62) one can write

$$
\frac{\partial M_{n}^{N S}\left(Q^{2}\right)}{\partial \ln Q^{2}}=\frac{\alpha_{s}\left(Q^{2}\right)}{2 \pi} \int_{0}^{1} d x x^{n-1} \int_{x}^{1} \frac{d y}{y} q^{N S}\left(y, Q^{2}\right) P_{q q}(x / y)
$$

or

$$
\begin{equation*}
\frac{\partial M_{n}^{N S}\left(Q^{2}\right)}{\partial \ln Q^{2}}=\frac{\alpha_{a}\left(Q^{2}\right)}{2 \pi} \int_{0}^{1} d y Q^{N S}\left(y, Q^{2}\right) \int_{0}^{1} \frac{d x}{y}\left(\frac{x}{y}\right)^{n-1} P_{q q}(x / y) \tag{1.64}
\end{equation*}
$$

By setting $z=\frac{x}{v}$ one can write equation (1.64) in the following form

$$
\begin{equation*}
\frac{\partial M_{n}^{N S}\left(Q^{2}\right)}{\partial \ln Q^{2}}=-\frac{\alpha_{s}\left(Q^{2}\right)}{2 \pi} M_{n}^{N S}\left(Q^{2}\right) \gamma_{n}^{o}(N S) \tag{1.65}
\end{equation*}
$$

where $\gamma_{n}^{o}$ is called the anomalous dimension and is given by

$$
\begin{equation*}
\gamma_{n}^{o}(N S)=-\int_{0}^{1} d z z^{n-1} P_{q q}(z) \tag{1.66}
\end{equation*}
$$

$P_{q q}(z)$ is the Altarelli-Parisi splitting kernel and is a function of $z$, and given by [5]

$$
\begin{equation*}
P_{q q}(z)=\left(\frac{N_{c}^{2}-1}{2 N_{c}}\right) \frac{z^{2}+1}{1-z} \text { for } z<1 . \tag{1.67}
\end{equation*}
$$

For $\mathrm{SU}(3)$ the equation (1.67) can be written in form

$$
\begin{equation*}
P_{q q}(z)=\frac{4}{3} \frac{z^{2}+1}{1-z} . \tag{1.68}
\end{equation*}
$$

When the quark radiates a very soft gluon $(z \rightarrow 1)$ the result diverges. As is well known in $e^{+} e^{-}$annihilation into quarks and gluons, for instance, we can cancel these divergences by adding the virtual graph to the real graph in the same order contribution, and hence the final answer is finite. When we add the virtual graph contribution in the same order as the real graph this means that the equation in (1.67) can be written in the following form

$$
\begin{equation*}
P_{q q}(z)=\left(\frac{N_{c}^{2}-1}{2 N_{c}}\right)\left[\frac{1+z^{2}}{(1-z)_{+}}+\frac{3}{2} \delta(1-z)\right] . \tag{1.69}
\end{equation*}
$$

This makes the following condition

$$
\begin{equation*}
\int_{0}^{1} P_{q q}(z) d z=0 \tag{1.70}
\end{equation*}
$$

and hence the excess number of quarks over antiquarks must be constant. This means that

$$
\begin{equation*}
\int_{0}^{1} q^{N S}\left(x, Q^{2}\right) d x=\text { constant. } \tag{1.71}
\end{equation*}
$$

To prove the condition which was given in (1.70), we shall define the following regularization. We define an operation $[f(z)]_{+}$, where $f(z)$ is singular at $z=1$, then with $u(z)$ a smooth weight function

$$
\begin{equation*}
\int_{0}^{1} d z u(z)[f(z)]_{+}=\int_{0}^{1} d z[u(z)-u(1)] f(z) . \tag{1.72}
\end{equation*}
$$

By using this regularization to write equation (1.69) as

$$
\begin{aligned}
\int_{0}^{1} P_{q q}(z) d z & =\left(\frac{N_{c}^{2}-1}{2 N_{c}}\right) \int_{o}^{1}[-(1+z)+3 / 2 \delta(1-z)] d z \\
& =\left(\frac{N_{c}^{2}-1}{2 N_{c}}\right)[-3 / 2+3 / 2]=0
\end{aligned}
$$

By using $\alpha_{\theta}^{2}\left(Q^{2}\right)=-\frac{4 \pi}{\beta_{0}} \frac{\partial \alpha_{0}\left(Q^{2}\right)}{\partial \ln Q^{2}}$ one can rewrite the equation which was given in (1.65) in the following form

$$
\begin{equation*}
\frac{\partial M_{n}^{N S}\left(Q^{2}\right)}{M_{n}^{N S}\left(Q^{2}\right)}=d_{n}^{N S} \frac{\partial \alpha_{s}\left(Q^{2}\right)}{\alpha_{s}\left(Q^{2}\right)} . \tag{1.73}
\end{equation*}
$$

with

$$
d_{n}^{N S}=2 \gamma_{n}^{N S} / \beta_{0} .
$$

The solution of equation (1.73) is that

$$
\begin{equation*}
\ln M_{n}\left(Q^{2}\right)=C_{n}+d_{n}^{N S} \ell n \alpha_{s}\left(Q^{2}\right) \tag{1.74}
\end{equation*}
$$

where $C_{n}$ is constant. The parameter $d^{N S}$ is known for general n ,

$$
\begin{equation*}
d_{n}^{N S}=\frac{2}{\beta_{o}}\left(\frac{N_{c}^{2}-1}{2 N_{c}}\right)\left[1-\frac{2}{n(n+1)}+4 \sum_{j=2}^{n} 1 / j\right] \tag{1.75}
\end{equation*}
$$

To compare the QCD prediction with the experimental result write equation (1.74) for nth and mth moments and eliminate $\alpha_{s}$ to get

$$
\begin{equation*}
\ln M_{m}\left(Q^{2}\right)=\text { const. }+\frac{d_{m}^{N S}}{d_{n}^{N S}} \ln M_{n}\left(Q^{2}\right) \tag{1.76}
\end{equation*}
$$

A plot of $\ell n M_{n}$ versus $\ell n M_{m}$ should be a straight line with slope equal to the ratio of the anomalous dimensions. For $m=6$ and $n=4$ one finds,

$$
\begin{aligned}
\frac{d_{8}^{N S}}{d_{4}^{N S}} & =1.29 \text { for vector gluon } \\
& =1.06 \text { for scalar gluon. }
\end{aligned}
$$

As seen from figure (1.10) where the data is taken from electron, muon and neutrino scattering one has good agreement with the vector gluon QCD predictions.

In the singlet density there is a combination of antiquark and quark densities and of the gluon density inside the proton. When the momentum is increased from $Q^{2}$ to $Q^{2}+d Q^{2}$ the properties of these splittings are described in figure (1.11) QCD with massless quarks is flavour-independent

$$
\begin{aligned}
P_{q i q_{j}} & =P_{q q} \delta_{i j} \\
P_{q i g} & =P_{q g} .
\end{aligned}
$$

and with massless quarks

$$
P_{g q i}=P_{g q} .
$$

for all quark and antiquark types, $\mathrm{i}=1,2, \ldots, 2 \mathrm{~N}_{f}$. One can write the Altarelli-Parisi master equation [5] in the following form

$$
\frac{\partial}{\partial \ln Q^{2}}\left[\begin{array}{c}
\sum\left(x, Q^{2}\right)  \tag{1.77}\\
g\left(x, Q^{2}\right)
\end{array}\right]=\frac{\alpha_{s}\left(Q^{2}\right)}{2 \pi} \int_{x}^{1} \frac{d y}{y}\left(\begin{array}{cc}
P_{q q}(x / y) & 2 N_{f} P_{q g} \\
P_{g q} & P_{g g}
\end{array}\right)\left[\begin{array}{c}
\sum\left(x, Q^{2}\right) \\
g\left(x, Q^{2}\right)
\end{array}\right]
$$

where

$$
\sum\left(x, Q^{2}\right)=\sum_{i=1}^{2 N_{f}} q_{i}\left(x, Q^{2}\right)
$$

and $g\left(x, Q^{2}\right)$ is the density of gluons.
The Altarelli-Parisi splitting functions are given by [5]

$$
\begin{equation*}
P_{\rho q}(z)=P_{q q}(1-z)=C_{2}(F) \frac{1+(1-z)^{2}}{z} \tag{1.78}
\end{equation*}
$$

$$
\begin{align*}
& P_{q g}(z)=P_{q g}(1-z)=T_{2}(F)\left[z^{2}+(1-z)^{2}\right]  \tag{1.79}\\
& P_{g g}(z)=P_{g g}(1-z)=2 C_{2}(A)\left[\frac{z}{(1-z)_{+}}+\frac{(1-z)}{z}+z(1-z)\right] \\
&+\frac{1}{2} \beta_{o} \delta(1-z) \tag{1.80}
\end{align*}
$$

By defining

$$
\gamma_{n}^{o}(b a)=-\int_{0}^{1} d z z^{n-1} P_{b a}(z)
$$

from the above relations one can calculate $\gamma_{n}^{o}(b a)$ given by $[5,6]$

$$
\begin{align*}
& \gamma_{n}^{o}(g q)=-C_{2}(F)\left[\frac{n^{2}+n+2}{n(n-1)(n+1)}\right]  \tag{1.81}\\
& \gamma_{n}^{o}(q g)=-2 N_{f} T_{2}(F)\left[\frac{n^{2}+n+2}{n(n+1)(n+2)}\right]  \tag{1.82}\\
& \gamma_{n}^{o}(g g)=C_{2}(A)\left[\frac{(n-2)(n+1)}{n(n-1)}+\frac{(n-2)(n+5)}{6(n+1)(n+2)}+\sum_{j=3}^{n} \frac{2}{n}\right] \\
&+\frac{2}{3} N_{f} T_{2}(F) . \tag{1.83}
\end{align*}
$$

As before define a singlet moment corresponding to the singlet distribution, and so one can write, for $n=2$

$$
\frac{\partial}{\partial \ln Q^{2}}\left[\begin{array}{l}
M_{2}^{\Sigma}  \tag{1.84}\\
M_{2}^{g}
\end{array}\right]=\frac{-\alpha_{s}\left(Q^{2}\right)}{2 \pi}\left(\begin{array}{cc}
\frac{16}{9} & -N_{f} / 3 \\
\frac{-16}{9} & N_{f} / 3
\end{array}\right)\left[\begin{array}{l}
M_{2}^{\Sigma} \\
M_{2}^{g}
\end{array}\right]
$$

and the eigenvalues are

$$
\gamma_{2}^{-}=0, \gamma_{2}^{+}=\frac{16}{9}+\frac{N_{f}}{3}
$$

The solutions for these coupled equations are given by

$$
\begin{align*}
& M_{2}^{\Sigma}=\left(M_{2}^{\Sigma}\left(Q_{o}^{2}\right)-\frac{3 N_{f}}{16+3 N_{f}}\right)\left[\frac{\alpha_{s}\left(Q^{2}\right)}{\alpha_{s}\left(Q_{o}^{2}\right)}\right]^{d_{2}^{+}}+\frac{3 N_{f}}{16+3 N_{f}}  \tag{1.85}\\
& M_{2}^{g}=-\left(M_{2}^{\Sigma}\left(Q_{o}^{2}\right)-\frac{3 N_{f}}{16+3 N_{f}}\right)\left[\frac{\alpha_{s}\left(Q^{2}\right)}{\alpha_{s}\left(Q_{o}^{2}\right)}\right]^{d_{2}^{+}}+\frac{16}{16+3 N_{f}} \tag{1.86}
\end{align*}
$$

with

$$
d_{2}^{+}=\left[\frac{32+6 N_{f}}{99-6 N_{f}}\right] .
$$

In the equations (1.8) and (1.86) at all Q

$$
M_{2}^{\Sigma}+M_{2}^{g}=1
$$

and this is ensured by the form of the anomalous dimensions which are given in equations (1.81) - (1.83), which give

$$
\begin{aligned}
\gamma_{2}^{o}(q q) & =-\gamma_{2}^{o}(g q) \\
\gamma_{2}^{o}(g g) & =-\gamma_{2}^{o}(q g) .
\end{aligned}
$$

For large $Q_{,}^{2} \alpha_{s}\left(Q^{2}\right)$ becomes small, then

$$
\begin{aligned}
M_{2}^{\Sigma} & \rightarrow 3 N_{f} /\left(16+3 N_{f}\right) \\
M_{2}^{g} & \rightarrow 16 /\left(16+3 N_{f}\right)
\end{aligned}
$$

which are independent of $Q^{2}$.
Experimentally

$$
M_{2}^{\Sigma}\left(Q^{2}\right)=\int_{0}^{1} d x F_{2}\left(x, Q^{2}\right)
$$

agrees with the QCD prediction.

$\oplus$


$$
3 \otimes 3=8 \oplus 1
$$

Figure 1.1: The quark content of the meson nonet


Figure 1.2: The annihilation of $\pi^{0}$ into two photons


Figure 1.3: Deep inelastic scattering kinematics


Figure 1.4: Diagrams for scattering of idential colour quark


Figure 1.5: Diagrams for scattering of different colour quarks


Figure 1.6: Diagrams for $B \bar{B}$


Figure 1.7: QCD corrections to the quark-gluon vertex


Figure 1.8: Change in momentum fraction of scattered quark by gluon radiation

$$
\begin{aligned}
& q . \frac{q}{q}+\frac{q}{\operatorname{\sigma g}_{g} \partial \alpha} z \\
& \delta(1-z) \\
& \frac{a_{s}}{2 \pi} P_{q q}(z) \frac{d Q^{2}}{Q^{2}}
\end{aligned}
$$

Figure 1.9: Shows the probability that a quark emits a gluon in terms of Altarelli-Parisi splitting functions


Figure 1.10: Shows a plot of $\ell \mathrm{M}_{n}$ versus $\ell \mathrm{n} \mathrm{M}_{m}$ for the non-singlet moments


$$
\delta(1-z) \quad \frac{a_{s}}{2 \pi} P_{q q} \frac{d Q^{2}}{Q^{2}} \quad \frac{\alpha_{s}}{2 \pi} P_{q 9} \frac{d Q^{2}}{Q^{2}}
$$



Figure 1.11: Shows the $\mathrm{P}_{g g}, \mathrm{P}_{q i}, \mathrm{P}_{q y}$, splitting probabilities

| Quark | spin | B | Q | $I_{3}$ | S | Y |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| u | $\frac{1}{2}$ | $\frac{1}{3}$ | $\frac{2}{3}$ | $\frac{1}{2}$ | 0 | $\frac{1}{3}$ |
| d | $\frac{1}{2}$ | $\frac{1}{3}$ | $-\frac{1}{3}$ | $-\frac{1}{2}$ | 0 | $\frac{1}{3}$ |
| s | $\frac{1}{2}$ | $\frac{1}{3}$ | $-\frac{1}{3}$ | 0 | -1 | $-\frac{2}{3}$ |

Table 1.1: The quark quantum numbers

| Diagram | Colour factor |
| :---: | :---: |
|  | $\sum_{k=1}^{N} \sum_{a=1}^{N^{2}-1} T_{l k}^{a} T_{k j}^{a}=C_{F} \delta_{i j}=\frac{N_{2}^{2}-1}{2 N_{0} \delta_{i, i}^{*}}$ |
|  | $\sum_{c, d=1}^{N^{2}-1} f_{a c d} f_{b c d}=C_{A} \delta_{a b}=N_{c} \delta_{a b}$ |
|  | $\sum_{i, j=1}^{N} T_{i j}^{a} T_{j i}^{b}=\operatorname{tr}\left(T_{a} T_{b}\right)=\frac{1}{2} \delta^{a b}$ |

Table 1.2 Shows the colour factor for different diagrams


Table 1.3 Shows the Feynman Rules of QCD
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## Chapter 2

## Large- $\mathrm{P}_{\mathrm{T}} \mathrm{Hadronic}$ Collisions

In Figure (2.1) we represent the hard scattering ansatz. The theoretical crosssection for production of two jets at large transverse momentum is completely factorized into a convolution of structure functions $f_{a \mid h}$ which are describing the probability to find parton constituent (a) with momentum fraction $x$ in hadron $h$, and hard scatterings $\hat{\sigma}_{a b \rightarrow c d}$ to be computed in perturbative QCD (at high energies) for all $2 \rightarrow 2$ parton-parton scattering subprocesses $a b \rightarrow c d$. Then the total crosssection for two jet production can be written in the form,

$$
\begin{equation*}
\sigma_{2-j e t}=\sum_{a, b} \iint d x_{a} d x_{b} f_{a \mid h} f_{b \mid h} \hat{\sigma}_{a b \rightarrow c d} \tag{2.1}
\end{equation*}
$$

The equation in (2.1) is normally applied to hard scattering at large angles to produce jets of high transverse momentum. Because of the Rutherford form of the subprocesses

$$
\sigma(\theta) \sim \sin ^{-4} \frac{\theta}{2}
$$

hence the total jet cross-section is dominated by scattering at small angles and grows rapidly as energy increases at fixed $\mathrm{P}_{\mathrm{T}}$. The sum which appears in equation (2.1) runs over all the nine subprocesses which are given in table (2.1).

The cross-section for the various parton-parton subprocesses have been calculated to leading order in $\alpha_{s}$ by Combridge et al. [1].

For a particular process we can define the Mandelstam invariants $\hat{s}, \hat{t}$ and $\hat{u}$ as the following:

$$
\begin{align*}
\hat{s} & =\left(P_{1}+P_{2}\right)^{2}  \tag{2.2}\\
\hat{t}=-\hat{s} / 2\left(1-\cos \theta^{*}\right) & =\left(P_{1}-P_{3}\right)^{2} \\
\hat{u}=-\hat{s} / 2\left(1+\cos \theta^{*}\right) & =\left(P_{1}-P_{4}\right)^{2}
\end{align*}
$$

where $P_{1}$ and $P_{2}$ are the incoming parton momenta, and $P_{3}$ and $P_{4}$ are the outgoing parton momenta, $\hat{s}$ is the centre-of-mass subprocess energy squared and $\theta^{*}$ is the
c.m.s. scattering angle. The various subprocess cross-sections can be written in terms of $\hat{s}, \hat{t}$ and $\hat{u}$. In Table (2.1) we have listed the nine $2 \rightarrow 2$ subprocesses which are written in terms of $\hat{s}, \hat{t}$ and $\hat{u}$ and we have assumed three colours ( $N_{c}=3$ ). Since we cannot experimentally distinguish which final parton variety gives rise to a given jet, we have symmetrised the cross-section in $\hat{t}$ and $\hat{u}$.

### 2.1 Two Jet Angular Distribution

Combridge and Maxwell suggested using a single variable ( $\chi$ ) defined by the following relation [2]

$$
\begin{equation*}
\chi=\frac{1+\cos \theta^{*}}{1-\cos \theta^{*}}=\frac{\hat{u}}{\hat{t}} . \tag{2.3}
\end{equation*}
$$

Then the nine subprocesses which are listed in table (2.1) can be written in terms of $\chi$ and this is shown in table (2.2). We have written the expressions for a general $\mathrm{SU}\left(\mathrm{N}_{\boldsymbol{c}}\right)$ gauge group.

It is clear that the subprocesses in which the final and initial particles are the same are all proportional to $\chi^{2}$, these subprocesses are $q_{1} q_{2} \rightarrow q_{1} q_{2}, q_{1} \bar{q}_{2} \rightarrow$ $q_{1} \bar{q}_{2}, q_{1} q_{1} \rightarrow q_{1} q_{1}, q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}, q g \rightarrow q g$ and $g g \rightarrow g g$. The subprocesses such as, $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2}, q \bar{q} \rightarrow g g$ and $g g \rightarrow q \bar{q}$, having the initial and final particles different, are all proportional to $\chi$. This means that for large $\chi$, the six subprocesses which are mentioned above dominate and have a common angular distribution, but the three subprocesses which are proportional to $\chi$ are becoming small for large $\chi$.

A useful property of the variable $\chi$ is that, in the absence of scaling violations in structure functions and the scale dependences of the coupling constant $\alpha_{s}$,

$$
\frac{d \hat{\sigma}}{d \chi} \sim \frac{\chi^{2}+\chi^{-2}+\chi+\chi^{-1}+1}{(1+\chi)^{2}} \sim \text { constant }
$$

for large $\chi$.
It is interesting to note that the angular distributions of the dominant subprocesses are very similar. The ratios of $q g \rightarrow q g$ and $q q \rightarrow q q$ subprocesses normalised to the dominant one $g g \rightarrow g g$, are rather constant with numerical values around ( $\frac{4}{9}$ ) and $\left(\frac{4}{9}\right)^{2}$ respectively. This can be understood in terms of the colour structure of Feynman diagrams.

The relative strengths of the coupling at the three-gluon vertex compared to the quark-quark-gluon vertex are given by the colour factors $C_{A}$ and $C_{F}$ respectively. For $\operatorname{SU}(3)$ we have $C_{A}=3$ and $C_{F}=\frac{4}{3}$ implying that

$$
\frac{C_{F}}{C_{A}}=\frac{4}{9}
$$

The origin of the ratio can now be explained as in the graphs in figure (2.2).

Indeed the colour structure of QCD means that

$$
\begin{equation*}
q q \rightarrow q q: q g \rightarrow q g: g g \rightarrow g g \simeq 1: \frac{C_{A}}{C_{F}}:\left[\frac{C_{A}}{C_{F}}\right]^{2} \tag{2.4}
\end{equation*}
$$

In Figure 2.3 we show the $\left|\cos \theta^{*}\right|$ dependence of $q g \rightarrow q g$ and $q q \rightarrow q q$ subprocesses, which are normalised to the dominant one $g g \rightarrow g g$.

### 2.2 The Structure Function in pp and p $\bar{p}$ Interactions

The cross-section for $p \bar{p}$ interactions can be written in the following form (neglecting sea quarks).

$$
\begin{array}{r}
\sigma(p \bar{p})=g\left(x_{1}\right) g\left(x_{2}\right)\left[\hat{\sigma}_{g g \rightarrow g g}+N_{f} \hat{\sigma}_{g g \rightarrow q \bar{q}}\right]+ \\
{\left[u\left(x_{1}\right) d\left(x_{2}\right)+u\left(x_{2}\right) d\left(x_{1}\right)\right] \hat{\sigma}_{g_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2}}+} \\
{\left[g\left(x_{1}\right)\left(u\left(x_{2}\right)+d\left(x_{2}\right)\right)+g\left(x_{2}\right)\left(u\left(x_{1}\right)+d\left(x_{1}\right)\right)\right] \hat{\sigma}_{q g \rightarrow q g}} \\
+\left[u\left(x_{1}\right) u\left(x_{2}\right)+d\left(x_{1}\right) d\left(x_{2}\right)\right] \\
{\left[\hat{\sigma}_{q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}}+\hat{\sigma}_{q \bar{q} \rightarrow g g}+\left(N_{f}-1\right) \hat{\sigma}_{q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2}}\right]} \tag{2.5}
\end{array}
$$

for proton-proton interaction, the cross-section can be written in the following form,

$$
\begin{array}{r}
\sigma(p p)=g\left(x_{1}\right) g\left(x_{2}\right)\left[\hat{\sigma}_{g g \rightarrow g g}+N_{f} \hat{\sigma}_{g g \rightarrow q \bar{q}}\right]+ \\
{\left[u\left(x_{1}\right) d\left(x_{2}+u\left(x_{2}\right) d\left(x_{1}\right)\right] \hat{\sigma}_{q_{1} q_{2} \rightarrow q_{1} q_{2}}+\right.} \\
{\left[g\left(x_{1}\right)\left(i\left(x_{2}\right)+d\left(x_{2}\right)\right)+g\left(x_{2}\left(u\left(x_{1}+d\left(x_{1}\right)\right)\right] \hat{\sigma}_{q g \rightarrow q g}+\right.\right.} \\
{\left[u\left(x_{1}\right) u\left(x_{2}\right)+d\left(x_{1}\right) d\left(x_{2}\right)\right] \hat{\sigma}_{q_{1} q_{1} \rightarrow q_{1} q_{1}} .} \tag{2.6}
\end{array}
$$

We shall use the result which is obtained in section (2.1), that the crosssection for $g g \rightarrow g g, q g \rightarrow q g$ and $q q \rightarrow q q$ are in the ratio $1: \frac{4}{9}:\left(\frac{4}{9}\right)^{2}$ and this enables us to rewrite equations (2.5) and (2.6) in the following form,

$$
\begin{equation*}
\sigma \sim F\left(x_{1}, Q^{2}\right) F\left(x_{2}, Q^{2}\right) \hat{\sigma}_{g g \rightarrow g g} \tag{2.7}
\end{equation*}
$$

with

$$
\begin{equation*}
F\left(x, Q^{2}\right)=g\left(x, Q^{2}\right)+\frac{4}{9}\left[u\left(x, Q^{2}\right)+d\left(x, Q^{2}\right)\right] \tag{2.8}
\end{equation*}
$$

where we use the subprocess $g g \rightarrow g g$ as the basic subprocess in equation (2.1). This means that the angular dependence effectively factors out leaving a convolution of effective parton distributions. This is called the single effective subprocess
(SES) approximation. The meaning of equation (2.7) is clear, that the crosssection can be understood as the convolution of two single effective structure functions and one basic subprocess, and the ratio $1: 4 / 9: 16 / 81$ means that the product of the structure functions $F\left(x_{1}\right) \cdot F\left(x_{2}\right)$ is a perfect square and this results in the factorisation of the structure functions. It is clear that, the structure functions not only depend on $x$ but are also functions of $Q^{2}$. As $Q^{2}$ increases the resolving power increases and the number of gluons increases and so the momentum fraction carried by each gluon decreases. This means that there are more low momentum partons in the proton, and the structure function softens. These $Q^{2}$ dependences take the form of slowly-varying logarithmic corrections that are expected from the QCD theory and are known as scaling violations because they break the scale invariant nature of the structure functions.

In ref. [3] it has been emphasised that the transverse cross- section for production of jets at $90^{\circ}$ to the beam direction in the overall c.m. frame,

$$
\Sigma_{T}=\left.\frac{d \sigma^{2-j e t}}{d p_{T}^{2} d y_{1} d y_{2}}\right|_{y_{1}=y_{2}=0} \simeq \frac{20}{9 x_{T}^{2} s^{2}} \alpha_{s}^{2}\left[u\left(x_{T}\right)+d\left(x_{T}\right)+\frac{9}{4} g\left(x_{T}\right)\right]^{2}
$$

where $x_{1}=x_{T}\left(e^{\nu_{1}}+e^{\nu_{2}}\right) / 2, x_{2}=x_{T}\left(e^{-\nu_{1}}+e^{-\nu_{2}}\right) / 2$, and $x_{T}=2 P_{T} / \sqrt{ } s$, provides a useful way of supplementing one's knowledge of the structure functions, in that it is proportional to the squared valence quark distribution at large values of $x$ because the gluon distribution at large $x$ is quite small, whilst being sensitive to the gluon distribution at small values of $x$, because the structure function of gluons will be dominant at small $x$. The linear combination in equation (2.8) can be obtained from a measurement of the transverse cross-section at any values of $x$.

The equation which was given in (2.7) can be written in the following form,

$$
\begin{equation*}
\frac{\sigma}{\hat{\sigma}_{g g \rightarrow g g}} \sim F\left(x_{1}, Q^{2}\right) F\left(x_{2}, Q^{2}\right) \tag{2.9}
\end{equation*}
$$

In tables (2.3) and (2.4) we have tested the accuracy of the single effective subprocess approximation. The quantities $\sigma(p p) / \hat{\sigma}_{g g \rightarrow g g}$ and $\sigma(p \bar{p}) / \hat{\sigma}_{g g \rightarrow g g}$ have been calculated for various values of $x_{1}, x_{2}$ and $p \bar{p}$ interactions. We used all the subprocesses which are obtained in lowest order QCD and used equations (2.5) and (2.6). We used the structure functions set 1 of Duke and Owens ref. [4] which are evaluated with $Q^{2}=x_{1} x_{2} s$ compared with $F\left(x_{1}, Q^{2}\right) F\left(x_{2}, Q^{2}\right)$ of equation (2.9) with the same input, and we assumed two values of $\boldsymbol{X}=1, \boldsymbol{X}=10$. It is in a good agreement with the actual results and it is clear that the $\theta^{*}$-dependence in $\sigma(p p)$ and $\sigma(p \bar{p})$ interactions is very similar to the angular distribution for the dominant subprocess $g g \rightarrow g g$, and hence this angular factor roughly cancels in $\sigma(p p) / \hat{\sigma}_{g g \rightarrow g g}$ and $\sigma(p \bar{p}) / \hat{\sigma}_{g g \rightarrow g g}$. Very similar results and comments are obtained by Combridge and Maxwell [3] but including the non-scaling effect.

In figure (2.4) we show UA1 and UA2 [5] data on the effective structure function which was given in (2.8). It is clear that, both agree well with the corresponding combination of CDHS structure functions measured in neutrino
reactions evolved in $Q^{2}$ from 20 to $2000 \mathrm{GeV}^{2}$, in the region of small $x$, where $F(x)$ is dominated by the gluon distribution, and the large values of $x$, where $F(x)$ is dominated by the valence quarks.

Tables (2.3) and (2.4) show the single effective subprocess approximation test.

### 2.3 Data on The Two Jet Angular Distribution

The 2-jet events are measured experimentally by the UA1 and UA2 collaborations at the CERN $p \bar{p}$ collider. It is clear that only at these very large collision energies is the identification and measurement of large transverse momentum jets relatively unambiguous. At lower energies it is still difficult to separate the jets from the other underlying hadrons in the events. In practice there is a small difference between the fragmentation of quarks and gluons, in fact this difference is very hard to detect experimentally. This indistinguishability means it is hard to test QCD beyond the single effective subprocess approximation.

Recent experiments [6] at the $\mathrm{p} \bar{p}$ collider have verified the existence of the hard scattering processes between constituents leading to jet production at high transverse momentum. The calculations which are based on perturbative QCD reproduce the form of the observed angular distributions of jets. In figure (2.5) we show data on the angular distribution taken from the UA1 collaboration [7] compared with the QCD prediction. In jet angular distribution the $\boldsymbol{\theta}^{*}$-dependence comes from the matrix elements squared of the subprocesses which enter in the total cross-section in equation (2.1). This is only true if the scale $Q$ in the coupling constant $\alpha_{g}$ and the $Q$ which enters into the structure functions through

$$
s=\ln \left[\ln \frac{Q^{2}}{\Lambda^{2}} / \ln \frac{Q_{o}^{2}}{\Lambda^{2}}\right]
$$

is independent of $\theta^{*}$. This means that one can choose the scale $Q^{2}=x_{1} x_{2} s$ where $x_{1}, x_{2}$ are incoming parton Bjorken $x$ 's and $s$ is fixed. This is represented by the dashed line in figure (2.5). It is clear from the data that this situation is excluded, because we have neglected the non-scaling behaviour of QCD in the calculation of the theoretical curve and we have effectively assumed that $\alpha_{s}=$ constant, but the QCD coupling constant does actually depend on the $Q^{2}$ of the interaction through

$$
\alpha_{s}=4 \pi / \beta_{0} \ln \frac{Q^{2}}{\Lambda^{2}}
$$

we do not know a priori what the definition of $Q^{2}$ should be, so a reasonable choice has to be made.

In the solid curve we give the QCD prediction using a scale $\mathbf{Q}$ defined as the following,

$$
Q^{2}=-\hat{t}=-\frac{1}{2} \hat{s}(1-\cos \hat{\theta})
$$

This means that the scale $\mathbf{Q}$ depends on the angle and when this is compared with data it is noted that there is excellent agreement. But in the first situation there was still a good agreement with data even through $Q^{2}=\hat{s}$ is disfavoured. The data which are used here clearly have steeper dependence, and this implies that as the angle decreases, the $\mathbf{Q}$ scale must also decrease. our conclusion is that in the total cross-section the $\theta^{*}$-dependence mostly comes from the subprocesses and the structure function gives only a weak dependence on the angle through the scale $\mathbf{Q}$. Thus the angular dependence of jet cross-section provides further evidence of the scaling violation consistent with the perturbative QCD.

In figure (2.6) we show the theoretical curve for $\frac{d o}{d x}$ compared with data. The dashed curve gives the QCD prediction, where we choose $Q^{2}=\hat{s}$. We are considering events which are at fixed mass and hence fixed $\hat{s}$ so that $\alpha_{s}=$ constant over the whole angular range ( $\chi \geq 2$ ) and therefore the event rate will be constant over this range. It is clear that, at large angle ( $\chi=1-2$ ) the scaling curve rises well above the data and at small angle ( $\chi=7-9$ ) it falls substantially below. This means that the particular choice of $\mathrm{Q}^{2}=\hat{s}$ does not seem to be a particularly good choice of the scale and is clearly not a good explanation of the data. In the same figure the solid curve indicates the effect of various scale-breaking corrections. The scale-breaking corrections include the $Q^{2}$-dependence of $\alpha_{s}$ through the factor $\alpha_{s}^{2}$ and the $Q^{2}$-dependence of the effective structure function calculated assuming

$$
Q^{2}=-\frac{1}{2} \hat{s}(1-\cos \hat{*})
$$

and taking the QCD scale parameter $\Lambda=.20 \mathrm{GeV}$. The non- scaling curve seems to be in good agreement with data.

### 2.4 Single Jet and 2-Jet Fractions

For various kinematical configurations of the two large transverse momentum jets one can obtain simple relations based on the SES approximation, for example the inclusive single jet fraction $f_{q}, f_{g}$ and also the 2 -jet fractions $f_{q g}, f_{q q}$ and $f_{g g}$. These fractions measure simple combinations of the structure functions and remarkably there are simple relationships between the two jet and inclusive single jet fractions. These results only depend on the geometrical progression which was obtained in (2.4) and this may be also considered to directly reflect the nature of the underlying theory. To obtain the inclusive single-jet fraction let us assume that the crosssection for producing quark jets is

$$
\begin{array}{r}
\sigma_{q}(p p)=N_{f} g\left(x_{1}\right) g\left(x_{2}\right) \hat{\sigma}_{g g \rightarrow q \bar{q}}+ \\
{\left[u\left(x_{1}\right) u\left(x_{2}\right)+d\left(x_{1}\right) d\left(x_{2}\right)\right] \hat{\sigma}_{q_{1} q_{1} \rightarrow q_{1} q_{1}}+} \\
{\left[u\left(x_{1}\right) d\left(x_{2}\right)+u\left(x_{2}\right) d\left(x_{1}\right)\right] \hat{\sigma}_{q_{1} q_{2} \rightarrow q_{1} q_{2}}+} \\
\frac{1}{2}\left[g\left(x_{1}\right)\left(u\left(x_{2}\right)+d\left(x_{2}\right)\right)+g\left(x_{2}\right)\left(u\left(x_{1}\right)+d\left(x_{1}\right)\right)\right] \hat{\sigma}_{q g \rightarrow q g}
\end{array}
$$

and similarly for $p \bar{p}$ interactions,

$$
\begin{array}{r}
\sigma_{q}(p \bar{p})=N_{f} g\left(x_{1}\right) g\left(x_{2}\right) \hat{\sigma}_{g g \rightarrow q \bar{q}}+ \\
{\left[u\left(x_{1}\right) u\left(x_{2}\right)+d\left(x_{1}\right) d\left(x_{2}\right)\right]\left[\hat{\sigma}_{q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}}+\left(N_{f}-1\right) \hat{\sigma}_{q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2}}\right]} \\
+\left[u\left(x_{1}\right) d\left(x_{2}\right)+u\left(x_{2}\right) d\left(x_{1}\right)\right] \hat{\sigma}_{q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2}}+ \\
\frac{1}{2}\left[g\left(x_{1}\right)\left(u\left(x_{2}\right)+d\left(x_{2}\right)\right)+g\left(x_{2}\right)\left(u\left(x_{1}\right)+d\left(x_{1}\right)\right)\right] . \hat{\sigma}_{q g \rightarrow q} .
\end{array}
$$

Then

$$
\begin{align*}
f_{q}(p \bar{p}) & =\frac{\sigma_{g}(p \bar{p})}{\sigma(p \bar{p})} \\
f_{q}(p p) & =\frac{\sigma_{q}(p p)}{\sigma(p p)} \tag{2.10}
\end{align*}
$$

$\sigma(p \bar{p})$ and $\sigma(p p)$ are calculated from the equations which are given in (2.5) and (2.6).

By applying equation (2.7) one can obtain

$$
\begin{array}{r}
f_{q}(\mathrm{SES})=\frac{u\left(x_{1}\right)+d\left(x_{1}\right)}{2 F\left(x_{1}\right)}+\frac{u\left(x_{2}\right)+d\left(x_{2}\right)}{2 F\left(x_{2}\right)} \\
=\frac{1}{2}\left[f_{q}\left(x_{1}\right)+f_{q}\left(x_{2}\right)\right] \tag{2.11}
\end{array}
$$

and similarly

$$
\begin{align*}
f_{g}(\mathrm{SES})=\frac{9 g\left(x_{1}\right)}{8 F\left(x_{1}\right)}+\frac{9 g\left(x_{2}\right)}{8 F\left(x_{2}\right)} & \\
& =\frac{1}{2}\left[f_{g}\left(x_{1}\right)+f_{g}\left(x_{2}\right)\right] . \tag{2.12}
\end{align*}
$$

The angular integration in the numerator cancels with the angular integration in the denominator in the ratios of $f_{q}$ and $f_{g}$. Thus the inclusive fraction of quark (gluon) jets in this configuration is roughly just the fractional contribution of quark (gluon) distribution to the effective structure function. In particular the measurement of the fraction of gluon or fraction of quark can be immediately converted to an estimate of the following ratio,

$$
\frac{u(x)+d(x)}{g(x)} .
$$

For the 2 -jet fractions one can, for instance, consider the cross-section which involves only quarks in the final state in $\mathrm{p} \bar{p}$ and pp interactions,

$$
\begin{array}{r}
\sigma_{q q}(\overline{p \bar{p}})=\left[u\left(x_{1}\right) d\left(x_{2}\right)+u\left(x_{2}\right) d\left(x_{1}\right)\right] \hat{\sigma}_{q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2}}= \\
{\left[u\left(x_{1}\right) u\left(x_{2}\right)+d\left(x_{1}\right) d\left(x_{2}\right)\right]\left[\hat{\sigma}_{q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}}+\left(N_{f}-1\right) \hat{\sigma}_{q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2}}\right],}
\end{array}
$$

and for $p p$ interaction,

$$
\begin{aligned}
\sigma_{q q}(p p) & =\left[u\left(x_{1}\right) d\left(x_{2}\right)+u\left(x_{2}\right) d\left(x_{1}\right)\right] \hat{\sigma}_{q_{1} q_{2} \rightarrow q_{1} q_{2}} \\
& +\left[u\left(x_{1}\right) u\left(x_{2}\right)+d\left(x_{1}\right) d\left(x_{2}\right)\right] \hat{\sigma}_{q_{1} q_{1} \rightarrow q_{1} q_{1}}
\end{aligned}
$$

We define

$$
\begin{align*}
& f_{q q}(p \bar{p})=\frac{\sigma_{q q}(p \bar{p})}{\sigma(p \bar{p})} \\
& f_{q q}(p p)=\frac{\sigma_{q q}(p p)}{\sigma(p p)} . \tag{2.13}
\end{align*}
$$

By applying the SES approximation one can find

$$
\begin{align*}
f_{q q}(S E S)= & \frac{\left[u\left(x_{1}\right)+d\left(x_{1}\right)\right]}{F\left(x_{1}\right)} \frac{\left[u\left(x_{2}\right)+d\left(x_{2}\right)\right]}{F\left(x_{2}\right)} \\
& =f_{q}\left(x_{1}\right) f_{q}\left(x_{2}\right) . \tag{2.14}
\end{align*}
$$

In the same manner one can show

$$
\begin{gather*}
f_{g g}(S E S)=f_{g}\left(x_{1}\right) f_{g}\left(x_{2}\right) \\
f_{q g}(S E S)=f_{q}\left(x_{1}\right) f_{g}\left(x_{2}\right)+f_{g}\left(x_{1}\right) f_{q}\left(x_{2}\right) . \tag{2.15}
\end{gather*}
$$

The relations (2.11), (2.12), (2.14) and (2.15) are independent of the initial state structure functions. The angular integration factors which are coming from the subprocesses cancel for each $f$ individually, there is no requirement of similar angular acceptance, in the subprocess centre-of-mass frame, for the different (laboratory) kinematical configurations included in the above relations. A complication for the relations (2.11), (2.12), (2.14) and (2.15), which link processes with different kinematics are the effects which arise from the non-scaling in the structure function. This may be different from one quantity to another. For example if the large momentum scale is defined by $\hat{s}$, then the above relation contains a mixture of $\mathrm{Q}^{2}=x_{1} x_{2} s, x_{1}^{2} s, x_{2}^{2} s$ for fixed s , rather than being evaluated at a common value.

If one defines the scale $\mathbf{Q}$ by $\hat{t}$ or some other variable which varies with the subprocess scattering angle, a similar comment applies. Further complications may arise if the different subprocesses are related with different $Q^{2}$ s. All these difficulties disappear asymptotically.

In tables (2.5) and (2.6) we have considered $f_{q}$ in $p p$ and $p \bar{p}$ interactions, and compared the real $f_{q}$ which was computed in the absence of the single effective subprocess approximation by using equations which are given in (2.10) and all subprocesses, with the $f_{q}(\mathrm{SES})$ which was obtained from the single effective subprocess approximation. For $p p$ and $p \bar{p}$ interactions the approximation is good to within $\sim 10 \%$ over the whole range of $x_{1,2}$. We used the set 1 Duke and Owens structure functions of ref. [4]. Also demonstrated by these tables is the fact that the $\theta^{*}$-dependence in $\sigma_{q}(p p)$ and $\sigma_{q}(p \bar{p})$ is very similar to the angular distribution for $\sigma(p p)$ and $\sigma(p \bar{p})$ and hence this angular factor roughly cancels in the ratios of $\sigma_{q}(p p) / \sigma(p p)$ and $\sigma_{q}(p \bar{p}) / \sigma(p \bar{p})$ leading to an independence of $f_{q}$ on $\chi$. In tables (2.7) and (2.8) we show the comparison between the real $f_{g}$ computed from all the $2 \rightarrow 2$ QCD subprocesses for $p p$ and $p \bar{p}$ interactions and $f_{g}(S E S)$ which was computed from the single effective subprocess approximation. It is clear that the results which are obtained from the single effective subprocess approximation do not agree with the real results at large values of $x_{1,2}$. This is because the subprocess $\mathrm{q} \bar{q} \rightarrow g g$ gives a large contribution at large values of $x_{1}, x_{2}$ and this effect is larger in $p \bar{p}$ than $p p$ interactions because the $p \bar{p}$ interaction involves the subprocess $q \bar{q} \rightarrow \bar{g} g$ as a significant source of large- $x$ gluons. This effect becomes large if one moves to the transverse plane, that is $\chi=1$.

In table (2.9) we have compared the actual $f_{q g}$ for pp and $p \bar{p}$ interactions computed by using all subprocesses with $f_{q g}(S E S)$ which was calculated in the single effective subprocess approximation, again one can see a very good agreement over the whole range of $x_{1}, 2$ and we assumed $\chi=10$.

In table (2.10) we show the comparison between the 2 -jet fraction, $f_{a q}$, in pp and $\mathrm{p} \bar{p}$ interactions, these fractions were calculated from the $2 \rightarrow 2$ QCD subprocesses and we used the structure function in ref. [4], and are compared with SES approximation.

In table (2.11) we have compared with 2 -jet fraction $f_{g g}$ calculated by the single effective subprocess approximation and calculated by using all the $2 \rightarrow$ 2 QCD subprocesses for $p p$ and $p \bar{p}$ interactions. There is very good agreement between $f_{g g}(\mathrm{SES})$ and the actual $f_{g g}$ for $p p$. But the real $f_{g g}$ is not quite so favourable for $p \bar{p}$, at large values of $x_{1,2}$, for the same reason discussed before.

Unfortunately fragmentation properties of quarks and gluons jets are very similar and it would be hard to measure the f's experimentally and check the simple SES results.


Figure 2.1 : The Hard-Scattering Ansatz


Figure 2.2 : Colour factors of the dominant subprocesses


Figure 2.3: The $\left|\cos \theta^{*}\right|$ dependenteof $q q \rightarrow q q$ and $q g \rightarrow q g$ normalised to $\boldsymbol{g} \boldsymbol{g} \rightarrow \boldsymbol{g} \boldsymbol{g}$.


Figure 2.4 : UA1 and UA2 data on the effective structure function F(x)


Figure 2.5 : UA1 data on angular distribution of two-jet events versus $\cos \theta$
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Figure 2.6 : Angular distribution of two-jet events plotted versus the variable $\chi$

| Parton Subprocess | $\Sigma=\left(2 \hat{s} / \pi \alpha_{s}^{2}\right) \cdot d \hat{\sigma} / d \cos \theta$ |
| :---: | :---: |
| $q_{1} q_{2} \rightarrow q_{1} q_{2}$ | $\frac{4}{9} \frac{\hat{\delta}^{2}+\hat{a}^{2}}{\hat{t}^{2}}$ |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2}$ | $\frac{4}{9} \frac{{\frac{3}{}{ }^{2}+\hat{a}^{2}}_{i^{2}}{ }^{2}}{}$ |
| $q_{1} q_{1} \rightarrow q_{1} q_{1}$ | $\frac{4}{9}\left(\frac{\hat{\mathbf{i}}^{2}+\hat{\underline{u}}^{2}}{\hat{t}^{2}}+\frac{\hat{\mathbf{i}}^{2}+\hat{t}^{2}}{\hat{u}^{2}}\right)-\frac{8}{27} \frac{\hat{\mathbf{i}}^{2}}{\hat{i} \hat{u}}$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2}$ | $\frac{4}{9} \frac{\hat{i}^{2}+Q^{2}}{z^{2}}$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}$ | $\frac{4}{9}\left(\frac{\hat{z}^{2}+\hat{0}^{2}}{\hat{t}}+\frac{\hat{t}^{2}+\hat{u}^{2}}{\delta^{2}}\right)-\frac{8}{27} \frac{\hat{Q}^{2}}{\hat{\delta t}}$ |
| $q \bar{q} \rightarrow g g$ | $\frac{32}{27} \frac{\hat{a}^{2}+\hat{i}^{2}}{0 \hat{t}}-\frac{8}{3} \frac{\hat{u}+\hat{t}^{2}}{\hat{b}^{2}}$ |
| $g g \rightarrow q \bar{q}$ | $\frac{1}{6} \frac{0^{2}+i^{2}}{0 \hat{t}}-\frac{3}{8} \frac{\hat{u}^{2}+i^{2}}{\delta^{2}}$ |
| $q g \rightarrow q g$ |  |
| $g g \rightarrow g g$ | $\frac{9}{2}\left(3-\frac{0 \hat{t}}{3^{2}}-\frac{\frac{a}{i}}{\hat{t}^{2}}-\frac{3 \hat{t}}{u^{2}}\right)$ |

Table 2.1: Shows the Parton Subprocesses written in terms of $\hat{s}, \hat{t}$ and $\hat{u}$.

| Parton Subprocess | $\Sigma=\hat{s} / \pi \alpha_{s}^{2} \times N_{g} / C_{F}^{2}(1 / 4) d \hat{\sigma} / d \hat{t}$ |
| :---: | :---: |
| $q_{1} q_{2} \rightarrow q_{1} q_{2}$ | $\chi^{2}+\chi^{-2}+\chi^{-1}+\chi+1$ |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2}$ | $\chi^{2}+\chi^{-2}+\chi^{-1}+\chi+1$ |
| $q_{1} q_{1} \rightarrow q_{1} q_{1}$ | $\left(1+\chi^{2}\right)(1+\chi)^{-2}$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2}$ | $\chi^{2}+\chi^{-2}+\chi^{-1}+\chi+1-N_{c}^{-1}\left(\chi+\chi^{-1}+2\right)$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}$ | $\chi^{2}+\chi^{-2}+\chi+\chi^{-1}+1+N c^{-1}\left(\chi+\chi^{-1}\right)-\left(1+\chi^{2}\right)(1+\chi)^{-2}$ |
| $q \bar{q} \rightarrow g g$ | $\frac{N_{\rho} C_{A}}{2 C_{F}}\left[\frac{C_{F}}{C_{A}}\left(\chi+\chi^{-1}\right)-\left(1+\chi^{2}\right)(1+\chi)^{-2}\right]$ |
| $g g \rightarrow q \bar{q}$ | $\frac{4 C_{R}^{2} C_{A}}{N_{g}} N_{c}\left[\frac{C_{P}}{C_{A}}\left(\chi+\chi^{-1}\right)-\left(1+\chi^{2}\right)(1+\chi)^{-2}\right]$ |
| $q g \rightarrow q g$ | $\frac{C_{A}}{C_{F}}\left[\chi^{2}+\chi^{-2}+\chi+\chi^{-1}+1+\frac{C_{F}}{C_{A}}\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right)\right]$ |
| $g g \rightarrow g g$ | $\frac{C_{A}^{2}}{C_{P}^{2}}\left[\chi^{2}+\chi^{-2}+\chi+\chi^{-1}+3-\chi(1+\chi)^{-2}\right]$ |

Table 2.2: Shows the Parton subprocesses which are written in terms of the angular variable, $\chi . C_{F}=\frac{N_{c}^{2}-1}{2 N_{c}}, C_{A}=N_{c}$ and $N_{g}=N_{c}^{2}-1$.

| $x_{1}$ | .10 | .10 | .15 | .15 | .20 | .25 | .25 | .30 | .40 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .15 | .35 | .20 | .25 | .50 | .30 | .40 |
| $F\left(x_{1}\right) F\left(x_{2}\right)$ | 2.51 | .106 | .93 | .199 | .403 | .182 | .027 | .085 | .02 |
| $R_{1}$ | 2.44 | .094 | .90 | .178 | .370 | .162 | .023 | .073 | .016 |
| $R_{2}$ | 2.46 | 1.00 | .93 | .191 | .390 | .177 | .027 | .084 | .02 |

Table 2.3: At $\chi=1, R_{1}=\sigma(p p) / \hat{\sigma}_{g g \rightarrow g g} \sqrt{ } s=540 \mathrm{GeV}, R_{2}=\sigma(p \bar{p}) / \hat{\sigma}_{g g \rightarrow g g}$

| $x_{1}$ | .10 | .10 | .15 | .15 | .20 | .25 | .25 | .30 | .40 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .15 | .35 | .20 | .25 | .50 | .30 | .40 |
| $F\left(x_{1}\right) F\left(x_{2}\right)$ | 2.51 | .106 | .93 | .199 | .403 | .182 | .027 | .085 | .02 |
| $R_{1}$ | 2.52 | .107 | .96 | .20 | .405 | .183 | .027 | .085 | .02 |
| $R_{2}$ | 2.54 | .109 | .97 | .20 | .412 | .190 | .029 | .089 | .02 |

Table 2.4: At $\chi=10$, other details as Table 2.3

| $x_{1}$ | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{q}(\mathrm{SES})$ | .18 | .52 | .48 | .38 | .53 | .59 | .59 | .76 | .82 | .87 |
| $f_{q}(p \bar{p})$ | .18 | .51 | .47 | .38 | .52 | .59 | .59 | .70 | .74 | .77 |
| $f_{q}(p p)$ | .17 | .50 | .45 | .36 | .50 | .55 | .55 | .72 | .80 | .85 |

Table 2.5: At $\chi=5, \sqrt{ } s=540 \mathrm{GeV}$

|  | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{q}(S E S)$ | .18 | .52 | .48 | .38 | .53 | .59 | .59 | .76 | .82 | .87 |
| $f_{q}(p \bar{p})$ | .18 | .51 | .47 | .38 | .52 | .57 | .57 | .71 | .76 | .80 |
| $f_{q}(p p)$ | .18 | .52 | .48 | .38 | .53 | .58 | .58 | .75 | .82 | .87 |

Table 2.6: At $\chi=10, \sqrt{ } s=540 \mathrm{GeV}$
[These tables show a comparison between the $f_{q}(\mathrm{SES})$ and the actual $f_{q}$ for $p p$ and $p \bar{p}$ interactions].

| $x_{1}$ | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{g}(S E S)$ | .82 | .48 | .52 | .62 | .48 | .41 | .41 | .24 | .18 | .13 |
| $f_{g}(p \bar{p})$ | .82 | .49 | .53 | .62 | .48 | .41 | .41 | .30 | .26 | .23 |
| $f_{g}(p p)$ | .83 | .50 | .55 | .64 | .50 | .45 | .45 | .28 | .21 | .15 |

Table 2.7: At $\chi=5, \sqrt{ } s=540 \mathrm{GeV}$

| $x_{1}$ | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{g}(S E S)$ | .82 | .48 | .52 | .62 | .47 | .41 | .41 | .24 | .18 | .13 |
| $f_{g}(p \bar{p})$ | .82 | .49 | .53 | .62 | .48 | .43 | .43 | .29 | .24 | .20 |
| $f_{g}(p p)$ | .82 | .48 | .42 | .63 | .47 | .42 | .41 | .25 | .18 | .13 |

Table 2.8: At $\chi=10, \sqrt{ } s=540 \mathrm{GeV}$.

| $x_{1}$ | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{q 9}(S E S)$ | .289 | .719 | .569 | .473 | .537 | .500 | .481 | .369 | .298 | .231 |
| $f_{q g}(p p)$ | .288 | .721 | .572 | .474 | .539 | .502 | .487 | .374 | .302 | .253 |
| $f_{q g}(p \bar{p})$ | .287 | .708 | .560 | .466 | .523 | .488 | .468 | .349 | .278 | .213 |

Table 2.9: Shows the agreement of $f_{q g}(\mathrm{SES})$ and the actual $f_{q g}$ which are computed from all the $2 \rightarrow 2$ QCD subprocesses for $\mathrm{p} \bar{p}$ and pp interactions at $\sqrt{ } s=540 \mathrm{GeV}$ and $\chi=10$.

| $x_{1}$ | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{q q}(S E S)$ | .031 | .076 | .191 | .147 | .263 | .240 | .349 | .572 | .669 | .751 |
| $f_{q q}(\mathrm{pp})$ | .033 | .075 | .187 | .144 | .258 | .236 | .343 | .566 | .664 | .747 |
| $f_{q q}(p \bar{p})$ | .03 | .075 | .187 | .145 | .256 | .234 | .337 | .540 | .625 | .694 |

Table 2.10: Gives the comparison between the $f_{q q}$ (SES) which are obtained from SES approximation and the real $f_{q q}$ which was computed using all the subprocesses for pp and $p \bar{p}$ interactions at $\sqrt{ } s=540$ and $\chi=10$.

| $x_{1}$ | .10 | .10 | .15 | .20 | .20 | .25 | .30 | .40 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | .10 | .50 | .35 | .20 | .35 | .35 | .30 | .40 | .45 | .50 |
| $f_{g g}(\mathrm{~s})$ | .680 | .205 | .240 | .380 | .200 | .260 | .170 | .059 | .03 | .02 |
| $f_{g g}(\mathrm{pp})$ | .682 | .204 | .241 | .380 | .203 | .262 | .170 | .060 | .03 | .02 |
| $f_{g g}(p \bar{p})$ | .683 | .220 | .253 | .390 | .221 | .290 | .160 | .100 | .097 | .09 |

Table 2.11: Shows the comparison between the $f_{g g}$ which was computed by the SES approximation and the actual $f_{g g}$ which was calculated in non-SES approximation using the $2 \rightarrow 2$ QCD subprocesses for $p p$ and $p \bar{p}$ interactions at $\sqrt{ } s=540 \mathrm{GeV}$ and $\chi=10$.
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## Chapter 3

## Three-Jet Production

## $3.12 \rightarrow 3$ Large- $P_{T}$ Hadronic Jets

We have discussed in Chapter 2 some interesting features to be found at high transverse momentum for events with 2 jets in hadronic collisions. The presence of $\hat{t}$-channel gluon exchange in all the important QCD $2 \rightarrow 2$ hard scatterings leads to an approximately common angular dependence and hence the total crosssection for producing 2 jets can be understood by only a single subprocess and an effective structure function.

In three-jet production there are eleven $\hat{\sigma}_{a b \rightarrow c d e} 2 \rightarrow 3$ parton-parton scattering subprocesses. All have been calculated at tree-level $\mathrm{O}\left(\alpha_{a}^{3}\right)$ by Berends et al. [1], but no higher order corrections have been calculated or are in prospect.

The six Mandelstam variables required to describe the $2 \rightarrow 3$ QCD subprocesses can be defined as the following:

$$
\begin{align*}
s & =\left(p_{1}+p_{2}\right)^{2} \\
s^{\prime} & =\left(q_{1}+q_{2}\right)^{2} \\
t & =\left(p_{1}-q_{1}\right)^{2} \\
t^{\prime} & =\left(p_{2}-q_{2}\right)^{2} \\
u & =\left(p_{1}-q_{2}\right)^{2} \\
u^{\prime} & =\left(p_{2}-q_{1}\right)^{2} \tag{3.1}
\end{align*}
$$

One can write down fairly compact expressions for them [1], for example, a subprocess like gg $\rightarrow$ ggg involves 25 Feynman diagrams and the matrix element squared is given by the following simple form

$$
\begin{equation*}
|M(g g \rightarrow g g g)|^{2}=\frac{g^{6}}{2} \frac{N_{c}^{4}}{N_{c}^{2}-1} \sum_{i<j}(i j)^{4} \frac{\sum(i j k \ell m)}{\Pi(i j)} \tag{3.2}
\end{equation*}
$$

The notation (ijklm) in the above expression means (ij) $(\mathrm{jk})(\mathrm{k} \ell)(\ell \mathrm{m})(\mathrm{mi})$, where (ij) denotes the dot product of four-momenta ( $p_{i} \cdot p_{j}$ ).

For quark-quark scattering with different flavours $q_{1}\left(p_{1}\right)+q_{2}\left(p_{2}\right) \rightarrow q_{1}\left(q_{1}\right)+$ $q_{2}\left(q_{2}\right)+g(k)$,

$$
\begin{gather*}
|M|^{2}=\frac{1}{8} g^{6}\left[\left(s^{2}+s^{\prime 2}+u^{2}+u^{\prime 2}\right]\left[\left(p_{1} k\right)\left(p_{2} k\right)\left(q_{i} k\right)\left(q_{2} k\right)\right]^{-1} X\right. \\
\left\{C_{1}\left[\left(u+u^{\prime}\right)\left(s \bar{s}+t t^{\prime}-u u^{\prime}\right)+u\left(s t+s^{\prime} t^{\prime}\right)+u^{\prime} s t^{\prime}+s^{\prime} t\right)\right] \\
\left.-C_{2}\left[\left(s+s^{\prime}\right)\left(s s^{\prime}-t t^{\prime}-u u^{\prime}\right)+2 t t^{\prime}\left(u+u^{\prime}\right)+2 u u^{\prime}\left(t+t^{\prime}\right)\right]\right\} \tag{3.3}
\end{gather*}
$$

$C_{1}$ and $C_{2}$ which appear in expression (3.3) are the colour factors and are given by the following definitions

$$
C_{1}=\left(N_{c}^{2}-1\right)^{2} / 4 N_{c}^{3}, C_{2}=\left(N_{c}^{2}-1\right) / 4 N_{c}^{3}
$$

For the process $q\left(p_{1}\right)+\bar{q}\left(p_{2}\right) \rightarrow g\left(k_{1}\right)+g\left(k_{2}\right)+g\left(k_{3}\right)$, the matrix element squared is simpler and given by

$$
\begin{gather*}
|M|^{2}=g^{6} \frac{\left(N_{c}^{2}-1\right)}{4 N_{c}^{4}}\left(\sum_{i=1}^{3} A_{i} B i\left(A_{i}^{2}+B_{i}^{2}\right) A_{1} A_{2} A_{3} B_{1} B_{2} B_{3}\right) \\
X \quad\left[s / 2+N_{c}^{2}\left(s / 2-\frac{X_{1}}{\left(k_{1} k_{2}\right.}-\frac{X_{2}}{\left(k_{2} k_{3}\right)}-\frac{X_{3}}{\left(k_{1} k_{3}\right)}\right)\right. \\
\left.+2 N_{c}^{4} / s\left(\frac{A_{3} B_{3} X_{1}}{\left(k_{2} k_{3}\right)\left(k_{1} k_{3}\right)}+\frac{A_{1} B_{1} X_{2}}{\left(k_{1} k_{3}\right)\left(k_{1} k_{2}\right)}+\frac{A_{2} B_{2} X_{3}}{\left(k_{1} k_{2}\right)\left(k_{2} k_{3}\right)}\right)\right] \tag{3.4}
\end{gather*}
$$

The functions $X_{1} X_{2}$ and $X_{3}$ in the expression (3.4) are

$$
\begin{gathered}
X_{1}=A_{1} B_{2}+A_{2} B_{1} \\
X_{2}=A_{2} B_{3}+A_{3} B_{2} \\
X_{3}=A_{3} B_{1}+A_{1} B_{3},
\end{gathered}
$$

where $A_{i}=\left(p_{1} k_{i}\right), B_{i}=\left(p_{2} k_{i}\right), i=1,2,3$.
In table (3.1) we have represented the matrix elements squared for the $2 \rightarrow 3$ QCD subprocesses of ref. [1].

### 3.2 Data on the $2 \rightarrow 3$ Angular Distribution

Three jet events have been experimentally isolated in UA1 and UA2 data at the CERN collider and found to have angular distributions in reasonable accord with the lowest order QCD expectation. In figure (3.1) we show the three-jet Dalitu plot $\mathrm{x}_{3}$ versus $\mathrm{x}_{4}$ for events with three-jets [2]. The $x_{i}(\mathrm{i}=3,4,5)$ are the fractional
energies of the outgoing partons, ordered so that $x_{3}>x_{4}>x_{5}$ and scaled to the total subprocess CMS energy such that $x_{3}+x_{4}+x_{5}=2$.

It is clear that the density of events is significantly non-uniform over the range explored on the Dalitz plot. The event density increases as $x_{4}$ increases, for fixed $x_{3}$ at $\sim .85$, also for fixed $x_{4}$ at $\sim .60-80$ the event density increases significantly as $x_{3}$ increases, but less than the situation with $x_{3}$ fixed.

The solid curves which are shown in figure (3.1) normalised to data show the predicted distribution in the fractional energy $x_{3}$ and $x_{4}$ based on the single QCD bremasstrahlung formulae, and the curves shown have been summed over the contributing subprocesses. The dominant subprocesses like $q q \rightarrow q q g, q g \rightarrow$ $q g g$ and $g g \rightarrow g g g$ are predicted to have a very similar fractional energy ( $x_{3}$ and $x_{4}$ ) dependence over this range. The dashed curves show the corresponding phase space distribution computed assuming a constant matrix element. The conclusion is that the dominant subprocesses in the 3 -jet events have very similar angular distributions. Clearly the data, which are shown here, are consistent with the predictions of QCD formulae, and inconsistent with a pure phase-space distribution.

### 3.3 Measurement of QCD Coupling Constant

The coupling constant $\alpha_{s}$ can be measured in a simple way by taking the ratio of 3 -jet production to the 2 -jet cross-section. If the invariant mass of the 3 -jet production is the same as that of the 2 -jet production the luminosity uncertainties, energy scale uncertainties, etc. tend to cancel in this ratio.

In practice the main problem is that the higher order perturbative corrections have not been computed for the 3 -jet and 2 -jet cross-sections. Then one determines not the coupling constant $\alpha_{s}$, but rather $\alpha_{s} \frac{K_{3}}{K_{2}}$, where $K_{3}$ and $K_{2}$ are unknown "K-factors" associated with 3 -jet and 2 -jet production.

The experiments $[2,3]$ give information on the measurement of the QCD coupling constant and show a significantly larger value for $\alpha_{s}$ than other measurements.

The UA2 collaboration quote [2]

$$
\alpha_{s} \frac{K_{3}}{K_{2}}=.23 \pm .04 \pm .04
$$

and the UA1 collaboration find [3]

$$
\alpha_{s} \frac{K_{3}}{K_{2}}=.24 \pm .04 \pm .04
$$

In the absence of the "K-factor" one would have anticipated $\alpha_{s} \sim .15$ at the $\left\langle Q^{2}\right\rangle=4000 \mathrm{GeV}^{2}$ relevant to this determination.

### 3.4 Common Angular Dependence of 3-jet Production

To highlight the common angular distributions we show in Table (3.2) the lowestorder QCD $2 \rightarrow 3$ subprocesses normalised to the dominant subprocess $g g \rightarrow$ ggg. We have summed over the possible assignments of partons to jets. The $\mathrm{x}_{i}$ 's denote the fractional energy of jets in the subprocesses, $\sum_{i=3}^{5} x_{i}=2$. We consider transverse events with 3 -jets at $90^{\circ}$ to the beam in the subprocess centre-of-mass frame. We used the $\hat{\sigma}_{a b \rightarrow c d e}$ expressions in ref. [1] with three colours and assumed $\mathrm{N}_{f}=5$ quark flavours. We consider four kinematical configurations ranging from the centre of the transverse Dalitz plot, to the edges of the Dalitz plot. Although the absolute values of the rates vary by several orders of magnitude across the transverse 3-jet Dalitz plot the relative rates are remarkably constant within $10 \%$. Because of the sum over all the possible final states the ratios should not contain any kinematical poles.

It is noted that the subprocess $q q \rightarrow q q g, q g \rightarrow q g g$ and $g g \rightarrow g g g$ are dominant ones and have similar angular and fractional energy distributions [4]. Also the sub- processes which have the t-channel poles like the three subprocesses mentioned are seen to be in approximate geometrical progression [5].

$$
g g \rightarrow g g g: q g \rightarrow q g g: q q \rightarrow q q g \simeq 1:(.28):(.28)^{2}
$$

These features are similar to the 2 -jet SES approximation. However, the constant ratios in table (3.2) occur also for the less dominant subprocesses which do not have $\hat{t}$-channel poles.

| Subprocess | $\left\|M_{2 \rightarrow 3}\right\|^{2}$ |
| :---: | :---: |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | $\left\|M_{1}\right\|^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}, \mathrm{k}\right)$ |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | $\left\|M_{1}\right\|^{2}\left(p_{1},-k, q_{1}, q_{2},-p_{2}\right)(-3 / 8)$ |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | $\left\|M_{1}\right\|^{2}\left(p_{1},-q_{2}, q_{1},-p_{2}, k\right)$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$ | $\left\|M_{1}\right\|^{2}\left(p_{1},-q_{1},-p_{2}, q_{2}, k\right)$ |
| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | $\left\|M_{2}\right\|^{1}\left(p_{1}, p_{2}, q_{1}, q_{2}, k\right)(1 / 2)$ |
| $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ | $\left\|M_{2}\right\|^{2}\left(p_{1},-k, q_{1}, q_{2},-p_{2}\right)(-3 / 16)$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q} g$ | $\left\|M_{2}\right\|^{2}\left(p_{1},-q_{2}, q_{1},-p_{2} k\right)$ |
| $q \bar{q} \rightarrow g g g$ | $\left\|M_{3}\right\|^{2}\left(p_{1}, p_{2}, k_{1}, k_{2}, k_{3}\right)(1 / 6)$ |
| $q g \rightarrow q g g$ | $\left\|M_{3}\right\|^{2}\left(p_{1},-k_{1},-p_{2}, k_{2}, k_{3}\right)(-3 / 16)$ |
| $g g \rightarrow q \bar{q} g$ | $\left\|M_{3}\right\|^{2}\left(-k_{1},-k_{2},-p_{1},-p_{2}, k_{3}\right)(9 / 64)$ |
| $g g \rightarrow g g g$ | $\left\|M_{4}\right\|^{2}\left(k_{1}, k_{2}, k_{2}, k_{4}, k_{5}\right)(1 / 6)$ |

Table 3.1: Shows the eleven $2 \rightarrow 3$ QCD Subprocesses of ref [1].+ $\left|M_{1}\right|^{2},\left|M_{3}\right|^{2},\left|M_{4}\right|^{2}$ are given in equations (3.3), (3.4) and (3.2) respectively

| Subprocesses | $\mathrm{x}_{1} .9$ | .9 | .8 | $2 / 3$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{x}_{2} .9$ | .8 | .7 | $2 / 3$ |
| $\mathrm{x}_{3} .2$ | .5 | .5 | $2 / 3$ |  |
| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | .050 | .050 | .060 | .070 |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | .080 | .080 | .090 | .090 |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$ | .130 | .130 | .140 | .140 |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | .120 | .120 | .130 | .130 |
| $q g \rightarrow q g g$ | .290 | .290 | .280 | .270 |
| $q \bar{q} \rightarrow g g g$ | .030 | .030 | .02 | .02 |
| $g g \rightarrow q \bar{q} g$ | .110 | .110 | .130 | .120 |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | .020 | .020 | .02 | .020 |
| $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ | .00 | .010 | .010 | .010 |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$ | .020 | .030 | .030 | .030 |

Table 3.2: Transverse $2 \rightarrow 3$ QCD subprocess cross-sections normalised to $g g \rightarrow g g g$, for various transverse configurations.
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Figure 3.1 : UA1 three-jet data
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## Chapter 4

## The Dokshitzer Relation

In Chapter Three we have shown that in the transverse plane all the 3 -jet crosssection subprocesses, including those without t-channel poles, are proportional to each other. These features have no satisfactory explanation. In this chapter we try to understand this proportionality by studying the variation of the ratios which are listed in Chapter 3 around the boundary of the transverse Dalitz plot. In this particular region we consider collinear configurations where half the energy is taken by one jet and the remaining two jets are collinear with the fractional energies $z$ and (1-z). In this configuration one can note that the ratios of the transverse cross-section are finite. The ratios do not contain any kinematical poles. In general for a $2 \rightarrow \mathrm{n}$ scattering amplitude in which a pair of final state particles $i, j$ go parallel one has [1] for the full amplitude $\left|M_{n}\right|^{2}$

$$
\begin{equation*}
\lim _{(i j) \rightarrow 0}(i j)\left|M_{n}\right|^{2}=g^{2} P_{a b}(z)\left|M_{n-1}\right|^{2} \tag{4.1}
\end{equation*}
$$

where we shall denote ( $p_{i} . p_{j}$ ) by ( $\mathrm{i} . \mathrm{j}$ ) and g is the QCD running coupling constant ( $\alpha_{s}=g^{2} / 4 \pi$ ). For two gluons of the final state going collinear we set $a b=g g$, if the quark and gluon are collinear we set $a b=q q$ or $a b=g q$, and we set $a b=q g$ when the quark and antiquark are collinear. In this limit we consider $i \rightarrow z a$ and $j \rightarrow(1-z) a$. "a" being the four momentum $i+j$ and $0<z<1$. The amplitude $\left|M_{n-1}\right|^{2}$ is computed with the reduced set of ( $\mathrm{n}-1$ ) momenta obtained by replacing $\mathrm{i}+\mathrm{j}$ by a .

We have used equation (4.1) to write the $2 \rightarrow 3$ cross-section subprocesses in the collinear limit in terms of $2 \rightarrow 2$ subprocesses and Altarelli-Parisi kernels. In Appendix A we give the analytical expression for the ratios in the collinear limit and these subprocesses are normalised to $g g \rightarrow g g g$. We summed over all the possible final state assignments of partons to jets.

In table (4.1) we show the $z$-dependence of the $2 \rightarrow 3$ subprocess ratios around the boundary of the transverse Dalitz plot [5].

The functions $\mathrm{f}(\mathrm{z})$ and $g(\mathrm{z})$ in table (4.1) are given by

$$
f(z)=\left[P_{q q}(z)+P_{q q}(1-z)\right] / P_{g g}(z)
$$

$$
g(z)=P_{q g}(z) / P_{g g}(z) .
$$

In Table 4.2 we show the behaviour of the ratios with $z$. We assume that $\chi$ $=1, N_{c}=3$. It is clear that all the subprocesses vary very slowly over the whole range of z . The ratios of the transverse cross-section have no kinematical poles.

A curious QCD result noted by Dokshitzer [3] is that the splitting kernels are related by the following relation

$$
\begin{equation*}
P_{g g}(z)=\frac{9}{4}\left[P_{q q}(z)+P_{g q}(z)\right]-6 P_{q g}(z) \tag{4.2}
\end{equation*}
$$

This relationship is rather mysterious, but has been conjectured to be of possible supersymmetric origin [2]. If one chooses the fermion representation in which $\mathrm{C}_{\mathrm{F}}$ $=\mathrm{C}_{\mathrm{A}}=2 \mathrm{~T}(\mathrm{R})$ one can obtain the explicitly quark-gluon symmetric relation

$$
\begin{equation*}
P_{g g}+P_{q g}=P_{q q}+P_{g q} \tag{4.3}
\end{equation*}
$$

The quantities on the right hand side of equation (4.2) are identical to the splitting kernels of QED, and the left-hand side describes the non abelian ggg vertex.

The fermion representation leading to equation (4.3) is sufficient to ensure that the Young-Mills lagrangian is supersymmetric. Equation (4.3) has been shown to hold $O\left(\alpha_{g}^{2}\right)$ if one uses a renormalization procedure which preserves supersymmetry. We rewrite the equation (4.2) in the following form

$$
\begin{equation*}
f(z)=\frac{4}{9}+\frac{24}{9} g(z) \tag{4.4}
\end{equation*}
$$

The subprocess ratios which are represented analytically (see Appendix A) depend on two combinations of Altarelli-Parisi splitting kernels $f(z)$ and $g(z)$. In equation (4.4) one can see that since $g(z) \ll f(z)$, then $f(z) \sim \frac{4}{9}$ for all values of $z$, this means that all but three of the subprocess ratios are constant within $\sim 10 \%$ around the boundary of the transverse Dalitz plot. The three subprocess ratios $g g \rightarrow q \bar{q} g, q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ and $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ are dominated by the probability of a gluon splitting to a quark and antiquark, one can expect that $g(z)$ is giving a larger variation round the boundary of the transverse Dalitz plot, although for $.2<z<$ .8 they change only by $30 \%$. From the comparison between the results which are obtained in the interior of the Dalitz plot (Table 3.2) with the results which are obtained on the boundary of the Dalitz plot (Table 4.2), one can see that both values are in good agreement. In fact the near-constancy of the subprocess ratios around the boundary of the transverse Dalitz plot, which is a direct consequence of the Dokshitzer relation (4.2), underwrites their near-constancy in the interior.

In Table (4.3) we show what happens when one moves away from the transverse plane to general three jet configurations. In this situation we are replacing the pair of jets with smallest invariant mass, $\mathrm{i}, \mathrm{j}$ by a single collinear pair in the direction of momentum $i+j$ with fractional energies, $z=E_{i} /\left(E_{i}+E_{j}\right)$ and (1-z). The resulting two-jet collinear configuration will have c.m. scattering angle $\theta^{*}$ and some z . It is clear that the five subprocess ratios, $q_{1} q_{1} \rightarrow q_{1} q_{1} g, q_{1} q_{2} \rightarrow q_{1} q_{2} g$,
$q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g, q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{3} g$ and $q g \rightarrow q g g$ have a z-dependence which will involve $f(z)$ and a ratio of the $2 \rightarrow 2$ cross-sections. In $2 \rightarrow 2$ scattering the following subprocesses $q_{1} q_{1} \rightarrow q_{1} q_{1}, q_{1} q_{2} \rightarrow q_{1} q_{2}, q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1}, q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2}$ and $q g \rightarrow q g$ have a common angular dependence, and when we normalize the $2 \rightarrow 2$ subprocesses to the dominant one $g g \rightarrow g g$, the angular factor roughly cancels in their ratios, as we discussed in Chapter 2. The $f(z)$ is also approximately independent of $z$. One then obtains that these $2 \rightarrow 3$ subprocess ratios are approximately constant on the surface of ( $z, \theta^{*}$ ) collinear configurations in the full three-jet phase space. This is shown numerically in Table (4.3). In fact this result generalizes constancy around the boundary of the Dalitz plot. For the subprocess $q g \rightarrow q g g$ there is a beam-target asymmetry between $q g \rightarrow q g g$ and $g q \rightarrow q g g$ which vanishes in the transverse plane but is non-zero elsewhere [4]. This means that the subprocess ratios are only constant if one considers $(q g \rightarrow q g g+g q \rightarrow q g g) / g g \rightarrow g g g$.

For the remaining five ratios the variation with $\theta^{*}$ is greater because the ratios of $2 \rightarrow 2$ cross-sections involve processes which do not have $\hat{t}$-channel poles and hence these subprocesses have $\theta^{*}$ - dependence different from the $\theta^{*}$-distribution in $g g \rightarrow g g$. This means that the angular factor does not cancel in the ratios of $2 \rightarrow$ 2 cross-section, making these ratios depend more strongly on the angular variable ( $\chi$ ).

One finds that for the first five subprocesses which are represented analytically that the subprocesses ratios are fairly constant over most of the three jet phase space with the proviso that we must beam- target symmetrize for $q g \rightarrow q g g$. In fact this is no longer the case when one of the final jets is rather close to the beam or target parton, since in this particular region a different collinear approximation is more appropriate. For one of the final jets close to the beam or target we suggest a formula to approximate the exact $2 \rightarrow 3$ ratios. In Appendix B we give the expression in which one of the final jets becomes parallel to the beam or target and these subprocesses are normalized to the dominant $g g \rightarrow g g g$. In Table (4.4) we show the behaviour of the subprocess ratios in this region where we consider $\chi=5$ and $\mathrm{N}_{c}=3$. In Table (4.5) we show the same behaviour but with $\chi=10$. Again these ratios are involving the $2 \rightarrow 2$ subprocess ratios and $z$-dependence. The $2 \rightarrow 2$ ratios are constant for the dominant subprocesses i.e. $q \underline{q} \rightarrow q q g, q g \rightarrow q g g$ and $g g \rightarrow g g g$. The first five subprocesses approach their $2 \rightarrow 2$ values of (4/9) ${ }^{2}$ and $(4 / 9)$. This means that the ratios of the subprocesses are only depending on $z$ in this region and this is clear from Tables (4.5) and (4.4). For the remaining five subprocesses the ratios show much more variation away from the transverse plane.

We note that the first five subprocesses and $g g \rightarrow g g g$, involving $\hat{t}$-channel gluon exchange, dominate the three-jet rate. Since these processes have very similar angular distributions as we have just discussed, the possibility of experimentally inferring the presence of individual $2 \rightarrow 3$ subprocesses is rather limited, with the possible exception of the $q g \rightarrow q g g$ subprocess which has a distinctive, although so far experimentally elusive, beam-target asymmetry [4].

We have compared the exact $2 \rightarrow 3$ subprocess cross-sections with the approximations discussed earlier. In the last case we defined

$$
\left.z=E_{i} / E_{i}+E_{j}, \chi=\left(1+\cos \theta^{*}\right) / 1-\cos \theta^{*}\right)
$$

and we applied the following cuts (in the subprocess c.m. frame): the angle between any final jet and the beam is $>10^{\circ}$ and the angle between any two final jets $>30^{\circ},(z>.1)$. For $q q \rightarrow q q g$ we find that the infra-red approximation is within $50 \%$ of the exact result for $98 \%$ of generated events, $82 \%$ of generated events are within $30 \%$ of the exact and $64 \%$ of generated events within $20 \%$. We generated three-jet kinematical configurations using the phase space generator RAMBO [6].

For $q g \rightarrow q g g, \mathbf{1 0 0 \%}, \mathbf{9 2 \%}$ and $80 \%$ of events were within $50 \%, \mathbf{3 0 \%}, \mathbf{2 0 \%}$ respectively, of the exact result.

A further point concerns factorization of the three-jet cross-section. In the region of phase space where the first five subprocess ratios are roughly constant the three-jet cross-section approximately factorizes.

$$
\sigma_{3-j e t} \sim F\left(x_{1}, Q^{2}\right) F\left(x_{2}, Q^{2}\right) \sigma_{g g \rightarrow g g g}
$$

with

$$
F\left(x, Q^{2}\right)=g(x)+\lambda[q(x)+\bar{q}(x)],
$$

and $\lambda \simeq .30$. The three subprocesses which are dominant over most of phase space are $q q \rightarrow q q g, q g \rightarrow q g g, g g \rightarrow g g g$ and we noted that these subprocesses are proportional to each other. This means that

$$
q q \rightarrow q q g: q g \rightarrow q g g: g g \rightarrow g g g \sim(.30)^{2}:(.30): 1
$$

Approximately $f(\mathrm{z}) \sim \frac{4}{9}$ and $\hat{\sigma}_{q g \rightarrow q g} \sim \frac{4}{9} \hat{\sigma}_{g g \rightarrow g g}$, and $\hat{\sigma}_{q q \rightarrow q q} \sim\left(\frac{4}{9}\right)^{2} \hat{\sigma}_{g g \rightarrow g g}$, one expects from the collinear behaviour of the ratios

$$
\begin{array}{r}
q q \rightarrow q q g: q g \rightarrow q g g: g g \rightarrow g g g \\
\sim\left(\frac{4}{9}\right)^{3}: \frac{1}{2} \cdot \frac{4}{9}\left(1+\frac{4}{9}\right): 1
\end{array}
$$

which is $(.30)^{2}:(.32): 1$, an approximate geometrical progression which appears to be a numerical accident.

For four jet production, the ratios will not be independent of $z$ in the transverse plane. In the collinear limit one has

$$
\begin{equation*}
\left.\frac{q g \rightarrow q g g g}{g g \rightarrow g g g g}\right|_{z}=\frac{\hat{\sigma}_{q g \rightarrow q g g}}{\hat{\sigma}_{g g \rightarrow g g g}} f(z)+\frac{\hat{\sigma}_{q g \rightarrow g q g}+\hat{\sigma}_{q g \rightarrow g g q}}{\hat{\sigma}_{g g \rightarrow g g g}} \tag{4.5}
\end{equation*}
$$

In equation (4.5) the orderings $\mathrm{qgg}, \mathrm{gqg}$ and ggq refer to definite parton assignments for the three jets.(we have assumed above $12 \rightarrow 3456$ with 3,4 collinear) The $2 \rightarrow 3$ subprocess ratios we previously considered were summed over all possible parton assignments and so we expect for the sum of orderings

$$
\begin{equation*}
\frac{\hat{\sigma}_{q g \rightarrow q g g}+\hat{\sigma}_{q g \rightarrow g q g}+\hat{\sigma}_{q g \rightarrow g g q}}{\hat{\sigma}_{g g \rightarrow g g g}} \sim 0.28 \tag{4.6}
\end{equation*}
$$

The ratios for individual orderings, however, will vary between zero and $\sim$ .28 depending on jet angles. This means that the subprocess ratio in equation (4.5) will depend on the three-jet angles, although it will be relatively independent of $z$, since it once again depends on $f(z)$. Thus one may expect a considerable variation in the subprocess ratio of equation (4.5) between .28 and $\frac{4}{9}$.(.28)~ .12 putting $f(z) \sim \frac{4}{9}$ and using equation (4.6). The nearly constant subprocess ratios in the transverse plane, will not persist for four or more jets, therefore.

| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | $\frac{704}{6561} f(\mathrm{z})$ |
| :---: | :---: |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | $\frac{320}{2187} f(\mathrm{z})$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$ | $\frac{448}{6561} g(\mathrm{z})+\frac{1120}{6561} f(\mathrm{z})$ |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | $\frac{320}{2187} f(\mathrm{z})$ |
| $q g \rightarrow q g g$ | $\frac{440}{2187}[1+f(\mathrm{z})]$ |
| $q \bar{q} \rightarrow g g g$ | $\frac{224}{6561}$ |
| $g g \rightarrow q \bar{q} g$ | $\mathrm{~N}_{f}\left[2 g(z)+\frac{7}{729} f(\mathrm{z})\right]$ |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | $\left(\mathrm{~N}_{f}-1\right) \frac{880}{2187} g(\mathrm{z})$ |
| $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ | $\frac{880}{2187} g(\mathrm{z})$ |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$ | $\mathrm{~N}_{f}\left[\frac{448}{6561} \mathrm{~g}(z)+\frac{32}{2187} f(\mathrm{z})\right]$ |

Table 4.1: Shows the z-dependence of $Q C D$ subprocess ratios in the transverse plane ( $\chi=1$ )

| $\mathrm{z} / \mathrm{ratios}$ | .1 | .2 | .3 | .35 | .4 | .45 | .50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | .05 | .051 | .052 | .053 | .053 | .053 | .053 |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | .067 | .07 | .072 | .072 | .072 | .072 | .072 |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$ | .079 | .08 | .083 | .084 | .084 | .084 | .084 |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | .067 | .07 | .072 | .072 | .072 | .072 | .072 |
| $q g \rightarrow q g g$ | .29 | .30 | .30 | .30 | .30 | .30 | 30 |
| $q \bar{q} \rightarrow g g g$ | .034 | .034 | .034 | .034 | .034 | .034 | .034 |
| $g g \rightarrow q \bar{q} g$ | .058 | .076 | .10 | .11 | .12 | .12 | .13 |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | .00 | .01 | .013 | .014 | .015 | .015 | .015 |
| $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ | 00 | .00 | .00 | .00 | .00 | .00 | .00 |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$ | .015 | .015 | .016 | .016 | .017 | .017 | .017 |

Table 4.2: Shows the behaviour of the ratios with $z(\chi=1)$.

|  | $\mathrm{z}=.1$ | $\mathrm{z}=.25$ | $\mathrm{z}=.50$ |
| :---: | :---: | :---: | :---: |
| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | .0840 | .090 | .090 |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | .0870 | .090 | .090 |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{2} g$ | .100 | .100 | .100 |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | .0870 | .0870 | .090 |
| $q g \rightarrow q g g$ | .220 | .230 | .230 |
| $q \bar{q} \rightarrow g g g$ | .024 | .024 | .024 |
| $g g \rightarrow q \bar{q} g$ | .050 | .10 | .130 |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | .00 | .001 | .002 |
| $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ | .00 | .00 | .00 |
| $q \bar{q}_{1} \rightarrow q_{2} q_{2} q$ | .010 | .010 | .01 |

Table 4.3: Shows the behaviour of the subprocess ratios with z for $\chi=5$

| z | .10 | .20 | .30 | .40 | .50 | .60 | .70 | .80 | .90 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | .088 | .10 | .12 | .13 | .15 | .17 | .19 | 190 | .2 |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | .09 | .11 | .12 | .13 | .16 | .17 | .19 | .195 | .19 |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$ | .10 | .11 | .13 | .14 | .16 | .18 | .19 | .20 | .2 |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | .08 | .10 | .12 | .13 | .16 | .17 | .19 | .20 | .19 |
| $q g \rightarrow q g g$ | .22 | .25 | .28 | .32 | .36 | .39 | .42 | .44 | .45 |
| $q \bar{q} \rightarrow g g g$ | .02 | .02 | .02 | .01 | .01 | .00 | .00 | .00 | .00 |
| $g g \rightarrow q \bar{q} g$ | .04 | .06 | .07 | .07 | .07 | .07 | .085 | .056 | .04 |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |
| $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |
| $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |

Table 4.4: Behaviour of subprocess ratios in the region where one jet is close to the beam or target direction, $\chi=5$

| z | .10 | .20 | .30 | .40 | .50 | .60 | .70 | .80 | .90 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{1} q_{1} \rightarrow q_{1} q_{1} g$ | .10 | .10 | .13 | .14 | .16 | .17 | .19 | .19 | .20 |
| $q_{1} q_{2} \rightarrow q_{1} q_{2} g$ | .10 | .11 | .13 | .14 | .16 | .17 | .19 | .20 | .20 |
| $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$ | .10 | .11 | .13 | .14 | .16 | .17 | .19 | .20 | .20 |
| $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$ | .10 | .11 | .13 | .14 | .16 | .17 | .19 | .20 | .20 |
| $q g \rightarrow q g g$ | .24 | .25 | .28 | .32 | .36 | .39 | .42 | .44 | .45 |
| $q \bar{q} \rightarrow g g g$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |
| $g g \rightarrow q \bar{q} g$ | .04 | .05 | .06 | .07 | .07 | .07 | .04 | .05 | .03 |
| $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |
| $q_{1} g \rightarrow q_{1} \bar{q}_{1} q_{1}$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |
| $q \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$ | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 | .00 |

Table 4.5: As Table (4.4) but with $\chi=10$

### 4.1 APPENDIX A

Shows the $2 \rightarrow 3$ QCD subprocesses ratios, which are expressed in terms of $\chi$ and z , when a pair of the final state particles $\mathrm{i}, \mathrm{j}$ goes parallel. We normalised to $g g \rightarrow g g g$ and summed over all the possible final state assignments of partons to jets.

$$
F(\chi)=\chi^{2}+\chi+1+\chi^{-1}+\chi^{-2}
$$

(1) $q_{1} q_{1} \rightarrow q_{1} q_{1} g$.

$$
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)-N_{c}^{-1}\left(\chi+\chi^{-1}+2\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right]\left[\frac{P_{q q}(z)+P_{q q}(1-z)}{P_{g g}(z)}\right]
$$

(2) $q_{1} q_{2} \rightarrow q_{1} q_{2} g$.

$$
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right]\left[\frac{P_{q q}(z)+P_{q q}(1-z)}{P_{g q}(z)}\right]
$$

(3) $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$.

$$
\begin{array}{r}
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)+N_{c}^{-1}\left(\chi+\chi^{-1}-1\right)+\left(\chi^{2}+1\right)(1+\chi)^{-2}}{f(\chi)+2-\chi(1+\chi)^{-2}}\right] \\
{\left[\frac{P_{q q}(z)+P_{q q}(1-z)}{P_{g g}(z)}\right]+} \\
\frac{1}{2 N_{c}}\left(\frac{N_{c}^{2}-1}{N_{c}}\right)^{2}\left[\frac{\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\chi+\chi^{-1}\right)-\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{g g}(z)}{P_{g g}(z)}
\end{array}
$$

(4) $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$.

$$
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right]\left[\frac{P_{q q}(z)+P_{q q}(z)}{P_{g q}(z)}\right]
$$

(5) $q g \rightarrow q g g$.

$$
\begin{aligned}
& \frac{1}{2}\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{\left(2 \chi^{2}+2 \chi+1\right)(1+\chi)^{-1} \chi^{-1}+2 N_{c}^{2}\left(N_{c}^{2}-1\right)^{-1}\left(2 \chi^{2}+2 \chi+1\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \times \\
& \quad\left[\frac{P_{q q}(z)+P_{q q}(1-z)}{P_{g g}(z)}\right] \\
& \quad+\frac{1}{2}\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{\left(\chi^{2}+2 \chi+2\right)(1+\chi)^{-1}+2 N_{c}^{2}\left(N_{c}^{2}-1\right)^{-1}\left(2 \chi^{-2}+2 \chi^{-1}+1\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right]
\end{aligned}
$$

(6) $q \bar{q} \rightarrow g g g$.

$$
\frac{\left(N_{c}^{2}-1\right)^{3}}{8 N_{c}^{5}}\left[\frac{\left(\chi^{-1}+\chi\right)-2 N_{c}^{2}\left(N_{c}^{2}-1\right)^{-1}(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right]
$$

(7) $g g \rightarrow q \bar{q} g$.

$$
\begin{array}{r}
\frac{N_{f}}{2 N_{c}}\left[\frac{\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\chi^{-1}+\chi\right)-\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \times \\
{\left[\frac{P_{q q}(z)+P_{q q}(1-z)}{P_{g g}(z)}\right]+2 N_{f} \frac{P_{q q}(z)}{P_{g g}(z)}}
\end{array}
$$

(8) $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$.

$$
\left(N_{f}-1\right)\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{2+\chi^{2}(1+\chi)^{-1}+2 N_{c}^{2}\left(N_{c}^{2}-1\right)^{-1}\left(2 \chi^{-2}+2 \chi^{-1}+1\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q g}(z)}{P_{g g}(z)}
$$

(9) $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$.

$$
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{2+\chi^{2}(1+\chi)^{-1}+2 N_{c}^{2}\left(N_{c}^{2}-1\right)^{-1}\left(2 \chi^{-2}+2 \chi^{-1}+1\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{g g}}(z)
$$

(10) $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$.

$$
\begin{array}{r}
N_{f}\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{\left(1+\chi^{2}\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right]\left[\frac{P_{q q}(z)+P_{q q}(1-z)}{P_{g g}(z)}\right] \\
+\frac{N_{f}}{2 N_{c}}\left(\frac{N_{c}^{2}-1}{N_{c}}\right)^{2}\left[\frac{\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\chi+\chi^{-1}\right)-\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q g}(z)}{P_{g g}(z)}
\end{array}
$$

### 4.2 APPENDIX B

Shows the $2 \rightarrow 3$ QCD subprocess ratios in the limit when one particle of the final state goes parallel to the beam or target. $z=E_{i} / E_{1}$ or $E_{i} / E_{\mathbf{q}}$.

1. $q_{1} q_{1} \rightarrow q_{1} q_{1} g$

$$
\begin{array}{r}
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)-N_{c}^{-1}\left(\chi+\chi^{-1}+2\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(1-z)}{P_{g q}(z)} \\
+\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)+\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{g g}(z)}
\end{array}
$$

2. $q_{1} q_{2} \rightarrow q_{1} q_{2} g$

$$
\begin{array}{r}
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(1-z)}{P_{g g}(z)} \\
+\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)+\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right.}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{g g}(z)}
\end{array}
$$

3. $q_{1} \bar{q}_{1} \rightarrow q_{1} \bar{q}_{1} g$

$$
\begin{aligned}
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2} & {\left[\frac{F(\chi)+N_{c}^{-1}\left(\chi+\chi^{-1}-1\right)+\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(1-z)}{P_{g g}(z)} } \\
& +\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)+\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right.}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{g g}(z)}
\end{aligned}
$$

4. $q_{1} \bar{q}_{2} \rightarrow q_{1} \bar{q}_{2} g$

$$
\begin{array}{r}
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(1-z)}{P_{g g}(z)} \\
+\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)+\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{g g}(z)}
\end{array}
$$

5. $q g \rightarrow q g g$

$$
\begin{aligned}
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)+\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] & \frac{P_{q q}(1-z)}{P_{g g}(z)} \\
& +\frac{P_{q q}(z)}{P_{g \theta}(z)}
\end{aligned}
$$

6. $q \bar{q} \rightarrow g g g$

$$
\frac{1}{N_{c}}\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\chi+\chi^{-1}\right)-\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(1-z)}{P_{g g}(z)}
$$

7. $g g \rightarrow q \bar{q} g$

$$
\begin{array}{r}
\frac{N_{f}}{N_{c}}\left[\frac{\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\chi+\chi^{-1}\right)-\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \\
+2 N_{f}\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)\left[\frac{F(\chi)+\frac{1}{2} N_{c}^{-2}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} \chi+\frac{1}{2} \chi^{-1}+\frac{3}{2}\right)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{q g}(z)}
\end{array}
$$

8. $q_{1} g \rightarrow q_{1} q_{2} \bar{q}_{2}$

$$
\begin{aligned}
& \left(N_{f}-1\right)\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(z)}{P_{q g}(z)} \\
& \quad+2\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q g}(z)}{P_{g g}(z)}
\end{aligned}
$$

9. $q_{1} g \rightarrow q_{1} q_{1} \bar{q}_{1}$

$$
\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{F(\chi)+N_{c}\left(\chi+\chi^{-1}-1\right)+\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q g}(z)}{P_{g g}(z)}
$$

10. $q_{1} \bar{q}_{1} \rightarrow q_{2} \bar{q}_{2} g$

$$
N_{f}\left(\frac{N_{c}^{2}-1}{2 N_{c}^{2}}\right)^{2}\left[\frac{\left(\chi^{2}+1\right)(1+\chi)^{-2}}{F(\chi)+2-\chi(1+\chi)^{-2}}\right] \frac{P_{q q}(1-z)}{P_{g g}(z)}
$$
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## Chapter 5

## Spinor Methods

### 5.1 Introduction

Many multijet events will be generated at present and future hadron colliders. It is important to model these theoretically so that one may use these results to test perturbative QCD and also so that one can estimate the conventional QCD background to multi-jet signatures for new physics processes.

The QCD exact matrix elements for $2 \rightarrow 2$ and $2 \rightarrow 3$ parton-parton scattering are known and can be written analytically in a compact form. For the four-jet production only numerical codes exist and require large amounts of CPU time when used in computer Monte Carlos [1]. Mangano, Parke and Xu [2] suggested a new technique and obtain a significant improvement over the calculations which were obtained previously in ref. [1] for six gluon scattering. The basis of this technique is to decompose the n-gluon amplitude into sub-amplitudes weighted by Chan-Paton like traces of colour matrices. In fact this technique shows how the calculation could be simplified. The tree-level vector particle scattering amplitude, for the colours $a_{1}, a_{2}, \ldots a_{n}$, momenta $p_{1}, p_{2}, \ldots, p_{n}$ and helicities, $e_{1}, e_{2}, \ldots e_{n}$, can be written in the following form;

$$
\begin{equation*}
M_{n}=\sum_{\text {perms }} \operatorname{tr}\left(\lambda^{\left(a_{1}\right)} \ldots . . \lambda^{\left(a_{n}\right)}\right) m\left(p_{1}, \epsilon_{1}, ; \ldots ; p_{n}, \epsilon_{n}\right) \tag{5.1}
\end{equation*}
$$

where the sum which appears in equation (5.1) is over all the ( $\mathrm{n}-1$ )! non-cyclic permutations of the momenta. The $m()$ in equation (5.1) are called the subamplitudes and they are only functions of the kinematical variables of the process, i.e. momenta and helicities of the external gluons, these variables are represented in shorthand by the notation ( $1,2,3, \ldots, n$ ).

### 5.2 Duality Properties

The sub-amplitudes which are thus obtained are found to satisfy some properties for any particular set of helicities. We summarize these properties in the following
points:

- $m(1,2,3, \ldots, n)$ is gauge invariant.
- $m(1,2,3, \ldots, n)$ is invariant under cyclic permutations of the momenta.
- $m(n, n-1, \ldots, 1)=(-1)^{n} m(1,2,3, \ldots, n)$.
- The Ward Identity: $m(1,2,3, \ldots, n)+m(2,1,3, \ldots, n)+m(2,3,1, \ldots, n)+\ldots+$ $\mathrm{m}(2,3, \ldots, 1, \mathrm{n})=0$.
- $\mathrm{m}(1,2,3, \ldots, \mathrm{n})$ factorizes on multi-gluon poles.
- $\left|M_{n}\right|^{2}=N_{c}^{n-2} \frac{\left(N_{c}^{2}-1\right)}{2^{n}} \sum_{{ }^{\prime} p^{n}}\left[|m(1,2, \ldots, n)|^{2}+0\left(N_{c}^{-2}\right)\right]$
where $\mathrm{N}_{\mathrm{c}}$ is the number of colours.


### 5.3 Spinor Definition and Properties

For massless spinors with momentum $p$ and helicity $\lambda, u^{( \pm)}(p), v^{( \pm)}(p), \bar{u}^{( \pm)}(p)$ and $\bar{v}^{( \pm)}(p)$ satisfy the following equations.

$$
\begin{array}{r}
p_{\mu} \gamma^{\mu} u(p)=p_{\mu} \gamma^{\mu} v(p)=0 \\
\bar{u}(p) p_{\mu} \gamma^{\mu}=\bar{v}(p) p_{\mu} \gamma^{\mu}=0, \\
p^{2}=0 \\
\left(1 \mp \gamma_{5}\right) u^{( \pm)}(p)=\left(1 \pm \gamma_{5}\right) v^{( \pm)}(p)=0 \\
\bar{u}^{( \pm)}(p)\left(1 \pm \gamma_{5}\right)=\bar{v}^{-( \pm)}(p)\left(1 \mp \gamma_{5}\right)=0 \tag{5.2}
\end{array}
$$

with the normalization

$$
\bar{u}^{( \pm)}(p) \gamma_{\mu} u_{(p)}^{( \pm)}=\bar{v}^{( \pm)}(p) \gamma_{\mu} v^{( \pm)}(p)=2 p_{\mu} .
$$

By convention one can put

$$
\begin{align*}
u^{( \pm)}(p)=v^{(\mp)}(p) & =\mid p_{ \pm}> \\
\bar{u}^{-( \pm)}(p)=\bar{v}^{(\mp)}(p) & =<p_{ \pm} \mid . \tag{5.3}
\end{align*}
$$

The following relations then hold for any massless momenta $p$ and $q$ and are easy to show:

$$
\begin{array}{r}
\left|p_{ \pm}><p_{ \pm}\right|=\frac{1}{2}\left(1 \pm \gamma_{5}\right) p_{\mu} \gamma^{\mu} \\
<p_{+}\left|q_{+}>=<p_{-}\right| q_{-}>=0 \\
<p_{-}\left|q_{+}>=-<q_{-}\right| p_{+}>,<p_{-}\left|p_{+}>=<p_{+}\right| p_{-}>=0 \tag{5.4}
\end{array}
$$

For simplicity one can put

$$
\begin{aligned}
&<p_{-} \mid q_{+}>= \\
&<q_{-} \mid \mid p_{+}>=-<p q> \\
&<q_{+} \mid p_{-}>=[p q] \\
&<p_{+} \mid q_{-}>=-[p q], \text { and } \\
&<p q>[p q]=2(p . q)=s_{q p} .
\end{aligned}
$$

According to ref. [4], in general, if $\mid A \pm>$ is any spinor which satisfies

$$
\begin{gathered}
\left(1 \mp \gamma_{5}\right) \mid A \pm>=0 \\
\left|A+>^{*}=\right| A->
\end{gathered}
$$

in which $\mid A+>^{*}$ is the charge conjugation of $\mid A+>$, then one has

$$
\begin{array}{r}
<A \mp|B \pm>=-<B \mp| A \pm>, \text { where } \\
<A \pm|=| \overline{A \pm}>.
\end{array}
$$

If $\mid A \pm>$ has the following form

$$
\begin{gathered}
1 A \pm>= \begin{cases}\not k_{1} & \ldots . . k_{n} \mid q \pm>\text { (n is even) } \\
k_{1} & \ldots . . k_{n} \mid q \mp>\text { ( } \mathrm{n} \text { is odd), then }\end{cases} \\
\left\lvert\, A \pm>^{*}= \begin{cases}k_{1} & \ldots \ldots . k_{n} \mid q \mp>\text { ( } \mathrm{n} \text { is even) } \\
-k_{1} & \ldots . . k_{n} \mid q \pm>\text { (n is odd). }\end{cases} \right.
\end{gathered}
$$

One can also note some special properties

$$
\left\langle p_{-}\right| \not k_{1} \ldots . . \not k_{n}\left|q_{+}>=-<q_{-}\right| \not k_{n} \ldots \ldots k_{1} \mid p_{+}>,
$$

where $n$ is even.
$<p_{+}\left|\nmid k_{1} \ldots \ldots \not \psi_{n}\right| q_{-}>=-<q_{+} \mid \not \psi_{n} \ldots \not \psi_{1} p_{-}>$for n is odd.
A quantity like $\left|B_{+}><A_{+}\right|$can be expanded into a linear sum of $1, \gamma_{\mu}, \gamma_{5}, \gamma_{\mu} \gamma_{5}$ and $\gamma_{\nu} \gamma_{\mu}(\mu \neq \nu)$.
$2\left|B+><A_{+}\right|=<A_{+}\left|\gamma_{\mu}\right| B_{+}>\gamma^{\mu} \frac{1}{2}\left(1-\gamma_{5}\right)$, if one multiplies both sides by $<C-\mid$ from the left and $\mid D->$ from the right, then one can obtain the following relation

$$
<A_{+}\left|\gamma_{\mu}\right| B_{+}><C-\left|\gamma^{\mu}\right| D_{-}>=2<A_{+}\left|D_{-}><C_{-}\right| B_{+}>
$$

from the following property

$$
\left|B_{+}><A_{-}\right|-\left|A_{+}><B_{-}\right|=<A_{-} \left\lvert\, B_{+}>\frac{1}{2}\left(1+\gamma_{5}\right)\right.
$$

one can obtain a useful rearrangement of spinor products.
$<A_{-}\left|B_{+}><C_{-}\right| D_{+}>=<A_{-}\left|D_{+}><C_{-}\right| D_{+}>+<A_{-}\left|C_{+}\right\rangle<B_{-}\left|D_{+}\right\rangle$.

### 5.4 The Polarization Vector

The fundamental quantity which was used in the calculation of the six-gluon scattering is the polarization vector, which was defined by the following relation

$$
\begin{equation*}
\xi^{ \pm}=N\left[\not y^{\prime \prime} \phi\left(1 \pm \gamma_{5}\right)-\phi^{\prime} \phi \not k\left(1 \mp \gamma_{5}\right)\right] \tag{5.5}
\end{equation*}
$$

In fact this polarization vector was used by CALKUL collaboration [3]. One can note that there is a term dropped in the equation (5.5) and this term is $\mp 2\left(q \cdot q^{\prime}\right) \neq \gamma_{5}$. When this term is added to equation (5.5) the gauge invariance of the theory no longer holds. Thus gauge invariance of the theory strongly suggests that one should discard this term from equation (5.5). Also one can note that the definition of the polarization vector in equation (5.5) is not the contraction with $\gamma^{\mu}$ of a four-vector. This means that one is unable to use this polarization vector, which was given in the above equaiton, in direct QCD calculations.

Zhan $\mathrm{Xu}, \mathrm{Da}$-Hua Zhang and Lee Chang suggested [4] to restore the discarded term and rewrite equation (5.5) in the following form:

$$
\begin{equation*}
\not \oint^{ \pm} N\left[\nmid \phi^{\prime} \phi\left(1 \pm \gamma_{5}\right)+\phi \phi^{\prime} k\left(1 \mp \gamma_{5}\right)-2\left(g \cdot q^{\prime}\right) \nmid k\right] \tag{5.6}
\end{equation*}
$$

Again for the gauge invariance of the theory the last term in equation (5.6) must be discarded and the equation (5.6) can be written in the following form:

$$
\begin{equation*}
\xi^{ \pm}=N\left[\not \subset \phi^{\prime} \phi\left(1 \pm \gamma_{5}\right)+\phi \phi^{\prime} \not k\left(1 \mp \gamma_{5}\right)\right] \tag{5.7}
\end{equation*}
$$

Now this expression is the contraction with $\gamma^{\mu}$ of the four- vector

$$
\begin{equation*}
\epsilon_{\mu}^{ \pm}=\frac{1}{\sqrt{ } 2}\left(\epsilon_{\mu}^{\|} \pm i \epsilon_{\mu}^{\perp}\right)+\frac{1}{2} \sqrt{ } \frac{(q \bar{q})}{(q k)\left(q^{\prime} \cdot k\right)} k_{\mu} \tag{5.8}
\end{equation*}
$$

Where k is the momentum of single gluon, and $q, \bar{q}$ are the reference momenta and they satisfy $q^{2}=0, \bar{q}^{2}=0$ respectively and $(q . k),(\bar{q} . k)$ are not equal to zero. When the reference momenta are changed from $q, \bar{q}$ to $p, \bar{p}$, the polarization vectors $\epsilon_{q}^{ \pm}\left(k, q^{\prime}, q\right)$ and $\epsilon_{p}^{ \pm}\left(k, p^{\prime}, p\right)$ are still connected by the following relation

$$
\begin{equation*}
\epsilon_{p}^{ \pm}=e^{ \pm i \phi} \epsilon_{q}^{ \pm}+\beta^{ \pm} k \tag{5.9}
\end{equation*}
$$

where $e^{ \pm i \phi}$ is the phase factor defined by the following relation

$$
\begin{equation*}
\left.e^{ \pm i \phi}=-N_{q} N_{p} T r \mid \phi \phi^{\prime} k p \vec{p}^{\prime} k\left(1 \pm \gamma_{5}\right)\right] \tag{5.10}
\end{equation*}
$$

The trace which appears in equation (5.10) can be translated into terms of spinors. This means one can rewrite equation (5.10) in the following form

$$
\begin{equation*}
e^{ \pm i \phi}=\sqrt{ } 2 N_{q}<k_{\mp}\left|\phi^{\prime} \phi\right| k \pm>\cdot \sqrt{ } 2 N_{p}<k_{ \pm}\left|p^{\prime} \phi\right| k_{\mp}> \tag{5.11}
\end{equation*}
$$

Since the polarization vector $\epsilon^{ \pm}$is complex, the phase freedom can be exploited to simplify the relations. N which was appearing in equation (5.11) is a real normalization factor given by the following relation

$$
N_{q}=\left[16\left(q \cdot q^{\prime}\right)(q \cdot k)\left(q^{\prime} \cdot k\right)\right]^{-\frac{1}{2}}
$$

which can be written in terms of spinors as

$$
\begin{align*}
N_{q}= \pm\left[\sqrt{ } 2<q_{ \pm}^{\prime} \mid q_{\mp}\right. & \left.><k_{\mp}\left|q_{ \pm}^{\prime}><q_{\mp}\right| k_{ \pm}>\right]^{-1} \\
& \left.= \pm\left|\sqrt{ } 2<k_{\mp}\right| \Phi^{\prime} ф \mid k \pm>\right]^{-1} \tag{5.12}
\end{align*}
$$

Now the normalization factor is a complex quantity, then the phase factor becomes $e^{ \pm i \phi}=1$ and hence the equation which was given in (5.9) can be written in the following form:

$$
\begin{equation*}
\epsilon_{q}^{ \pm}=\epsilon_{p}^{ \pm}+\beta^{ \pm} k \tag{5.13}
\end{equation*}
$$

One can show that the reference momentum $q^{\prime}$ drops out from the definition of the polarization vector, this means that the polarization vector which was defined in this way only depends on one reference momentum. To show that, one can write equation (5.7) in the following form:

$$
\begin{align*}
\xi^{ \pm}\left(k, q^{\prime}, q\right)=2 N_{q}^{ \pm}\left[\left|k_{\mp}><k_{\mp}\right| q_{ \pm}^{\prime}><q_{ \pm}^{\prime} \mid q_{\mp}><q_{\mp}\right. & \mid+ \\
& \left.\left|q_{ \pm}><q_{ \pm}\right| q_{\mp}^{\prime}><q_{\mp}^{\prime}\left|k_{ \pm}><k_{ \pm}\right|\right] \tag{5.14}
\end{align*}
$$

By using equation (5.12) we obtain

$$
\begin{equation*}
\left.\xi^{ \pm}(k, q)= \pm \sqrt{ } 2\left\|k_{\mp}><q_{\mp}|+| q_{ \pm}><k_{ \pm}\right\|\right] /<q_{\mp} \mid k_{ \pm}> \tag{5.15}
\end{equation*}
$$

then the helicity eigenstate of a gluon with momentum k is given by

$$
\begin{equation*}
\epsilon_{\mu}^{ \pm}=<k_{ \pm}\left|\gamma_{\mu}\right| q_{ \pm}>\sqrt{ } 2<q_{\mp} \mid k_{ \pm}> \tag{5.16}
\end{equation*}
$$

In fact the polarization vector satisfies a number of identities which are extremely helpful in $n$-gluons scattering calculations. These properties [2] are summarized in the following points:

$$
\begin{array}{r}
k . \epsilon^{ \pm}(k, q)=0 \\
\epsilon^{ \pm}(k, q) \cdot \epsilon^{ \pm}(k, q)=-1 \\
\epsilon^{ \pm}(k, q) \cdot \epsilon^{ \pm}(k, q)=0
\end{array}
$$

These properties are the standard properties of the polarization vectors.

$$
\epsilon_{\mu}\left(k, q^{\prime}\right)=\epsilon_{\mu}(k, q)+\beta\left(k, q^{\prime}, q\right) \cdot k_{\mu}
$$

Supplemented by gauge invariance i.e. $\left.m(1,2,3, \ldots . n)\right|_{\epsilon_{i}=p_{i}}=0$, the meaning of this equation is clear, when the polarization vector of an external gauge boson is put equal to its momentum, then the scattering amplitude must vanish because of the gauge invariance of the theory. This implies that $\beta$ is irrelevant and hence one can choose different reference momenta for each of the gluons and different reference momenta for a given gluon in different sub-amplitudes.

$$
q \cdot \epsilon^{ \pm}(k, q)=0
$$

This property can eliminate many terms. The reference momentum vector could be chosen as a light-like momentum vector in the n-gluon scattering calculations.

$$
\begin{aligned}
\epsilon^{ \pm}\left(k_{1}, q\right) \cdot \epsilon^{ \pm}\left(k_{2}, q\right) & =0 \\
\epsilon^{ \pm}\left(k_{1}, k_{2}\right) \cdot \epsilon_{ \pm}\left(k_{2}, q\right) & =0
\end{aligned}
$$

The meaning of the last two properties is that, for a given sub-amplitude calculation, all gluons with the same helicity should have the same reference momentum.

### 5.5 Parke-Taylor Formula for n-gluon scattering

For five gluon scattering there is a very compact expression obtained in ref. [13] which we can write in the form

$$
\begin{equation*}
\left|M_{g g \rightarrow g g g}\right|^{2}=\frac{g^{6}}{2} \sum(i j)^{4} \frac{\sum(i j k l m)}{\pi(i j)} \tag{5.17}
\end{equation*}
$$

The notation ( ijklm ) in the equation (5.17) means $(\mathrm{ij})(\mathrm{jk})(\mathrm{kl})(\mathrm{lm})(\mathrm{mi})$, where ( ij ) denotes the dot product of four-momenta ( $\mathrm{p}_{i} . \mathrm{p}_{j}$ ). This simple form suggests that one might be able to obtain an equally simple expression for $n$-gluon scattering.

To generalize the result to $n$-gluon scattering we consider the following conjectured form

$$
\begin{equation*}
\left|M_{n}\right|^{2}=\sum(i j)^{4} \cdot \frac{S}{\pi(i j)} \tag{5.18}
\end{equation*}
$$

In fact the full result must contain poles such as $\mathrm{t}_{\mathrm{i} j \mathrm{k}}=(\mathrm{i}+\mathrm{j}+\mathrm{k})^{\mathbf{2}}$ in addition to the single pole $s=(i+j)^{2}$, thus equation (5.18) cannot in fact be the full result. We shall try and determine the numerator unknown " S " by imposing certain constraints which the amplitude must satisfy:

- The scattering amplitude has the correct Altarelli- Parisi behaviour when a pair of gluons go collinear.
- The amplitude has the correct mass dimension to give a cross-section.

In the case of gluons $i, j$ going collinear then the full result for the amplitude in this limit is given by equation (4.1), in Chapter 4, and the Altarelli-Parisi splitting kernel which one can write in the form

$$
\begin{equation*}
P_{g g}(z)=N_{c} \frac{\left(z^{4}+(1-z)^{4}+1\right)}{z(1-z)} \tag{5.19}
\end{equation*}
$$

where $\mathrm{N}_{c}$ is the number of colours. If the conjectured expression in (5.18) is to have the correct Altarelli-Parisi behaviour as (ij) $\rightarrow 0$ then we require that

$$
\sum(i j)^{4} \rightarrow a z^{4}+b(1-z)^{4}+c, \quad(a=b=c)
$$

where the coefficients $\mathrm{a}, \mathrm{b}$ and c are combinations of the dot products. $\pi(\mathrm{ij}) \rightarrow \mathrm{z}^{4}(1-$ $\mathrm{z})^{4}\{ \}$. To obtain a correct z -dependence as in equation (5.19) this implies that

$$
S \rightarrow z^{3}(1-z)^{3}
$$

For clarity let us assume that $\mathrm{n}=6$. Then $\left|M_{6}\right|^{2}$ has dimensions of ()$^{-2}$, where we shall denote the dimensions of the dot product by (). If we expand $\pi(\mathrm{ij})$ as $(12)(13)(14)(15)(16)(23)(24)(25)(26)(34)(35)(36)(45)(46)(56)$. This means that $\pi(\mathrm{ij})$ has dimension ( ${ }^{15}$. Thus to give an overall dimension of ()$^{-2} \sum(i i)^{4}$. S should have dimensions of ( $)^{13}$, i.e. the $S$ should have a dimension of ( $)^{9}$. Insisting on the total symmetry of the amplitude under interchange of momenta and using the fact that $S$ must give $z^{3}(1-z)^{3}$ as (ij) $\rightarrow 0$, we can conclude that $S$ is a sum of strings of nine dot products such that each of the six momenta occur 3 times. Strings such as $(13)(14)(15)(24)(25)(26)(35)(36)(46)$. Also one can see that each such string is the complement with respect to the denominator of equation (5.18), $\pi(\mathrm{ij})$ of one of the ( ijklm ) i.e. S is proportional to

$$
\sum_{{ }^{\prime} P^{n}} \frac{1}{(i j k l m)} \pi(i j)
$$

In the $2 \rightarrow 3$ case this is just ( ijklm ), as in equation (5.17). The equation in (5.18) be now be written in the following form,

$$
\begin{equation*}
\left|M_{n}^{P T}\right|^{2}=g^{2 n-4} \frac{N_{c}^{n-2}}{\left(N_{c}-1\right)} 2^{4-n} \sum_{i<j}^{4} s_{i j}^{4} \sum_{{ }_{p^{0}}} \frac{1}{s_{12} s_{23} \ldots . . s_{n 1}} \tag{5.20}
\end{equation*}
$$

This formula is just the formula given by Parke and Taylor [1]. In the expression (5.20) " $P$ " denotes a sum over the ( $n-1$ )!/2 distinct permutations of $1,2,3, \ldots . . n$, and the amplitude squared is helicity and colour summed and averaged.

Parke and Taylor claim that the equation (5.20) is a particular helicity subamplitude to leading order in the number of colours. In fact there are spinorial recusion relations for n-gluon scattering developed by Giele and Berends [15] and they verified the Parke and Taylor claim.

The full amplitude can be expanded in helicity sub-amplitudes and is given by

$$
\begin{equation*}
\left|M_{n}\right|^{2}=\sum_{S}\left|M_{n}^{(S)}\right|^{2} \tag{5.21}
\end{equation*}
$$

where $S=\left|\sum \lambda_{i}\right|$ labels the total helicity, all particles assumed outgoing. $S=$ $\mathrm{n}, \mathrm{n}-2, \mathrm{n}-4, \ldots . .1(0)$. In ref. [1] it is claimed that

$$
\begin{array}{r}
\left|M_{n}^{(n)}\right|^{2}=\left|M_{n}^{(n-2)}\right|^{2}=0 \\
\left|M_{n}^{(n-4)}\right|^{2}=\left|M_{n}^{P T}\right|^{2}+0\left(N_{c}\right)^{-2} \tag{5.22}
\end{array}
$$

The most helicity-violating sub-amplitudes in which all the gluons have the same positive (negative) helicity or one gluon has negative (positive) and the others have positive (negative) helicity, this sub-amplitude is vanishing due to helicity conservation arguments. The first non-vanishing sub-amplitude has two gluons with negative(positive) and the others with positive (negative) helicity. For $\mathrm{n}=4$ and $5, g g \rightarrow g g$ and $g g \rightarrow g g g$, the interference terms are zero and the Parke-Taylor formula gives the known exact results for $n=4$ and 5 and hence

$$
\begin{equation*}
\left|M_{4}\right|^{2}=\frac{1}{2}\left|M_{4}^{P T}\right|^{2},\left|M_{5}\right|^{2}=\left|M_{5}^{P T}\right|^{2} \tag{5.23}
\end{equation*}
$$

For $\mathrm{n}=6, g g \rightarrow g g g g,\left|M_{6}^{P T}\right|^{2}$ is typically about ( $\frac{1}{2}-\frac{2}{3}$ ) of the total six-gluon scattering amplitude. This relative dominance of the most helicity- violating subamplitude may be anticipated, since this is noted first by Bassetto et al. [14], in the approximation of strongly ordered gluon momenta one has

$$
\begin{equation*}
\left|M_{n}\right|^{2} \sim\left|M_{n}^{P T}\right|^{2}+0\left(N_{c}\right)^{-2} \tag{5.24}
\end{equation*}
$$

### 5.6 Six gluon scattering

By decomposing the n -gluon amplitude into sub-amplitudes weighted by ChanPaton like traces of colour matrices, Mangano, Parke and Xu [2], and independently Berends and Giele [6] showed how the calculation could be simplified, and compact expressions obtained in terms of spinors for the unsquared subamplitudes.

For six-gluon scattering the possible helicity combinations are 4+,2- (or 4, $2+$ ) and ( $3+, 3-$ ). The first of these is just that which gives rise to the Parke-Taylor formula (equation (5.20)) when squared, and the unsquared amplitude in terms of spinors is

$$
\begin{equation*}
m_{4+2-}(1,2,3,4,5,6)=i 8 g^{4} \frac{\langle i j\rangle^{4}}{\langle 12><23><34><45><56><61>} \tag{5.25}
\end{equation*}
$$

When this expression is squared and summed over orderings the $|M|^{2}$ terms produce equation (5.20) and the cross-terms are $0\left(\mathrm{~N}_{c}^{-2}\right)$, as implied by the final duality property.

In the numerator of equation (5.25), i and j are the momenta of the two gluons with opposite helicity which are independent of their ordering in the subamplitude, and the denominator of equation (5.25) is determined by the order of the spinor products for the momenta in the sub-amplitude.

The other helicity configuration is ( +++--- ) and the sub-amplitude for the six-gluon scattering can be written in the following form [2],

$$
\begin{array}{r}
m(123456)=i 8 g^{4}\left[\frac{\alpha^{2}}{t_{123} s_{12} s_{23} s_{45} s_{56}}+\frac{\beta^{2}}{t_{234} s_{23} s_{34} s_{56} s_{16}}\right. \\
\left.\frac{\gamma^{2}}{t_{345} s_{34} s_{45} s_{12} s_{16}}+\frac{t_{123} \beta \gamma+t_{234} \gamma \alpha+t_{345} \alpha \beta}{s_{12} s_{23} s_{34} s_{45} s_{56} s_{16}}\right] \tag{5.26}
\end{array}
$$

The "Ward" identity and permutation invariances of the sub-amplitudes imply three inequivalent helicity structures $(+-+-+-),(++-+-)$ and ( +++-- -). The $\alpha, \beta$ and $\gamma$ of equation (5.26) are given in table (5.1) in terms of spinors for these three helicity structures.

The notation which was used in Table (5.1) is that $\langle i| \hat{K}|j\rangle=[i k]<$ $K j>$, if $K^{2}=0(\hat{K}=K . \gamma)$. We assume $\sum_{i=1}^{6} p_{i}=0$.

In the denominator of equation (5.26), the $t_{i j k}$ are defined as

$$
t_{i j k}=\left(p_{i}+p_{j}+p_{k}\right)^{2}=s_{i j}+s_{j k}+s_{k j}
$$

We shall denote the three amplitudes of (5.26) as $\mathrm{m}_{1}(1,2,3,4,5,6), \mathrm{m}_{2}(1,2,3,4,5,6)$ and $m_{3}(1,2,3,4,5,6)$ for $(+-+-+-),(++-+--),(+++--)$ respectively.

### 5.7 Formalism

In this section we shall give some relations which are helpful when one needs to calculate the matrix element squared for six-gluon scattering. We can convert all the spinors into traces by the following relations

$$
\begin{gather*}
{\left[i_{1} i_{2}\right]<i_{2} i_{3}>\ldots .<i_{2 n} i_{1}>=\frac{1}{2} \operatorname{Tr}\left(i_{i} i_{2} \ldots . . i_{2 n}\right)+\frac{1}{2} \operatorname{Tr}\left(i_{1} i_{2} \ldots . . i_{2 n} \gamma_{5}\right)}  \tag{5.27}\\
<i_{1} i_{2}>\left[i_{2} i_{3}\right] \ldots .<i_{2 n} i_{1}>=\frac{1}{2} \operatorname{Tr}\left(i_{1} i_{2} \ldots . . i_{2 n}\right)-\frac{1}{2} \operatorname{Tr}\left(i_{1} i_{2} \ldots . . i_{2 n} \gamma_{5}\right) \tag{5.28}
\end{gather*}
$$

One can note that the expressions which are given in (5.27) and (5.28) are complex conjugate to each other. As an immediate consequence of the above two expresions

$$
\begin{equation*}
\operatorname{Tr}^{2}\left(i_{1} i_{2} \ldots . . i_{2 n}\right)-\operatorname{Tr}^{2}\left(i_{1} i_{2} \ldots . i_{2 n} \gamma_{5}\right)=4 s_{j_{1} i_{3}} \ldots . . s_{j_{2 n} i_{1}} \tag{5.29}
\end{equation*}
$$

and one can generalize the expression in (5.29) as

$$
\begin{array}{r}
\operatorname{Tr}\left(i_{1} i_{2} i_{3} \ldots \ldots i_{2 n} \gamma_{5}\right) \cdot \operatorname{Tr}\left(j_{1} j_{2} j_{3} \ldots \ldots j_{2 m} \gamma_{5}\right)=\operatorname{Tr}\left(i_{1} i_{2} i_{3} \ldots \ldots i_{2 n}\right) \cdot \operatorname{Tr}\left(j_{1} j_{2} j_{3} \ldots . j_{2 m}\right) \\
-2\left[\left[i_{1} i_{2}\right]<i_{2} i_{3}>\ldots . .<i_{2 n} i_{1}><j_{1} j_{2}>\left[j_{2} j_{3}\right] \ldots .\left[j_{2 m} j_{1}\right]+c . c\right] \tag{5.30}
\end{array}
$$

The relation which was given in (5.30) reduces all the traces which are involving $\gamma_{5}$ 's.

### 5.8 A compact expression for six-gluon scattering

This is an important part of the calculations, because the squaring procedure determines the complexity of the cross-section. Our calculations are based on converting all the spinor products into traces which are evaluated in terms of kinematical invariants.

In this section we shall give a compact expression in terms of kinematical invariants for the squared matrix element of the process $g g \rightarrow g g g g$, to leading order in the number of colours, and we shall check the accuracy of the result and confirm that the non-leading terms typically constitute less than $5 \%$ of the full result, making our compact expressions of potential use in simulating four jet events.

We shall write the six-gluon scattering matrix element squared, $\left|M_{8}\right|^{2}$, as

$$
\begin{equation*}
\left|M_{B}\right|^{2}=\left|M_{6}^{P T}\right|^{2}+\left|M_{6}^{R E S T}\right|^{2}+0\left(N_{c}^{-2}\right) \tag{5.31}
\end{equation*}
$$

$\left|M_{8}^{P T}\right|^{2}$ is the contribution of the $(--++++)$, and permuted, helicity orderings which is given by the formula of Parke and Taylor

$$
\begin{equation*}
\left|M_{6}^{P T}\right|^{2}=g^{8} N_{c}^{4}\left(N_{c}^{2}-1\right) \sum_{i<j}(i j)^{4} \sum_{P} \frac{1}{(12)(23)(34)(45)(56)(61)} \tag{5.32}
\end{equation*}
$$

(ij) denotes the dot product of four-momenta $p_{i} . p_{j}$. The matrix elements squared are summed over colour and helicities, but a colour and helicity averaging factor should be added to these expressions. $P$ denotes a sum over the non-cyclic permutations of $1,2,3,4,5,6$.

For the remaining helicity orderings we shall write, following ref. [2]

$$
\begin{align*}
\left|M_{8}^{R E S T}\right|^{2}=2 g^{8} N_{c}^{4}\left(N_{c}^{2}-1\right) \sum_{P_{6}} & {\left[\frac{1}{6} H_{1}(1,2,3,4,5,6)\right.} \\
& +H_{2}(1,2,3,4,5,6) \\
+ & \left.\frac{1}{2} H_{3}(1,2,3,4,5,6)\right] \tag{5.33}
\end{align*}
$$

In the expressions which follow we shall use the basic kinematical quantities

$$
\begin{array}{r}
s_{i j}=\left(p_{i}+p_{j}\right)^{2}=2\left(p_{i} p_{j}\right) \\
t_{i j k}=\left(p_{i}+p_{j}+p_{k}\right)^{2}=s_{i j}+s_{i k}+s_{j k} \\
T_{1}=t_{123} s_{12} s_{23} s_{45} s_{56} \\
T_{2}=t_{234} s_{23} s_{34} s_{56} s_{61} \\
T_{3}=t_{345} s_{34} s_{45} s_{61} s_{12} \\
S=s_{12} s_{23} s_{34} s_{45} s_{56} s_{61} \\
t_{i j k l}=s_{i j} s_{k l}-s_{j k} s_{i l} \tag{5.34}
\end{array}
$$

We assume a convention with all momenta outgoing and $\sum_{i=1}^{6} p_{i}=0 . \mathrm{P}_{6}$ in equation (5.33) denotes a sum over the 720 permutations of the external momenta (1,2,3,4,5,6).
$\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$ are the contributions of the $(+-+-+-),(++-+--)$ and ( +++--- ) helicity combinations, respectively.

To leading order in $\mathrm{N}_{c}$, in terms of the amplitudes of equation (5.26), $\mathrm{H}_{\mathrm{i}}(1,2,3,4,5,6)=\left|m_{i}(1,2,3,4,5,6)\right|^{2}, \mathrm{i}=1,2,3 \ldots$.

We shall compute the $H_{i}$ by directly squaring the spinor expressions of Table (5.1) and using the trace relations of Section 5.7.

The expression for $\mathrm{H}_{1}$ can then be written in the [16] compact form:

$$
\begin{array}{r}
H_{1}(1,2,3,4,5,6)=\frac{3}{4} \frac{A_{1}^{2} s_{13}^{2} s_{46}^{2}}{T_{1}^{2}}+\frac{3\left[\left(A_{4}+A_{5}\right)^{2}+2 A_{5} t_{135}^{2} s_{34} s_{16}+A_{5}^{2}\right]}{T_{2} T_{3}} \\
+3 A_{1} s_{13} s_{46} t_{234}\left(A_{6}+2 A_{7}\right) / S T_{1} \\
+\left\{3 s_{34} s_{16}\left(\left(A_{6}+A_{7}\right)\left(A_{8}+A_{9}\right)+A_{7} A_{9}+t_{135}^{2} s_{13} s_{46} A_{10}\right]\right. \\
\left.+\frac{3}{2} t_{234} t_{345} s_{13} s_{46} A_{1}\left(A_{4}+2 A_{5}\right)-\frac{3}{4} t_{123}^{2} A_{2} A_{3} A_{5}\right\} / S^{2} \tag{5.35}
\end{array}
$$

There are 10 quantities $A_{i}$ consisting of three triplets which transform cyclically under the permutation $\pi_{+}:(123456) \rightarrow(234561) ;\left(A_{1}, A_{2}, A_{3}\right),\left(A_{4}, A_{6}, A_{8}\right)$, ( $A_{5}, A_{7}, A_{9}$ ) and the quantity $A_{10}$ which is invariant under $\pi_{+}$.

$$
\begin{array}{r}
A_{1}=2\left(t_{135} t_{123}-s_{13} s_{46}\right) \\
A_{2}=\pi_{+} A_{1} \\
A_{3}=\pi_{+} A_{2} \\
A_{4}=-t_{135}\left(t_{135} t_{234} t_{345}-t_{135} s_{34} s_{16}-t_{345} s_{15} s_{24}-t_{234} s_{35} s_{26}\right) \\
A_{5}=-s_{15} s_{35} s_{26} s_{24} \\
A_{6}=\pi_{+} A_{4} \\
A_{7}=\pi_{+} A_{5} \\
A_{8}=\pi_{+} A_{6} \\
A_{9}=\pi_{+} A_{7} \\
A_{10}=-\frac{1}{2}\left(t_{1526} t_{2345}+t_{1524} t_{2563}+t_{2315} t_{2465}\right. \\
+t_{2315} s_{26} s_{45}+t_{2614} s_{25} s_{35}+t_{4563} s_{12} s_{25} \\
\left.+t_{2465} s_{12} s_{35}+s_{12} s_{35} s_{24} s_{56}\right) \tag{5.36}
\end{array}
$$

The expression for $\mathrm{H}_{2}$ is also quite compact,

$$
\begin{array}{r}
H_{2}(1,2,3,4,5,6)=\frac{1}{4} s_{12}^{2} s_{56}^{2} B_{1}^{2} / T_{1}^{2}+\frac{1}{2} s_{24}^{2} s_{56}^{2} B_{2}^{2} / T_{2}^{2} \\
+\left[\left(B_{4}+B_{5}\right)^{2}+2 t_{124}^{2} B_{5} s_{16} s_{34}+B_{5}^{2}\right] / T_{2} T_{3} \\
+s_{12}^{2}\left[\left(B_{6}+B_{7}\right)^{2}+B_{7}\left(3 B_{7}+2 B_{6}\right)+t_{124}^{2}\left(B_{10}^{2}-4 s_{35} s_{45} s_{46} s_{36}\right)\right] / T_{1} T_{3} \\
+B_{1} s_{12}^{2} s_{56} t_{234}\left(B_{6}+2 B_{7}\right) / T_{1} S+B_{2} s_{24} s_{56}\left[s_{56} t_{345}\left(B_{8}+2 B_{9}\right)+t_{123}\left(B_{4}+2 B_{5}\right)\right] / T_{2} S \\
+\left[s_{12} s_{23} s_{56}\left(\left(B_{6}+2 B_{7}\right)\left(B_{4}+2 B_{5}\right)-t_{124} B_{4} B_{11}-2 t_{124}^{2} s_{35} s_{34} s_{56} B_{13}\right)\right. \\
+s_{12} s_{34} s_{56} s_{18}\left(\frac{1}{2}\left(B_{6}+2 B_{7}\right)\left(B_{8}+2 B_{9}\right)+t_{124}^{2} B_{12}\right)-\frac{1}{4} t_{123}^{2} B_{2} B_{3} B_{5} \\
+\frac{1}{2} t_{234} t_{345} s_{12} s_{56} B_{1}\left(B_{4}+2 B_{5}\right) \\
\left.+\frac{1}{2} t_{234} B_{3} B_{7}\left(s_{12} t_{294} B_{1}+2 t_{123}\left(B_{8}+2 B_{9}\right)\right)\right] / S^{2} \tag{5.37}
\end{array}
$$

The thirteen quantities $B_{i}$ contain some pairs which are related by the permutation $\pi_{r}:(123456) \rightarrow(654321)$.

$$
\begin{array}{r}
B_{1}=2\left(t_{123} t_{124}-s_{12} s_{56}\right) \\
B_{2}=2\left(t_{124} t_{234}-s_{24} s_{56}\right) \\
B_{3}=\pi_{r} B_{2} \\
B_{4}=-t_{124}\left(t_{124} t_{345} t_{234}-t_{124} s_{34} s_{16}-t_{345} s_{24} s_{56}-t_{234} s_{12} s_{35}\right) \\
B_{5}=-s_{12} s_{24} s_{35} s_{56} \\
B_{6}=-t_{124}\left(t_{123} s_{35}-t_{124} s_{45}+t_{345} s_{56}\right) \\
B_{7}=s_{12} s_{56} s_{35} \\
B_{8}=\pi_{r} B_{6} \\
B_{9}=\pi_{r} B_{7} \\
\mathbf{N}_{1}
\end{array}
$$

The expression for $\mathrm{H}_{3}$ is already given in a compact form in ref. [2] and is given by the following expression

$$
\begin{array}{r}
H_{3}(1,2,3,4,5,6)=\frac{t_{123}^{3}\left(t_{123} s_{34} s_{16}+t_{234} s_{45} s_{12}+t_{345} s_{56} s_{23}\right)}{t_{234} t_{345} s_{12} s_{23} s_{34} s_{45} s_{56} s_{61}} \\
-\frac{4 t_{123}^{2}}{t_{234} t_{345} s_{34} s_{16}}+\frac{\left(t_{123} t_{234} t_{345}-t_{234} s_{45} s_{12}-t_{345} s_{56} s_{23}\right)^{2}}{t_{234}^{2} t_{345}^{2} s_{34}^{2} s_{61}^{2}} \tag{5.39}
\end{array}
$$

The results, which were obtained by Mangano et al. [2] for the six-gluon scattering, to leading order in number of colours, are left in the form of a table involving some traces still to be evaluated. This yields a FORTRAN code of some two hundred lines when reduced to kinematical invariants [7]. Our results which are represented here involve far fewer terms.

We have checked our compact expressions against the FORTRAN code supplied by the authors of ref. [2] with complete numerical agreement. One detail should be mentioned. Our results for $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ are not identically equal to the squared matrix element for these helicity combinations. We have exploited the summation over all permutations in equation (5.33), and the permutation invariance of various parts of the expression, to reduce the number of terms.

It is of interest to compare the compact leading $\mathrm{N}_{\boldsymbol{c}}$ expression with the exact squared matrix element for the six-gluon scattering. For this purpose we have generated $2 \rightarrow 4$ events using the phase space generator RAMBO [8], and applied
cuts in the parton-parton c.m. to select hard, well-separated jets. The cuts applied were as follows: $\sqrt{ } \hat{s}=100 \mathrm{GeV}, p_{T}^{i}>15 \mathrm{GeV}, E_{T}>70 \mathrm{GeV}$, for each pair of jets $\cos \left(\theta_{i j}\right)<.643$ and $|\eta|<.80$. $E_{T}$ denoting the transverse energy of the four final jets. These are the cuts used in ref. [9]. We found that the compact leading $\mathrm{N}_{\boldsymbol{c}}$ expression is within $20 \%$ of the exact result for all of the generated events, $\mathbf{9 3 \%}$ of generated events are within $10 \%$ of the exact result, and $47 \%$ of generated events within $5 \%$. The ratio of leading $N_{c}$ to exact cross-section is .96. The exact expression used was that of ref. [10].

By comparing the leading $\mathrm{N}_{c}$ result with the multi-gluon approximation which was based on the Parke and Taylor formula multiplied by a correction factor (for more details see ref. [11,12]) using identical cuts, $99 \%, 89 \%, 61 \%$, of events were within $20 \%, 10 \%, 5 \%$ respectively of the exact result [12].

### 5.9 The Non-leading terms for six-gluon scattering

We shall write the non-leading terms for the six-gluon scattering as

$$
\begin{array}{r}
\left|M^{N O N}\right|^{2}=16 g^{8} N_{c}^{2}\left(N_{c}^{2}-1\right) \sum_{i<j}(i j)^{4} \sum_{p} H_{f}(1,2,3,4,5,6) \\
+2 g^{8} N_{c}^{2}\left(N_{c}^{2}-1\right) \sum_{P_{6}}\left[\frac{1}{6} H_{f 1}(1,2,3,4,5,6)+H_{f 2}(1,2,3,4,5,6)+\right. \\
\left.\frac{1}{2} H_{f 3}(1,2,3,4,5,6)\right] \tag{5.40}
\end{array}
$$

$\mathrm{H}_{f}$ is the non-leading form which contributes to the PT helicity contribution (--++++ ), and $\mathrm{H}_{f 1}, \mathrm{H}_{f 2}$ and $\mathrm{H}_{f 3}$ are the non- leading terms corresponding to $\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$. " P " denotes a sum over the ( $\mathrm{n}-1$ )!/2 non-cyclic permutations of $(1,2,3,4,5,6)$. In terms of the amplitudes of (5.25) and (5.26)

$$
\begin{array}{r}
H_{f}(1,2,3,4,5,6)=\left[m _ { 4 + 2 - } ^ { * } ( 1 , 2 , 3 , 4 , 5 , 6 ) \left(m_{4+2-}(1,3,5,2,6,4)\right.\right. \\
\left.\left.+m_{4+2-}(1,3,6,4,2,5)+m_{4+2-}(1,4,2,6,3,5)\right)+ \text { c.c. }\right] \tag{5.41}
\end{array}
$$

$$
\begin{array}{r}
H_{f 1}(1,2,3,4,5,6)=\left[m _ { 1 } ^ { * } ( 1 , 2 , 3 , 4 , 5 , 6 ) \left(m_{3}(1,3,5,2,6,4)+\right.\right. \\
\left.\left.m_{3}(5,1,3,6,4,2)+m_{3}(3,5,1,4,2,6)\right)+ \text { c.c. }\right] \tag{5.42}
\end{array}
$$

$$
\begin{align*}
H_{f 2}(1,2,3,4,5,6) & =\left[m _ { 2 } ^ { * } ( 1 , 2 , 3 , 4 , 5 , 6 ) \left(m_{2}^{*}(3,5,2,6,4,1)\right.\right. \\
+ & \left.\left.m_{2}(4,2,5,1,3,6)+m_{3}(1,4,2,6,3,5)\right)+c . c .\right] \tag{5.43}
\end{align*}
$$

$$
\begin{array}{r}
H_{f 3}(1,2,3,4,5,6)=\left[m _ { 3 } ^ { * } ( 1 , 2 , 3 , 4 , 5 , 6 ) \left(m_{2}(1,3,5,2,6,4)\right.\right. \\
\left.\left.+m_{2}^{*}(6,4,2,5,1,3)+m_{1}(1,4,2,6,3,5)\right)+ \text { c.c. }\right] \tag{5.44}
\end{array}
$$

In equation (5.41) $\mathrm{m}_{4+2-}$ is given by equation (5.25) but excluding the $<i j\rangle^{4}$ in the numerator.

We shall use the spinor expressions of equations (5.25) and (5.26) and Table 5.1 to evaluate the $\mathrm{H}_{f}$ 's in terms of kinematical invariants.

The evaluation of the various terms in equations (5.42) - (5.44) will require technical tricks.

In evaluating a particular product of the spinors of Table 5.1, for instance $\boldsymbol{\gamma}_{i} \gamma_{j}^{*}$ or $\beta_{i} \beta_{j}^{*}$ ( $\mathrm{i}, \mathrm{j}=1,2,3$ denoting the helicity structures), one can use the relations of Section 5.7 to write them in terms of traces, and traces involving $\gamma_{5}$. Schematically

$$
\begin{equation*}
\left(\gamma_{i} \gamma_{j}^{*}\right)=\frac{1}{2} \operatorname{Tr}\left(\hat{i}_{1} \hat{i}_{2} \ldots\right)+\ldots-\frac{1}{2} \operatorname{Tr}\left(\hat{i}_{1} \hat{i}_{2} \ldots \gamma_{5}\right) \tag{5.45}
\end{equation*}
$$

$i_{1}, i_{2}, \ldots$, here denote external gluon momenta and $\hat{i}=p_{i} \cdot \gamma$.
We found it convenient to write equation (5.45) in the following form,

$$
\begin{equation*}
\left(\gamma_{i} \gamma_{j}^{*}\right)=\frac{1}{2} E_{i}+\frac{\frac{1}{2}\left(E_{i} u_{i_{1} i_{2} i_{3} i_{4}}+E_{j}\right)}{\operatorname{Tr}\left(\hat{i}_{1} \hat{i}_{2} \hat{i}_{3} \hat{i}_{4} \gamma_{5}\right)} \tag{5.46}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{i j k l}=s_{i j} s_{k l}+s_{j k} s_{i l}-s_{i k} s_{j l} . \tag{5.47}
\end{equation*}
$$

$\mathrm{E}_{i}$ represents the results of evaluating traces and $E_{j}$ is a calculable function of momenta. In calculating $|M|^{2}$ one needs to multiply by other pairs, say ( $\beta_{i} \beta_{j}^{*}$ ). These can be written with a similar structure,

$$
\begin{equation*}
\left(\beta_{i} \beta_{j}^{*}\right)=\frac{\frac{1}{2} F_{i}+\frac{\frac{1}{2}\left(F_{i} u_{j_{1} j_{2} j_{3} j_{4}}+F_{j}\right)}{\operatorname{Tr}\left(\hat{j}_{1} \hat{j}_{2} \hat{j}_{3} \hat{j}_{4} \gamma_{5}\right)}}{\text { 就 }} \tag{5.48}
\end{equation*}
$$

one then obtains

$$
\begin{equation*}
\left(\gamma_{i} \cdot \gamma_{j}^{*}\right)\left(\beta_{i} \beta_{j}^{*}\right)+c . c .=\frac{1}{2} E_{i} F_{i}+\frac{R W}{2 X} \tag{5.49}
\end{equation*}
$$

c.c. denoting the addition of the complex conjugate. The cross-terms linear in $\operatorname{Tr}\left(\hat{i}_{1} \hat{i}_{2} \hat{i}_{3} \hat{i}_{4} \gamma_{5}\right)$ vanish since $\gamma_{5} \rightarrow-\gamma_{5}$ in the c.c. terms.

In equation (5.49) $\mathrm{X}=\operatorname{Tr}\left(\hat{i}_{1} \hat{i}_{2} \hat{i}_{3} \hat{i}_{4} \gamma_{5}\right) \operatorname{Tr}\left(\hat{j}_{1} \hat{j}_{2} \hat{j}_{3} \hat{j}_{4} \gamma_{5}\right)$ which can be trivially reduced using equation (5.30)

$$
\begin{aligned}
R & =F_{i} u_{j j_{2} j_{3} j_{4}}+F_{j} \\
W & =E_{i} u_{u_{i} i_{2} i_{i} 4}
\end{aligned}+E_{j} .
$$

The products of all spinor pairs can be written in the form of equation (5.46). We shall see that the entire answer for the non-leading amplitude squared can be written as a sum over terms of the form of equation (5.49) involving only six different functions for E,F and three different functions for $\mathbf{X}$ and $\mathrm{R}, \mathrm{W}$.

In our calculations we shall use the basic kinematical quantities

$$
\begin{array}{r}
t_{i j k l m n}=t_{i j k} t_{j k i} t_{k l m}-t_{i j k} s_{k l} s_{l n}-t_{j k l} s_{i j} s_{l m}-t_{k l m} s_{j k} s_{m n} \\
u_{i j k l}=s_{i j} s_{k l}-s_{i k} s_{j l}+s_{j k} s_{i l} \\
T_{5}=t_{135} s_{24} s_{26} s_{35} s_{15} \\
T_{6}=t_{236} s_{26} s_{36} s_{15} s_{14} \\
T_{7}=s_{14} s_{24} s_{26} s_{36} s_{35} s_{15} \\
T_{8}=t_{135} s_{13} s_{35} s_{26} s_{48} \\
T_{9}=t_{134} s_{52} s_{26} s_{14} s_{13} \\
T_{10}=t_{235} s_{35} s_{52} s_{46} s_{14}
\end{array}
$$

The expression for $\mathrm{H}_{f}$ is simple and given by

$$
\begin{equation*}
H_{f}(1,2,3,4,5,6)=\frac{1}{4 S}\left[\frac{\left(12 u_{1254} u_{2356} u_{3461}-6 u_{2356} L_{2}-3 u_{1254} L_{1}\right)}{s_{13} s_{35} s_{52} s_{46} s_{14} S_{26}}\right] \tag{5.50}
\end{equation*}
$$

The functions $L_{1}, L_{2}$ are given by

$$
\begin{array}{r}
L_{1}=u_{2346} u_{1356}+t_{3126} t_{5436}+t_{2635} t_{3416}+t_{2135} s_{36} s_{46}+t_{1356} s_{32} s_{46}+t_{5416} s_{32} s_{35} \\
L_{2}= \\
t_{1245} t_{1634}+t_{1245} s_{16} s_{34}+t_{1634} s_{14} s_{52}+t_{6245} s d_{13} s_{14} \\
+u_{3125} s_{14} s_{46}+t_{2356} s_{14}^{2}+t_{6215} s_{14} s_{34}+t_{4235} s_{16} s_{14}
\end{array}
$$

In our calculations for $H_{f_{1}}, H_{f_{2}}$ and $H_{f_{3}}$ we defined the following basic functions:

$$
\begin{array}{r}
R(123456)=-B(123456) u_{1462}+C(123456) \\
V(123456)=E(123456) u_{1534}+F(123456) \\
W(123456)=G(123456) u_{1453}+A(123456)
\end{array}
$$

with

$$
\begin{array}{r}
A(123456)=-2 s_{26} s_{13} s_{35}\left(-u_{1453} s_{34}+u_{1543} s_{14}+u_{1435} s_{45}+2 s_{15} s_{14} s_{45}\right) \\
B(123456)=s_{13}\left(t_{153462}+t_{146235}+u_{1462} s_{15}+u_{3462} s_{35}\right) \\
C(123456)=2 s_{15} s_{46} s_{26}\left(u_{1435} s_{12}+u_{1532} s_{14}+u_{1432} s_{35}+2 s_{12} s_{14} s_{15}\right) \\
G(123456)=s_{26}\left(-u_{3431} s_{35}-u_{1435} s_{13}-u_{1345} s_{35}+u_{1463} s_{15}\right) \\
E(123456)=t_{235146} s_{24}+t_{153426} s_{46}-t_{235164} s_{26}+u_{1634} s_{24} s_{46} \\
F(123456)=-2 s_{35} s_{15}\left(u_{3462} s_{14} s_{24}+u_{4261} s_{46} s_{34}-t_{3624} s_{14} s_{26}\right. \\
\left.-t_{1243} s_{46} s_{26}+2 s_{24} s_{46} s_{34} s_{14}\right)
\end{array}
$$

and we defined $X, Y$ and $Z$ as the following:

$$
\begin{array}{r}
X(123456)=u_{3546} u_{1246}-2 t_{124536} s_{46} \\
Y(123456)=u_{6531} u_{6534}-2 u_{1643} s_{56} s_{35} \\
Z(1234)=u_{1234}^{2}-4 s_{12} s_{23} s_{34} s_{14}
\end{array}
$$

The expression for $H_{f_{1}}$ can then be written in the compact form:

$$
\begin{align*}
& H_{f_{1}}(123456)= {\left[t_{123}\left(E(456123) G(123456)-\frac{V(456123) W(123456)}{X(352164)}\right)\right.} \\
&+ t_{234}\left(-B(123456) G(123456)+\frac{W(123456) R(123456)}{X(352164)}\right) \\
&-\left.t_{354}\left(B(123456) E(456123)+\frac{R(123456) V(456123)}{Z(1426)}\right)\right] /\left(S T_{9}\right) \\
&+ \frac{3}{2} t_{135}\left[t_{123}\left(E(123456) G(123456)+\frac{W(123456) V(123456)}{Z(1453)}\right)\right. \\
&-t_{234}\left(B(123456) G(456123)+\frac{R(123456) W(456123)}{Z(1426)}\right) \\
&+\left.t_{345}\left(-B(456123) E(456123)+\frac{R(456123) V(456123)}{X(352164)}\right)\right] /\left(S . T_{10}\right) \\
&+\frac{3}{2} t_{135} {\left[\left(E(123456) E(456123)-\frac{V(456123) V(123456)}{X(352164)}\right) /\left(T_{2} T_{10}\right)\right.} \\
&+\left(G(456123) G(123456)-\frac{W(123456) W(456123)}{X(352164)}\right) /\left(T_{3} T_{10}\right) \\
&+\left.\left(B(456123) B(123456)-\frac{R(123456) R(456123)}{X(352164)}\right) /\left(T_{1} T_{10}\right)\right] \\
&+3\left[\left(B^{2}(123456)+\frac{R^{2}(123456)}{Z(1426)}\right) /\left(T_{1} T_{9}\right)+\left(E^{2}(456123)\right.\right. \\
&\left.\left.+\frac{V^{2}(456123)}{Z(1426)}\right) /\left(T_{2} T_{10}\right)+\left(G^{2}(123456)+\frac{W 2(123456)}{Z(1453)}\right) /\left(T_{3} T_{9}\right)\right] \tag{5.51}
\end{align*}
$$

The expression for $\mathrm{H}_{f_{2}}$ can then be written in the following form

$$
\begin{aligned}
& H_{f_{2}}(1,2,3,4,5,6)=2\left[\left(G^{2}(164325)+\frac{W^{2}(164325)}{Z(1234)}\right) /\left(T_{2} T_{9}\right)\right. \\
& \left.+\left(E^{2}(346251)+\frac{V^{2}(346251)}{Z(2653)}\right) /\left(T_{1} T_{8}\right)+\left(G^{2}(451326)+\frac{W^{2}(451326)}{Z(1234)}\right)\left(T_{1} T_{9}\right)\right] \\
& +\left(E^{2}(346152)+\frac{V^{2}(346152)}{Z(1653)}\right) /\left(T_{1} T_{11}\right)+\left(G^{2}(325164)+\frac{W^{2}(325164)}{Z(1653)}\right) /\left(T_{2} T_{8}\right) \\
& +\left(E^{2}(643152)+\frac{V^{2}(643152)}{Z(1653)}\right) /\left(T_{3} T_{9}\right)+\left(G^{2}(345162)+\frac{W^{2}(345162)}{Z(1653)}\right) /\left(T_{2} T_{5}\right) \\
& +\left(E^{2}(254316)+\frac{V^{2}(254316)}{Z(1234)}\right) /\left(T_{3} T_{6}\right)+\frac{1}{2}\left(E^{2}(523164)+\frac{V^{2}(523164)}{Z(1653)}\right) /\left(T_{1} T_{6}\right) \\
& +\frac{1}{2}\left(E^{2}(346251)+\frac{V^{2}(346251)}{Z(2653)}\right) /\left(T_{1} T_{5}\right) \\
& +t_{124}\left[\frac{1}{2} t_{123}\left(E(254316) G(345162)+\frac{V(254316) W(345162)}{X(426351)}\right)\right. \\
& \left.+t_{234}\left(-E(523164) G(432615)+\frac{V(523164) W(432615)}{X(423651)}\right)\right] / S T_{7} \\
& +\left[t_{123} t_{235}\left(G(164325) G(432615)+\frac{W(164325) W(432615)}{Y(652341)}\right)\right. \\
& +2 t_{345} t_{235}\left(-G(451326) G(325164)-\frac{W(451326) W(325164)}{X(426351)}\right) \\
& +2 t_{234} t_{235}\left(-E(643152) E(346251)+\frac{V(643152) V(346251)}{Y(143256)}\right) \\
& +2 t_{345} t_{135}\left(G(164325) E(346152)-\frac{W(164325) V(346152)}{X(426351)}\right) \\
& +t_{134} t_{345}\left(E(346251) E(623451)+\frac{V(623451) V(346251)}{Y(413256)}\right) \\
& \left.+t_{234} t_{135}\left(G(251643) G(451326)+\frac{W(251643) W(451326)}{Y(652341)}\right)\right] /\left(S T_{10}\right) \\
& +t_{124}\left[\frac{1}{2}\left(E(346251) E(523164)-\frac{V(346251) V(523164)}{Y(143256)}\right) /\left(T_{1} T_{7}\right)\right. \\
& \left.+\left(G(345162) E(523461)-\frac{W(345162) V(523461)}{Y(123456)}\right)\right] /\left(T_{2} T_{9}\right) \\
& +\left[\frac{1}{2} t_{123}\left(E(254316) E(523461)+\frac{V(254316) V(523461)}{X(126453)}\right)\right. \\
& \left.+t_{234}\left(-E(254316) E(523164)+\frac{V(254316) V(523164)}{X(426351)}\right)\right] /\left(S T_{6}\right) \\
& +\left[\frac{1}{2} t_{123}\left(G(345162) G(432615)+\frac{W(345162) W(432615)}{X(423651)}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
&\left.+t_{244}\left(-E(346251) G(432615)+\frac{V(346251) W(4312615)}{X(354612)}\right)\right] /\left(S T_{5}\right) \\
&+ 2\left[t_{123}\left(E(623451) G(251643)+\frac{W(251643) V(623451)}{X(123456)}\right)\right. \\
&+t_{234}\left(-E(346152) G(251643)+\frac{V(346152) W(251643)}{X(423651)}\right) \\
&+t_{345}( \left.\left.-E(346152) E(623451)-\frac{V(346152) V(623451)}{Y(123456)}\right)\right] /\left(S T_{11}\right) \\
&++2\left[t_{123}\left(G(432615) G(325164)+\frac{W(432615) W(325164)}{X(423651)}\right)\right. \\
&+t_{234}\left(-G(432615) E(346251)+\frac{W(432615) V(346251)}{X(354612)}\right) \\
&\left.+t_{345}\left(-G(325164) E(346251)-\frac{W(3251642) V(346251)}{Y(143256)}\right)\right] /\left(S T_{8}\right) \\
&+2\left[t_{123}\left(G(164325) E(643152)+\frac{W(164325 V(643152)}{X(426351)}\right)\right. \\
&++t_{234}\left(-G(451326) E(643152)+\frac{W(451326) V(643152)}{X(426351)}\right) \\
&\left.+t_{345}\left(-G(451326) G(164325)+\frac{W(451326) W(164325)}{Z(1234)}\right)\right] /\left(S T_{9}\right) \tag{5.52}
\end{align*}
$$

The expression for $\mathrm{H}_{f_{3}}$ is also quite compact

$$
\begin{aligned}
& H_{f_{3}}(1,2,3,4,5,6)=\left[t_{135}\left(E(153426) E(426153)+\frac{V(153426) V(426153)}{X(562134)}\right)\right. \\
& \left.+2 t_{134}\left(-E(153426) E(526143)+\frac{V(153426) V(526143)}{X(562134)}\right)\right] /\left(T_{3} T_{10}\right) \\
& +\left[t_{135}\left(G(426153) G(153426)+\frac{W(426153) W(153426)}{X(562134)}\right)\right. \\
& \left.+2 t_{134}\left(-G(426153) E(251634)+\frac{W(426153) V(251634)}{X(542136)}\right)\right] /\left(T_{2} T_{10}\right) \\
& +t_{123}\left[t_{135}\left(G(426153) E(426153)+\frac{W(426153) V(426153)}{Z(1564)}\right)\right. \\
& \left.+2 t_{134}\left(-E(153426) E(251634)-\frac{V(153426) V(251634)}{Y(651423)}\right)\right] /\left(S T_{10}\right) \\
& +\left[t_{135}\left(G(152634) G(425361)+\frac{W(152634) W(425361)}{X(124356)}\right)\right. \\
& \left.+2 t_{124}\left(G(152634) E(253416)-\frac{W(152634) V(253416)}{Y(651423)}\right)\right] /\left(T_{3} T_{7}\right)
\end{aligned}
$$

$$
\left.\begin{array}{r}
+t_{129}\left[\frac{1}{2} t_{135}(-B 342615) G(425361)-\frac{R(342615) W(425361)}{Z(3564)}\right) \\
\left.+t_{124}\left(E(524361) G(152634)+\frac{W(152634) V(524361)}{X(124356)}\right)\right] /\left(S T_{9}\right) \\
+t_{123}\left(E(526143) E(251634)+\frac{V(526143) V(251634)}{X(542136)}\right) /\left(S T_{8}\right) \\
+2\left(G(153426) E(426153)+\frac{W(153426) V(426153)}{X(562134)}\right) /\left(S T_{9}\right) \\
+\frac{1}{2}\left(E(524361) E(253416)+\frac{V(524361) V(253416)}{X(126453)}\right) /\left(S T_{5}\right) \\
+\left(-B(342615) G(152634)-\frac{R(342615) W(152634)}{X(124356)}\right) /\left(S T_{6}\right)
\end{array}\right\}+\left(T_{3} T_{9}\right)
$$

Together with the compact expression to leading order in the number of colours, we compared our result numerically with the exact result of ref. [10] and are in complete agreement.

|  | $1^{+} 2^{-} 3^{+} 4^{-} 5^{+} 6^{-}$ | $1^{+} 2^{+} 3^{-} 4^{+} 5^{-} 6^{-}$ | $1^{+} 2^{+} 3^{+} 4^{-} 5^{-} 6^{-}$ |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{\alpha}$ | $<46>$ [13] | $-<56>$ [12] | - |
|  | $<5\|\hat{1}+\hat{3}\| 2\rangle$ | $\langle 4\| \hat{1}+\hat{2}\|3\rangle$ | 0 |
| $\beta$ | $<24>[51]$ |  | $<56>[23]$ |
|  | $\langle 3\| \hat{5}+\hat{1}\|6\rangle$ | $\langle 1\| \hat{2}+\hat{4}\|3\rangle$ | $<1\|\hat{2}+\hat{3}\| 4\rangle$ |
| $\boldsymbol{\gamma}$ | $<62>[35]$ $<1\|\hat{3}+\hat{5}\| 4$ | $<35>[12]$ $<4\|\hat{1}+\hat{2}\| 6>$ | $<45\rangle[12]$ |
|  | $<1\|3+5\| 4\rangle$ | $\langle 4\| 1+2\|6\rangle$ | $\langle 3\| \hat{1}+2\|6\rangle$ |

Table 5.1: Shows the coefficients of $\alpha, \beta$ and $\gamma$ of equation (5.26) in terms of spinors
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## Chapter 6

## Seven-gluon Scattering

### 6.1 Introduction

We have seen in chapter 5 that spinor techniques enabled compact expressions in terms of spinors to be produced for the unsquared amplitude for six-gluon scattering and we were able to convert these to compact expressions in terms of kinematical invariants for the squared matrix element. Our results for the next-to-leading in $\mathrm{N}_{\mathrm{c}}$ terms involved only six independent kinematical functions and the numerator of each kinematical pole had an identical algebraic structure.

The simplicity of the results is due to the ingenious decomposition into subamplitudes of equation (5.1). A similar spinor calculation has now been completed for seven-gluon scattering by Berends, Giele and Kuijf [1].

### 6.2 Results for Seven-Gluon Scattering

The permutation and other invariance properties of the sub-amplitudes given in Section 5.2 ensure that the number of inequivalent helicity structures is always just the number of cyclically inequivalent orderings of,+ helicities around a circle. We have for seven gluons the $++\cdots$ - (and $+\leftrightarrow-$ and permuted) orderings which are given, to leading order in $\mathrm{N}_{\mathrm{c}}$, by the Parke-Taylor (PT) formula equation (5.30), and the structures $(+++\cdots--),(++-+\cdots-),(++\cdots+--)$ and $(+$ $-+-+--)$.

For each of these structures the next-to-leading in colour terms are given by [1].

$$
\begin{gathered}
H_{f}(1234567)=m^{*}(1234567) \\
{[3 m(1235746)+3 m(1236475)+3 m(1246357)} \\
+3 m(1253647)+3 m(1345726)+3 m(1356724) \\
+m(1357246)+3 m(1352467)+3 m(1372456)
\end{gathered}
$$

$$
\begin{gather*}
-3 m(1372654)-3 m(1376524)-m(1473625) \\
+3 m(1425367)+3 m(1572346)-3 m(1574326) \\
-3 m(1543726)]+c . c . \tag{6.1}
\end{gather*}
$$

In this chapter we shall use equation (6.1) to obtain a compact expression in terms of kinematical invariants for the next-to-leading terms of the squared Parke-Taylor helicity sub-amplitude ( + + - - - ). This is the first step in a program to obtain the full squared matrix element for seven-gluon scattering in a compact form.

For this PT sub-amplitude we then have

$$
\begin{equation*}
\left|M_{5+2-}\right|^{2}=\left|M_{7}^{P T}\right|^{2}+\frac{1}{8} g^{10} N_{c}^{3}\left(N_{c}^{2}-1\right) \sum_{i<j} s_{i j}^{4} \sum_{P} H_{f}(1234567) \tag{6.2}
\end{equation*}
$$

$\left|M_{7}^{P T}\right|^{2}$ is given by equation (5.20). " P " denotes a sum over the 360 noncyclic permutations of $(1,2,3,4,5,6,7) . \mathrm{H}_{f}$ is given by equation (6.1) with

$$
\begin{equation*}
m(1,2,3,4,5,6,7)=\frac{1}{\langle 12><23><34\rangle\langle 45><56><67><71\rangle} \tag{6.3}
\end{equation*}
$$

For the PT sub-amplitude various of the $\mathrm{m}^{*} \mathrm{~m}$ products in (6.1) are permutations of each other and we can exploit the sum over permutations in equation (6.2) to write

$$
\begin{array}{r}
H_{f}(1234567)=\left\{m^{*}(1234567)[15 m(1235746)\right. \\
+12 m(1246357)+15 m(1425367) \\
-2 m(1473625)]+ \text { c.c. }\} \tag{6.4}
\end{array}
$$

The direct evaluation of the four terms in equation (6.4) is in principle straightforward, requiring only the use of the trace relations of Section 5.7. However, unless some technical tricks are used the result is extremely lengthy. Consider for instance the term $\mathrm{m}^{*}(1234567) \mathrm{m}(1473625)+$ c.c. This can be expressed as

$$
\begin{array}{r}
m^{*}(1234567) m(1473625)+c . c .= \\
-\frac{T r(\hat{1} \hat{4} \hat{5} \hat{1} \hat{2} \hat{5} \hat{6} \hat{2} \hat{\delta} \hat{6} \hat{3} \hat{4} \hat{7})}{S s_{14} s_{47} s_{73} s_{36} s_{62} s_{25} s_{15}} \tag{6.5}
\end{array}
$$

with $S=s_{12} \mathrm{~S}_{23} \mathrm{~S}_{34} \mathrm{~S}_{45} \mathrm{~S}_{56} \mathrm{~S}_{67} \mathrm{~S}_{71}$.
This involves a trace of fourteen objects which would be very laborious to expand out in kinematical invariants. The technical trick which we use is to multiply top and bottom of the expression by an extra $\mathrm{s}_{\mathbf{i} \boldsymbol{j}}$. In the example we
are considering we choose $s_{45}=<45>[45]$. This adds an extra pair of spinors to the numerator trace which may be re-expanded into spinors. The resulting product of sixteen spinors in the numerator now factorizes into sub-traces of four objects and these are trivially evaluated. The result is now compact but we are left with an extra 'fake' $s_{45}$ pole in the denominator. This must of course be a factor of the numerator, but to factor $\mathrm{s}_{45}$ out and cancel it off would involve rewriting the numerator using momentum conservation, and the resulting expression would again be lengthy. We have already used a similar trick in Section 5.9 where the expressions for $\mathrm{H}_{f_{1}}, \mathrm{H}_{f_{2}}, \mathrm{H}_{f_{3}}$ have demominators of $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$. These must cancel with corresponding factors in the $\mathrm{R}, \mathrm{V}, \mathrm{W}$ numerators, but to perform this cancellation would involve making the expressions very lengthy.

Using this trick on the other terms in equation (6.4) we finally arrive at the compact result

$$
\begin{array}{r}
H_{f}(1234567)=\frac{1}{4 S}\left[\frac{15 A(1234567)}{s_{13} s_{16} s_{46} s_{74} s_{57} s_{35}}\right. \\
+\frac{12 B(1234567)}{s_{24} s_{46} s_{36} s_{35} s_{57} s_{45}}+\frac{15 C(1234567)}{s_{14} s_{42} s_{25} s_{53} s_{36} s_{13}} \\
\left.-\frac{D(1234567)}{s_{14} s_{47} s_{73} s_{36} s_{62} s_{25} s_{15} s_{45}}\right] \tag{6.6}
\end{array}
$$

with

$$
\begin{array}{r}
A(1234567)=-\left[u_{7546} u_{7431} u_{9561}+u_{7546} X(1234567)\right. \\
\left.-u_{7431} X(5264317)-u_{3561} X(4271563)\right] \\
B(1234567)=u_{2453} u_{4675} u_{4563}+2 u_{2453} Y(4215673) \\
+u_{4563} X(5142763) \\
C(1234567)=u_{1453} u_{1342} u_{2563}+u_{2563} Y(1673425) \\
-u_{1342} X(3754261)+u_{1453} X(3724561) \\
D(1234567)=-\left[3 u_{1452} u_{4715} u_{3762} u_{4563}-u_{4563} u_{3762} Y(1364527)\right. \\
+u_{1452}\left(u_{4715} X(3162457)-2 u_{4663} Z(1763254)\right. \\
\left.+\left(Z(1763254)-3 u_{4715} u_{3762}\right) X(5742361)\right] .
\end{array}
$$

We define for convenience the functions $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ :

$$
\begin{array}{r}
X(1234567)=u_{7431} u_{5631}-2 t_{156347} s_{15} \\
Y(1234567)=u_{1456} u_{1457}-2 u_{1756} s_{14} s_{45} \\
Z(1234567)=t_{1457} s_{23} s_{26}+t_{1564} s_{12} s_{32} \\
+t_{2756} s_{13} s_{24}+t_{2473} s_{15} s_{26}+t_{1275} s_{24} s_{36} \\
+t_{3667} s_{12} s_{24}+t_{1627} s_{24} s_{35}+t_{1463} s_{27} s_{52} \\
+t_{3764} s_{12} s_{52}+t_{1362} s_{47} s_{52}+t_{1734} s_{26} s_{52} \\
+u_{6745} s_{12} s_{32}
\end{array}
$$

### 6.3 Comparison of Leading and Next-to-Leading Terms for the Parke-Taylor Sub-Amplitude

It is of interest to numerically compare the relative sizes of the leading and next-to-leading in colour terms for the PT sub-amplitude.

In Chapter 5, Section 5.8 we have already compared the leading $\mathrm{N}_{c}$ expression for six-gluon scattering with the exact matrix element. We shall now perform a similar exercise for the PT sub-amplitude of seven-gluon scattering. Again we shall generate events using the phase-space generator RAMBO [2] and apply (for n -gluons) the cuts: $\mathrm{p}_{T}^{i} / \sqrt{ } \hat{s}>0.6 /(\mathrm{n}-2), \mathrm{E}_{T} / \sqrt{ } \hat{s}>0.7$ and for each pair of final jets $\cos \theta_{i j}<\cos \left(200^{\circ} /(n-2)\right),|\eta|<0.8$. For $n=6$ these reduce to the cuts considered previously.

We find for seven-gluon scattering that for $99 \%$ of generated events the leading $\mathrm{N}_{c}$ PT result is within $20 \%$ of the exact PT result, $35 \%$ of generated events are within $10 \%$ and $9 \%$ within $5 \%$.

The leading order in $\mathrm{N}_{c}$ cross-section is $89 \%$ of the exact PT cross-section.
If we had compared the leading $\mathrm{N}_{c}$ PT to the exact PT for six-gluon scattering we would have found $100 \%, 92 \%, 47 \%$ (within $20 \%, 10 \%, 5 \%$ ) and the leading order in $\mathrm{N}_{c}$ cross-section $96 \%$ of the exact PT cross-section. Thus it seems that the non-leading colour terms increase in relative importance for seven-gluon scattering as compared to six-gluon scattering.
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## Chapter 7

## Summary

The principal new results obtained in our work are an understanding of the striking similarity between the angular distributions of all $2 \rightarrow 3$ parton-parton scattering subprocesses (Chapter 4), and compact expressions in terms of kinematical invariants for the squared matrix element of six-gluon scattering (Chapter 5), and for one helicity sub-amplitude of seven-gluon scattering in Chapter 6.

In the six-gluon scattering each pole structure in the squared amplitude has a simple numerator with a common algebraic structure in terms of only six basic kinematical functions. Before our work no explicit expression for the full squared matrix element in terms of dot products was available, although a very lengthy computer code for the leading $\mathrm{N}_{\mathrm{c}}$ terms did exist. Our expression for the full squared result is very compact and is not substantially longer than the spinor expressions for the unsquared amplitude. Various technical tricks were developed to enable the strings of spinors to be reduced to factorized products of traces of four and six objects, and avoid the laborious evaluation of traces of ten objects and more.

