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ABSTRACT 

Small-scale renewable energy systems are becoming increasingly popular due to 

soaring fuel prices and due to technological advancements which reduce the cost of 

manufacturing. Solar and wind energies, among other renewable energy sources, are 

the most available ones globally. The hybrid photovoltaic (PV) and wind power 

system has a higher capability to deliver continuous power with reduced energy 

storage requirements and therefore results in better utilization of power conversion 

and control equipment than either of the individual sources. Power conditioning units 

(p.c.u.) for such small-scale hybrid PV-wind generation systems have been proposed 

in this study. The system was connected to the grid, but it could also operate in 

standalone mode if the grid was unavailable. The system contains a local controller 

for every energy source and the grid inverter. Besides, it contains the supervisory 

controller. 

For the wind generator side, small-scale vertical axis wind turbines (VAWTs) are 

attractive due to their ability to capture wind from different directions without using a 

yaw. One difficulty with VAWTs is to prevent over-speeding and component over-

loading at excessive wind velocities. The proposed local controller for the wind 

generator is based on the current and voltage measured on the dc side of the rectifier 

connected to the permanent magnet synchronous generator (PMSG). Maximum power 

point tracking (MPPT) control is provided in normal operation under the rated speed 

using a dc/dc boost converter. For high wind velocities, the suggested local controller 

controls the electric power in order to operate the turbine in the stall region. This high 

wind velocity control strategy attenuates the stress in the system while it smoothes the 

power generated. It is shown that the controller is able to stabilize the nonlinear 

system using an adaptive current feedback loop. Simulation and experimental results 

are presented. 
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The PV generator side controller is designed to work in systems with multiple energy 

sources, such as those studied in this thesis. One of the most widely used methods to 

maximize the output PV power is the hill climbing technique. This study gives 

guidelines for designing both the perturbation magnitude and the time interval 

between consecutive perturbations for such a technique. These guidelines would 

improve the maximum power point tracking efficiency. According to these guidelines, 

a variable step MPPT algorithm with reduced power mode is designed and applied to 

the system. The algorithm is validated by simulation and experimental results.  

A single phase H-bridge inverter is proposed to supply the load and to connect the 

grid. Generally, a current controller injects active power with a controlled power 

factor and constant dc link voltage in the grid connected mode. However, in the 

standalone mode, it injects active power with constant ac output voltage and a power 

factor which depends on the load. The current controller for both modes is based on a 

newly developed peak current control (p.c.c.) with selective harmonic elimination. A 

design procedure has been proposed for the controller. Then, the method was 

demonstrated by simulation. The problem of the dc current injection to the grid has 

been investigated for such inverters. The causes of dc current injection are analyzed, 

and a measurement circuit is then proposed to control the inverter for dc current 

injection elimination. Characteristics of the proposed method are demonstrated, using 

simulation and experimental results. 

At the final stage of the study, a supervisory controller is demonstrated, which 

manages the different operating states of the system during starting, grid-connected 

and standalone modes. The operating states, designed for every mode, have been 

defined in such a hybrid model to allow stability and smooth transition between these 

states. The supervisory controller switches the system between the different modes 

and states according to the availability of the utility grid, renewable energy 

generators, the state of charge (SOC) of energy storage batteries, and the load. The 

p.c.u. including the supervisory controller has been verified in the different modes and 

states by simulation. 
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CHAPTER (1)  

INTRODUCTION 

This chapter is an introduction to the research described in this thesis. It aims to 

provide an overview of small scale PV and wind generation systems in the market 

today and discuss the advantage of using hybrid PV-Wind generation systems. The 

proposed system and research objectives are presented, and the thesis structure is 

outlined at the end of the chapter.  

1.1. SMALL SCALE HYBRID PV-WIND SYSTEMS 

The consumption of energy continues to grow as both the world population and the 

living standard increase [1]. The demand increases even though energy efficiency has 

largely been improved; the biggest demand today and in the future is for electrical 

power generation [2]. This will increase fuel prices causing that the world is looking 

for alternative sources of energy [3, 4]. Wind and PV are the most promising 

renewable sources, in addition to hydroelectric power sources which have been 

traditionally exploited [5]. 

Small-scale systems represent one type of the key renewable energy applications. To 

the end-users of electricity, small-scale wind or PV units are becoming attractive due 

to soaring fuel prices and technological advancements which reduce their 

manufacturing cost. There is a scarcity of studies concerning hybrid PV-Wind 

systems, as most research considers each source individually. This study is concerned 

with a sub-set of small-scale systems – that of residential applications with a 1-10 kW 

power range. These kinds of small-scale systems are mostly grid-connected. Below 1 

kW, systems are mainly standalone, while those with larger power outputs (from 11 

kW to 100 kW) are primarily commercial [6]. 
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The PV market for small-scale systems is very promising and is larger than the small-

scale wind market. Units of less than 20 kW account for more than 60% of the total 

PV market. In this year (2010), residential applications of PV account for 17 GW 

whilst the world’s total PV capacity is 27 GW. At the end of the next decade, the 

installed PV systems are estimated to reach 210 GW, of which 181 GW is generated 

by systems producing less than 20 kW each [7]. 

For small-scale wind systems, the USA and the UK are the largest markets. An 

AWEA (American Wind Energy Association) report indicates that small-scale wind 

turbines contributed 100 MW of power generation in the world in 2009. The year 2008 

witnessed a 78% growth over the previous year (2007), while the world-wide growth 

rate was comparable at 53%. This growth was 15% higher in 2009 and 40% of the 

added capacity are in 2009 are residential wind turbines. The majority of those 

turbines are grid-connected. In the UK, 7.24 MW worth of small-scale turbines were 

installed in 2008. This increased to 8.64 MW in 2009, which brought the total installed 

capacity to 28.7 MW. The installed capacity is expected to be more than 40 MW in 

(2010) and more than 80 MW in the following year. In 2005, only 8% of such UK 

turbines were grid-connected. This increased to 56% in 2008 due to the introduction 

of grid codes or guidelines to permit and regulate the connection. The majority of the 

installed units generate less than 10 kW. Globally, 42 MW were installed in 2009, an 

increase of 10% compared to 2008 [8]. These market numbers show a rapid 

development in small-scale wind turbine installation.  

Multi-source hybrid renewable energy sources to some extent overcome the 

intermittency, uncertainty, and low availability of single-source renewable energy 

systems, which has made the power supply more reliable. PV and wind power are 

complementary because sunny days generally have very low wind while cloudy days 

and nighttimes are more likely to have strong wind. Therefore, hybrid PV-Wind 

systems have higher availability and reliability than systems based on individual PV 

or wind sources [1, 9, 10]. Therefore, this study is orientated towards small-scale 

residential grid-connected PV-Wind systems. 

 

 



CHAPTER 1                                                                                         Ashraf Ahmed 

Page 3 

 

Hybrid PV-Wind versus single source systems 

A study has been carried out to compare the use of hybrid PV-Wind generation 

systems and single-sourced systems (see reference [11]). Sizing software of PV-Wind 

energy systems with battery storage is proposed, based on a logistical model. The 

software has been used to size different profiles for two different regions in Egypt. 

One region contains high solar energy but wind energy is low, and the other region 

contains both high solar and wind energy. It is concluded that hybrid PV-Wind 

systems are more economical and reduce the need for high battery storage capacities. 

1.2. STUDY SYSTEM AND RESEARCH OBJECTIVES 

Figure (1.1) shows the hybrid PV-Wind energy conversion system (with battery 

storage) proposed in this thesis as a small-scale grid-connected system. The main 

energy sources for the system are wind and PV generators, while the battery bank 

works as an energy storage backup source. The utility grid works as a secondary 

backup supply in this system. The system is intended to be for residential applications, 

which may be building demand or a water pumping system with domestic demand.  

The research proposes a power conditioning unit (p.c.u.) which controls such a small-

scale system. The small-scale system requires simple controllers and circuits that are 

easy to implement, and this is the core objective of this study. The present study 

always considers this to reduce the cost and size of the controllers and the system.  

The system components could be connected in several ways, depending on the 

proposed power electronics topology. One option is to connect the sources with the 

load and the grid via an ac bus bar, using an inverter for every source. This will 

increase the redundancy of the system, as every source can work independently from 

the other sources. However, this will increase the overall system cost. Another option, 

which is proposed in this study, is to connect the sources to a dc bus bar. 

Subsequently, an inverter will be used to supply the load and connect to the grid. This 

method is less costly and easier to control for the standalone mode of operation [12]. 

The sub-system components, power electronics, and control units are outlined in the 

following sub-sections. 
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Figure (1.1) A schematic for the system 

1.2.1. WIND GENERATOR SIDE 

Vertical axis wind turbines (VAWTs) are attractive as applications in the built 

environment due to their ability to capture wind from different directions without 

using a yaw mechanism; this avoids the associated cost of the yaw system [13]. The 

electrical components that require maintenance are normally positioned on the 

supporting platform, and a VAWT is also regarded as being quiet. The VAWT is 

developing, and it has recently begun to take share in the market [8]. Permanent 

magnet synchronous generators (PMSG) are favoured to be coupled with VAWTs due 

to their light weight, high power density, and high efficiency. The PMSG is often 

directly coupled with the turbine, eliminating the need for a gearbox and its associated 

cost and maintenance issues, whilst increasing the system reliability [14, 15]. A boost-

rectifier converter is the power electronics employed to control the wind generator 

side. This combination is likely to be used in residential applications as it offers lower 

cost and is simpler to implement and easier to control [16]. 

Problem definition and proposed solution on the wind generator side: 

A problem which makes a VAWT less advantageous is that it is difficult to be 

controlled at high wind velocities. A horizontal axis wind turbine (HAWT) is easier 
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to be aerodynamically stalled, compared to a VAWT. At high wind velocity, the 

power, rotor speed, and voltage are increased above the rated values. This will cause 

damage to the mechanical and electrical system components. In this study, the 

problem of VAWTs’ high wind velocity control will be investigated, and an electrical 

stalling control method will be proposed. This method will reduce the cost of the 

turbine, as complex and unreliable aerodynamic control will be eliminated. Maximum 

power point tracking will be retained at low and moderate wind velocities. 

1.2.2. PV GENERATOR 

The PV generator is controlled by a boost dc/dc converter to maximize the power 

output under normal operating conditions of the system (see Figure 1.1).  

Problem definition and proposed solution on the PV generator side: 

There are a large number of publications regarding the maximum power point 

tracking (MPPT) of the PV generator. However, a proper design for the MPPT 

controller parameters has rarely been discussed in the literature. In this study, the 

design of the MPPT parameters will be proposed, and according to that an efficient, 

fast, practical, and easy to implement MPPT controller will be developed to fit this 

task. There are other system conditions requiring the generated output power to be 

reduced. The PV generator is easier to control, to work in reduced power mode as 

compared to the wind generator. The conditions and methods to control the PV 

generator to perform in this mode with power curtailment will be investigated. 

1.2.3. INVERTER SIDE 

Power electronics have seen rapid developments in the last few years due to the 

development of faster and higher-rated semiconductor switches. Furthermore, fast 

progress in digital signal processing and microcontrollers helped with advanced 

controller implementation [14, 17]. Single phase dc/ac inverters are one of the main 

applications of power electronics technology and control. In this research, a single 

phase inverter is used to offer grid synchronization with standalone capability. Dc/ac 

inverters can basically be divided into 2-level and multi-level inverters. The multi-

level topology has many advantages, but it has a main disadvantage in that there may 
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be voltage unbalance between the capacitors [14]. This topology becomes more and 

more economical as the rating of the system increases. As the work proposed in this 

research is concerned with a small-scale renewable energy system (less than 10 kW), 

the basic 2-level inverter is taken into account. There are many topologies of single 

phase inverters. One of the topologies is a half bridge inverter which has the 

advantage of no dc current injection problem. It was used with many industrial 

inverters [18]. One of the main drawbacks of the half bridge inverter is the need for 

larger dc capacitors because the full current at fundamental frequency will pass 

through the capacitors. Another drawback is the need for doubling the dc voltage of 

full bridge inverters. Furthermore, it needs higher switching frequency and bigger 

output filters. This will increase the overall losses, cost, and size of the inverter. There 

are many modifications proposed on the half bridge inverter topology to reduce these 

disadvantages [14, 18]. Another approach is to use the H-bridge inverter but remove 

the dc component in the output current [19-22]. This study will focus on the primary 

form of the H-bridge inverter. 

Problem definition and proposed solution on the inverter side: 

The research in this part of the thesis will concentrate on the following points: 

 Developing an efficient with low THD, fast tracking and stable current 

controller for single phase inverters is not an easy task. However, a few 

methods have been proposed in the literature (see Chapter 2). A new current 

controller will be developed in this study, which will satisfy the international 

standards on power quality. 

 According to this current control method, a grid connection controller will be 

developed. This controller will inject active and reactive power with high 

power quality into the load and the grid. 

 A standalone mode controller will also be taken into account, which will 

supply high quality power to the load. 

 At the final part of the study, the dc current injection problem will be 

addressed. A dc injection detection circuit, based on resonant circuit theory, 

will be developed, and a controller will be designed to eliminate this dc 

component. 
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1.2.4. SUPERVISORY CONTROLLER 

In the final part of the study, a supervisory controller proposed to will be proposed to 

supervise the local controllers and manage the power in the system. It will work based 

on the battery state of charge in conjunction with the conditions of the utility grid, PV 

generator, and wind generator. 

1.3. THESIS OUTLINE 

The thesis is outlined Figure 1.2. The next chapter (Chapter 2) provides a review of 

relevant research literature.  

Chapter 3 is concerned with the wind generation aspect of the system. Modelling and 

analysis of the power circuit of the system will be proposed. Based on that, a control 

algorithm will be developed and implemented. The transient response and stability 

analysis of the control method will also be analyzed. At the end, dynamic simulation 

and experimental verification results will be presented. 

Chapter 4 is concerned with the PV generation aspect of the system. Modelling and 

transient analysis of the PV generator and power circuit will be developed. According 

to this, a direct switching duty control using a variable step incremental conductance 

algorithm will be proposed with guidelines to optimize the controller parameters. 

These guidelines will improve the controller tracking efficiency and speed. The 

proposed controller may have to work in a reduced power mode according to the 

supervisory controller signal. The controller will also be verified by dynamic 

simulation and experimental results. 

Chapter 5 addresses the inverter side of the system. It will start by developing a 

current controller based on the peak current control method which is usually used with 

dc choppers. The control will be based on a unipolar PWM method to provide ac 

current and voltage waveforms with improved quality. An instability slope 

compensation for the controller will be designed. To improve the quality further, an 

L-C-L output filter will be designed for the inverter, followed by application of 

selective harmonic elimination which allows the switching frequency to be reduced. 

Then, the inverter will be simulated and the resultant current and voltage waveforms 
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will be analysed by FFT and evaluated interms of THD. In the section that follow, the 

control of active and reactive powers will be developed and verified by dynamic 

simulation. The standalone control will also be proposed using the same peak current 

control method, with simulation verification. At the end of the chapter, a new dc 

injection elimination strategy will be proposed, and verified by dynamical simulation 

and by laboratory experiment. 

The supervisory controller will be developed in Chapter 6. A preview of the local 

controllers, load demand, and the overall system configuration will be provided. The 

supervisory controller will be discussed regarding the different modes of operation 

(including the operating states of each mode). In addition, the ways in which the 

system would transfer between the different modes will be discussed. This will be 

followed by the control algorithm development and discussion. Dynamical simulation 

results are presented. 

The last chapter draws a conclusion on the work described in this thesis. 
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Figure 1.2 Diagram describes the proposed research in the thesis  



CHAPTER (2)  

REVIEW OF PREVIOUS WORK 

This chapter provides an overview of the literature pertaining to the proposed research 

project. The review will discuss the research proposed according to the thesis outline 

(see Figure (1.2)). In the first section, the wind generation control methods will be 

reviewed, while the present study’s newly developed control method will be proposed 

in Chapter 3. The second section focuses on a review of the literature concerning the 

PV generator controller; the controller itself will be proposed in Chapter 4. This is 

followed by number of surveys discussing the single phase inverter control. The 

single phase inverter control itself will be developed in Chapter 5. The last section 

will provide a review of the literature concerning supervisory controllers for Hybrid 

PV-Wind generation systems.  

2.1. WIND GENERATOR CONTROL 

Power generation from wind energy can be divided into constant speed operation and 

variable speed operation. Variable speed generation can be applied by aerodynamic 

control, power electronics control, or a combination of the two. The combination 

control is advantageous as it can provide maximum power point tracking at operating 

wind velocities. Although all older versions of commercial wind turbines are operated 

at constant speed, the interest nowadays lies in variable speed turbines. The 

advantages of variable speed wind turbines are increased energy capture and 

improved power quality with attenuated grid impact from wind fluctuations. The 

focus of this study lies on implementing a control strategy based on power electronics 

[23, 24]. Reviews of controlling the wind generator in MPPT mode (Section 2.1.1) 

and high wind limiting mode (Section 2.1.2) are discussed in this section. 
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2.1.1. MPPT ALGORITHMS  

A wind turbine has a maximum level of power which can be extracted from the wind, 

which is related to the Betz limit (59% efficiency). The power coefficient (Cp) is the 

percentage of power in the wind extracted by the wind turbine. The power coefficient 

value depends on the specific wind turbine shape, the wind velocity, the turbine rotor 

speed, and the turbine’s blade pitch. The curve depicting this coefficient (Cp) with 

rotor speed has only one maximum point. Therefore, the main objective of the MPPT 

process is to adjust the wind turbine to work at the maximum point of that curve. The 

operating strategy of MPPT in wind power systems is to match the generator loading 

with the wind turbine characteristics. Consequently, the rotor operates continuously at 

speeds as close as possible to the maximum power points (MPPs) [23, 24]. 

The turbine power can be calculated from Equation (2.1) as a function of wind 

velocity and the efficiency coefficient (Cp) which is a function of the tip speed ratio 

(TSR) and pitch angle θ. TSR is calculated from Equation (2.2) [25]:   

),50 3  (λCρARv.P psw                    

 (2.1) 

s

m

v

R
                        (2.2) 

Due to the nonlinear characteristics of the wind generator and the continuous rapid 

change in wind velocity (wind gusts), MPPT is a challenging issue for wind power 

generators. The MPPT for wind generator can be divided into aerodynamic control 

and power electronics control.   

Aerodynamic control is either based on the pitch method or the stall method. The 

purpose of pitch or stall control methods is to track the MPPs of wind turbines with 

changing blades pitch angle or the attack angle of wind on the blades respectively [26-

30]. However, as the size of the turbine increases, the aerodynamic control becomes 

more and more complex and costly. Other drawbacks are the increased cost and the 

maintenance cost of the turbine. Furthermore, this kind of control will reduce the 

reliability and life span of the unit. 
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The usage of power electronic converters allows for variable speed operation of the 

wind turbine and for enhanced maximum power extraction, supplying the load with 

improved quality of power. The work proposed is concerned with the power 

electronics control. There are many power electronic converter schemes used to 

control the wind generator’s power output [16, 31]. The applied power electronic 

scheme depends on the electrical generator type, the load supplied by the wind 

generator, and the control topologies used in the system.  

Sensor control 

Sensor control is to use, as control parameters for the control circuits, a wind velocity 

sensor or rotor speed sensor to measure wind velocity or rotational speed respectively. 

The simplest method is to measure the wind velocity, and then the power against wind 

velocity is fitted to the curve. The result of the curve fitting is used to adjust the 

operating points of the system [32-35]. The wind speed is measured and the reference 

MPP is determined accordingly. Then, the controller adjusts the system to this 

operating point. Wind velocity is not a satisfactory control parameter because of the 

following: 

1. The erratic nature of wind velocity. 

2. The difficulty of measuring wind velocity close to the turbine. 

3. The time delay associated with the measurement of wind velocity.  

One of the methods to avoid the delay of measurement results is to use neural 

networks to predict the wind velocity. After that, the MPP can be established from the 

relation between wind velocity and output power. This method is closely connected to 

the reduction of power fluctuation produced by pitch control [36]. The drawback of 

this method is the need to track wind velocity via a database for a long time before the 

implementation of the system. Another disadvantage is the high prediction accuracy 

that is required. Furthermore, the wind speed sensor is still needed. This method is not 

applicable to small scale generators as the site of installation is not known when the 

turbines are mass produced; on-site tuning of the neural network is not justifiable 

economically for small scale turbines. 
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Using a rotational speed sensor (shaft encoder) is another method proposed in the 

past. This method ensures maximum wind power capture by controlling the rotor 

speed to send the wind turbine to the maximum power point. The rotor speed is 

controlled by means of the electrical power from the generator which is driven by the 

wind turbine, and this is achieved through the power electronics interface. As an 

example, for a PMSG (permanent magnet synchronous generator), the generator 

torque is proportional to the machine’s current (Equation 2.3, assuming unity power 

factor) which can be set, while the rotational shaft speed of the generator determines 

the target torque (Equation (2.4)). Consequently, if the wind generator’s output 

current is controlled to change the torque, the rotor speed will be changed to 

maximize the power output of the wind turbine.  

gg
KIT                          (2.3) 

2

rg KT                          (2.4) 

where Tg is the generator torque, Ig is the generator’s output current, and K, Kw are 

proportional constants which depend on generator and turbine designs respectively 

[37-41]. 

A fuzzy controller could be used to achieve MPPT. It was used to control the 

modulation index or the PWM inverter. The fuzzy controller uses two signals, i.e. the 

difference between the rotor speed signal and the delayed speed signal, and the output 

power or the difference between the measured power and the delayed value. This 

method is considered as a searching algorithm for the maximum power point [42-44].  

Other artificial intelligence techniques could be used to approximate the nonlinear 

characteristics of the wind turbine generator system. Achieving maximum power 

tracking by using a neural network controller for a wind energy conversion system 

could be very promising. This is due to the high ability of neural networks to achieve 

an approximation of the nonlinear function. The training process for the neural 

networks is normally accomplished offline, using data which are produced by 

accurate simulation or site tests. A proposed method is to teach neural networks to 

estimate the wind velocity according to the measured output power, rotational speed 
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and pitch angle. Then the estimated wind speed is used to find the optimum rotational 

speed [45-47].  

Sensorless Control 

In this category, MPPT is achieved without either wind velocity sensors or rotor speed 

sensors. Depending on such sensors increases the cost of the controller and reduces 

the robustness of the overall system. Consequently, the objective of the method is to 

perform MPPT by measuring other parameters such as output voltages and currents. 

There are several sensorless control algorithms that have been used in practice. 

Voltage and current curve fitting are normally used with wind turbines driving 

PMSGs. This is due to the direct proportionality of the rotational speed and the 

rectified value of dc output voltage. Therefore, the dc output voltage is used as the 

control variable to maximize the output power [48-50]. A curve fitting of the 

maximum power or the dc current at maximum power versus the dc voltage is used to 

determine the operating points of the wind turbine generator.  

The Frequency – Voltage method is a sensorless method which normally controls the 

direct connection between wind turbine and PMSG without a gearbox. It is based on 

assuming that the maximum power coefficient value is constant for a specific turbine. 

Then, a curve fitting could be performed for the relationship between the PMSG ac 

output frequency and the rectifier output dc voltage, at optimum power values [51, 

52]. 

An estimation of the rotor speed or position method is developed by measuring the 

generator ac output currents and voltages, and then estimating the generator rotor 

speed or position accordingly. One advantage of this method is to improve the 

efficiency of the generator [53-57].  

The hill climbing method is an algorithm, performed by climbing the power curve to 

determine or stay near the maximum power point. The advantage is to achieve MPPT 

without having knowledge of the turbine characteristics. The generator output power 

is calculated by measuring the dc link current and voltage. Then the operating point is 

perturbed by increasing/decreasing the magnitude of the reference current. The new 
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value of output power is then compared with the previous value and depending on the 

difference the magnitude of the reference current is further increased or decreased 

[58-65]. A fuzzy logic controller can also be used to provide hill climbing [66]. The 

main drawback of this method is that the method will fail to track the MPPs 

accurately during times when the wind velocity changes very quickly. 

2.1.2. HIGH WIND VELOCITY CONTROL  

Control at high wind velocities can also be divided into aerodynamic and power 

electronics-based or simply electrically-based methods. 

A. AERODYNAMIC HIGH WIND VELOCITY CONTROL 

In a large horizontal axis wind turbine (HAWT), electrical control is usually used for 

maximum power point tracking (MPPT) and aerodynamic control is used at high wind 

velocities to limit the turbine power and rotational speed.  

Pitching the turbine blades changes the power coefficient (Cp) and constrains the 

generator current, voltage, and speed [31, 67-69]. Pitch control increases the system 

cost and is justifiable for large turbines. A solution for smaller wind turbines is to 

embed in the blade design a passive stall mechanism which is activated by high wind 

velocities. This can reduce the efficiency, increase the turbine’s fatigue loading, and 

reduce the power quality performance; more importantly, it will add great complexity 

to a vertical axis wind turbine [70]. 

B. ELECTRICALLY BASED HIGH WIND VELOCITY CONTROL 

Constant speed soft stalling has been proposed for vertical axis turbines to regulate the 

rotor speed or the output dc side voltage of the generator rectifier [33, 48, 71-74]. This 

control stalls the turbine and reduces the power captured. Figure (2.1) plots the output 

power against the rotor speed in such a scheme; MPPT is normally applied at low 

wind velocities, while at high wind velocities the rotor speed is kept constant. A 

problem with this is that the power output is still greater than the rated power, 

although it is lower than it would have been if MPPT control had continued to be used 

at the increased wind velocity. The generator and power electronics must be rated 

accordingly.  
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Another scheme for electrical control is to connect a mechanically-switched 3-phase 

resistor bank to the generator terminal [49, 75]. This induces cost and can reduce 

generator lifetime as uncontrolled current pulses are drawn.  

 

Figure (2.1) Power-rotor speed curve in constant speed soft stalling 

2.1.3. SUMMARY AND GUIDELINES 

From the discussion of the different MPPT methods and algorithms (summarized in 

Figure (2.2)), the following points can be taken into account when applying MPPT to 

a small-scale wind generator: 

1. Avoiding the use of rotational speed or wind velocity sensors that make 

the controller costly and reduce the overall system’s robustness. 

2. Avoiding the use of aerodynamic control, which increases the complexity, 

capital cost, and maintenance cost of the wind turbine generator. 

3. Avoiding the use of complex control methods such as artificial 

intelligence-based methods which require on-site tuning. 

4. It is better and more reliable to use voltage and current-based methods, as 

the controller would also be more compact. This method is usually referred 

to as sensorless control. 

5. Avoiding searching methods during periods of rapid change in wind 

velocity as this would result in hunting. 

6. The proposed controller should be easy to implement in the 

microcontroller. 
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Figure (2.2) Categorization of wind turbine generator MPPT control algorithms 

It is found that the dc current-dc voltage control scheme is the simplest and most 

efficient method. This method is also easy to implement and very suitable to the 

proposed power electronics configuration [13]. Therefore it is very suitable to small-

scale wind turbine generators which are the topic of our study. 

2.2. PV CONTROL REVIEW  

In applications where photovoltaic arrays are used to provide energy, maximum 

power point trackers are used to match the variations in the current-voltage (I-V) 

characteristics of the solar cells. In the typical silicon cell I-V curve, as the output 

voltage of the PV rises, the PV will produce significantly less current. The current-

voltage curve will change depending upon temperature, solar radiation, load, and 

consistency of cell quality in the PV array [76]. For the array to be able to produce the 

maximum possible amount of power, either the operating voltage or current needs to 

be carefully controlled. Hence, a device is needed which finds the MPP and converts 

the PV panel voltage to the system voltage. Such devices are known as maximum 

power point trackers or trackers [77, 78]. In general, there are two forms of MPPT: 

one is matching dc-load characteristics to the MPPs of the PV source, and the other is 

using a matching circuit [77-79].  

In the first form, the PV source is connected directly to the load without the need of 

matching circuit. The load characteristics are designed to operate at or close to the PV 
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generator’s MPPs. This method is mainly used with dc motor loads, where the dc 

motor field winding control is designed in such a way that the dc motor characteristics 

match the PV source’s MPPs as much as possible [79-82]. One of the drawbacks of 

this method is the nonlinearity of the PV system; it is very difficult to make a perfect 

matching without considering the system’s temperature, which has a very significant 

effect on the PV characteristics. Another drawback is that the tracking efficiency is 

reduced when compared with using matching circuits. Also, the method is only 

applicable to special loads such as dc motors and batteries.  

Many algorithms use a matching circuit for MPPT. These algorithms can be classified 

as either direct or indirect methods, depending on the control method employed [83]. 

Direct methods include algorithms that use measuring currents, voltages, power, 

temperature or solar radiation of the solar array. Indirect methods are those which use 

an outside signal to estimate the MPP. Such outside signals may be given by 

measuring the short circuit current or the open circuit voltage of a reference solar cell 

(monitoring cell). A set of physical parameters has to be given, and the maximum 

power set point is derived from the monitoring signals. In the following sections, the 

direct and indirect methods will be proposed.  

2.2.1. DIRECT MPPT METHODS 

The direct methods mentioned above are simpler and have a lower cost than the 

indirect methods. This is because we will not need to use separate devices as the 

monitoring cell. The various direct algorithms will be divided according to the control 

variables chosen to achieve the maximum power point tracking control. 

A. DATABASE METHOD 

In the lookup table method, MPPT is performed by registering the MPPs in an 

extensive database of MPP voltages at all light radiation levels. This control algorithm 

has several disadvantages but mainly it is only valid with regard to particular PV 

panels and the database must be changed as the PV panel degrades. A large memory 

lookup table size is needed for a wide range of solar radiation and temperature levels 

[84].  
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B. OPEN CIRCUIT VOLTAGE CONTROL 

The solar array terminal voltage is used as the control variable for the system. The 

reference control voltage signal is set with respect to the array open circuit voltage to 

determine the maximum power points. The basic function is used to assign the 

reference control voltage shown in Equation (2.5) [85]. This method assumes that the 

proportionality of voltage-factor (Kv) is fixed for a given PV generator regardless of 

temperature, solar radiation, and panel configuration but depends on cell material and 

make [86, 87]. This property is used to achieve temperature and solar radiation-

independent MPPT for PV generators with a simple technique. The open circuit 

voltage is continuously measured by a microcontroller and is used to estimate the 

operating maximum power point of the system. Moreover, this method can be 

implemented using an analogue circuit [85].  

ocvmpp
VKV                        (2.5) 

where KV is the voltage proportional constant, Vmpp  the MPP voltage and Voc  the 

open circuit voltage. Obviously, the drawbacks of the voltage control method are  

1.  The wasted available energy when the load is disconnected from the PV array 

to measure the open circuit voltage.  

2. It is proposed that the proportional constant of the open circuit voltage (K
v
) is 

constant with solar radiation and temperature. However, in the reality, the K
v 

values vary in the range from 73 to 80% according to solar radiation and 

temperature.  

3. The degradation in PV array characteristics also affects (Kv) value. 

C. SHORT-CIRCUIT CURRENT CONTROL  

The short-circuit current is used as the reference parameter in this method. The 

reference current is adjusted according to the short-circuit current. This method is 

based on the fact that the MPP current is a constant percentage of the short-circuit 

current. To implement this algorithm, a switch is placed across the input terminals of 

the converter and switched on momentarily. The short-circuit current is measured and 

the MPP current calculated from the Equation (2.6):  
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scimpp
IKI                         (2.6) 

where, Ki is the current proportional constant, the PV array output current is then 

adjusted by the MPPT until the calculated MPP current is reached [88]. In a more 

complicated method, a PV scanning is performed every few minutes in order to 

calculate Ki . This scan is performed to overcome the online change of Ki with solar 

radiation and temperature, and the PV array degradation effect. After Ki is obtained, 

the system remains with the approximation until the next calculation of Ki is carried 

out [89]. 

The drawbacks of the current control method are  

1. The available energy is wasted when short-circuiting the PV source.  

2. The added complexity in the power electronics to short-circuit the PV source.  

3. With the complexity of this method, the method is not acceptable for large 

power applications. 

D. POWER CONTROL 

The system power is used as the control variable, where the power is measured and 

adjusted according to the change in the atmospheric conditions. Most of the Power 

control algorithms use the hill-climbing method; this method is to climb the power 

curve to reach the MPPs. In the following sections several MPPT search algorithms 

will be discussed, which make use of different characteristics of solar panels and the 

location of the MPPs.  

Perturb and observe method (P&O) is the most commonly used MPPT algorithm, due 

to its ease of implementation in its basic form [90-94]. Knowledge of the PV 

generator characteristics is not required. This method has many modifications: one of 

them is to directly use the dc/dc converter duty cycle (D) as a control parameter and 

force the derivative dP/dD to be zero, where (P) is the PV array output power [95]. 

Another modification is to perturb the current instead of the voltage [96]. However, 

this method also has some drawbacks such as the continuous oscillations around the 

MPP. Also, as the amount of sunlight decreases, the P–V curve flattens out which 
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makes it difficult for the MPPT to track the location of the MPP, and it fails under 

rapidly changing atmospheric conditions.  

The incremental conductance (I.C.) is another searching method which tracks the 

MPP accurately by comparing the I.C. and instantaneous conductance of a PV array 

[12, 97-100]. This method is based on the principle that at the MPPs:  

0
dV

dP
                         (2.7) 

Because P=VI, the following equation can be derived: 

I

V

dI

dV
                       (2.8) 

This is the basic rule for the I.C. method where P, V, I are the PV array output power, 

voltage and current, respectively. The direction, in which a perturbation must occur to 

move the operating point toward the MPPs, is determined as follows: 

   
  

  
  

 

 
      

  

  
          

  

  
  

 

 
      

  

  
  .                      (2.9) 

There are many variations of this method. One of them is to reduce calculations and 

make the algorithm more applicable to the microprocessor [100]. Another 

modification is to propose another algorithm which depends on the relationship 

between the load line and the tangent line angles of the I-V characteristic curve [101].  

The incremental conductance method is faster than the P&O method and it operates 

successfully even in cases of rapidly changing atmospheric conditions where the P&O 

method fails. This is because it actually calculates the direction in which to perturb the 

array’s operating point to reach the MPP, and it can determine when it has actually 

reached the MPP. Thus, under rapidly changing conditions, it does not track in the 

wrong direction, as the P&O method does. Nor does it oscillate around the MPP once 

it reaches it. 

There are other power control algorithms which use hill-climbing, but these are 

different from the P&O and the I.C.. One proposed algorithm is applying a hybrid 

MPPT algorithm of the I.C. and P&O methods [99]. Another method is to use neural 
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networks to compute the maximum power point [102-104]. Using fuzzy logic 

controllers has the advantage of working with imprecise inputs, not needing an 

accurate mathematical model, and being capable of handling nonlinearity [105-108]. 

An algorithm in reference [109] is based on the analysis of the current and voltage 

low-frequency oscillations.  

2.2.2.  INDIRECT METHOD 

The indirect MPPT method proposes that the constant voltage or current method is to 

be used, but the open-circuit voltage or short-circuit current measurements are made 

on a small solar cell called a pilot cell. This cell has the same characteristics as the 

cells in the larger solar array and is subject to the same atmospheric condition. The 

pilot cell measurements can be used by the MPPT to operate the main solar array at its 

MPP, eliminating the loss of PV power during the V
OC 

or I
SC 

measurement. Reference 

[110] introduced this algorithm. The disadvantages of this method are as follows: 

there will be unavoidable errors due to the mismatch between the characteristics of the 

pilot cell and the PV array; the shadow effect is unavoidable; each pilot cell-solar 

array pair must be calibrated, increasing the effort required to build the system.  

2.2.3 SUMMARY AND GUIDELINES 

From the study of the different MPPT algorithms (summarized in Figure (2.3)), a new 

MPPT control algorithm will be proposed. It will take into account the drawbacks of 

existing algorithms and will have the following advantages:  

1. The method is easy to implement in microcontrollers.  

2. No extra power electronics are added to the system, which decreases circuit 

complexity.  

3. There is no energy waste as the load disconnection case from the PV array 

with open circuit voltage control or short circuit current control.  

4. The controller is generic and can be used with many PV generators without 

any changes required to adapt to different PV sizes.  

5. Avoiding the usage of costly and bulky solar radiation and temperature 

sensors. 
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6. Avoiding the usage of a pilot cell which needs to be calibrated against the 

main PV array. 

The proposed algorithm is one in the  I.C. category but with a variable step size. 

Further more the proposed algorithm is based on direct duty cycle control without the 

need of PI or other kind of regulators as proposed before [95]. This algorithm can be 

easily implemented in a microcontroller, and it will reduce the overall cost of the 

controller.  
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Figure (2.3) A chart shows the different PV MPPT algorithms 

2.3. INVERTER SIDE CONTROL 

The study will focus on control of a H-bridge single phase inverter. Furthermore, we 

will investigate four different subjects in the single phase inverter. The first is the 

current control in single phase inverters, which will be reviewed in Section 2.3.1. This 

will be followed by surveys for grid connected controllers (Section 2.3.2.) and 

standalone controllers (Section 2.3.3). In Section 2.3.4., a literature review will be 

proposed for dc current injection elimination methods.   
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2.3.1. CURRENT CONTROL METHODS 

Generally, one of the main functions of the current controller is that the output current 

should track the applied reference signal with as little error as possible. Furthermore, 

the output signal should have acceptable transients without undesirable over- and 

undershoots or low dynamic speed response. On the other hand, the total harmonic 

distortions should be as low as possible and below the standard threshold values. 

These objectives of the current control should be delivered with competitive cost and 

size of the converter. With respect to dc/ac converters, the problem is not as direct as 

in dc/dc converters. This is because the tracking of a sine wave signal is not as easy or 

direct as the tracking of a dc signal. The current control methods of single phase 

inverters will be reviewed in the following subsections. 

A. LINEAR REGULATOR BASED METHOD 

In this method, the output current is controlled by linear regulators associated with a 

carrier-based PWM, and it is also called carrier-based method in many studies. There 

are many PWM switching strategies proposed to reduce the THD of the output 

current. Among these, the sinusoidal PWM methods (unipolar and bipolar) are 

commonly used with the H-bridge [111, 112]. Other methods such as centroid based 

switching [113], hybrid PWM [114] and random hybrid PWM [115] have also been 

proposed to improve the quality of the current wave.  

One advantage of the carrier-based control method associated with linear regulators is 

the constant switching frequency operation. A simplified diagram describing this 

method is shown in Figure (2.4). 

Applying PI controller is very common with small-scale inverters [115], but this kind 

of controller has relatively poor performance. One reason is the common steady state 

error produced by the inability to track the sinusoidal reference. Furthermore, this 

controller is unable to reject the noise in the current signal [116].  
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Figure (2.4) Carrier-based method with PI regulator 

Another carrier-based method, described in references [116] and [117], proposes that 

the current control transfer function is a P or PI controller with a sine transfer function 

(PIS compensator). The resonant frequency of this transfer function is equivalent to 

the utility frequency. As a result, the gain of the proposed current controller is infinite 

at the line fundamental frequency. This controller is shown in Figure (2.5). 

 One of the drawbacks is that the compensator is very sensitive to variation in the 

mains frequency and that it has a low response speed. Furthermore, a large phase 

margin around the mains frequency was found, which may cause stability problem in 

the system. 
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Figure (2.5) Carrier-based control with PIS regulator 

The general drawback of the carrier-based method is the delay in the linear regulators, 

which causes low response compared to other direct current control methods such as 

hysteresis-based controllers. 
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B. HYSTERESIS CONTROL METHOD 

This method is considered as direct control since the current is controlled in a 

hysterias loop. The hysteresis current control method is simple, robust, fast-

responding, and easy to implement (see Figure (2.6) for a simplified block diagram). 

It also guarantees a peak current limiting capability. The method is based on the 

switch status, i.e. whether it is on or off when the current error touches its low or high 

boundary respectively. To reduce the THD in the output current, the hysteresis band 

has to be reduced, but this would increase the switching losses. Otherwise, a wider 

hysteresis band would increase the THD. Therefore, the hysteresis band is chosen to 

compromise between the low THD and the low losses. The simple hysteresis 

controller has a variable switching frequency and therefore a relatively high THD. 

The frequency band width in the current waveform depends on the system parameters, 

the switching mode, the load and the dc voltage. More advanced types of the 

controller were developed to limit the bandwidth of the switching frequency. 
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Figure (2.6) Hysteresis-based current controller 

The hysteresis band was modulated online according to the system parameters to keep 

the switching frequency almost constant in [118] and [119]. It was calculated as a 

function of dc link voltage, the slope of the reference current, the system circuit 

parameters, and the load. It is clear that a number of signals need to be measured 

online which would increase the number of sensors with wide bandwidth. 

An adaptive hysteresis band was proposed for current error comparison in [120]. A 

proper time was chosen to add the zero dc voltage mode control according to an 

adaptive inner band. The inner adaptive band is designed off-line according to the 

system voltages, currents and filter inductances. Fewer sensors and less online 
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calculation are needed, compared to the on-line adaptive hysteresis method. However, 

the switching frequency change will be higher. 

A three-level hysteresis current control strategy for a single phase voltage source 

inverter has been proposed in [121]. To achieve this, two hysteresis comparators with 

a small offset are used.  

The random hysteresis method is one of the most common methods in this field [122]. 

The method is based on a random number provided to define the upper and the lower 

bands of the hysteresis controller. The random signal is distributed to provide an 

output current with narrow distributed frequency spectrum contents. Furthermore, the 

average frequency can be kept at a low value to reduce the switching losses. 

Describing in detail the different algorithms of the random hysteresis method is out of 

the scope of this review. 

The methods proposed to solve the variable frequency problem of the hysteresis 

method could not make the frequency entirely constant. Furthermore, the tolerance 

and the variations in the system parameters may disturb the controller. Mainly, these 

methods need powerful DSP to perform the calculation. 

C. PREDICTIVE CONTROL 

The controller predicts the output of the inverter based on the system model. 

Subsequently, a suitable sequence of control signals is then applied to grant an 

acceptable tracking error. A cost function is minimized to design the predicted control 

sequence for the following sampling interval [123-125]. This method was also applied 

to parallel connected inverters in this reference [126]. The predictive control method 

is entirely based on an effective system model, and a fast high-performance DSP is 

essential to perform the calculations every sampling period [127].  

2.3.2. GRID-CONNECTED CONTROL 

There are many methods to determine the injected active and reactive power to the 

grid, depending on the converter topologies, the PWM methods, and the control 

techniques. These methods might also be used with active power filters which 

compensate for reactive power and distorted currents. 



CHAPTER 2                                                                                         Ashraf Ahmed 

Page 27 

 

In single-source systems, the inverter could directly maximize the power from the 

source and provide power factor control [94,128 and 129]. The inverter works in this 

case as a current controller and the dc input voltage would be variable to provide 

MPPT. This method is not suitable for multi-source inverters such as those proposed 

in this study where the dc link is shared. 

Another method controls the power output of the inverter by controlling the phase 

shift between the inverter output (Vinv) and the grid (Vg) voltages (the power angle). 

The reactive power is controlled in this method using the modulation index. This 

method uses a lookup table to find the required phase shift according to the active and 

reactive power demands [130]. The reactive power is very sensitive to the power 

angle and accurate design of the controllers is needed. Furthermore, using lookup 

tables is not favourable because it causes the controller to be largely affected by the 

system parameters as the line inductances.  

The p-q method is originally used with three phase systems and was extended to a 

single phase case [131-133]. The method is based on separation of instantaneous 

active and reactive power in two coordinates, and then the reference current is 

calculated [14]. The method was also used with a single-phase inverter supplied by a 

PV generator [135]. This method is normally used with PI regulators, which are slow 

in response compared to direct regulators. 

2.3.3. STANDALONE MODE CONTROL 

In the inverter’s standalone mode of operation, the objective is to maintain the ac 

output voltage waveform in specified reference over all loading conditions. An easy 

method normally used in early uninterruptible power system (UPS) inverters is based 

on forward open loop control. The grid voltage magnitude was controlled using an 

r.m.s. feedback loop to control the magnitude. This method has a slow response and 

no-disturbance reduction to the ac wave [136]. 

The hysteresis control mentioned before in Section (2.3.1) was used in UPS 

applications which have the disadvantages discussed in the same section [137, 138]. 

Another proposed method is based on estimating the output filter values [139]. The 

tolerance, which reaches 20% in practical inductors and capacitors, will affect the 
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controller operation for this method. Analogue methods were proposed based on 

capacitor current feedback control [140] or inductor current feedback control [141] as 

normally the LC-filter is used in UPS applications. 

2.3.4. DC -ELIMINATION METHOD REVIEW 

The inclusion of a low frequency (50 or 60 Hz) isolation transformer at the output of 

the inverter eliminates the injection of dc on the grid side. Drawbacks of using this 

type of transformer are the cost, weight, and size added to the inverter system, as well 

as the reduced overall efficiency. A low frequency transformer is more bulky than a 

high frequency isolation transformer which however cannot prevent dc injection into 

the grid [22, 142].  

For a transformerless topology, the research to overcome the dc injection problem 

could be basically classified into three categories as follow:  

B. USING ALTERNATIVE INVERTER TOPOLOGIES 

A half bridge inverter has been proposed to remove the dc injection to the grid, but 

there are many problems, such as using double dc link voltage, increased losses, and 

the large size of the dc link capacitors. This also increases the overall cost and size of 

the inverter. Using such a kind of inverter will also increase the ripple and reduce the 

total harmonic distortion [14, 18]. 

Using neutral point diode clamped multilevel is proposed in reference [143]; this has 

better efficiency compared to the basic half bridge inverter. However, it still needs 

twice of the dc voltage value of the H-bridge, and larger capacitors. 

C. MODIFYING THE H-BRIDGE TOPOLOGY  

The basic idea is to modify the H-bridge inverter to eliminate the dc component of the 

current. One of the topologies is to add switches on the dc side to clamp the voltage 

during the zero voltage periods [103]. This idea could also be applied by clamping on 

the ac side [20]. Both methods could not guarantee elimination of the dc component 

as the unbalance due to forward IGBTs voltages and PWM control would not be 

removed.  
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D. DC ELIMINATION BY CONTROL 

A solution to the dc injection problem is to use a feedback control loop to eliminate 

the dc offset in the inverter output voltage, and such an approach is adopted in this 

study. Although this was also adopted in previous studies [22, 144-146], a challenge 

remaining to be addressed further is the accurate measurement of the usually very 

small dc component mixed with a large fundamental ac current component.  

Reference [22] proposes a method of auto-calibrating the current sensing device to 

remove its error. The dc component on the ac output side of the inverter is deduced 

from the reading of the calibrated current sensor on the dc side, assuming the 

knowledge of the inverter switching pattern. This method can reduce the dc injection 

but will not eliminate it because it only intends to compensate the dc injection due to 

inaccuracy in the PWM process, while the dc component caused by unequal on-state 

voltage of the semiconductor devices in the inverter cannot be compensated. 

Furthermore, the method is subject to the influence of noises and achieves its 

objective at the cost of increased inductance between the dc link capacitor bank and 

the inverter bridge which should ideally be kept as low as possible to constrain 

switching transient and avoid EMC problems. 

2.4. SUPERVISORY CONTROL METHODS REVIEW 

Hybrid renewable energy systems can be classified into two main types: grid-

connected and standalone. The renewable energy sources can be PV or wind 

generators (or both), according to the availability of solar radiation or wind velocity 

(or both) at the system site. Batteries are often used as a backup source to supply the 

system when the renewable energy source is unavailable. Other backup sources can be 

used with or without batteries such as fuel cells (e.g. electrolysers, supercapacitors 

and flywheel energy storage). Diesel generators could be used as secondary sources of 

renewable energy. The standalone system might provide dc power, ac power, or both 

dc and ac power [147-149].  

The grid-connected systems can work on standalone mode when the utility grid is 

unavailable. In grid-connected systems, the utility grid is a secondary source. For the 

most part, fuel cells and diesel generators are not used with such grid-connected 
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systems. The supervisory controllers manage the power according to the type and 

different components of the system. In this section, a survey of the supervisory 

controllers adapted to the different renewable energy systems will be discussed. The 

supervisory controllers could be divided generally to two kinds; conventional-based 

and artificial intelligence-based methods. 

2.4.1. CONVENTIONALLY-BASED METHODS 

A small-scale hybrid PV-Wind generation system with batteries works only in 

standalone mode as proposed in [63]. The power conditioning unit is limited to 

maximize the output power from both the wind and the PV generators to the batteries. 

The charging and discharging methods of batteries, over power ratings and load 

management, are not taken into account in this system.  

A design of a supervisory controller based on a sliding mode control is presented in 

reference [150]. The system is a standalone hybrid PV-Wind generation system. For 

the design of such a supervisory controller, the wind generator plays the role of the 

main generator while the solar generator is a secondary power source. The system has 

three modes of operation: in the first mode, the wind generator is regulated to supply 

the system while the PV generator is OFF. In the second mode, the wind power is 

maximized and the PV power is regulated. Both PV and wind are maximized in the 

last mode. In the proposed control strategy, the battery state of charge is not taken into 

account. Furthermore, the wind power regulation strategy is not explained. 

A wind generation system with storage batteries is controlled to work in both grid and 

standalone operation modes discussed in this chapter [147]. The supervisory 

controller in this system is designed to provide smooth transitions between the modes. 

Furthermore, it controls the inverter, providing fault ride through to limit the output 

current during utility grid side faults. This fault ride through strategy is explained in 

reference [151].  

The supervisory controller of a standalone hybrid Wind-PV-fuel cell (FC) energy 

system is proposed in [152-154]. Every source is connected to the ac bus bar via an 

inverter to supply the load. The FC–electrolyzer combination is used as a backup and 

long-term storage system. The battery bank is used in the system as a short-time 

backup to supply the transient power. At any given time, the supervisory controller 
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controls any excess wind-PV-generated power to be supplied to the electrolyser. The 

hydrogen, which is delivered to the hydrogen storage tanks by a gas compressor, is 

consequently generated. If the generated power is less than the load demand, the FC 

stack begins to produce energy for the load using hydrogen from the storage tanks. A 

steady state model was used in the papers with no dynamical results.  

This study demonstrates that the low voltage distribution network is supervised to 

optimize energy flow and control power quality [155]. This kind of system is supplied 

by renewable energy sources, diesel generators, and energy storage backups. The 

system is controlled, according to international power quality standards. The 

algorithm is universal and adapts its control variables. This controller is concerned 

with the utility grid not with controlling the local generators. 

 

A power mangement program is proposed in refrence [156] for a grid-connected 

wind-generated system with energy storage. The energy storage is controlled to 

smooth the power output of the energy generation system to the grid. The average 

wind velocity is forecast for the next hour and then the energy storage output is 

mananged according to the forecast value. 

A new scheme of a standalone hybrid PV-Wind system with batteries is proposed in 

[157]. The PV is directly connected in parallel with the batteries to supply the ac load 

through a three phase inverter which is connected from the other side to a wind 

generator. The power management strategy is simplified in this configuration as the 

batteries act as a constant voltage load line which charges both ways by the PV and 

the wind generators. A dump load can be switched on with batteries fully charged but 

the batteries are later disconnected to prevent overcharging. One of the drawbacks is 

that there is no ability in this scheme to provide PV or wind generators control. 

Furthermore, the batteries’ charging and discharging is not fully controlled. 

2.4.2. ARTIFICIAL INTELLIGENCE-BASED METHODS 

A standalone system with hybrid PV-diesel power generators and flywheel backup 

energy storage system is proposed in [158]. A pump is used as an auxilary load to 

absorb the extra power from the system. A fuzzy logic supervisory controller is 

proposed to manange the power from the generators to the load. According to the 
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generated PV power and the rotor speed of the flywheel, the fuzzy controller adjusts 

the refrences for the diesel generator output power and the pump demand.   

A fuzzy logic supervisor is proposed also in reference [159] for a grid-connected wind 

generated system. The supervisory controller regulates the power of the wind 

generator according to the change in the grid frequency. The pitch angle is controlled 

to match the reference power generated by the supervisory controller. 

The same system used in the last reference is used in this reference [160] with the 

exception that there is a flywheel controlled by a fuzzy supervisor to smooth the 

output power of the wind generator. A storage capacitor could be used also in the 

same manner [161].   

In a microgrid system [162], the PV generators could be used to remove frequency 

deviations using fuzzy supervisory controller. This controller increases or decreases 

the PV output power to match a high frequency or a low frequency respectively. 

In reference [163], the fuzzy supervisor controls the pitch angle of a fixed speed wind 

generator and the reactive power output of the static VAR compensator to smooth the 

wind generator output power and regulate the grid voltage respectively. 

A neural networks-based supervisory controller manages the power in a PV 

standalone system with batteries. Two neural networks are used: one neural network 

for direct control and the second to adapt the first one to optimize the system’s 

operation [164]. 

2.4.3. SUMMARY AND GUIDELINES 

The proposed control methods diverge according to the system components, the 

system operational modes, and the adopted algorithms. The following points could be 

concluded: 

1. Using artificial intelligence is not advantageous for such small-scale systems, 

as the conventional algorithms are easier to be programmed. Artificial 

intelligence might be taken into account if the control process is complicated 

or needs online optimization.  
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2. Many research papers model only the steady state operation of the system and 

do not take transient dynamics into account. This does not give the right 

indication about the system’s capability to work in the different modes of 

operation. Nevertheless, it will demonstrate the stable transitions between 

those modes. 

3. Load management is a very important issue in this field of study, as the system 

works in standalone mode. 

4. Storage means are a vital component in the PV-Wind renewable energy 

system. That is due to the disability of such systems to provide 100% 

availability, and to improve the quality of the output power. 



CHAPTER (3)  

CONTROL ON WIND POWER SIDE 

3.1. INTRODUCTION 

This chapter focuses on the wind turbine generator side of the system. The advantages 

of using a VAWT which directly drives a PMSG have already been discussed in 

Chapter (1). In this chapter, the control of this configuration will be proposed. The 

control of the wind turbine generator aims to deals with two different wind velocity 

scenarios: 

 MPPT control in low and moderate wind velocities when the maximum power 

produced and rotor speed is less than the rated value. 

 High wind velocity control when the output power and rotor speed of the 

generator could exceed rated values.  

 

The study in this chapter intends to develop a controller which maximizes the power 

of the wind generator at low and moderate wind velocities. As the wind velocity goes 

beyond the rated value, the controller limits the output power and rotor speed. The 

high wind velocity control is found to be a general problem in VAWTs. It is not easy 

to be mechanically stalled because adding mechanical control to the turbine will 

significantly complicate the turbine and reduce its reliability. Furthermore, it will 

increase cost and size of the turbine. A literature review was presented in Chapter 2, 

discussing the different control methods for MPPT and high wind speed control. 

The configuration of the proposed wind generation side is shown in Figure (3.1). It 

consists of a VAWT driving a PMSG. The main control action for the wind generator 

is provided by a boost dc-dc converter, which supplies the power to the inverter. 
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Section (3.2) will introduce the proposed control method. This is followed by a 

section outlining the general concept of the proposed control scheme which is then 

designed in Section (3.4). Part of Section (3.4) is dedicated to the stability of the 

controller in the stall mode. Simulation results are presented in Section (3.5), followed 

by a comparison of the proposed concept versus the speed stalling concept (Section 

3.6). Experimental validation is provided in Section (3.7). 
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Figure (3.1) Block diagram - wind turbine with PMSG and grid connection 

3.2. THE PROPOSED CONTROL METHOD 

The main enhancement proposed in this study aims to stall the turbine at high wind 

velocities by keeping the power at the rated value while reducing the speed. This can 

reduce the cost and improve the quality of the power generated. This requires 

identifying the target operating point, which changes with wind velocity, and to 

stabilize the system at that point. 

The intended contribution here is to demonstrate that the difficulty of identifying the 

target operating point can be resolved by reversing the normal power tracking control 

algorithm. An encoderless scheme is developed in which the rotor speed is measured 

via the dc side voltage of the generator rectifier, while the power is measured via the 

dc side current. The proposed control scheme is set to regulate the speed according to 

the measured current. For reasons that will become clear, this will naturally drive the 

turbine into the stall mode as soon as the wind velocity exceeds the range for 

maximum power tracking. The total power is kept at the rated value with the 

increased current drawn from the machine but at reduced voltage and speed. The 

stability issue is addressed in the study for a typical vertical axis turbine. 
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Operation in the MPPT region can be shown to be inherently stable, while operation 

in the stall region needs to be stabilized using additional control terms as will be 

shown later. The resultant dynamic system is nonlinear and many methods could be 

employed to deal with the control problem, including sliding mode [165, 166], 

adaptive [167, 168], and predictive control [169], or their combinations. Such 

methods may not be easy to implement using a simple micro-controller and may be 

difficult to tune. The method proposed is based on designing a PI controller to 

regulate the rectifier dc side voltage via generator speed at low wind velocities where 

the control objective is MPPT. At high wind velocities, the controller aims to stall the 

turbine at rated power and further compensates for stability because normal control 

will be unstable in this region. An advantage of the method is the ease of 

implementation. Furthermore, the controller tuning process to produce stable soft 

stalling is easier and more straightforward. 

3.3. CONSTANT POWER SOFT STALLING CONCEPT 

The system configuration is shown in Figure (3.1) where the permanent magnet 

synchronous generator is represented as a 3-phase Thévenin equivalent feeding into a 

diode bridge rectifier. The dc-dc converter controls the power extracted from the 

generator, while the grid inverter maintains the power balance to keep the voltage 

across the capacitor Cdc constant.  

A fixed pitch turbine with a Cp-λ curve, as shown in Figure (3.2) [170], should 

normally operate near the maximum efficiency point (Cpmax) by adjusting the speed to 

maintain the tip speed ratio at its optimum value, defined here as λmax. If this control is 

continued at excessive wind velocities, the electrical power, speed, and voltage will 

exceed the rating of the generator and converter. The control method proposed is to 

limit the output power and rotor speed by forcing the turbine into the low speed stall 

region. To do this the generator output is temporarily increased by the dc-dc converter 

to force the turbine to stall. Note that the power coefficient is a function of the tip 

speed ratio, which subsequently depends on the rotor speed.  
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Figure (3.2) Typical Cp-λ Curve for VAWT 

A wind turbine can either increase or decrease its speed to reduce the power capture 

by adopting a lowered Cp value. Figure (3.3) shows the rotor peed versus power and 

torque of the wind generator. The proposed control decreases the speed which further 

prevents the over voltage problem. As the wind velocity increases from the cut-in 

value, the rotor speed initially increases for maximum power tracking. Beyond this 

region, say >12 m/s wind velocity, power will be kept constant at the rated value. The 

intended operating points are A, B and C for wind velocities 15 m/s, 20 m/s and 25 

m/s respectively. If the wind velocity later reduces to the region for maximum power 

tracking, the controller should detect that and return to the MPPT mode.  

The operating points A, B or C are not explicitly obtainable if the wind velocity is 

unknown. With a PMSG, the dc side voltage of the machine rectifier is proportional to 

the rotor speed. Given the dc side voltage, power is proportional to the current on the 

dc side of the rectifier. Based on this, the proposed control is to first establish a 

lookup table where the rectifier dc side current is measured to determine the target dc 

side voltage (hence speed) as shown in Figure (3.4).  
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(a) 

 

(b) 

Figure (3.3) Concept of constant power soft stalling control (a)Power- rotor speed 

characteristics (b) Torque- rotor speed characteristics 

The power tracking control and stalling control then are both reduced to dc side 
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current ia and adjust the generator speed so that the dc side voltage reaches va for 

optimum power extraction. As the wind velocity continues to increase, the dc side 

voltage and current increase to the values corresponding to point „b‟ where the rated 

condition is reached. Any further increase of the measured dc side current will require 

stalling to enforce a reduced turbine speed and hence dc side voltage. If the controller 

continued to work with MPPT, the generator would follow curve (b-c"), which is a 

continuation of „o-a-b‟, while with constant speed control the system will follow 

curve (b-c‟). Using constant power stalling, the system is forced into curve (b-c) 

where the turbine speed can be decreased by temporarily increasing the electrical 

power extracted from the generator. The control strategy outlined here for stalling the 

turbine is indeed the reverse of what is normally used for MPPT. It is clear that by 

reversing the dc side voltage and current as in the conventional power tracking 

control, there is no need to explicitly find the operating point of constant power 

stalling, which changes with the wind velocity. The stability and dynamic 

performance rely on the controller design which is described in the next section. 

 

Figure (3.4) Dc side voltage-current relationship 
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3.4.1. SYSTEM MODELING 

The electrical circuit dynamics of the generator have little effect on the overall 

mechanical dynamics and can be ignored in the control design. The equivalent circuit 

of a permanent magnet generator and the diode rectifier can be simplified as shown in 

Figure (3.5) viewed from the dc side of the rectifier. The Thévenin series resistance 

Rw has a value of twice the per phase resistance of the generator, neglecting the 

commutation overlap in the rectifier as the PM generator used has low inductance. 

The source emf (ew), is proportional to the generator speed (ωm). 

mww
Ke                                                        (3.1) 

where Kw is a constant depending on the machine design. 

Rw

vL

ew

iw

 

vwωm

Boost

Converter

vs

Tm

Tm

vw

 
 

Figure (3.5) A simplified wind generator system 

The Thévenin equivalent of the generator and diode bridge rectifier feeds a boost type 

dc-dc converter which supplies the dc link of the grid inverter represented as a voltage 

source vL. The power drawn by the inverter from the dc link maintains the voltage 

constant; with a passive diode rectifier the power level is to be set by the duty cycle 

control of the dc-dc converter. The turbine torque is represented by the following 

equation. 

 /)(CARv
2

1
T

p

2

sm                                                     (3.2) 

taking into account that (λ) was proposed before in Equation (2.2) (see Chapter (2)). 

With a fixed pitch angle, the whole operating region of Cp can be approximated in the 

following quadratic form as a function of λ. 
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2

1p
aaaC                                                      (3.3) 

The coefficients of this equation can be obtained using curve fitting techniques. 

Values of the coefficients for the turbine used here, with the power characteristic 

shown in Figure (3.2), are given in Table (3.1), together with other parameters of the 

system.  

Neglecting damping and friction, the mechanical dynamics can be reduced to: 

em

m TT
dt

d
J 


                                                  (3.4) 

ww

m

ww

m

e

e
iK

ieP
T 





                                                                       (3.5) 

From Equations (3.1), (3.4) and (3.5), 

w

3

s

3

2

s2ws1w

ww

e

v
bvbevbi

J

K

dt

de
             `                 (3.6) 

where J/RaKb
1t1

  

           J/aKKb
2wt2

  

           )JR/(aKKb
3

2

wt3
  

           AR5.0K
t


 

On the electrical side, the relationship between the dc side voltage of the rectifier and 

the voltage as the input to the grid side inverter can be simplified as 

Lw
v)d1(v                                                                  (3.7) 

 

The average dc side current can be calculated as follows. 

]v)d1(e[
R

1
i

Lw

w

w
                                                            (3.8) 

Linearization and combination of Equations (3.6), (3.7) and (3.8) gives the following 

equation which represents the total system dynamics. 

s3L21w1

w vBvBdBeA
dt

de
                             (3.9) 
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Table (3.1) PMSG and wind turbine parameters 

Parameters values 

Wind turbine rated wind velocity 

System output power, rated 

value 

Generator rated current 

Turbine radius 

Generator rated voltage 

Generator inductance 

Generator resistance 

Generator emf constant 

a1 

a2 

a3 

VL0 

Moment of inertia 

12 m/s 

1 kW 

3.4 A 

1 m 

240 V 

1.7 mH 

2.1 Ω 

10.48  

V/(rad/s) 

.037 

.011 

-.0035 

400 V 

5 kg.m
2
 

 

Based on the dynamic model, a controller, as shown in Figure (3.6), can be designed. 

The control objective is to force the turbine to a specific speed according to the 

measured dc side current by means of power control, as implied by Figure (3.4). 

The encoderless speed control is implemented by controlling the average dc side 

voltage at the rectifier output. vw =f(iw) is a lookup table relating the dc side current 

and the reference dc side voltage. The transfer function of the PI controller in the 

speed loop is defined as 

  
s

KsK
)s(C

ip


                                              (3.10) 
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Figure (3.6) PI control algorithm 

where gains Kp and Ki are determined based on the linearized system model at the 

rated wind velocity. The Ziegler-Nichols tuning algorithm, built in the Matlab Control 

System Toolbox, was used to determine the values for the test system: Kp=-0.38 and 

Ki= -0.11. Empirically this would give a satisfactory step response of the model. 

Figure (3.7) shows how the real part of the poles of the closed-loop system changes as 

the wind velocity increases. The poles are obtained using the closed-loop transfer 

function which can be derived from the above relationships. Below 12 m/s, the real 

part is negative. It becomes positive and the system is unstable when the wind 

velocity is above 12 m/s. This is true for all values of Kp and Ki due to the operation 

in the stall region. 

 

Figure (3.7) Stability analysis of original control algorithm 
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3.4.2. HIGH WIND VELOCITY STABILITY COMPENSATION 

To compensate for stability in the stall region, a pole is added in the dc side current 

feedback loop as shown in Figure (3.8) where 

 

1sT

1
)s(K

c

c


                                              (3.11) 
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Figure (3.8) Control algorithm with stability compensation 

This 1st order lag will not change the steady-state condition but will make the desired 

speed change more slowly. It tends to stabilize the equilibrium point in the stall region 

because the effect of variation in iw is attenuated, giving the PI controller time to keep 

the turbine/generator speed constant until the disturbance is over. The value of Tc is 

thus chosen according to the moment of inertia (J). To demonstrate that, the transfer 

function from the wind velocity (Vs) to the produced emf (Ew), which is directly 

proportional to the rotor speed, is derived from Equations (3.9), (3.10), and (3.11) as 

 

s

32
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21
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where 
)VK1(T

R/VKKVKTVK1
d

0Lpc

w0LpVI0Lic0Lp

1



  

           
)VK1(T

R/VKKVK
d

0Lpc

w0LiVI0Li

2



  

           111
Adn   

+ 



CHAPTER 3                                                                                         Ashraf Ahmed 

Page 45 

 

           11

p0Lcw

pVI1

22
Ad

)KV1(TR

KKB
dn 


  

           12

p0Lcw

iVI1

3
Ad

)KV1(TR

KKB
n 


  

           20w1VI
mIm2K   

where m1 and m2 are the coefficients of a quadratic curve-fitting function for the 

entire V-I characteristics shown in Figure (3.4), which are used in the control design. 

It is noted that the designed controller can be further tuned on a computer model using 

a more accurate representation (e.g. a lookup table) of the desired V-I relationship. 

3w2

2

w1w
mImImV                                                                    (3.13) 

Figure (3.9) shows the loci of the dominant roots of the closed-loop system against the 

time constant Tc. Without the 1st order lag, the system is unstable as soon as the 

increased wind velocity activates the stalling operating mode. As Tc increases, the real 

part of the roots moves towards the left-hand side of the complex plane and the 

system is stabilized. Targeting a maximum wind velocity of 25 m/s, it is found that for 

the test system the minimum value of Tc (in seconds) is about the same as the moment 

of inertia J (in kg.m
2
). This is incidental and depends on the maximum wind velocity 

chosen.   

For more clarification, the two dominant real parts of the real pole are plotted versus 

the wind velocity and Tc. That is shown in Figures (3.10 and 3.11), which are plotted 

for inertia of 8 kg.m
2
. It is clear that the poles are stable as the wind velocity is less 

than 12 m/s for all the values of Tc. At high wind velocities, as Tc increases, the poles 

are closer to the stable region. According to that, the instability in the system can be 

compensated by adding such a pole in the average dc current (iw) feedback loop.  
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Figure (3.9) Root locus of closed-loop system 

 

Figure (3.10) First pole with inertia=8 
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Figure (3.11) Second pole with inertia=8 

The effect of moment of inertia (J) on the stabilizing Tc value is shown in Figure 

(3.12). The figure plots the change of the real part of the dominant pole with wind 

velocity and Tc for two different values of (J). The plotted wind velocity range is in 

the stalling region, which is from 12 m/s to 25 m/s. The figure demonstrates that, as 

the inertia increases, the system will be stable at a higher value of Tc. It is found that 

choosing Tc slightly greater than the value of the inertia (J) is sufficient to stabilize the 

system with an acceptable margin. 

The aerodynamic characteristic of a VAWT relies on many factors including the 

solidity. Higher solidity means that the Cp-λ curve will have a narrower range of λ, 

and the maximum Cp will occur at a lower λ [170].   

The turbine in this study has a medium solidity, self-starting torque, and rigid design; 

the tip speed ratio values seen in Figure (3.2) are on the low side compared to some 

other turbines. The solidity will also affect the moment of inertia which has been 

shown to be important in the controller design. It is noted that the thrust force on the 

rotor generally reduces as the turbine is sent into the stall region [25]. While it is 

expected that the concept of constant power soft stalling can be applied to many 

different types of vertical axis wind turbines, a customized design of the controller 
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will be necessary to recognize the characteristics of individual turbine series. It is 

hoped that this study provides a useful guideline for such an exercise. 

12
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Figure (3.12) Effect of inertia on the value of Tc to stabilize the system 

 

3.4.3. ADAPTIVE SOFT STALLING CONTROL LOOP 

A method has been proposed to compensate for the stability of the system operating in 

the stall mode by adding a pole (1st order lag) in the current feedback loop as shown 

in Figure (3.8). This is only needed at overrating wind velocities. At low wind 

velocities, the system is inherently stable and using it will result in sluggish response 

reducing the MPPT efficiency. To delay feedback at high wind velocities and to avoid 

MPPT efficiency reduction, an adaptive time constant (Tc) is proposed. The time 

constant value needs to be high at high wind velocities and zero at low wind 

velocities; therefore, Tc is calculated online as a function of the average dc side 

current of the diode rectifier.  

1s)i(T

1
)s(K

wc

c


                                                                          (3.14) 
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The effect of using such an adaptive feedback is demonstrated by simulation in Figure 

(3.13) for the test system where a step change of wind velocity (from 0 m/s to 12 m/s) 

is applied at t=15 s. The output power response shows faster tracking capability using 

the adaptive delay control loop (Tc=0) as compared to a fixed time constant (Tc=J) 

needed to stabilize the system at the highest wind velocity. A block diagram for the 

proposed controller is shown in Figure (3.14). 

 

 

Figure (3.13) Adaptive control loop effect 
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Figure (3.14) The proposed controller 

3.5. SIMULATION RESULTS 

The system simulated is grid-connected as shown in Figure (3.1), and has an S1210 

H-type Darrieus VAWT driving a PMSG [170]. The PMSG supplies power to the grid 

through the power electronics interface stage as described here. The boost converter 
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acts as the wind generator controller. The Cp-λ curve of the turbine is the same as 

shown previously in Figure (3.2).  

A set of simulation results are presented in Figure (3.15) and Figure (3.16), showing 

the wind velocity, diode rectifier dc side voltage, dc side current, and the output 

power. The target power is also shown for the wind turbine generator in the grey line 

according to the same wind profile. In Figure (3.15), the wind velocity changes 

between 3 m/s and 12 m/s while in Figure (3.16) it changes between 6 m/s and 24 m/s. 

Figure (3.15) shows the results for the system working in the MPPT mode of 

operation, as the wind velocities were under the rated value (12 m/s). The figure 

shows that the target maximum power curve is tracked accurately by the proposed 

controller. The wind velocity increases to slightly less than the rated value at t=100 s 

in the time scale. According to this, the power output reaches near to the rated value 

(1000 W). The figure also shows that, even with highly turbulent wind velocity data, 

the MPPT process is performed without any problem.    

For Figure (3.16), focus first on the period between t=120 s and t=160 s. The 

controller works in the MPPT mode because the wind velocity is below 12 m/s and 

the output power is correspondingly less than the rated value (1000 W). Then consider 

the period from t=200 s to t=400 s, when the wind velocity is consistently above 12 

m/s. The dc side voltage of the diode rectifier is minimum at t=240 s, and this occurs 

when the wind velocity is at the maximum of about 24 m/s. The power during this 

period is controlled almost constantly at the rated value, showing that the system is 

indeed operating in the soft stall mode. The output power from the generator tracks 

the target power in all the regions. 

The largest power increase occurs around t=460 s, caused by a fast increase of wind 

velocity from 13 m/s to 18.5 m/s in less than 1 s (see also Figure (3.16)). The 

turbulence is faster than the wind generator system‟s rotor dynamics. Figure (3.16) 

shows the fast increase in wind speed between t=458 and t=459. This caused the 

mechanical (Tm) and the electrical (Te) torques to increase as the rotor speed could not 

be decreased instantly by the controller. The reason for this is the inertia of the rotor 

and the small delay in the electrical system. As a result, the control response is 

delayed and the power temporarily exceeds the nominal 1000 W, which should be 
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taken into account in semiconductor device rating but has little effect on the cooling 

design. As is to be confirmed later by the test results, such power spikes are inevitable 

when the wind velocity during a gust quickly increases beyond its rated value. 

However the amplitude of the resulting power “spike” is significantly lower than the 

power level that would result if the proposed control method were not used. This is 

illustrated next. 

 

Figure (3.15) Simulation results with wind velocities lower than the rated values   
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Figure (3.16) Simulation results with wind velocities higher than the rated values   
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Figure (3.17) Fluctuations due to rapid wind velocity change 
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3.6. CONSTANT SPEED VERSUS CONSTANT POWER STALLING 

To compare constant power stalling with constant speed soft stalling, both strategies 

are applied to the same system, with the same wind velocity data. The dc output 

power, current, and voltage responses are contrasted in Figure (3.18). The output 

power and current voltage in constant power soft stalling are lower than that in 

constant speed stalling at wind velocities above rated. The figure also shows that 

constant power stalling does not affect MPPT because with wind velocity below 12 

m/s the power is the same in both cases, except in the initialization stage of the 

simulation.  

In the high wind velocity range, the response in constant speed stalling reaches 2000 

W, while in constant power stalling it just fluctuates around the rated power and only 

temporarily reaches 1200 W. Therefore, the electrical system needs to be over rated 

for constant speed stalling to withstand the large power at high wind velocities. This 

will increase the size and cost of the system, including the cooling design for the 

power semiconductor devices, which have relatively short thermal time constants. The 

problem is largely attenuated in constant power stalling. 

A dynamic thermal model was built in the Matlab/Simulink with Plecs software for 

the PMSG, using parameters of the simulated generator [171]. The PMSG 

temperature according to both control methods is shown in Figure (3.19). The figure 

clearly shows the advantage of the proposed method with respect to the constant 

speed stalling method. Hence, the temperature rise in the proposed method is always 

reduced. 



CHAPTER 3                                                                                         Ashraf Ahmed 

Page 55 

 

 

Figure (3.18) Power output: constant power stalling vs constant speed stalling 
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Figure (3.19) PMSG Temperature rise with constant speed stalling and constant 

power stalling methods 

3.7. EXPERIMENTAL VERIFICATION 

The active soft stalling concept at excessive wind velocities, as developed in this 

study, can prevent complex aerodynamic control and also smooth the power supplied 

to the grid. To verify the control method, a laboratory test is carried out and Figure 

(3.20) shows a picture of the test rig setup. A simplified block diagram, Figure (3.21), 

outlines the hardware arrangement. 

The vertical axis wind turbine itself is emulated by an induction motor (IM) driving a 

PMSG through a step-down gear box. The IM is driven by an inverter working in the 

torque control mode where the torque demand is set according to the measured 

rotational speed and the given wind velocity. The same turbine characteristic of the 

1000 W system as shown previously in Figure (3.1) are implemented using a desktop 

computer hosting a dSPACE real time control system which can be programmed in 

the Matlab/Simulink environment [172]. The system parameters and the control gains 

are the same as those used in simulation. The generated power is returned to the grid 

through a commercially available WindyBoy inverter („Load‟ in Figure (3.21) set to 
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The output of this model is the torque reference signal. The losses in the IM driver 

must be taken into account in the torque signal applied to the driver. 
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Figure (3.20) Laboratory test rig 
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Figure (3.21) Arrangement of laboratory system 
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Figure (3.22) Block diagram for the wind turbine model 

To demonstrate the stalling control algorithm and verify the controller design, step 

changes of wind velocity are applied to the wind turbine system, as shown in Figure 

(3.23).  

In the stall region, the wind velocity is increased up to 25 m/s. The controller stalls the 

generator by reducing the rectifier dc side voltage, which is achieved by reducing the 

rotational speed. The power extracted from the generator is quickly regulated to be 

constant as the dc side current and torque (not directly measured) increase. The results 

show that the power indeed stays roughly constant, whatever the change of wind 

velocity is, as long as it is higher than the preset 12 m/s. As the wind velocity reduces 

to below 12 m/s, i.e. in the MPPT region, the controller tracks the maximum power 

points and the power output is less than the rated 1000 W. The power increases 

temporarily when activating the constant power stalling mode, depending on the 

difference between the initial and final values of the wind velocity.  

The results show that the biggest power spike happens when the maximum step 

change in wind velocity occurs from 12 m/s to 25 m/s. Further examination of the 

results showed that the power spike at each step is less than what was predicted by 

simulation (not shown). This is due to the actual moment of inertia of the generator 

system being slightly less than the theoretical value and that there is a delay when a 

torque change is applied to the PMSG, which is attributed to the damper on the shaft 

connecting the drive to the generator. 

A time-series of dynamic wind velocity similar to that used in the simulation (Figure 

(3.17) is used in the experiment to further demonstrate the effectiveness of the 

proposed control method.  
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The experimental results are shown in Figure (3.24). At t=30 s, the wind velocity 

increases above 12 m/s. Therefore, the controller reduces the rectifier dc side voltage 

by driving the system into the stall region. The dc side current increases and the 

power is almost constant around 1000 W even with wind velocity being over 20 m/s. 

As the wind velocity returns to below 12 m/s at around t=280 s, the system resumes 

the MPPT control mode and the generated power is less than 1000 W. 

The power response contains spikes with the largest occurring at about t=320 s; this is 

because at that time the wind velocity increases at a high rate. Another observation is 

that the power spike at t=320 s with wind velocity of 17 m/s is higher than that at 

t=410 s with wind velocity of 23 m/s, implying that the power spike depends on the 

rate of change of the wind velocity. 
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Figure (3.23) Experimental results with step changes in wind velocity 
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Figure (3.24) Experimental results with a dynamic wind velocity time-series 
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CHAPTER (4)  

CONTROL ON PV POWER SIDE 

4.1. INTRODUCTION 

This chapter discusses the control of the PV generator in a small scale hybrid PV-

Wind generation system, which could be applied generally in multi-source renewable 

energy systems. The PV generator is controlled to provide maximum power point 

tracking (MPPT) control or reduced power control according to a signal from the 

supervisory controller. Many methods have been applied to achieve maximum power 

point tracking (MPPT) control in photovoltaic (PV) power generation systems, as 

discussed before in Chapter (2). These methods, with a wide variety of algorithms for 

implementation, include open circuit voltage control, short circuit current control, hill 

climbing, pilot cells and artificial intelligence techniques. Hill climbing, which is 

widely used, can be divided mainly into perturb and observe (P&O) and incremental 

conductance (I.C.) algorithms. The hill climbing approach has the advantages of low 

cost, generality and ease of implementation. Hill climbing can directly set the duty 

cycle of the dc/dc converter to control the PV generating system [195, 173]. Direct 

duty cycle control can be easily implemented without the need for a PI controller, and 

it will also increase the generality of the method.  

As this study is a part of a multi-source small-scale renewable energy system 

connected to the grid, the research will provide reduced power mode. The reasons of 

the need for such mode of operation will be discussed in details in Subsection (4.4.2).  

The objectives of the study in this chapter are as follows: 

1. Developing a version of the direct hill climbing algorithm which is more 

suitable to hybrid PV-Wind systems. 
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2. Dealing with the over rating power problem by developing a reduced power 

control mode. 

3. Analyzing the dynamic behavior of the system. 

4. The direct MPPT control parameters, which are duty perturbation value (δdp) 

and the required time between consecutive perturbations (δTp), will be 

designed. Furthermore, general guidelines for the design will be provided. 

5. Providing simulation and experimental results for verification. 

The PV generating system proposed in this study is connected to a grid inverter 

through a boost stage, which is commonly used in a multi-source renewable energy 

system. A block diagram of the system is shown in Figure (4.1). First, the PV 

generator model will be developed in Section (4.2). Then, A design of the 

perturbation parameters is developed based on transient analysis of the circuit shown 

in Figure (4.1). The proposed control method, based on a variable step incremental 

conductance with reduced power mode, is presented at the end of the chapter.  
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Figure (4.1) A block diagram of the proposed system 
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4.2. PV GENERATOR MODEL 

The PV generator is an array of PV modules connected in series and parallel; a PV 

module is an array of solar cells. A detailed PV solar cell electrical model is used in 

this study based on the Shockley diode equation. The same model for the solar cell is 

used for the module taking into account the number of cells in the module [174-177]. 

The PV generator output power is a nonlinear function of the solar radiation, cell 

temperature, and load condition. Many models which are derived from physics, using 

curve fitting or artificial intelligence, have been proposed [77]. In this work, a 

previously proposed model [177] is adopted because the emphasis here is control. 

This model is based on the single diode assumption, while the parameters can be 

extracted from the PV module datasheet. In the single diode assumption, the solar 

cell, PV module or PV array can be simplified to an equivalent circuit of a diode and a 

current source connected in parallel. The current source represents the generated 

photocurrent when the sunlight hits the solar panel, and the diode represents the P-N 

transition area of the solar cell. The series and parallel resistances represent the losses 

due to the body of the semiconductor and the contacts. The equivalent circuit of the 

solar cell is shown in Figure (4.2). 

Rs

Rsh

Ipv

Idiode IshIlight

 

Figure (4.2) the solar cell model 

The current relationship of the simplified solar cell can be derived from Kirchhoff’s 

current law: 

shdiodelightpv IIII         (4.1) 
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where Ipv is the output current, Ilight the light generated current, Idiode the diode current 

and Ish the shunt resistance current. Subsequently, the output current (Ipv) can be 

calculated as in Equation (4.2). In this equation, the last term can be neglected by 

assuming that the shunt resistance (Rsh) is very large. Equation (4.2) is the solar cell 

model which can be used as the model of a module by considering that the whole 

module is working as a large- area solar cell. 

sh

spvA

RIV

0lightpv
R

RIV
1)(eIII

spvpv 




      (4.2) 

The equations to calculate the parameters Rs, Rsh, A, I0, are provided in (137). Ilight can 

be calculated from Equation (4.3). 

            
 

  
       

  
              (4.3) 

where 

q

mKT
A          (4.4) 

where m depends on the recombination of the carriers in the junction. For a non-ideal 

junction, in which some carriers do recombine in the junction, (m) has a value 

between 1, 2. 

The light-generated current (Ilight) is nearly equal to the short circuit current (Isc), and 

is directly proportional to the solar radiation and cell temperature. From the reference 

conditions (Sref, Tc_ref), the light-generated current can be calculated from the 

following equation as a function of solar radiation (S) and cell temperature (Tc): 

))TT(I(
S

S
II

ref_ccIscref_sc

ref

sclight
       (4.5) 

At a fixed radiation level, increasing temperature leads to decreased open circuit 

voltage and slightly increased short circuit current. The increase in the short circuit 

current is due to the increase of the minority carriers’ diffusion lengths and the small 

reduction of the band gap. In order for this model to reproduce these effects, it is 
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necessary to know how the model parameters I0, IL, and A vary with temperature. 

From Equation (4.4), A is almost directly proportional to the temperature: 

)
T

T
(AA

ref_c

c

ref
         (4.6) 

where the subscript ref  refers to the reference conditions of temperature and solar 

radiation. The reverse saturation current (Io) may be written in terms of material 

characteristics and the cell temperature, as shown in Equation (4.7): 

ref

cref_c

A

))T/T(1(

3

ref_c

c

ref_00
e)

T

T
(II



       (4.7) 

From Equations (4.6 and 4.7), the reference parameters (I0_ref, Aref ) can be calculated 

from the reference conditions of solar radiation and temperature. The reference 

saturation current (I0_ref) at open circuit conditions could be found from Equation (4.2) 

considering the output current zero. Furthermore, the light generated current is the 

short circuit current, and the exponential term is larger than one. Then I0_ref can be 

found as follows: 

ref

ref_oc

A

V

ref_scfre_0 eII



         (4.8) 

Rs and Aref can be found by solving Equation (4.2) considering the conditions of short 

circuit, open circuit, and maximum power.  

ref_mp

ref_ocref_mp

ref_sc

ref_mp

ref

s
I

VV))
I

I
1(ln(A

R



      (4.9) 

3
I

T

VT
A

ref_sc

crefIsc

ref_ocref_cVoc

ref





       (4.10) 

In order to predict properly the performance of the photovoltaic module, it is 

necessary to determine the operating cell temperature. For the purpose of simplicity, 

the temperature of the solar cell is assumed uniform on the surface of the photovoltaic 
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module. The cell temperature can be calculated from the equation of the energy 

balance around the PV cell. By a conventional analysis for the energy out and into the 

solar cell, the following steady state equation for cell temperature can be deduced; 

)
9.0

1)(TT(
S

S
TT PV

ref_aref_c

ref

ac


         (4.11) 

In this study, a 0.975 kW system is simulated with the datasheet parameters provided 

in Table (4.1) under the reference solar radiation (1000 W/m
2
) and cell temperature 

(25
o
C) condition. The change of the steady-state characteristics with the solar 

radiation and cell temperature are shown Figure (4.4). 

Table (4.1) PV generator datasheet parameters 

Module (BP 365) Characteristics Values 

Maximum power 65 (W) 

Voltage at maximum power  17.6 (V) 

Current at maximum power  3.69 (A) 

Short circuit current (Iscr) 3.99 (A) 

Open circuit voltage (Vocr) 22.1 (V) 

Temperature coefficient of Isc (µsc)   (0.065±0.015)%/°C 

Temperature coefficient of Voc (µsc) -(80±10)mV/°C 

Number of modules 15 
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(a) 

 

(b) 

Figure (4.3) PV generator characteristics for solar radiation 1000 W/m
2
 and 300 

W/m
2
, temperature 20

o
C and 40

o
C: (a) current (Ipv) vs. voltage (Vpv) and (b) power 

(Ppv) vs. voltage (Vpv). 
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4.3. PERTURBATION PARAMETERS DESIGN 

Although a wide range of research results have been published using this method, an 

analysis of the transient behaviour of the system has rarely been carried out. 

Moreover, there are no guidelines to design the duty ratio perturbation value (δdp) and 

the required time interval between consecutive perturbations (δTp). This section gives 

a set of guidelines for designing both the perturbation magnitude and the time interval 

between consecutive perturbations. These guidelines would improve the maximum 

power point tracking efficiency. This part of the work is a step forward towards 

designing a simple and fast-acting MPPT unit for a small scale hybrid PV-Wind 

generation system connected to the grid. One of the objectives of the work in this 

section is to analyze the dynamic behaviour of the system. Another is to provide 

design guidelines for the choice of the duty perturbation value and the required time 

between consecutive perturbations. The proposed design is demonstrated at the end of 

the section by simulation.  

4.3.1. TRANSIENT ANALYSIS 

A small signal transient analysis model for the hill climbing MPPT technique has 

been developed to investigate the effects of perturbation factor (δdp) and the 

perturbation time (δTp, the time interval between two consecutive perturbations) on 

the system dynamics. A simplified circuit for the system is shown in Figure (4.3), 

where the PV generator is linked to a grid inverter via a dc/dc boost converter. For 

this analysis, the equivalent series resistances of the inductor (L) and the capacitor 

(Cin) have been neglected. Moreover, the equivalent shunt resistance (Rsh) of the solar 

array is also neglected. The inverter d.c. link voltage is considered as a voltage source 

(e). The inputs of the system are the solar radiation (S), the cell temperature (Tc), the 

inverter equivalent voltage (e), and the dc/dc converter duty ratio (d). The outputs are 

the PV generator output voltage (vpv) and current (ipv). The temperature dynamic 

effect can usually be ignored due to small thermal inertia and small perturbations in 

power [178]. By analyzing the system, the following circuit equations can be 

obtained: 

     
 

 
                   (4.12) 
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                 (4.13) 
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Figure (4.4) Simplified circuit for the system model 

 

Furthermore by linearizing Equations (4.12 and 4.13):  
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                       (4.15) 

Using small signal analysis, the state space representation of the system can be 

provided in the form of Equations (4.16 and 4.17) which are expanded in Equations 

(4.18 and 4.19). Prefix (δ) distinguishes small signals (increment) from ac signals. (0) 

in the subscript corresponds to the zero initial condition at t=0.   
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     (4.19) 

The transfer function Gvpv between δVpv(s) and δdp(s) can be obtained, taking into 

account that the solar radiation and temperature are not changing. This transfer 
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function is given in Equation (4.20). The steady state temperature value affects Kpv 

(see Equation (4.14)), and as a result it affects the dynamic characteristics. Another 

interesting notice is that the solar radiation has a very small effect on Kpv and Gvpv, 

and it does not directly affect the system dynamics. These simplifications, which have 

been applied in this study, are only applicable to values of Vpv around and less than 

that at the (MPP). The operating point of the PV generator remains in that region.   

         
   

              
        (4.20) 

The time domain response for the second order system can be worked out as follows: 

               
      

     
                  (4.21) 

where 

   
   

 
 

 

   
   

           

           

The time domain equation for the produced perturbation in power will be: 

               
     

     t  Kpv
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e-  nt

  - 
 
sin  dt    

e-   nt

 - 
 sin

   dt       
 
               (4.22) 

The high order term in the last equation can be neglected. 

4.3.2. DESIGN OF PERTURBATION PARAMETERS 

The minimum time interval (δTp) required between every perturbation in the duty 

cycle can be worked out from Equation (4.22). δTp could be considered equivalent to 

the 2% settling time (Tsttl) for the power transient signal. The reason is that the signal 
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would nearly settle down to the steady state within this time. As a result, misguided 

controller hunting, which is caused by oscillations is prevented. δTp, is provided in 

Equation (4.23), which shows the capacitor effect in the dynamic behavior of the 

system.  

                  
    

   
      (4.23) 

From Equation (4.22), the minimum perturbation value in the duty cycle can be 

calculated, considering that the perturbation in power will be unity. Additionally, Kpv 

is calculated with respect to the maximum power point: 

     
 

        
  

        (4.24) 

The first order system – when no capacitor (Cin) is connected – is a special case of 

Equation (4.22), considering Cin  . In this case, δdp is the same as in Equation (4.24), 

while δTp can be calculated from the following equations: 

                         (4.25) 

The Vpv-Ipv curve shape has the main effect on the system’s dynamic behavior. Figure 

(4.5) shows that curve where there are points (a) with a voltage value less than the 

MPP value, (b) with a voltage value very close to the MPP value and (c) with a 

voltage value higher than the MPP value. The root locus according to the Vpv-Ipv 

curve is shown in Figure (4.6). The figure shows that the system is oscillatory at low 

voltage and, as the voltage increases, the system is more damped until it is over-

damped at voltages near the open circuit voltage value. Points a, b, and c have also 

been marked in the root locus curve, where (a’, b’ and c’) is the conjugate pole of 

every point respectively in the (s) plane. The system is simulated with an inductance 

value L=3 mH, and a capacitance value Cin=100 µF.  

The Vpv-Ipv curve shape effect comes from the fact that:      
   

 . As the voltage 

increases, the absolute value of (Rpv) decreases and this causes the system to be more 

damped (see Equation (4.21)). The significant reduction in the absolute value of (Rpv) 

as (Vpv) increases is shown in Figure (4.7).  
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Figure (4.5) Ipv-Vpv curve are Tc=20
o
C, S=800 W/m
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Figure (4.6) Root locus for the PV system according to Ipv-Vpv curve shown in Figure 

(4.5) 
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Figure (4.7) Absolute value of Rpv plotted against Vpv 

The small signal step response in power (δPpv) due to the step change in (δdp), which 

is applied to the operating points (a, b and c), is shown in Figures (4.8-a, 4.8-b, and 

4.8-c), respectively. The figures show that the system is oscillatory at point (a), the 

oscillations decrease at point (b), and the system is over-damped at point (c). 

Therefore, the lowest voltage operating point has to be considered in the design of δTp 

as it is the worst case. The figures show that δTp decreases as Vpv increases due to the 

reduction in oscillation as Vpv increases from point (a) to point (b). However, at point 

(c) δTp increases again as the system is over damped. The oscillation in low voltage 

can greatly mislead the MPPT controller and has to be taken into account in the 

design of the perturbation parameters.  
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(c) 

Figure (4.8) Step response in δPpv according to: (a) operating point a, (b) operating 

point b, and (c) operating point c as shown in Figure (4.8) 

4.3.3. DESIGN VERIFICATION 

A schematic circuit diagram of the 0.975 kW PV-generating system was shown in 

Figure (4.1), which has been simulated using the Matlab/Simulink package with 

PLECS software. To demonstrate the proposed design results, the P&O algorithm as 

shown in Figure (4.9) has been developed to control the system. The MPPT controller 

was implemented with different perturbation parameters which are presented in Table 

(4.2). A solar radiation step change was applied to the system from 0.4 kW/m
2
 to 0.8 
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2
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optimum. Finally, both δdp and δTp were set equivalent to their respective optimum 

design values. If δTp is larger than the optimum value, the system’s response will be 

slower and the efficiency will be reduced. Besides, if δdp is larger than the optimum 

0 0.02 0.04 0.06 0.08 0.1
-25

-20

-15

-10

-5

0

Time (s)

&
P

p
v
 (

W
)



CHAPTER 4  Ashraf Ahmed 

Page 77 
 

value, the system’s response will be more oscillatory and the efficiency will also be 

reduced. Therefore, these two cases are not adopted in the evaluation.  

Table (4.2) Perturbation parameters 

Cases δdp δTp 

smaller δTp 0.02 0.01 

smaller δdp 0.0005 0.03 

optimum values 0.002 0.03 

 

Sense 

Vpv(t), Ipv(t)

Calculate Ppv(t)

 

Ppv(t)≥Ppv(t-1)

Vpv(t)≥Vpv(t-1)Vpv(t)>Vpv(t-1)

D(t)=D(t-1)-δdp

 

D(t)=D(t-1)+δdp

 

D(t)=D(t-1)-δdp

 

D(t)=D(t-1)+δdp

 

Return

 

YESNO

YESNOYESNO

Figure (4.9) Perturb and observe algorithm 

The resultant output power is shown in Figure (4. 10); in the optimum design case, the 

system tracks the maximum power faster and the produced power is higher. 

Therefore, the efficiency of the MPPT controller is improved. The figure also shows 
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that less oscillation around the maximum power point is achieved with the optimum 

design case; this is due to lower tracking errors happening in the MPPT controller. 

There is always a steady state error between the optimum power level and the power 

output, even with the optimum design of δdp. This is predictable due to the 

oscillations around the maximum power point. The proposed algorithm can attenuate 

this problem by using a modified variable step I.C. method. 

 

Figure (4.10) Ppv output with different design perturbation parameters 

In Figure (4.11), the solar radiation was almost constant at the first 20 s of the 

simulation time. For both smaller duty and smaller time perturbation, the controller 

oscillates more around the maximum power point compared to the optimal design 

case. This is very clear in voltage (Vpv) and power (Ppv) waveforms. To make it 

clearer, the duty ratio waveforms for the three cases were zoomed between t=5 and 

t=10, as shown in Figure (4.12). It is clear in the figure that, in the optimum design 

case, the perturbations around the maximum power point are more educated as 

compared to the other two cases. This will improve the MPPT efficiency and reduce 

fluctuation in power supplied to the inverter. Due to the fast change in solar radiation 

around t=50 s, the change in duty ratio, at smaller duty ratio case, is very high 

compared to the designed case. However, the smaller time perturbation has better 

tracking in this special case.  
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Figure (4.11) The measured solar radiation (S), the Duty ratio (D), the dc output 

voltage (Vpv), the dc output current (Ipv) and the dc output power (Ppv) for the three 

simulation cases 
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Figure (4.12) Duty waveforms zoom between t=5 and t=10 in Figure (4.11) 

4.3.4. SUMMARIZING THE RESULTS 

Design Guidelines for a hill climbing algorithm perturbation parameters have been 

proposed. These guidelines, which are based on dynamic analysis of a PV generator 

controlled by a boost converter, can be summarized as follows: 

1. Calculation of perturbation value (δdp): Firstly, the value of Kpv is calculated 

according to Equation (4.14), and by using the maximum value of the voltage 

and current at the reference condition provided by the data sheet. Then, the 

optimum perturbation value is calculated from Equation (4.24).   

2. Calculation of perturbation time step (δTp): the value of Kpv is calculated 

according to Equation (4.14). The minimum operating voltage value is used 

as the design point as it is the worst case as mentioned before. Consequently, 
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Equation (4.23 or 4.25) is used to calculate the minimum perturbation time, 

according to the availability of Cin in the circuit. 

The V-I curves in the data sheet can be used to calculate (Kpv), which is used to 

calculate the design parameters δdp and δTp. Figure (4.13) shows a V-I curve similar 

to the data sheet curves. Point (a) is the design point for the parameter δTp. Kpv, 

which can be found for this point by taking VPVa1, VPVa2 around (a), which refers to 

points IPVa1, IPVa2, respectively, in the V-I curve. Kpv could be calculated from 

     
           

           
 

The same equation can be used with point (b) (VPVb1, VPVb2, IPVb1 and IPVb2) to find 

Kpv which is used in δdp design. 

 

Figure (4.13) data sheet design of the perturbation parameters 
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1. It is based on the I.C. MPPT method, which is faster in tracking the maximum 

power than P&O and has a better dynamic performance under fast-changing 

atmospheric conditions. Furthermore, I.C. MPPT causes less oscillation 

around the maximum power point in the steady state, as it detects the 

maximum power according to the incremental conductance sign. 

2. Variable step size will produce faster MPPT at rapidly changing conditions. 

The reason is that the duty ratio step size determines how fast the MPP is 

tracked. Fast tracking can be achieved with bigger step size, but the system 

will not operate at the MPP and will continuously oscillate around it. By 

contrast, when using a small step size, the system will be slow. In both cases, 

the tracking efficiency will be reduced. The variable step size method will 

make a tradeoff between the two sides, where the step size will be large when 

it is far away from the MPP, but will be small around the MPP, and 

approaches zero on the MPP. Therefore, the system will rapidly track the MPP 

and will not oscillate around it. 

3. The proposed algorithm will also have the ability to work in a reduced power 

mode. In this mode, the supervisory controller determines the power output 

produced by the PV generator. 

4. The proposed method is also very easy to be implemented in DSP. 

In the following, the algorithm will be described and proved mathematically. Then, a 

verification of the method by simulation will be proposed. A reduced power mode 

will be added and simulation results will be presented. 

4.4.1. VARIABLE STEP SIZE I.C. (V.S.I.C) METHOD 

The incremental conductance method, one of the most widely used methods in the 

field of MPPT control, is based on the fact that the slope of the PV array power with 

respect to voltage is zero at the maximum power point, positive on the left of it, and 

negative on the right (see Equation (4.26) ). 

 
    

    
  

                         
             

                          

      (4.26) 
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    (4.27) 

where Vpv/Ipv is the instantaneous resistance (Rpvss), and dVpv/dIpv is the incremental 

resistance (Rpv) in the Vpv-Ipv curve. The absolute values of the instantaneous 

resistance (Rpvss) and the incremental resistance (Rpv) plotted against the steady state 

voltage (Vpv) are shown in Figure (4.14). The difference between Rpv and Rpvss (dinc), 

which is the incremental conductance factor, against Vpv as described by Equation 

(4.31) is also shown in the same figure. Rpvss, Rpv and dinc are in per unit (p.u.) values 

while Vpv is in (V).  

                         (4.28) 

Figure (4.17) shows that as Vpv increases the absolute value of Rpv decreases while the 

absolute value of Rpvss increases. At the MPP, Rpv is equivalent to Rpvss. Therefore, dinc 

is positive at Vpv less than the MPP, zero at the MPP and negative at Vpv more than 

the MPP. This is used to track the MPP in the regular fixed step size incremental 

conductance algorithm. In the proposed algorithm, this will also be used to change the 

step size of the duty ratio. 

The incremental conductance factor (dinc) is engaged to directly control the converter 

duty ratio, which will keep the controller simple and easier to implement in a DSP. 

The new duty ratio is calculated from Equation (4.29). The duty ratio perturbation 

(δdp) is changed from zero to maximum according to dinc. Figure (4.15) shows δdp 

versus dinc. As dinc is higher than the maximum allowed perturbation, which is 

assumed to be 5 times the optimum perturbation (.002 in this case), the perturbation 

will be limited to this value (.01 in this case). However, if dinc is less than the optimum 

perturbation (.002) the duty perturbation will not be considered. This means that the 

system has reached a maximum power point.  

According to the discussion above, coefficient Kd could be calculated from Equation 

(4.30) as a function of the optimum perturbation parameter (δdp=.002 in this case).  
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                           (4.29) 

    
     

           
       (4.30) 

where Vpva1 and Ipva1 is the voltage and current respectively in point (a), which was 

shown in Figure (4.13). 

Choosing the value of the maximum and minimum duty cycle perturbation is very 

important in order to have a stable and smooth tracking. The step time between every 

perturbation is constant at the optimum designed value (δTp), which can be calculated 

from Equation (4.23). The designed value for this PV generator is .03 s. The control 

algorithm is shown in Figure (4.16). 

 

Figure (4.14) The basic idea for the V.S.I.S. method 
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Figure (4.15) δdp versus dinc 
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Figure (4.16) The proposed algorithm for V.S.I.C method 
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4.4.2. THE REDUCED POWER MODE 

There is a supervisory controller which states the operational modes of the system and 

controls the power flow. Due to the following reasons, the supervisory controller may 

need to reduce the output power from the PV generator. These reasons can be 

summarized as follows: 

1. The PV generator, due to high solar radiation or low temperature, can produce 

more power than the system rated value [179]. The power electronics have a 

rated value of power, but it is mainly slightly over rated. In spite of this, it will 

not be enough if the solar radiation is increased to high values or the 

temperature reduced to near zero 
o
C. In winter both of these two conditions 

can happen. These conditions can last for seconds, minutes and even hours. 

This can be demonstrated by Figure (4.17), where the system has a rated 

power of (950 W) in solar radiation (1000 W/m2) and cell temperature of (25 

o
C). The figure shows that when Tc is reduced to (0 

o
C) the power is increased 

by (13.68 %) of the rated value, but when S is increased to (1200 W/m
2
), the 

power is increased by (22 %). Furthermore, the power is increased by (39 %) 

when S is increased to 1200 W/m2 and Tc is reduced to 0 
o
C. Consequently, 

due to these conditions, the power has to be reduced around the rated values.  

2. The wind generator output power can fluctuate more than the rated value due 

to the high wind speed stalling control. If the inertia is high, the fluctuation 

will be with a large time constant and it may also cause problems in the power 

electronics.  

3. In the standalone mode, the power demand by the load might be less than the 

power produced by the generator, and the batteries are fully charged. The 

supervisory controller can shut down the generator and use the battery energy 

so the average power captured by the system will be reduced. Another solution 

is to use dump load to absorb the extra power from the system. The best 

solution is to reduce the output power from the PV generator, saving the 

battery energy, and eliminating the need for dump resistance. 



CHAPTER 4                                                                                        Ashraf Ahmed 

Page 87 

 

 

Figure (4.17) Overrating levels of the PV output pwer with decreasing in  temperature 

and increasing in solar radiation. 

The proposed reduced power mode is shown in Figure (4.16). The algorithm will 

choose this mode according to signal (Ena) in the figure. If a non-zero signal (Ena) is 

supplied from the supervisory controller the algorithm will drive the PV generator to 

the reduced power mode. The perturbation value and direction is calculated in this 

mode according to dinc as the MPPT mode. Equation (4.31) shows how dinc is 

calculated.   

                       (4.31) 

As Ppv (t) is the measured power and Ena is the target power reference supplied by the 

supervisory controller. The duty ratio can be calculated from Equation (4.32) where 

Rd is a scaling factor that can be calculated from Equation (4.33). Quantity maximum 

(dinc) is the maximum expected reduction in power, which can be considered the rated 

value of the PV generator. 

                            (4.35) 

    
     

              
       (4.33) 
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4.4.3. THE PROPOSED V.S.I.C. METHOD VS THE P&O ALGORITHM 

The P&O MPPT algorithm described before in Figure (4.9) is used to be compared 

with the proposed V.S.I.C. MPPT algorithm. The V.SI.C. algorithm has the advantage 

of not oscillating around the steady state as shown in Figure (4.18). This figure is 

based on simulating the PV system described by Figure (4.1). This advantage of non-

oscillatory steady state also increases the MPPT tracking efficiency.  

 

Figure (4.18) The PV output power produced by the proposed V.S.I.C algorithm 

compared to The P&O algorithm 

To demonstrate the advantage of fast tracking with variable step with respect to fixed 

step algorithms, the P&O, I.C. and V.S.I.C. algorithms were applied to the system 

shown in Figure (4.1). A step change was applied to the PV generator to reveal fast-

changing atmospheric conditions. The step was made very big to make the change in 

power as clear as possible. The change in the duty ratio applied by the three control 

algorithms and the produced output power are shown in Figure (4.19). It is clear how 

fast the V.S.I.C. is, with respect to the other fixed speed algorithms. 
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Figure (4.19) The proposed V.S.I.C tracking speed compared to I.C. and P&O 

4.4.4. DYNAMIC SIMULATION RESULTS 

The simulation verification through real solar radiation (S) data is shown in Figure 

(4.20). The data were collected at Durham University in rapidly changing weather 

conditions to verify the ability of the MPPT algorithm in these conditions. The 

ambient temperature is considered constant at 25 
o
C. The system shown in Figure 

(4.1) was simulated using Matlab/Simulink with PLECS software. The PV generator 

parameters are as proposed in Table (4.1).  

The solar radiation is changing between 400 W/m
2
 and 900 W/m

2
 in a time period of 

215 s. The target power against the simulation output is shown in the Figure (4.20), 

which shows that the target power is accurately tracked with a very small error. The 

voltage (Vpv) in the output of the PV generator has some large changes as the solar 

radiation changes rapidly, as shown between 40 s and 60 s in the time scale. This 
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3 3.5 4 4.5 5 5.5 6 6.5 7
0.25

0.3

0.35

0.4

0.45

D

 

 

3 3.5 4 4.5 5 5.5 6 6.5 7
800

850

900

950

1000

1050

1100

Time (s)

P
p
v
 (

W
)

I.C.

V.S-I.C.

P&O



CHAPTER 4                                                                                        Ashraf Ahmed 

Page 90 

 

operating point is rapidly moving away from the maximum power point. However, 

from 0 s to 30 s and 70 s to 100 s, the changes in the solar radiation are slow, and so 

the variation in Vpv is very small. In these cases, the slow change in solar radiation 

makes a slow movement of the maximum power point and small duty ratio 

perturbations (dinc). In many parts of the simulation, the variations are almost 

terminated when the solar radiation is almost constant. This can be seen between 10 s 

and 18 s in the time scale. The MPPT efficiency according to the rapidly changing 

input simulation weather data is more than 99%.  

The same system and part of the data used before (the first 100 seconds) is used to 

verify the reduced power mode. As shown in Figure (4.21), between 20 s and 70 s, the 

reduced (curtailed) power mode was applied. The controller drives the system 

accurately into and out from the reduced power mode. Furthermore, whatever the 

changes in solar radiation the power was kept constant at the target value. 
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Figure (4.20) Dynamic simulation results verifyng the accuracy of the proposed 

V.S.I.C.method in the MPPT mode of operation 
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Figure (4.21) Dynamic simulation results verifyng the accuracy of the proposed 

V.S.I.C. method in the reduced power mode of operation 
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4.5. EXPERIMENTAL VERIFICATION 

The PV controller proposed in this study is simple and easy to implement. 

Furthermore, it deals with two operational modes: MPPT and reduced power modes. 

The two algorithms are based on variable step perturbations of the duty ratio, which 

increases the tracking speed and efficiency. To verify the control algorithm, a 

laboratory test is carried out and Figure (4.22) shows a picture of the test rig setup. A 

simplified block diagram, Figure (4.23), outlines the hardware arrangement. 

An Agielnt-E4350B solar simulator is used to emulate the PV generator. A single 

module described in Table (4.1) is simulated by the solar simulator to illustrate the 

control method. The solar simulator was remotely controlled from a laptop computer 

as shown in Figure (4.22). The control and data acquisition are implemented using a 

desktop computer hosting a dSPACE real time control system which can be 

programmed in the Matlab/Simulink environment [172]. The system and the control 

parameters are the same as those used in simulation. 

Figure (4.24) shows the experimental results as the characteristics of the PV simulator 

were changed from (solar radiation=500 W/m
2
, 40 

o
C) at (time=41 s) to   (solar 

radiation=1000 W/m
2
, 25 

o
C), and then the characteristics were changed back again to 

the last values at (time=91 s). The output results demonstrated that the proposed 

control algorithm tracks the maximum power points with accurate and fast response. 

In the figure, the measured power tracks the target power which is the maximum 

power according to the solar radiation and temperature conditions.  

To verify the V.S.I.C method speed, it was compared to the fixed regular I.C. as 

illustrated in Figure (4.25). As shown in the figure, the duty ratio reaches a point 

around the optimum value very fast in the proposed method in comparison with the 

ordinary method.  

The experimental verification of the reduced power mode is shown in Figure (4.26). 

First, the controller was in MPPT mode under (solar radiation=1000 W/m
2
 and 25 

o
C 

temperature). Then, the reduced power mode was applied at (time=41 s) with a 

constant target power (Ppv=50 W). At (time= 83 s), the MPPT mode was applied to 
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the system. The results show that: the proposed controller accurately works in the 

reduced power mode as the output power was kept in the target value. 
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Figure (4.22) Laboratory test rig 
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Figure (4.23) Arrangement of laboratory system 
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Figure (4.24) Experimental results for MPPT mode of operation as the solar radiation 

and temperature change from (1000 W/m
2
 and 25 

o
C) to (500 W/m

2
 and 40 

o
C) 

respectively 
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Figure (4.25) Proposed V.S.I.C control against fixed step I.C.  
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Figure (4.26) Experimental results for reduced power mode of operation as the solar 

radiation and the temperature (1000 W/m
2
 and 25 

o
C) respectively 
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CHAPTER (5)  

INVERTER CONTROL 

5.1. INTRODUCTION 

As the market for small-scale renewable energy systems is rapidly increasing, the 

need for power electronic converters also increases. The inverter is necessary in the 

system to produce a sinusoidal wave to supply the ac load or connect to the grid. The 

dc/ac single phase inverters are used to interface the sources with the single-phase 

grid. The single-phase H-bridge inverter is a simple circuit topology with a small 

number of components. Furthermore, it is simple to control but has one disadvantage 

as manifested in the dc injection problem. 

The proposed system in this study can be connected to the utility grid; therefore there 

are quality standards for such aspects as low THD, elimination of the dc component 

injected into the grid and active and reactive power control. The IEEE-929 standard 

permits a limit of 5% for the THD in the output current, with individual limits of 4% 

for each odd harmonic from 3
rd

 to 9
th

 and 2% from 11
th

 to 15
th

. However, the dc 

injection is limited to 0.5% of the rated output current. The European IEC61727 

suggests similar standards with dc injection limits less than 1%. The dc current 

injection in England is limited to 20 mA, which is less than .1% for the proposed 

inverter. Other standards in the world have fewer restrictions and are easier to cope 

with. In this study, the work will focus on fulfilling these strictest standards. The 

proposed system is shown in Figure (5.1), where an H-bridge inverter interfaces a 

renewable energy source with the grid. The dc renewable energy source is modelled 

as a dc voltage source. 

In this work, a small-scale H-bridge inverter is proposed to supply the power from the 

renewable sources on the dc side to the grid or to the ac load. In Section (5.2), a peak 
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current controller (p.c.c.) is proposed first for PWM and output current control. Then, 

a grid connected control method is proposed in Section (5.3), based on the newly 

developed standalone mode control. This is also based on p.c.c., which is described in 

Section (5.2), to reduce the overall complexity of the system controller. The 

simulation at the end of this section demonstrates the method. At the end of this 

chapter, Section (5.4) suggests a method to remove the dc component of the inverter 

output current with simulation and experimental verifications. 
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Figure (5.1) Grid-connected H-bridge inverter control and circuit 

5.2. THE PEAK CURRENT CONTROL METHOD 

As mentioned before in Chapter (2); applying PI controller is very common with 

small-scale inverters. However this kind of controller has relatively poor performance 

due to the steady state error with tracking the sinusoidal reference. Furthermore, this 

controller is unable to reject the noise in the current signal. With hysterias controllers, 

there would be high bandwidth of harmonic spectrum. The other solution is to use 

more complicated methods which need more analysis with faster DSPs. 

A peak current control (p.c.c.) algorithm will be developed and modified to meet the 

international standards for the current wave quality. The following section develops a 
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direct control method which is a new modification of the p.c.c method applied for 

single phase H-bridge inverters.  

Peak current control was applied from the beginning to control power electronics, 

mainly with choppers [180]. It is normally implemented with dc/dc converters in 

analogue or digital forms [181]. The method in a simple form could be implemented 

by a clock to make the switching frequency constant. It could be described as follows: 

as the measured feedback current is less than the reference value the switch is on. The 

switch would be off when the current reaches the reference value. This method could 

produce instability to the system [182, 183]. Therefore, a compensating saw tooth 

signal is added or subtracted to the reference current control signal [184]. The slope of 

the saw tooth signal is selected to maintain stable operation and to provide as little 

oscillation as possible [185].  

A simplified block diagram shows that a primary kind of controller is shown in Figure 

(5.2) [186, 187]. The method is as simple as the hysteresis current controller with 

constant frequency control. Furthermore, it has an automatic feed forward 

compensation and sample by sample current limiting capability.  

Figures (5.3) and (5.4) show a part of the output current and voltage signals with and 

without slope compensator. It is clear that without slope compensator (Figure (5.3)); 

the inductor current is distorted due to the instability during some switching periods. 

Using the saw tooth slope compensator, the switching is well educated and the 

instability could be compensated. As a result, the current output would have less noise 

and lower THD. 

Q

Q
SET

CLR

S

R

Ireference

+
-

Ifeedback

Clock

Comparator

Slope 

compensator  

Figure (5.2) A simplified block diagram for p.c.c  
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Figure (5.3) Inductor (Lf) current and output voltage waveforms without slope 

compensation 

 

Figure (5.4) Inductor (Lf) current and output voltage waveforms with slope 

compensation 
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To design the slope value, which will compensate for the instability of the p.c.c., the 

circuit shown in Figure (5.4) can be analysed using simplified differential equations. 

All the elements in the circuit are considered ideal with L-filter (Lf). Furthermore, the 

dc voltage control is considered stable and fast, so the dc side is assumed to be a 

constant voltage source. For a unipolar switching pattern, there will be two modes of 

operation, the first mode with the dc voltage source connected and the other with the 

dc voltage disconnected, as shown in Figure (5.5).   

Vdc

Lf ig

Mode (1)

vg

Mode (2)

Lf ig

vg

 

Figure (5.5) H-bridge inverter modes of operation with unipolar PWM 

The inductor current, which is the inverter output current, is plotted for a single 

switching period Ts. The rising current edge during mode (1) has a slope value of m1, 

and the falling current edge has a slope value of m2. The compensating slope value 

will be assigned with the symbol mc. These slopes are shown in Figure (5.6). 

 

Figure (5.6) m1, m2 and mc in a one period of the inductor current 
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                              (5.2) 

Equations (5.1) and (5.2) are only applicable for the first half of the sine wave, but the 

result is applicable for the whole sine. Using the results in references [188-191], the 

compensation ramp added for stable current loop can be found from the following 

equation: 

    
 

 
                                (5.3) 

Using Equations (5.1), (5.2) & (5.3), then: 

    
 

   
                                 (5.4) 

Therefore, vg in Equation (5.4) varies with time as it is a sine wave. Therefore, to 

assure stability of the p.c.c.: 

    
 

   
          –                       (5.5) 

 
    
       

 

   
                             (5.6) 

From the last equation, it can be easy to design the compensating slope (mc). 

The proposed unipolar modified p.c.c strategy is shown in Figure (5.7). The method is 

the same as the one described before in Figure (5.2). Two S-R flip-flops are used to 

switch the four switches of the inverter. A slope compensator is added to the reference 

current (Ireference) and compared to the feedback signal (Ifeedback) to switch on IGBTs (1, 

3). To switch IGBTs (2, 4), the slope compensator is subtracted from the reference 

current and compared to the feedback current. The output voltage produced by this 

switching orientation is unipolar. 

The system shown in Figure (5.1) was simulated using Matlab/Simulink with the 

PLECS software. At this stage, only the L-filter (Lf with the dash line) is used in the 

simulation process. The forward voltage and on-state resistances were taken into 

account with the H-bridge inverter IGBTs. The applied switching frequency is 10 kHz 

with a 2 kW inverter rating. The output voltage and current and their THD are shown 
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in Figure (5.8). It shows that the inverter output voltage is unipolar and the THD is 

8%. The output current has a THD of less than 5.8 % which is higher than the 

required international standards. The harmonic spectrum shows some low harmonics 

with the switching harmonics in this case. Figure (5.9) shows how the output current 

tracks its reference accurately.   

To
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Figure (5.7) The proposed p.c.c. controller 

 

Figure (5.8) Inverter output current and voltage waveforms, THDs and harmonic 

spectrums (p.u. values) 
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Figure (5.9) ig versus iref with L-filter 

5.2.1. LCL-FILTER 

Due to the grid inverter’s switching operation, high frequency harmonics are 

produced, which could cause trouble to the power system. A line filter is needed in the 

inverter output in order to remove or reduce the harmonics to meet the standard 

values. Passive line filters are normally used as L or LCL filters. The LC filter is not 

desired with grid-connected inverters, as the resonance frequency of the filter would 

be largely affected with the grid inductance [192]. To choose between L and LCL 

filters, Figure (5.10) shows the frequency response of both filters. The figure was 

plotted using values of (5 mH) for the L filter and (3 mH, 3µF, 1.5 mH) for the LCL 

filter. The transfer functions used for L and LCL filters are as follows in Equations 

(5.7) and (5.8) respectively. The two filters were chosen to have nearly the same 

attenuation below the resonance frequency. 

    
 

   
                           (5.7) 

      
 

         
            

                   (5.8) 

The figure shows that as the frequency is more than the resonance frequency, the 

LCL-filter has more attenuation compared to the L-filter. The following advantages 

can be concluded for the LCL filter [193-195]:  

1. The voltage drop would be less as (Lf1+Lf2 < Lf) for the same harmonic 

attenuation. 
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2. The power factor control range would be higher. 

3. The total cost of the filter would be less. 

4. The size of the filter would be less. 

 

Figure (5.10) The L-filter versus the LCL-filter 

The LCL-filter design is not an easy task as many research papers were heading 

towards this direction. Due to the notch around the resonance frequency, this filter 

may cause instability problem and it needs to be designed carefully. A detailed design 

procedure taking into account the system stability is not considered in this study. 

Following the results of these references [196], the values of the filter can be found 

through the following equations: 

                                     (5.9) 

                                     (5.10) 

Cbase is the base capacitor for the system. According to these equations, the values of 3 

mH, 3 µF and 1.5 mH were considered to Lf1, Cf and Lf2 respectively.  
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The system shown in Figure (5.1) was simulated in this stage with the LCL-filter 

only. The results of the simulation are shown in Figure (5.13) compared to the results 

that were proposed before in Figure (5.8); it is obvious that the current output of the 

LCL-filter has better THD. The measured THD is 3.4% in case of the LCL-filter, 

while it is 5.8% in the case of the L-filter. The LCL-filter case complies with the limit 

imposed by the IEEE 929 standard, which is 5%. Figure (5.12) also shows that the 

current smoothly tracks the reference values with different current values. In spite of 

this result, the 3
rd

 harmonic is still relatively high, around 4% of the fundamental 

component, which is on the edge of the international standards. Increasing the 

switching frequency, for example, to 12 kHz, would largely reduce the THD. This 

would keep the p.c.c. controller in the simple form. However, this would increase the 

switching losses. Another way is to implement a selective harmonic elimination 

technique for further THD reduction, keeping the switching frequency to 10 kHz. This 

kind of technique can be implemented because there is a limited number of harmonics 

with p.c.c., compared to other techniques such as hysteresis current control. In the 

following subsection, the selective harmonic elimination will be proposed. 

5.2.2. SELECTIVE HARMONIC ELIMINATION 

In a hysteresis controller, the ripple frequency bandwidth occupies a high range while 

the p.c.c. ripple bandwidth is limited to the low odd harmonics as the 3
rd

, 5
th

, and 7
th

. 

This would make selective harmonic elimination easily implemented in the p.c.c. 

case. Figure (5.13) shows the p.c.c with selective harmonic elimination. A PIS 

regulator was applied, as the one described In the letrature (Chapter 2), to eliminate 

the specified harmonics.  

The results of the simulation with and without applying selective harmonic 

elimination are shown in Figure (5.14). The figure shows that before applying 

selective harmonic elimination there are high 3
rd

, 5
th

 and 7
th

 harmonics, and the THD 

is 3.4%. After the application of selective harmonics elimination, the 3
rd

, 5
th

 and 7
th

 

are nearly eliminated while the THD is reduced to less than 1%. These results apply 

for the rating current of the inverter. The selective harmonics elimination is very 

effective in this case. 
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Figure (5.11) Current output and THD using LCL-filter compared to L-filter, 

 

Figure (5.12) The proposed method tracking performance with LCL-filter. 
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Figure (5.13) The proposed p.c.c. method with selective harmonic elimination 

 

Figure (5.14) Harmonic spectrum and THD with and without selective harmonic 
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A step change in the output current is shown in Figure (5.15) with the THD for the 

two different current values. The figure shows that as the current reduces to less than 

50%, the THD value is much less 2% which is still less than the international 

standards.  

 

Figure (5.15) Effect of current reduction in the THD value 
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For multi-source inverters, the objective of control is to control the active and reactive 

power keeping the dc link voltage constant. Figure (5.16) shows a block diagram 

describing the proposed active and reactive power control method. The method is 

simple and easy to implement with small-scale renewable energy systems. The ac 

reference current is calculated from the dc power side. Equation (5.11) shows the 

equation used to calculate the ac reference current (Iinvr). In this work, the power 

factor will be considered unity and the inverter efficiency (ηinv) is considered constant. 

A simplified method to calculate the root mean square (r.m.s) value (Vg) from the ac 

value (vg) is shown in Figure (5.17). 

       
       

      
                        (5.11) 
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Figure (5.16) A simplified block diagram for the active-reactive power control 

method 
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Figure (5.17) A simplified method for r.m.s value calculation 
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To design the PI dc-link voltage controller, the grid voltage magnitude is considered 

to be constant. Furthermore, the inverter works with a unity power factor and as a 

result, there is no phase shift between the voltage and current of the grid. According to 

Figure (5.1), the grid power (Pg), the dc side power (Pdc) and the dc link capacitor 

power (Pc) could be described by Equations (5.12), (5.13) and (5.14) respectively. The 

three equations are related by Equation (5.15) 

                                   (5.12) 

                                     (5.13) 

           
    

  
                       (5.14) 

                                      (5.15)   

From these equations, a simplified dc link control loop, shown in Figure (5.18), has 

been produced to design the PI controller. The Matlab/ control toolbox software has 

been used to design values for Kp and Ki. A typical value for Kp and Ki are -0.2 and 

0.1 respectively. These values were used to run the simulation of the system in Figure 

(5.1). The results of the simulation with changing the power values are shown in 

Figure (5.19). It shows that; the dc link voltage (Vdc) is controlled to track the 

constant reference values with acceptable starting response. As the output power (Pg) 

was changed by changing the input dc (Idc) in Figure (5.1), Vdc was kept at the 

reference value Vdcr. 
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Figure (5.18) The simplified dc link loop controller for the inverter 
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Figure (5.19) Dc link voltage controller with step change in active power 
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proposed system when the batteries were totally discharged before. This mode could 

also be used; if there is a dc load, which needs to be supplied, and the energy sources 

cannot provide this demand. The figure shows that even with the power extracted 

from the grid to the dc side, the dc voltage is still constant at its reference value. 

Furthermore, the power factor is nearly in its required unity value. 

Variable power factors: The VAR (Qg) reference was varied in this simulation with 

the results as shown in Figure (5.22). The power factor changed from lead to lag as 

shown in the figure and the active power was kept constant. The figure also shows 

that the dc voltage and the power factor controllers were working accurately. 

 

Figure (5.20) Grid-connected control with active power step change 
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Figure (5.21) Grid-connected control with two quadrant operation   
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Figure (5.22) Grid-connected control with change in p.f. 
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The load current is controlled using an instantaneous direct current control method 

(p.c.c.) that will guarantee fast transient response, reduced total harmonic distortion 

(THD), and higher disturbance rejection. Furthermore, the method is simple and easy 

to implement. There is no need for harmonic elimination to be used within this mode 

as it is observed that, with the simple form of the p.c.c method, satisfactory current 

and voltage waveforms are produced. 
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Figure (5.23) standalone mode control and circuit 

The system shown in Figure (5.23) was simulated in Matlab/Simulink with PLECS 

software. The dc side was considered a dc voltage source as the dc link was controlled 

by the battery bank side controller. The output voltage (vg) against the reference 

voltage (vgr) is shown in Figure (5.24).The figure shows that the voltage output tracks 

the reference value in an efficient way. The output voltage and current waveforms 

with their THD values is shown in Figure (5.25), and the value shown is for rated load 

conditions. The THD for both wave forms according to the simulation is less than 2.8 

%, which is a very interesting value compared to the simplicity of the proposed 

control method.  
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Figure (5.24) vg versus vgr on standalone mode 

 

Figure (5.25) Output voltage and current waveforms with their THD on standalone 

mode control 
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To test the transient performance of the controller under load change, the load was 

simulated as a variable resistor in the output of the inverter. The reference value of the 

ac voltage (vg) is a sine wave with r.m.s value of 220 V. The results of the simulation 

are exposed in Figure (5.26), which shows the output current (ig), the output power 

(Pg), the output voltage (vg) and the r.m.s. value of the output voltage. The figure 

shows that a step change was applied to the load from rated value 2kW to less than .8 

kW at t=1.08 in the time scale. In spite of the step change, the controller effectively 

keeps the voltage at the reference value with negligible transients. The proposed p.c.c 

controller is the same one used before with the grid connection control mode, and this 

will reduce the overall system control complexity. 

 

Figure (5.26) Standalone mode control simulation results  
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5.5. DC INJECTION ELIMINATION 

The work described in this section is concerned with the risk of dc injection into the 

network from the small-scale single-phase inverters without output transformers. Due 

to an approximate short circuit characteristic of an ac network, a little dc voltage 

component, which can accidently be produced by the inverter, will produce large dc 

injection. This causes detrimental effects on the network components, particularly the 

network transformers which can saturate, resulting in irritant tripping. This may also 

increase the losses in and reduce the lifetime of the transformers, if not tripped. 

Moreover, the existence of the dc component can induce metering errors and 

malfunction of protection relays. There are thus stringent regulations in many 

countries to prevent the network from large dc injection. This thesis presents a new 

method of complying with such a requirement by an inverter that does not have a 

network side output transformer. 

5.5.1. THE PROPOSED CONTROL STRATEGY 

This study proposes a new method of measuring the dc component in the inverter 

output current. The output current is measured by a resistive shunt and the obtained 

voltage signal is processed by a specially designed and tuned analogue filter to 

increase the signal-noise ratio so that the dc level, as specified in standards, e.g. .5% 

of the rated inverter current, becomes measurable. The response is adequately fast 

even for renewable energy systems which are normally working under variable 

conditions. This work explains the design of the filter circuit and the use of it in a 

closed loop control system aiming to keep the dc injection low – below the standard 

limit. System performance is illustrated by simulation and experimental results. The 

study focuses on a full bridge voltage source inverter operating in a unipolar PWM 

mode. The block diagram of the transformerless inverter under study is depicted in 

Figure (5.27) showing the control for dc injection compensation. 
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Figure (5.27) The grid-connected inverter circuit and control 

5.5.2. CAUSES OF DC INJECTION 

There are three main factors which can cause dc injection into the network from a 

single-phase H-bridge voltage source inverter. These are 

-Unequal semiconductor device characteristics in the inverter, including on-state 

resistance and on-state forward saturation voltage, and the temperature coefficients of 

these parameters. The device characteristics are affected by inevitable variations 

during fabrication and packaging and can also drift in operation due to degradation 

mechanisms such as bond wire lift-off. The circuit in Figure (5.27) was built in 

Matlab/Simulink with PLECS software, and the simulation was performed assuming 

that the on-state voltage of the IGBT devices in the inverter is unbalanced by 0.05 V. 

Figure (5.28) shows the imbalance produced by the on-state voltages. A part of the 

positive cycle shows that the forward voltages in this leg of the inverter are the same. 

In the negative half-cycle, one of the IGBTs has less forward voltage by .05 V. For a 

typical 230 V single-phase feeder, the series resistance in the Thévenin equivalent 

circuit representation would be 0.01  to 0.04 . For a modulation index of 0.8 in the 
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inverter and 1 kW output power at unity power factor, the simulation showed that the 

dc injection was between 375 mA and 1500 mA. This shows how difficult it is to 

comply with the typical standard requirement of the dc injection being less than e.g. 

20 mA, in this case of 1 kW inverter. The only way is probably to set the dc under 

close-loop control if a low frequency output transformer is to be avoided, which 

however depends on how accurately the weak signal of a small dc can be measured. 

 

Figure (5.28) Effect of unbalance in forward IGBT voltages  

- Dc bias that can be included in the inverter PWM switching process. This is 

particularly vulnerable to the blanking time between the upper and lower switches in 

the same leg of the bridge. Simulation shows that the dc injection in the range of 

hundreds of mA can be easily reached with unbalance of blanking time in a few 

microseconds between the positive and negative half cycles of the inverter output. 

- Dc bias of the output current sensor, which also could provide dc bias to the PWM 
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5.5.3. THE PROPOSED DC ELIMINATION TOPOLOGY 

In the approach which is further pursued in this study, the dc component in the output 

current is sensed and used in the controller to eliminate the dc injection. One of the 

challenges to this approach is the accuracy, and this is due to the relatively small 

amount of dc component which needs to be accurately measured. As an illustration of 

this problem; the required specification in the UK and Australia is 20 mA, which is 

less than 0.1% of the fundamental component. This is not easily measurable due to the 

offset and accuracy in the current measurement device. Another problem is the 

resolution as a very high DSP resolution is needed to measure the current directly 

from the line, and analyse it to find the dc component by filtering or FFT analysis. 

This will add cost to the inverter.  

5.5.4. PROPOSED DC INJECTION MEASUREMENT CIRCUIT 

A circuit based on the resonance approach is used for measuring the dc component in 

the current. The circuit is shown in Figure (5.29) as resistor Ra is the resistive current 

shunt in the path of the inverter output current. The series LC resonance circuit is used 

to bypass the majority of the fundamental ac component of the measured voltage 

across the shunt and block the dc component. As a result, the entire dc component of 

the shunt resistor voltage will be applied across the resistor Rm. Vm is measured as an 

indication of the dc component contained in the inverter output current. Vm also 

contains a residual of the 50 Hz (or 60 Hz) ac component that has not been filtered 

out. Nevertheless, for the reason to become clear later, this has little effect as long as 

much of the ac component has been bypassed and the signal-noise ratio regarding the 

targeted dc component in the measured current shunt voltage is significantly 

improved. A low offset differential amplifier is used to amplify the signal while 

another amplifier with isolated output is used to guarantee isolation between power 

and control circuits. The transfer function from the mains current to the filter output 

voltage can be derived as in Equation (5.16). 
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Figure (5.29) dc injection measurement circuit 

5.5.5. CHOOSING MEASURING CIRCUIT COMPONENTS 

In this section, design of the values of the filter component will be chosen. There are 

three components need to be chosen in the circuit, which is Lb, Lm, and Rm, and the 

resonance circuit filters. These components can be designed as follows: 

-The value of the inductance Lb is chosen according to the filter rating where Lb 

blocks the mains ac current component and it is a short circuit to the dc component. Lb 

can be chosen according to 

 
b

maina
b

I

IR
L


                                (5.17) 

where (ω) is the mains frequency (rad/s), Ib is the ac current through Lb and Imain is the 

inverter output rated current.  

-The value of inductance Lm is chosen to give some tolerance in Lres and Cres in the 

series resonant branch.  
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-To choose the precise value for the resistance Rm, consider the steady state transfer 

functions from the dc or fundamental ac component in the inverter output current to 

the corresponding components in Vm (Equation (5.16)). The ac and dc gains had been 

plotted against the resistance (Rm) as shown in Figure (5.30). The Figure shows that as 

Rm increases both the dc and ac gains of the filter increase. However, the increase of 

the dc gain saturates as Rm approaches 10 Ω. Furthermore, the ac gain attenuates the 

fundamental component of the main current by values from less than 0.5% to 2% 

while the dc gain attenuates the dc by values less than 20% to more than 80%. This 

shows how the proposed circuit makes the percentage of the dc component to the ac 

component increase from less than .2%, which is not measurable, to more than 15%. 

Taking into account the maximum input value for the amplifier, the tolerance in the 

passive filter components (Lres and Cres), and the amplifier offset value, the value of 

Rm can be chosen. In our design case, a value of 3 Ω has been applied.  

 

Figure (5.30) Choosing filter output resistance Rm 

-To show how to design the resonance components values of Lres and Cres, a value of 

Lres was chosen with changing Cres in Equation (5.16). Figure (5.31) shows the ac gain 
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the capacitor and inductor values, the capacitors are designed to be 20% more than the 
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than the resonance value. The ac gain in the figure is attenuated to less than 25% in 

the designed point while the dc gain is not affected. 

5.5.6. CONTROLLER DESIGN 

To simplify the system model, the causes of dc injection are collectively represented 

as a dc voltage source at the inverter output (Vs) as shown in Figure (5.32). 

Furthermore, the compensating voltage produced by off-setting the modulation index 

(Mdc) of the inverter is considered a controllable dc voltage source (Vc). The inverter 

control will also respond to the residual fundamental ac component in Vm. However, 

the response is small compared to the normal inverter output voltage. The grid 

exhibits series inductance (Lf) and resistance (Rf).  

 

Figure (5.31) Choosing resonance filter components 
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Figure (5.32) Circuit simplifications for analysis of the dc 
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The transfer function from the inverter output voltage to the current is: 

s

s
s

sT

K
G




1
                         (5.18) 

where fs RK /1 , ffs RLT / . The transfer function of the measurement circuit was 

proposed before in Equation (5.16). The block diagram of the closed-loop control 

system is shown in Figure (5.33) where a PI controller is used to control the dc 

component of the current by off-setting the modulation index of the inverter. In the 

design of the controller, disturbance rejection and noise suppression were taken into 

account. The Matlab control toolbox is used to design the system controller. The 

designed root locus and the open loop bode plot of the system are shown in Figure 

(5.34). The figure shows that the system is designed to show as faster response as 

possible without high peaks in the dc component. 
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Figure (5.33) Controller block diagram for the dc component equivalent circuit 

 

Figure (5.34) Bode and root locus diagrams of the inverter according to the dc 

component of the current 
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5.5.7. SIMULATION RESULTS 

The time-domain simulation was carried out using Matlab/ Simulink for a simplified 

system configuration as shown in Figure (5.27). The dc link is a controlled voltage 

source emulating the renewable energy source supplying a single-phase grid-

connected H-bridge inverter. The dc link voltage is maintained to be constant at 400 V 

and the inverter is controlled to supply the grid with 2 kW power with unity power 

factor. Unequal on-state state voltages between the inverter arms are adjusted to 

produce a dc of 20 mA injected into the grid while the dc elimination controller is 

applied at t=1 s from the start of the simulation. The simulation results are shown in 

Figure (5.35), which illustrates the mains current (Imain), the mains dc component 

(Imain-DC), the filter output (Vm), and the dc component in the filter output voltage (Vm-

DC). This simulation results demonstrate that the dc can be eliminated by the controller 

and this proves the controller design based on a simplified method. Furthermore, the 

filter increases the signal-noise ratio of the dc component in Vm with respect to the 

residual ac component which is regarded as noise. The dc component in Vm becomes 

measurable after amplification. To demonstrate this, the dc component in the mains 

current is less than 0.2% while it is more than 5% in the output of the filter, 

corresponding to a 25 times improvement of the signal-noise ratio. 

5.5.8. EXPERIMENTAL VERIFICATION 

A block diagram of the experimental test rig setup is shown in Figure (5.36)Error! 

Reference source not found. where a dc voltage source is connected to the H-bridge 

inverter, which supplies a passive load. To artificially cause a dc component in the 

inverter output current, a circuit of variable resistance connected to a diode is 

paralleled to the load resistance as shown in Figure (5.36). The controller for the dc 

injection elimination and the inner loop for the inverter PWM process are 

programmed in Matlab/Simulink and implemented using an embedded dSPACE real 

time control system [172]. The filter output is measured as shown in the figure and 

provided to the controller where the H-bridge inverter PWM control signals are 

generated. The dc injection elimination control is applied after 18 seconds from the 

start of the experiment. 
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Figure (5.35) Time-domain simulation results 

The experimental results are shown in Figure (5.37) and Figure (5.38) where the data 
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experimental results show a slight divergence from the expected ideal characteristics 

and this is due to the tolerance of the passive filter component values. With this, the 

filter can still adequately sense the dc component in the inverter output current. As a 

demonstration, the dc component is only 0.8% in the inverter output current, while it 

is almost 13% in the filter output voltage signal. Consequently, the objective of the 

research has been achieved.  
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Figure (5.36) The experimental test rig Configuration 

 

Figure (5.37) Measured inverter output current when the dc component was 

applied, its value is shown in the right side of the figure (-12.3 mA) 
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Figure (5.38) Experimental results showing the dc component eliminated at 

Time=18s, even with change in the fundamental component at Time=58s the 

controller kept the dc component limited 
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CHAPTER (6)  

SUPERVISORY CONTROL 

6.1. INTRODUCTION 

Under different operating conditions, the power generating system can provide a 

desired quality of operation with power electronics and control processing units. Such 

a system is considered a hybrid power system, as it combines various electrical energy 

sources and energy storage, and contains both continuous and discrete signals. 

Renewable energy systems with batteries are an illustration of such hybrid energy 

systems. Supervisory control is essential to manage the power between the different 

components of a renewable energy system. Furthermore, it supervises and regulates 

the operations of the local controller for every component of the system in the various 

operating modes. Standalone systems with renewable energy resources are hard to 

control due to changing and unpredictable generator output.  

Energy storage devices would smooth the power output and provide greater 

availability of the system. If the renewable energy system is connected to the utility 

grid, it increases the control difficulty. This happens because the system needs the 

capability to work in both modes, i.e. with and without grid connection. Furthermore, 

the number of operational modes will increase and the control problem will be 

complicated.  

A supervisory controller, which manages the operation of the hybrid PV-Wind unit 

with a storage system in standalone and grid-connected modes, will be proposed in 

this chapter. The local controllers were designed and verified for the different system 

components in the previous chapters. The supervisory controller is then needed to 

provide a smooth operation through the different modes of the system. During the 

operational modes, this controller also has to be able to keep the system’s power 

quality within the specified constraints. The advantage of modularity, which adapts 
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the controller to work with different system configurations with no or very little 

change, has to be considered with the supervisory controller. Therefore, the proposed 

control can supervise a PV-Wind hybrid or a single-sourced renewable energy 

generating system. Furthermore, it can work with standalone or grid-connected 

systems.  

In this chapter, the system configuration and local controls will be summarized in 

Section (6.2). This is followed by explaining the proposed supervisory controller in 

Section (6.3). The simulation results will demonstrate the control strategy in the end 

of this chapter. 

6.2. SYSTEM CONFIGURATION AND CONTROL 

With reference to Figure (6.1), the PV and wind generators produce electrical power 

which is extracted from the solar and the wind energies respectively. The related 

symbols are shown in Table (6.1) below. The system configuration and control of all 

the involved system components will be described in the following subsections: 

6.2.1. WIND GENERATOR SIDE CONTROL 

The ac output power of the wind generator is rectified by a diode rectifier and 

controlled by a boost converter. The boost converter provides MPPT at low and 

moderate wind velocities while it limits the power and rotor speed by stalling the 

generator at high wind velocities. The details of the controller design, simulation 

results and experimental verification were explained above in Chapter (3). A braking 

resistor is used to switch off the wind generator according to a control signal from the 

supervisory controller. 

6.2.2. PV GENERATOR SIDE CONTROL 

The PV generator is a nonlinear dc source which is controlled by a dc/dc boost 

converter. This converter provides MPPT to the PV generator using the method 

described above in chapter (4). The reduced power operation (RPO) is also provided 

to limit the generated power from the system according to the following scenarios: 



CHAPTER 6  Ashraf Ahmed 

 

Page 134 
 

1. If the generated power is higher than the power electronics ratings. The reason 

is that the power generated from the PV generator can largely increase above 

the data sheet rating with temperature reduction. Furthermore, solar radiation 

can increase to high limits on certain summer days, which increases the power 

output over the ratings. This was fully discussed in Chapter (4). 

2. If the system is on the standalone mode and the battery bank is fully charged, 

in order to reduce the renewable energy generator disconnection periods. A 

full discussion of this operational mode will be explained later in this chapter.  

6.2.3. BATTERY BANK SIDE CONTROL 

The battery storage devices can be used in a wide range of applications due to their 

fast response and silent operation. Recently, due to the increased application, the 

battery storage technologies have significantly improved. The batteries are used in 

many applications, such as power system frequency control, which helps to improve 

the stability and availability of power systems [196]. Using battery storage systems as 

a short-term home backup is also affordable [197]. Another very promising 

application is the integration with isolated or grid-connected renewable energy 

systems, which will be proposed in this system. The battery storage is very important 

to provide a smooth output power and to increase the overall availability of the 

system. In the following sub-sections, the battery bank model and the control strategy 

are proposed.  

A. BATTERY BANK MODEL 

A simplified battery bank model is proposed in this stage [198]. The electromotive 

force (Ebatt) is modelled as a controlled voltage source, which is calculated as a 

function of the SOC (Csoc) (Equation (6.1)). The SOC is calculated according to the 

discharging / charging current Equations (6.2, 6.3) respectively.  

CDSOCCDCCbatt
EC)EE(E                     (6.1) 

0socdisch

cap

disch

disch_SOC
CdtI
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C 




              (6.2) 
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              (6.3) 
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Figure (6.1) A block diagram for the proposed system 
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Table (6.1) Description of the symbols in Figure (6.2) 

 Number Symbol Description 

In
p

u
ts 

1 Ppv PV generated power (p.u.) 

2 Pw Wind generated power (p.u.) 

3 SOC State of charge of the batteries (p.u.) 

4 I.T. Islanding test 

5 PL Load demand power (p.u.) 

6 Δf The change in grid frequency 

7 ΔVdc The change in dc voltage (Vdc) 

O
u

tp
u

ts 

1 Ppvr Reduced mode reference PV power (p.u.) 

2 S.M. System mode 

3 B.M. Batteries mode 

4 PV.M. PV generator mode 

5 W.M. Wind generator mode 

6 L.M. Load priority 1 mode 

7 L.P2.M. Load priority 2 mode 

8 L.P.M. Load priority 3 mode 

9 S.R.M. Starting resistance mode 

10 Ibattr Batteries reference current (p.u.) 

 

The circuit is shown in Figure (6.2) as the battery output e.m.f (Ebatt) is considered to 

increase linearly with the SOC (CSOC). The minimum value of (Ebatt) is the minimum 

discharge voltage (ECD) and the maximum value (ECC) is the maximum charging 

voltage. The steady state value of the SOC (Csoc0) is considered as input to the battery 

model in the simulation process. The dynamic instant value is calculated inside the 

model using Equations (6.2, 6.3) according to the charging and discharging currents. 

The charging current is considered positive at charging mode and negative at 

discharging mode. Practically, there are many methods to measure the SOC value, and 

many methods are described in references [199-201]. A detailed SOC measurement 

circuit is outside the scope of this work.  
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Figure (6.2) Diagram for battery side with charge/discharge circuit and control 

B. BATTERY POWER ELECTRONICS AND CONTROL 

A dc/dc converter is used to control the batteries as shown in Figure (6.2). A boost 

dc/dc converter works on the discharging mode while a buck dc/dc converter works 

on the charging mode [202]. The battery controller can be divided into the following 

modes of operation according to the supervisory control signal: 

1. Standalone mode - the controller regulates the current to provide constant dc 

bus bar voltage (Vdc). The starting mode is controlled in the same way as this 

mode where the (Cdc) capacitor is charged using a starting resistor. The 

starting circuit will be discussed in Section (6.3). 

2. Grid-connected mode - the dc/dc converter is controlled to provide the 

required reference dc current from the battery bank. The reference current is 

calculated by the supervisory controller. 

The supervisory controller provides the batteries’ current reference signal (Ibattr) (see 

Figure (6.1)). If this signal is positive, the batteries will be charged by the buck 

converter dc/dc converter. The boost converter would then be switched off. However, 

if the (Ibattr) signal is negative, the batteries will be discharged by the boost converter 
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and the buck circuit would be OFF. The batteries would be switched off if the 

batteries’ current is zero. In the grid-connected mode, the batteries would not be 

discharged to values less than (50%) of their capacity and would only be charged. 

This will increase the life time of the batteries [203]. In the standalone mode, 

discharging the batteries less than (20%) is acceptable under controlled 

circumstances; while at less than (10%) the batteries will be charged only [204] by the 

renewable energy generators. Therefore, the supervisory controller will manage the 

batteries’ charging/discharging to provide a better performance. This will increase the 

battery life and increase the system availability. The battery charging/discharging 

currents are limited to the batteries and the charger circuit rating. More details on how 

to deal with this problem will be discussed in Section (6.3). 

6.2.4. INVERTER SIDE 

The H-bridge single-phase inverter control is controlled as discussed before in 

Chapter (5). The supervisory controller is used to switch between the grid-connected 

and the standalone modes of operation, as shown in Figure (6.3). This inverter is 

controlled to guarantee the following: 

1. The dc bus voltage (Vdc) is constant. 

2. The current and voltage waveforms are modulated to fulfil the international 

standards. This is performed using a control process was discussed before in 

Section (5) and summarized in Figure (6.3).   

3. The load demand is fulfilled according to the supervisor control signals. Those 

signals are directed to the inverter reference currents. 

4. The supplied power is controlled to be in the required power factor, which is 

unity in this case. This is performed by matching the reference current to the 

grid voltage using PLL controller. 

5. The injected dc current component to the grid is eliminated by using the 

previously designed dc component measuring circuit. 

6. The proposed system works properly during switching between different 

modes of operation. 

7. The islanding condition is detected and the supervisory controller is driving 

the system accordingly [205]. 
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The islanding case is detected and a zero signal would be seen by the supervisory 

controller, which will drive the system to the standalone operation. Once the grid was 

available again, another on signal would be provided to the supervisory controller to 

switch the grid on. The signal provided to the supervisory controller is called the 

islanding test signal (I.T.) and Figure (6.4) assembles how the test calculated. There 

are two signals compared by an (and) gate to provide the (I.T.) signal. The first signal 

is the grid side voltage (vgo), which is measured after the grid switch as shown in 

Figure (6.1). If vgo has a value (there is grid voltage), the switch output is (1), and if 

this value is zero the output is (0). The second value is the islanding measurement 

output signal which is (0) when the system is in standalone and (1) when the system is 

connected to the grid. The inverter output voltage is controlled on the standalone 

mode to provide constant output voltage. The dc voltage (Vdc) is controlled by the 

battery controller, as discussed before.  

6.2.5. LOAD SIDE 

Demand side load management is an essential subject in the recent years. One of its 

applications is to provide stability and security to the utility grid. Furthermore, it can 

be used by utility grid end users to reduce prices for the electricity market [204]. In 

this study, load management is performed to increase the total power captured by the 

load and to reduce the renewable energy generators disconnections. This will increase 

the overall availability of the system. The load management is needed when the 

system cannot provide the full demand on the standalone mode of operation. The local 

loads are given different priorities, according to the importance of every load. This 

can be switched ON and OFF by the supervisory controller. 

In the research in the present study, every local load will be assigned with a priority. 

The loads will be switched ON and OFF according to the SOC of the batteries. A 

detailed description of the load management process will be discussed in the 

supervisory controller section. The loads are modelled in the simulation process as a 

controlled resistor. The resistor value is determined according to the load profile, the 

root mean square value of the load voltage and the power factor. The loads also have a 

capacitor and an inductor to model the reactive part of the load.  
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Figure (6.4) The islanding test (I.T.) signal calculation  

6.3. THE SUPERVISORY CONTROLLER 

The supervisory controller for hybrid power systems is a system wide controller 

which supervises the modes of operation and manages the power flow in the power 

system. One of the important controller rules is to guarantee smooth transition 

between the different modes of operation. Furthermore, the supervisory controller also 

sets the local controllers for the different components at the different modes of 

operation in order to ensure their optimum operation. The supervisory controller could 

be illustrated as shown in Figure (6.5).  

Local Controllers
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Controlled Plant
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CLR
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Control 
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Figure (6.5) Supervisory controller for a hybrid system 

The hybrid power system modes are designed to provide system equilibrium 

conditions. The system characteristics for these modes would be held in specific 

constraints. Furthermore, the energy flow would be balanced between the system 

components. The number and the assemblies of those operating modes are designed 
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according to the system components and configurations. The proposed supervisory 

controller controls the hybrid PV-wind-generated system with batteries storage. The 

system can work in grid connection mode when the utility grid is available and in 

standalone mode when the utility grid is unavailable. The proposed power 

management strategy depends on the SOC of the battery storage and the utility grid 

availability. The main objective of the power management strategy, including load 

management, is to accomplish power balance between energy sources and loads on all 

modes of operation. The supervisory controller is based on the following: 

1. The system will always be connected to the grid if the grid is available or if 

there is no fault. 

2. The extra generated power to the load demands will be directly transferred to 

the grid when the batteries are fully charged or when the batteries do not exist 

in the system. 

3. The load will draw power from the grid only if the power produced by the 

energy sources and the storage is not sufficient for the load. This could happen 

when the SOC of the batteries is lower than a specific value; then, the batteries 

would not be discharged. 

4. In the standalone mode, the batteries are always connected to provide balance 

between the load and the renewable energy sources. 

5. Load management will only be used in the standalone mode operation. 

6. If the charge current is higher than the rating of the batteries or power 

electronics, the system will be regulated to the reduced power mode. 

7. If the discharge current is higher than the rating of batteries or power 

electronics, the extra power would be supplied by the grid in the grid mode. In 

the standalone mode, the system would use load management to overcome this 

problem.  

Therefore, the system has one starting mode and two main operating modes:  

 Starting mode 

 Standalone mode 

 Grid-connected mode 
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The transitions between the modes of operations including the primary ones are 

shown in Figure (6.6). As shown in the figure, the operating modes of the system can 

be described in the following sub-sections. 

S1 (NOM)S2 (RPM)

S3(LCM)

S4(DM)

Grid Operation

Standalone Operation

S0(SM)

Starting Mode

S5(DDM)

S6 (OCM)

G1 (NOM)G2 (RPM)

G3(LCM)

G4 (FCM)

 

Figure (6.6) Different modes for the renewable energy system 

6.3.1. STARTING MODE (S0(SM)) 

The starting, or standby operation, is the process deployed when the Hybrid PV-Wind 

generated system is switched on. It is the state S0(SM) on Figure (6.6) where all the 

generators, loads and grid are disconnected. In the circuit shown in Figure (6.1), 

where the supervisory controller tests the battery charge, and then switches on the 

starting resistance with batteries and dc capacitor (Cdc). The starting resistance is 

designed to reduce the high starting current when the storage element is connected to 

the fully discharged dc capacitor (Cdc). If the starting resistor is not there, the batteries 

will be shorted at the starting period and the battery charger circuit could not handle 

the starting current. The starting resistor is chosen to limit the starting current within 

the circuit rating. The starting resistor is applied for 1 s until the dc bus voltage 

reaches the required dc bus voltage (i.e. 400 V). In the next stage, the PV generator, 

wind generators, inverter and loads are switched on. In a very special case, the grid 

could be used to charge the batteries. That might be needed if the batteries were fully 
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discharged and the renewable energy sources are not producing much power. 

Therefore, the batteries could be charged by the grid inverter. The capability of the 

proposed inverter control to work in such a mode was discussed in chapter (5). 

6.3.2. STANDALONE MODE  

This operational mode is activated when the utility grid is not available. The 

availability of the utility grid is detected according to the voltage and current sensors 

in the input of the utility grid. On this mode, the battery bank is always connected to 

the system. The dc link voltage (Vdc) is controlled directly by the battery bank side to 

be kept constant (i.e. 400 V). Furthermore, the different states are dependent on the 

battery state of operation. In the following, these operating states will be discussed. 

A. NORMAL OPERATING MODE (S1(NOM)) 

This mode occurs when the SOC of the batteries, which, for the purpose of this study, 

is considered between 0.5 p.u. and 0.9 p.u., is in the normal working region. 

Furthermore, the PV and the wind generators are connected to the system normally 

and the power produced according to the weather conditions. All the loads also 

connected and the system is then capable to supply the full demand. 

B. REDUCED-POWER MODE (S2(RPM)) 

The reduced power mode is needed when the power produced by the renewable 

energy sources increases to values higher than the rated ones due to the reasons 

discussed before in chapter (5). Furthermore, as the batteries are fully charged, i.e. 

SOC is above 0.9 p.u., it is necessary to reduce the power supplied by the renewable 

energy generators. This will keep the generators connected to the system, because the 

other solution is then to disconnect the generators. The reduced power mode was 

presented also in chapter (5). 

C. LOW CHARGING MODE (S3(LCM)) 

The LCM will be considered as soon as the SOC of the batteries falls below 0.5 p.u.. 

To avoid the fast discharging of the batteries, the supervisory controller will then 

switch off the lowest priority load (Load P3).  
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D. DISCHARGE MODE (S4(DM)) 

If the SOC was decreased to a value below 0.3 p.u., the batteries would then be 

discharged. This means more loads have to be disconnected to keep the system 

working. The loads with the second priority (Load P2) added to Load P3 would be 

switched off on the system. 

E. DEEP DISCHARGE MODE (S5 (DDM)) 

As the batteries continue to discharge (i.e. SOC< 0.1 p.u.) and the renewable energy 

generators is not able to supply the load, the supervisory controller will switch off all 

the loads. This will protect the batteries from deep discharge. In this stage, the 

renewable energy generators will only charge the batteries. 

F. OVER -CHARGE MODE (S6 (OCM)) 

The OCM is the opposite of the DDM (i.e. SOC>= 0.95 p.u.), and then the renewable 

energy generators is disconnected to protect battery bank over-charging. Therefore, 

the batteries will only supply all the demands until the SOC is in the normal range 

again.  

6.3.3. GRID-CONNECTED MODE OF OPERATION 

The grid will be connected when it is available. The batteries work as the backup 

source on the normal operating mode while the grid will only be used in special cases, 

which will be discussed later. The dc link voltage (Vdc) is controlled from the inverter 

side. This means; the supervisory controller is working to reduce the power extracted 

from the utility grid. That will reduce the overall cost of the system. The operating 

states of the grid connected mode could be described in the following points. 

A. NORMAL OPERATING MODE (G1(NOM)) 

As the utility grid is available and the batteries measure 0.9 p.u.>SOC >0.5 p.u., the 

system would then work normally (G1(NOM)). In this mode, the renewable energy 

generators are both connected and their operation depends on the weather conditions. 

The battery bank would be charged if the generated power was more than the load 
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demand, and it would be discharged if the generated power was insufficient to the 

load demands. 

B. REDUCED POWER MODE (G2(RPM)) 

When the utility grid is available, the RPM is applied only if the power produced is 

more than the system rated value. The batteries work then is the same as the 

G1(NOM) discussed in the previous section. 

C. LOW CHARGING MODE (G3 (LCM)) 

If the SOC of the batteries is less than 0.5 p.u., the system becomes on LCM and the 

batteries have to be disconnected. The utility grid works as a backup source for 

supplying the extra load demand if the generated power is less than the load demands. 

The generated extra-power will charge the batteries if it is more than load demand. 

D. FULL CHARGE MODE (G4(FCM)) 

This mode is applied when the batteries are fully charged (i.e. SOC >0.9 p.u.). This 

mode is the opposite of the G3(LMD) with respect to the battery operation. The 

batteries would be discharged when the generated power less than the load demands. 

In case of the generated power higher than the load demand, the extra-power will be 

supplied to the grid.  

6.3.4. THE SUPERVISORY CONTROLLER ALGORITHM 

A simplified proposed algorithm is shown in Figure (6.7), while the inputs and 

outputs of the algorithm are shown in Figure (6.1) and in Table (6.1). As the system 

starts the supervisory, controller tests the batteries and then drives the system to the 

starting mode (S0(SM)). The utility grid is tested and, if it is available, the controller 

switches on the grid, or the controller drives the system to the standalone mode. In the 

standalone mode, the secondary system modes are derived according to the SOC of 

the batteries as shown in the algorithm. The grid availability is tested all the time and, 

if it is available, the controller switches the system to the grid-connected mode. If the 

power generated at any time is higher than the rating, the system enters the reduced 

power mode. The batteries are always kept charged at least to 0.1 p.u. in any mode of 
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operation; this protects them against deep discharging and keeps some charge for the 

next starting up. All the inputs and constraints in the supervisory controller are in per 

unit values. This will make the supervisory controller capable of supervising systems 

with different system ratings. Furthermore, the controller will be capable of 

supervising a single renewable energy source or multi-source systems. The modularity 

of the supervisory controller will provide a wide range of renewable energy systems 

which the controller can also supervise. 
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Figure (6.7) The algorithm of the supervisory controller 
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6.4. SIMULATION RESULTS 

The system shown in Figure (6.1) was modelled and simulated by dynamic simulation 

using the Simulink/ Matlab with PLECS software. The supervisory controller was 

programmed by conventional programming using an embedded Matlab function. The 

system will run with dynamic measured input data of solar radiation and temperature. 

The SOC will be changed to simulate how the supervisory controller will supervise 

the system during the different modes of operation. This will demonstrate the ability 

of the controller to manage the system operation. The wind generator is considered in 

these results with very small inertia to speed up the starting operation and reduce the 

simulation time. The inputs of the system, in this section, were changed to actual 

measured solar radiation, wind velocity, and temperature data. The data was collected 

at Durham University, and it is shown in Figure (6.8). The load demand was divided 

as discussed before to three priorities 

1- House load demand; it is considered at .75 kW. 

2- Pump Load demand which was assumed as constant power load of .5 kW 

3- Another constant load of .5 kW, which was considered as a heating system.  

Every load from the three loads was assigned a priority. The house load was assigned 

with the highest priority (P1 Load), the heating system with the second priority (P2 

Load) and the Pump was assigned the lowest priority (P3 Load). According to the 

given data, the system has been simulated. The results are shown in Figures (6.9), 

(6.10), (6.11) and (6.12).  

Figure (6.9) shows the supervisory controller output ON/OFF control signal. These 

control signals are described before as shown in Figure (6.1). The power flow and the 

SOC of the batteries are shown in Figure (6.10). The controlled power quality signals 

are shown in Figure (6.11).The system modes were controlled according to system 

mode signal (S.M.). This signal is 0 in the standalone mode at the first 85 s. However, 

it is 1 in the grid mode during the rest of the simulation time. The results can be 

discussed as follows: 
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Figure (6.8) Simulation inputs: load demand profile (P1 Load), solar radiation, and 

wind velocity, respectively 

Starting Mode (S0(SM)) – (from 0 s to 1 s)  

On this mode, the system was started by the batteries – as discussed before – only to 

charge the dc link capacitors (Cdc). Figure (6.10) shows how the dc voltage (Vdc) is 

building up at this time. At the end of this mode, the supervisory controller provided 

signals to the PV and wind generators to start up. These are shown on the ON/OFF 

signals of Figure (6.9) (also see Figure (6.1) and table (6.1)). According to the SOC of 

the batteries, the load was also started by the load mode signal (L.M.). 

Standalone mode-(from 1 s to 85 s) 

The supervisory controller tested the availability of the grid after the starting up mode 

(S0(SM)). The utility grid was found unavailable, and for (85 s) the system was 
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mode were controlled according to the SOC which is shown in Figure (6.10). During 

this time, the simulation output can be described as follows: 

1. From 1 s to 20 s 

The simulated SOC signal, between 1 s and 20 s, was 0.6 p.u. and 0.8 p.u.. Therefore, 

the system was on the (S1(NOM)) mode of operation. During this mode, the 

supervisory controller switched on all the loads and the generators while it switched 

off the grid as shown in Figure (6.9). According to the solar radiation, temperature 

and wind velocity, the PV and wind generators produced the power, as shown in 

Figure (6.10). The load demand is also shown in the same figure. As the load demand 

was higher than the generated power, the batteries current – as shown in Figure (6.10) 

– was positive, which means that the batteries were discharged during this time. In 

Figure (6.11), the dc voltage (Vdc) is kept at its designed value at 400 V. As the grid 

was off, all the power was supplied by the inverter and the grid power was zero. 

Furthermore, the reactive power was kept at zero value – as shown in the figure – to 

maintain a unity power factor. 

2. From 20 s to 30 s  

During this time the system was on the (S2(RPM)) mode of operation as the SOC 

measured 0.92 p.u., as shown in Figure (6.10). The total wind and PV generated 

power was lower than the load demand, so the supervisory controller discharged the 

batteries (the battery current was positive as in Figure (6.10)). Therefore, the system 

works the same as the S1(NOM). If the generated power had been more, the 

supervisory controller would have reduced the power generated to be equivalent to the 

demand load. 

3. From 30 s to 40 s  

As the SOC measured more than 0.95 p.u., as shown in Figure (6.10), the system was 

on the S6(OCM). On this mode of operation, the supervisory controller switches off 

the wind and PV generators as shown in Figures (6.9) & (6.10). As a result, the load 

was only supplied by the batteries. 
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4. From 40 s to 60 s time scale 

When the SOC was reduced to 0.4 p.u. and then to 0.3 p.u. (Figure (6.10), the system 

was on the S3(LCM). In this mode, the supervisory controller again switched on the 

PV and wind generator as shown in Figures (6.9) and (6.10). The load with the lowest 

priority (P3 load) was switched off while the other load was kept on (Figure (6.9). By 

looking at Figure (6.10), it can be seen that the batteries were charging and the battery 

ban current was negative during this mode. This happened because the generated 

power from the PV and wind generator was higher than the load power. The dc 

voltage (Vdc) and the reactive power generated by the inverter were kept constant. 

This can be observed in Figure (6.11). 

5. From 60 s to 70 s  

If the SOC is reduced to more than 0.2 p.u., as shown in Figure (6.10), the system 

enters the S4DM. The supervisory controller switches off the load with the second 

priority (P2 load) over the load with the third priority (P3 load), as shown in Figure 

(6.9). As a result, more current would be directed to the batteries by the supervisory 

controller (Figure (6.10)). 

6. From 70 s to 80 s  

The SOC reduced to 0.1 p.u., which was the S5(DDM). Consequently, the supervisory 

controller switched off the whole demand (L.M.) as shown in Figure (6.9). The total 

power generated by the renewable energy sources would be instantly directed to the 

batteries. The dc voltage (Vdc) was also kept constant, which means that the capacitor 

was kept charged.  

7. From 80 s to 85 s  

The SOC was increased again to 0.2 p.u. as shown in Figure (6.10). Therefore, the 

whole demand was switched on again as shown in Figure (6.9) while the loads with 

priorities (P3 load, P2 load) were switched off. The battery bank current (Figure 

(6.10) was negative. This means it was charged during that time. Figure (6.9) shows 

that the batteries were always connected. The grid power was always zero, as shown 

in Figure (6.11); this means the grid was disconnected. The same figure shows that 
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the dc voltage (Vdc) was kept constant during the whole standalone operation. 

Furthermore, the reactive power that was generated by the converter is also always 

zero. This means the power factor was kept constant during the entire stand-alone 

operation. This figure demonstrates that the inverter controller was successful during 

the standalone operation with different system modes and dynamic change of the 

input weather conditions. The supervisory controller was also successful in managing 

the power during the entire range of the standalone operation.  

Grid mode (from 85 s to the end time scale) 

At time (85 s), the grid was available so the supervisory controller detected that and 

provided ON (S.M.) signal to switch on the grid. Therefore, the system is in the grid 

mode. The dc voltage control is transferred from the batteries side to the inverter side 

as explained before in Section (6.3). An over shoot happened in Vdc, during mode 

transfer, and that is shown in Figure (6.11). The secondary modes of the grid-

connected mode during its operational time can be discussed as follows:  

1. From 85 s to 100 s 

The SOC was still measured as 0.2 p.u. and increased to 0.4 p.u., and hence the 

system was on the G3(LCM). Therefore, the supervisory controller would stop the 

batteries from discharging. The batteries were disconnected, as shown in Figure (6.9), 

as the batteries’ mode signal (B.M.) was reassigned zero. This happened because the 

power generated from the renewable energy sources was lower than the load power as 

shown in Figure (6.10). As a result, the load drew power from the grid as shown in 

Figure (6.11).  

2. From 100 s to 120 s 

As the SOC signal was increased to 0.6 p.u. and 0.8 p.u., the system was in the 

G1(NOP). The batteries were switched on again (see Batteries mode signal in Figure 

(6.9)). As the power generated was higher than the load power (see Figure (6.10)), the 

batteries current was positive. The batteries were discharged during this time. All the 

power was provided by the inverter – as shown in Figure (6.11) – and the grid power 

was reduced again to zero. 
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3. From 120 s to 130 s 

The SOC signal was simulated to a value of 0.9 p.u; hence, the system was switched 

to G4(FCM). As the power generated was less than the load demand (Figure (6.10)) 

the battery current was negative. The supervisory controller discharged the batteries, 

and the system acted the same as the G1(NOM). If the generated power had been 

higher than the load demand, the batteries would have been switched off and the extra 

power would have been converted to the grid. 

4. From 130 s to 140 s 

The system returned back again to the G1(NOM) as the SOC was 0.8 p.u.  

Following on from the previous discussion, when the grid was available, the 

supervisory controller was always connected, as shown in Figure (6.9) (see S.M. 

Signal). The load also was always connected while the batteries were disconnected as 

the SOC was less than 0.5 p.u. The different controllers were working well with the 

different modes of operation, including battery ON/OFF modes and input weather 

condition dynamics (Figure (6.8)). The dc voltage (Vdc), as shown in Figure (6.11), 

was constant in the specified value with power changes. The reactive power in the 

output of the converter was always kept at zero, and hence the power factor was 

always unity.  

The simulation results shown in Figure (6.12) are the ac currents of the inverter 

output, the load and the grid powers. In the standalone mode, the grid current was 

always zero, and the current of the demand supplied by the inverter. As the load was 

disconnected between times (i.e. 70 s, 80 s), the inverter was switched off (see mode 

S5(DDM)). The grid was switched on and the system was on the G3(LCM) (time 

scale 85 s to 100 s); hence, the batteries were switched off. A small current was 

provided by the grid to supply the extra demand as shown in the figure. On the rest of 

the time scale, the batteries were supplying the extra power, but a small current – 

shown in the figure – was supplied by the grid. The cause of this small current was 

that there was a small inductance in the load. Since the inverter was controlled to 

provide unity power factor (see Figure (6.11)), the reactive power was supplied by the 

grid. 
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Figure (6.9) ON/OFF supervisory controller control signals 
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Figure (6.10) Batteries SOC, dc bus bar voltage, battery current, PV power, wind 

power, and load power 
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Figure (6.11) Demonstration of local inverter controllers  
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Figure (6.12) Ac side currents 
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CHAPTER (7)  

CONCLUSION 

This chapter concludes the thesis, as summarized in the following sections: 

7.1. WIND GENERATOR SIDE 

An electrical control scheme to deal with MPPT at low and moderate wind speeds and 

constant power soft stalling at excessive wind velocities has been proposed for small-

scale vertical axis wind turbines. The MPPT is based on a simple lookup table for the 

characteristics of dc output voltage-current maximum power. The new constant 

electrical power stalling is based on the concept of, and aims at, keeping the electrical 

power and generator speed within limits. The method is the reverse of what is 

normally used for MPPT control and completely avoids the need for explicitly finding 

the target operating point, which changes with wind velocity. The system is modelled 

and a PI controller designed. As the wind velocity increases beyond the rated value, 

the system automatically enters the stall mode. A compensating 1st order lag is added 

in the control loop to stabilize the system. It has been found that the time constant 

needed increases, proportional to the turbine moment of inertia and the targeted 

maximum wind velocity. With different turbine characteristics and application 

scenarios, a customized design procedure was carried out to determine the PI control 

gains and the 1st order lag time constant. To prevent reduction in MPPT efficiency, 

the time constant was adapted online according to the current measured on the dc side 

of the generator rectifier. The proposed control method has been tested by simulation 

and laboratory experiment. Advantages of the proposed scheme include simplicity of 

controller design, ease of implementation, avoidance for an anemometer or shaft 

encoder, no need for aerodynamic control, and much reduced short-term over loading 

requirement on the generator and power semi-conductor devices. The scheme has the 

potential to reduce the cost and size of the wind turbine generator system. 
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7.2. PV GENERATOR SIDE 

Direct duty ratio control of the PV generator, which is based on hill climbing 

algorithms, was described as a very advantageous method due to its simplicity and 

ease of implementation. Therefore, it was chosen as the base of the control algorithm 

for the PV generator side in this study. The design of the perturbation parameters for 

this proposed method was always found favorable. It was reported that it would 

guarantee better performance of the hill climbing MPPT controllers. It was also found 

that, as a result, the MPPT efficiency would be increased, the fluctuation in power 

reduced, and the output power quality of the system increased. Design guidelines for a 

hill climbing algorithm perturbation parameters have also been proposed. The 

effectiveness of the proposed guidelines was verified by simulation. The MPPT 

controller combined with reduced power mode algorithm was developed, and it was 

based on variable step size incremental conductance method. The proposed method 

was easy to implement in simple microcontrollers, and it was fast compared to normal 

fixed step incremental conductance, too. The reduced power mode was used to limit 

the output power of the PV generator if the power generated was over the system 

rating due to reduced ambient temperature values and high solar radiations. This mode 

was also used if there was excess power generated in the system as it operated on 

standalone mode. The algorithm was demonstrated by simulation and experimental 

results. 

7.3. INVERTER SIDE  

Based on peak current control, a novel current controller was developed to control a 

single-phase H-bridge inverter. The method was fast and easy to implement, and 

adding selective harmonic elimination made the method corresponding to 

international standards. This was demonstrated by simulation results. The method was 

applied to grid-connected control, as it was used to inject active power keeping the 

power factor and dc link voltage at specified values. To demonstrate the validity of 

the method, simulation was applied on different active power levels, power factor 

values and two quadrant operations. The simulation results were found adequate. The 

standalone mode was required in this study so that the same method might be applied 

to this operational mode. In this mode, the output ac voltage was required to be kept 
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constant at different power levels. Simulation results were applied and they 

demonstrated the control method. The issue of dc current injection has generally been 

of growing concern due to the increasing usage of single-phase inverters as the 

demand for small scale renewable power generation increases. One of the challenges 

to eliminate the dc current injection is to accurately measure the small dc component 

contained in the inverter output current, because the fundamental ac component is 

very large. In this study, a method for eliminating the dc current injection of a single-

phase H-bridge inverter was proposed. The proposed method was based on designing 

a passive filter to make the dc component more measurable in the filter output. A 

simplified method for designing the compensating control was proposed for the 

inverter PWM process. The method has been verified by both simulation and 

experimental test. The simulation and test results demonstrated that the proposed 

method improved the accuracy of measuring the very small dc current component. 

This improvement helped with removing the dc component to meet the obligatory 

local and international standards. 

7.4. SUPERVISORY CONTROL 

For the proposed small-scale hybrid PV-Wind generation systems, a supervisory 

controller, which manages the modes of operation and the power flow in the power 

system, was proposed. This controller was designed to operate in conjunction with the 

newly developed local controllers. The system modes and states were designed to 

provide system equilibrium conditions, and the characteristics of these modes were 

held in specific constraints. Furthermore, the energy flow was balanced between the 

system components. The number and the assemblies of those operating modes were 

designed according to the system components and configurations. One of the 

important controller rules was to guarantee smooth transition between the different 

modes of operation. The proposed power management strategy depended on the SOC 

of the battery storage and the utility grid availability. Furthermore, the supervisory 

controller also set the local controllers for the different components on different 

modes in order to ensure their optimum operation.  

The system containing the entire power conditioning unit was modelled in Matlab/ 

Simulink with PLECS software. It included the supervisory controller and the local 
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controllers for the different system components. The simulation ran took into account 

the different modes and states of the system. The results demonstrated that the power 

conditioning unit had a satisfactory performance and shifted between the different 

operational modes and states smoothly. 

7.5. THE CONTRIBUTIONS 

The contributions in this thesis could be summarized as follows: 

1. A constant power soft stalling controller is proposed for VAWT generator. 

This is based on electrical control; therefore, it is simple, easy to design, and 

easy to implement. As a result, it will reduce the cost and size and increase the 

reliability of the VAWT generators. 

2. Design guidelines for the perturbation parameters of the hill climbing 

algorithm are provided in the PV generator side. These guidelines are expected 

to increase the MPPT efficiency and improve the system performance. 

3. A MPPT algorithm with reduced power mode based on variable step 

incremental conductance is proposed and verified. 

4. Dc current injection elimination method is proposed for the single phase H-

bridge inverter.   

5. A new direct current control method for a single-phase H-bridge inverter is 

derived. This method is based on peak current control and single harmonic 

elimination.  

6. Based on these proposed local controllers, a supervisory controller is also 

proposed to manage the power between the different system components. 

Furthermore, it supervises the local controller operations and system modes. 

7.6. FUTURE WORK 

The author believes that the power conditioning unit proposed in this study is the 

future for such small-scale hybrid PV-Wind generation systems. The following points 

would complete the work and make it available for the future market. 

1. The proposed VAWT wind generator controller needs to be tested with 

different wind turbines of different Cp-λ(TSR) curve shapes. It also has to be 

applied in different power electronic configurations. Furthermore, this 
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controller needs to be tested with a real wind turbine and implemented in a 

microcontroller. 

2. A microcontroller implementation is also required to the proposed PV 

generator controller. 

3. The peak current controller, which has been applied to the H-bridge inverter, 

will experimentally be demonstrated. 

4. The H-bride inverter and the proposed dc injection elimination circuit require 

more testing. 

5. Experimental set-up is required for the verification of the proposed system 

with the power conditioning unit control. 

6. A single layout integrating the converter power and control circuits will be 

designed and tested in the future. 
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