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The standard model of particle physics is introduced, and extensions of i t , which 

may be of cosmological relevance, are considered. The inflationary paradigm is re­

viewed as an extension of the standard cosmological model. In particular, the natural 

inflat ion mechanism resulting f rom a thermal phase change in a field theory wi th a 

spontaneous symmetry breaking potential, is examined. 

The question of when thermal equilibrium is likely to be a valid assumption in 

the early universe is considered in some detail. For inflat ion models, this question is 

answered by a self-consistency argument involving the total number of interactions per 

inflaton particle. In order to describe thermal-phase-change inflat ion models further, 

the temperature-dependent effective potential resulting f r o m finite-temperature field 

theory is reviewed. 

The self-consistency test is developed into a numerical procedure which may be 

used to discuss the likelihood of thermal state generation in specific inflation models 

in a quantitative way. Alternatively, the method can be used to provide bounds on the 

parameters in the inflat ion potential f r o m the requirement that a thermal state should 

occur. This procedure is applied to several example potentials and in particular i t 

is easily verified that the "new inflat ion" model (relying on a phase change) is not 

viable. The method is quite general and can be applied to any inflat ion model for 

which a finite temperature effective potential can be defined. 

The procedure is generalised to the recently proposed extended inflat ion. Bounds 

on the extra free parameters which must be introduced in extended inflat ion are 

discussed. I t is concluded that despite these extra free parameters the difficulties of 

generating a thermal state are just as great as they are in conventional inflat ion. 
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1 

Introduction 

Nature possesses four fundamental types of interaction — gravitation, electro-

magnetism, and the weak and strong "nuclear" forces. The last three of these are 

described by quantum field theories, and it is expected that gravity too has a funda­

mental quantum nature. However, the only scale relevant to gravitational interactions 

is provided by Newton's constant G ( = 6.67259(85) x 10""1 1 m 3 k g - 1 s _ 1 ) , which means 

that quantum gravitational effects need only be considered i f the interaction has a 

characteristic energy, mass, length or t ime scale of the order 

the so called "Planck units". These are very far removed f rom the characteristic scales 

of the other interactions and, when considering everyday particle physics processes, 

gravity may be safely ignored. Of course, on macroscopic scales i t is gravity that 

dominates, since i t is the only force which is both of inf ini te range and not cancelled 

M 

5 \ 1/2 
19 E 1.2 x 10 1 ! , GeV, P G 

1/2 he 8 2.1 x 1 0 _ o k g , Pi G 
1/2 hG 35 1.6 x 10 m Pi 

1/2 hG 44 5.4 x 10 t PI 

(1.1) 
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out i n bulk matter by equal and opposite positive and negative charges, masses only 

ever being positive. Macroscopic scales are far f rom (1.1) however, and at such 

distances gravity w i l l be perfectly well described by classical theory, as defined by 

Einstein's equation. This is fortunate since no successful quantum gravity theory has 

yet been constructed. 

I t is expected therefore, that the Universe at large can be described by classical 

gravity. Indeed, Einstein's equation, w i t h the s implifying assumptions of large scale 

homogeneity and isotropy, readily reveals the fundamental cosmological expansion. 

For the early universe, two further elements must be added; the particle physics' 

standard model and the assumption that the high density conditions that would have 

been present imply a state of thermodynamic equilibrium. The resulting synthesis, 

the "hot big bang model", may plausibly be used as a basis for discussing cosmological 

history f r o m just after the Planck t ime tpj to the present. This model has had so 

many successes that i t is now widely accepted as the standard cosmological model. 

One obvious measure of its success is that its consequences for particle physics are 

nowadays taken very seriously. I t provides bounds on various parameters, for example 

mass/lifetime l imits for neutrinos, and any new particles that are proposed must be 

"cosmologically compatible". 

Since the fundamental equation in cosmology is Einstein's equation, then the 

natural scales are provided by G and the Planck quantities above. But i f the Planck 

units are natural this would seem to indicate that the Universe, w i th an age of 10-

2 0 x l 0 9 years ~ 10 1 7 s and in which cosmological distances are measured in Mpc 

= 3 x l 0 2 1 m , is an exceedingly unnatural state of affairs. Two other pressing problems 

are the so-called "horizon problem", due to the fact that the universal expansion is 

less rapid than the speed of l ight , and the related question of how the Universe avoids 

dominance by superheavy "topological defects" which are predicted to occur i f a grand 

unified theory in particle physics undergoes spontaneous symmetry breakdown. The 

standard model of cosmology can provide no explanation for any of these problems. 

However, a simple extension can be made which neatly resolves all three at once. The 

solution is to postulate that there was short period of " inf lat ion" during which the 

universe expanded very rapidly. 
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Inf la t ion arises very naturally f r o m Einstein's equation. I f ever a cosmological 

constant term A becomes dominant then i t is found that the characteristic size of 

the Universe increases exponentially as e^A/3^ ' The mechanism for generating this 

dominance is another place where a connection w i t h fundamental particle physics may 

be made — A is almost always regarded as originating f rom the "vacuum energy" 

generated by some scalar field. I t was originally envisaged to be closely related to 

the symmetry breaking in the Higgs field of the particle physics standard model. The 

point is that because Einstein's equation couples gravity to energy, the absolute value 

of a potential becomes relevant. In particle physics the Higgs effect relies on the fact 

that the field is localized in an absolute min imum of its potential which is asymmetric, 

i.e., i t is a spontaneous symmetry breaking potential. This defines the vacuum of the 

theory, and the scalar particles are quantum fluctuations about this min imum. I f the 

absolute min imum of this potential has zero energy as one would expect, to agree w i t h 

the observation that today the cosmological constant is zero or at least insignificant 

on the Planck scale, then away f rom this minimum, at the origin say, there w i l l be a 

non-zero energy. Hence vacuum energy, which acts like a cosmological constant, w i l l 

occur i f the field becomes localized away f rom the absolute min imum of the potential. 

Unfortunately, i t has turned out to be rather more diff icul t to pin the scalar 

particle that would be required to cause inflat ion to any specific particle physics 

model. These days its exact identity is usually left indeterminate and i t has become 

known as the "inflaton". Of course, the method that has just been outlined for 

generating vacuum energy could apply to practically any potential, even i f its absolute 

m i n i m u m is at the origin. There have been many suggestions for ways of achieving 

the localization of the field away f rom the absolute min imum. No mechanism yet 

proposed, however, can be considered particularly compelling. Inflat ion is s t i l l very 

much a "paradigm in search of a model" w i t h the hope, yet to be attained, that the 

scalar field w i l l arise naturally f rom a fundamental particle physics theory. 

Probably the most attractive way of generating the vacuum energy is via a ther­

mal phase transition. A phase transition develops automatically when a scalar field 

theory w i t h a spontaneous symmetry breaking potential is in thermal equil ibrium. 

A t sufficiently high temperatures symmetry restoration w i l l occur. The transition 
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f r o m the symmetric to the broken phase, as the Universe cools, then defines a tran­

sition f r o m a state w i t h a large vacuum energy to one where i t is zero, and i t is thus 

that a short era of inflat ion is generated. This effect is conveniently described by a 

temperature dependent effective potential. 

Yet inf la t ion is manifestly a non-equilibrium process — such rapid expansion w i l l 

very quickly make interactions between the scalar particles exceedingly rare. I t is not 

therefore possible for a thermal state to fo rm whilst inflation is occurring and so, i f 

this thermal phase change mechanism is to be believed, i t must have been present 

f r o m the start. Just how likely is i t that an in i t ia l thermal state would have arisen? 

This thesis sets out to t ry and answer this question in detail. 

Since i t is believed that the eventual identi ty of the inflaton w i l l be revealed as 

some k ind of scalar quantum field, a review of basic field theory, gauge theory and 

the Higgs mechanism, is given in chapter 2. I t is also shown in this chapter how these 

elements are employed in the standard model of particle physics. Chapter 3 gives 

an overview of the cosmological standard model, and the question of why and how 

inflat ion is to be added to this model is considered in more detail. Thermodynamic 

equi l ibr ium is fur ther explored in chapter 4, and of particular interest is the question 

of how to determine when equil ibrium is likely to arise. A self consistency argument 

involving a calculation of the total number of interactions per inflaton is employed 

to t ry and answer this question. Chapter 5 shows how thermal equil ibrium can be 

incorporated into field theory as "finite temperature field theory", and introduces 

the temperature dependent effective potential, the fundamental object for describing 

phase changes in the early universe. The results of chapters 4 and 5 are combined 

in chapter 6 to create a numerical procedure for testing thermal state generation in 

specific inf lat ion models. The formalism is then generalized to extended inflat ion in 

chapter 7. Some conclusions are provided in chapter 8. 

I n this thesis "natural units" are used where % = c = k = 1. Occasionally, 

however, factors of h w i l l be included where i t makes the exposition clearer. 



The Stamdartl Model of Particle Physic 

Physics on the very smallest scales known is described by Quantum Field Theory. 

This chapter is a highly selective overview of the subject, mainly intended to give def­

initions of quantities which w i l l be useful in later chapters, and to highlight elements 

which are relevant i n a cosmological context. Section 2.1 describes quantum field 

theory, and shows how one obtains experimentally measurable cross sections f r o m i t , 

v ia the standard perturbative expansion. A n outline of gauge theories, which fo rm 

the basis of a description of all the fundamental interactions i n the standard model 

of particle physics, is given in section 2.2. The other major feature of this stan­

dard model, spontaneous symmetry breakdown, is i l lustrated in section 2.3, and the 

standard model itself is then briefly surveyed in the following section. This particle-

physics standard model is extremely successful, but i t raises several fur ther and more 

fundamental questions. Some of the theoretical extensions designed to t ry to answer 

such questions, which may also prove pertinent to a description of the early universe, 

are included in the final section. 

2.1 Quantum Field Theory 

The development of Quantum Field Theory is presented in this section through 

the simple example of a self-interacting scalar field <f>, both because i t simplifies the 

analysis and because i t w i l l be of particular importance in later chapters. More 

complicated cases w i l l be given as modifications to this general framework. Even 
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though quantum theory often runs contrary to classical expectations i t is s t i l l firmly 

rooted i n a classical background. The classical dynamics of a field can be derived 

f r o m the fundamental action principle (see for example [1]), expressed in terms of the 

action S which is defined by 

S = J *x£(d^,4>) (2.1) 

where £ is the Lagrangian density of the theory. The action principle states that the 

fields described by £ w i l l evolve in such a way that S is a min imum. This is expressed 

symbolically as 

SS = 0. (2.2) 

where 6~S describes the variation of (2.1) under small variations of both the coordinates 

x* —• X* - f Sx^ and of the field (j>(x) —> <f>{x) + 8(f>{x). Minimisat ion of (2.1) implies 

the fields evolve according to the Euler-Lagrange equations of motion; 

The requirement that the Lagrangian be translationally invariant implies, through 

Noether's theorem, t h a t [ l ] 

T*v = •JtHsP* - V'C (2.4) 

is a conserved current and T^v is identified as the energy-momentum tensor. The 

Minkowski space metric r]^ is defined as 

= d i a g ( l , - 1 , - 1 , - 1 ) . (2.5) 

Conservation of T^v implies the energy-momentum conservation law, 

d ^ v = 0, (2.6) 
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and that there is a conserved "charge" 

P" = J T 0 u d \ (2.7) 

which is the tota l momentum of the field. The conjugate momentum to <f>(x) 

dC 

* w = * m < 2 - 8 ) 

and the total energy or Hamiltonian 

H = J T 0 0 d 3 x = J dzx (ir(x)d0<f>{x) - £ ( * ) ) (2.9) 

can also be introduced in the usual way. 

Quantisation of theory is achieved by replacing ir{x) and <l>(x), the canonical 

variables of the theory, by quantum operators which act on a Hilbert space of square 

integrable functions, and which satisfy the same equations of motion as the classical 

variables. They are also postulated to satisfy the equal t ime canonical commutation 

relations (see e.g., [2]) 

[ 7 r ( x , f ) , < K y , * ) ] = - ^ 3 ( x - y ) , x 

(2.10) 

Mx,0 ,7r(y,0] = [^(x,0^(y,<)] = 0. 

The t ime evolution of these canonical quantities is described by the Hamiltonian 
3 0 # x , t ) = *[tf,*(x,0] 

(2.11) 

d 07r(x,<) = i[H,r(x,t)}. 

For a self-interacting scalar field the Lagrangian is 
C = \d**dll*-V(4) (2.12) 

where V(<f>) is its interaction potential. The Euler-Lagrange equations for this case 

give 

c ^ + ^ ^ = 0 (2.13) 

and the mass of the field is given by the second derivative of the potential, d?V/d<j)2. 

Exact solutions of (2.13) are known only for the case where the potential describes a 
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mass exclusively, i.e., where there are no interaction terms, and V — fi2(j>2/2 where fx 

is the mass. I n that case (2.13) reduces to the Klein-Gordon equation, ( D - f n2)<j> = 0 

and the solutions for <j> are superpositions of plane waves e ± k ' x , i.e., 

W « £ ^ ( « k ^ * + - , ( k ) e ^ ) ( 2 1 4 ) 

where kQ = ( k 2 + M 2 ) 1 ' ' 2 and the Fourier components a^(k) and a (k) are operators 

interpreted as creation and annihilation operators of fc-states. A ground-state vacuum 

|0) is defined so that a(k) |0) = 0. Thus the single particle states are 1^) = cz^k^lO) 

and superpositions \k1k2) = a^ (k j ) a^ (k 2 ) | 0 ) , and so on. In this non-interacting case 

the Hamiltonian may be wr i t ten 

H = J d3kk0ai(k)a(k) (2.15) 

plus an irrelevant constant. The number operator 

N = J dzko){\L)a{k) (2.16) 

counts the number particles in a given state, and i t clearly commutes w i t h the Hamil­

tonian (2.15). 

Of course, the theories of physical interest are not simply free fields but also have 

interactions w i t h themselves and/or w i th other fields. In order to calculate observable 

quantities in such theories some kind of approximation scheme is required. The major 

technique for investigating high energy physics is particle scattering. Because the 

energy is high, the interaction t ime is extremely short and the detailed progression of 

the scattering process cannot be followed. I t is therefore assumed that long before the 

collision the particles can be described asymptotically by the free field fc-states above. 

The collision then takes place and a long t ime afterward the resultant particles are 

again described by a superposition of free-field states. The scattering probabili ty is 

expressed in terms of the 5-matr ix which describes how to get f r o m the state before 

the collision to the state after the collision, i.e., \t = oo) = S\t = —oo)[l] . This matr ix 
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is fur ther broken down into S = / + iT where / is an identi ty corresponding to no 

scattering, and T contains the information about the scattering process. A relevant 

example is two particles, of momenta px and p 2 , scattering to give two particles of 

momenta p3 and p4. The quantity of interest is then 

(PsP^IPiPa) = (2w)464(p,+p4-Pl - p 2 ) M . (2.17) 

The matr ix element M. contains all the physics of the interaction and is calculated 

approximately f r o m the field theory using a "perturbative expansion". 

The quantity actually measured at accelerators when two particles collide and 

produce two subsequent particles is the cross section a. I t can be obtained f r o m the 

matr ix element M. by [3] 

do- = -^y-dQ (2.18) 

where the overbar indicates any appropriate averaging over the spins of the particles, 

T is the flux of the incident particles, i.e., 

T= | v j - v 2 | •2E1 -2E2 (2.19) 

and dQ is the Lorentz invariant phase space factor, i.e., 

(2.20) 

where the particle four-momenta P i = (£,-, ^ v - ) . The total cross section, for example, 

would be obtained by integrating (2.18) over d3p3 and d3p4. 

The normal procedure used to calculate M. f r o m the field theory starts by spli t t ing 

the Lagrangian (2.12) into "free" and "interacting" parts (see [4] for a complete 

treatment) 

£ = £ 0 + £ i n t . (2.21) 

For example, a scalar field, mass /x, w i t h a \<j>4 interaction has 

£ 0 = d " ^ + ^ V , and A„t = ^ 4 - (2-22) 

From the interaction Lagrangian an interaction Hamiltonian can be defined, and i f the 
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interaction part is small a perturbative expansion can be made. So for the example, 

i f A in (2.22) is small, i.e., i f A <C 1, then a series expansion in powers of A can be 

made. The interaction Hamiltonian is responsible for transitions between the free-

field states, described by M in (2.17), and the method of calculating the coefficients 

in this perturbative expansion is succinctly summarized by the Feynman rules (see 

e.g., [3]). Some examples are given in table 2.1 and a sample perturbative series for 

elastic scattering in \(f>4 theory is shown in fig. 2.1(a). 

I n the particle physics standard model all of the matter fields are fermionic, 

and i t is of course possible to develop a similar formalism as the above for them. 

I n this case the fields are four-component spinors governed by a Cl i f ford algebra of 

anti-commuting "7-matrices" and the postulated commutation relations (2.10) are 

replaced by anti-commutation relations[l] . 

I t is also possible to develop field theory in an equivalent but conceptually rather 

different way. This is the so called path integral formalism, a generalisation of Feyn-

man's sum over histories formulation of quantum mechanics[5]. This scheme is neatly 

encompassed by the generating functional Z defined as (see e.g., [2]) 

Z[J] = N J[d<f>] exp j i S + J d*x J(x)4>(x) J (2.23) 

in which i t is understood that all the quantities are in Euclidean space, i.e., t —> —it, so 

S is the Euclidean action, rather than (2.1). (j>{x) is once again an ordinary funct ion, 

N is a normalisation constant and the integration is over the ( infini te dimensional) 

space of functions. The term in J(x) describes an arbitrary source. Z[J] is called the 

generating functional because i t can be expanded in a power series in J , i.e., 

0 0 i n f 
ZW = E " I / • • • d ' x n J(*i) • • • J(xn)Gin)(xv • • • , * „ ) (2-24) 

n=0 J 

where these are Green's functions of the theory. The u-point Green's funct ion 

is given, f r o m the previously defined (^-operators, by 

(*">(*„. . . ,1 , ) = (0\TM*i) • • • 4>(*«))|0> (2-25) 

where T is the t ime ordering operator which arranges the operators in its argu-
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Tlbi<i©£ys 

Scsslss Psopagate c- • = o 

Vertex J \ _ ^ 

Vector Propagator c y w w w o ! V 
(Feynman Gauge) o2 

Vertices 

2 i « V 

i n addi t ion to the X<j>4 rules. 

L o o p s : Integrate over the loop momentum 

T a b l e 2.1: Feynman Rules for X<f>4 theory and scalar Q E D (described in sec­
tion 2.2). T h e matrix element M is calculated by drawing all topologically dis­
tinct diagrams for the process to the required order (see for example fig. 2.1(a)) 
and applying the above rules. 
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X X + perms, + + 

(a) 

Q 
(c) b 

F i g u r e 2.1: (a) Feynman diagrams for calculating the perturbative series for the 
elastic scattering of <j> particles in \<j>A theory, (b) the two-point function, and (c) 
the four point function, the two one-particle-irreducible diagrams for \<j>A theory 
to one-loop order. General connected diagrams in the cross section in (a) may be 
obtained from appropriate combinations of the 1PI diagrams, (b) and (c). 

ment f r o m right to left w i t h increasing times. These Green's functions are closely-

related to the 5"-matrix elements by the Lehmann-Symanzik-Zimmermann reduction 

formal i sm[ l ] . Thus, a knowledge of the generating functional fu l l y defines the theory. 

I t turns out that these particular Green's functions are not quite what is re­

quired for calculating physical processes. This is because they contain disconnected 

graphs, whereas only connected graphs are required in a calculation like fig. 2.1. How­

ever, Green's functions for just the connected graphs are easily obtained by formally 

defining[2] 

W[J] = In Z[J) (2.26) 

which has a similar expansion to (2.24) but now in terms of the required con­

nected Greens functions. By definition, individual Green's functions may be derived 
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f r o m the generating functional by functional differentiation, hence, 

G i n ) ( x l . . . x n ) = l 
6nW[J] 

i n 8J{xx)---6J(xn) 
(2.27) 

The anti-commuting nature of fermions is incorporated into this scheme by consider­

ing generating functionals in terms of anti-commuting Grassman variables (see e.g., 

[2])-

For actual calculations, i t is in fact more convenient to work wi th momentum 

space Greens functions denned as 

{2-K)H\kx + ••• + kJG^Hk,,..., k n ) = I f l d4xt e-^'G^Hx,,...,!,) (2.28) 
J t = i 

and truncated Greens functions for which the propagators have been removed f rom 

the external lines of the graph. The calculation is simplified fur ther s t i l l by considering 

only Green's functions for one-particle-irreducible (1PI) graphs, i.e., Feynman graphs 

which cannot be split in two by cut t ing a single internal line. These are usually 

labelled , and i t is clear that any general connected graph can be constructed out 

of the simpler 1PI graphs. For the \<f>* theory there are just two important Greens 

functions; the two-point Green's funct ion I ^ 2 ) which is the inverse of the Feynman 

propagator funct ion, and the four-point function corresponding to the interaction. 

The one-loop diagrams for these two functions are shown in figs. 2.1(b) and (c). 

Unfortunately, perturbative calculations in quantum field theory, for example the 

one represented pictorially in fig. 2.1(a), usually encounter serious difficulties. When 

the calculation is pursued above tree level the integrals that arise f rom any loops in 

the diagrams (see table 2.1) are found to be ultra-violet divergent, i.e., they diverge 

for large values of the loop momentum. Such behaviour requires a "renormalization 

scheme" of which there are many[6]. The idea is to define a "renormalized" La-

grangian in terms of a renormalized wave funct ion, mass, and coupling all of which 

are finite but related to their "bare" (the name for quantities in the original or bare 

Lagrangian) counterparts by an inf ini te multiplicative constant. The point is that i t 
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is only observables expressed in terms of the renormalized quantities that are actually 

measurable. 

I t may be shown that this procedure is equivalent to adding "counterterms" to the 

original Lagrangian which w i l l cancel out the infini te parts of the 1PI loop integrals; 

this is the Bogoliubov-Parasiuk-Hepp (BPH) prescription. Only 1PI graphs need to 

be considered because i f they are f ini te , then the more general diagrams bui l t f rom 

them w i l l be also. For the A<^4 example above, the required counterterms have the 

same structure as the terms in the bare Lagrangian, i.e., 

£ = \ w - \f<? - \ ^ + - \ B f - \c<f (2-29) 

where A, B and C are the wave-function, mass and coupling constant renormalization 

counterterms. The renormalization prescription, given (2.29), proceeds as follows. 

First of al l , the integrals resulting f rom the first-order 1PI loop diagrams are regulated 

in some way, for example, by cut t ing them off at some large momentum. The 1PI 

diagrams needed for (2.29) are f ig . 2.1(b), the first order diagram for the two-point 

funct ion, and f ig . 2.1(c) that of the four-point function. Next, some renormalization 

conditions must be specified which can also be expressed in terms of Green's functions. 

The conditions 

r ( 2 V ) = v , (2.30) 
p2=0 

0 r < 2 V ) 
dp 2 

= 0 (2.31) 
p2=0 

and 

r< 4 >(0,0,0,0) = -iX (2.32) 

serve to renormalize X<p theory. Using these, i t is now possible to determine the 

constants A, B and C in (2.29) and hence physical quantities can be calculated to 

first order. A n example of this scheme in action w i l l be seen in Chapter 5. The 

new Lagrangian (2.29) can then be used to generate the second order 1PI diagrams 
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(wi th up to two loops) for which the counterterms cancelling these divergences are 

calculated, and so on. I f the number of counterterm types that have to be added to 

the Lagrangian remains finite, as higher and higher orders of perturbation theory are 

calculated, then the theory is said to be renormalizable. For example, only terms in A, 

B and C in (2.29) are required to renormalize \ ( f f i theory to all orders. Gauge theories 

(see section 2.2) are another important example of renormalizable field theories. 

I t must be noted that the "subtraction point" of pf = 0 in (2.30)-(2.32) is arbi­

trary, and i t is possible to choose any p2 = K 2 to renormalize at. Different choices of 

K w i l l give different definitions of the renormalized quantities. Of course, quantities 

such as the coupling can only really be defined f rom experiment by specifying i t f rom 

the cross section at some value of the kinematical parameters, so there is no problem 

w i t h this. This independence of physical observables wi th the renormalization scale 

K turns out to be a non-trivial feature of renormalizable field theory. The behaviour 

of the theory under changes in this scale is embodied in the "renormalization group 

equation" (see e.g., [2]) which leads to the concept of "running couplings" — the 

variation of the coupling wi th the energy scale of the collision process. 

2.2 Gauge Field Theory 

A fundamental assumption of Quantum theory is that the absolute phase of a 

wave funct ion is unobservable and therefore arbitrary. Consider the Lagrangian (2.22) 

but where <f> is replaced by a complex scalar <f> = + i<f>2- I t is unchanged by the 

transformation 

<f>{x) -> eta<f>{x), <f(x) -» e - ' V ( z ) (2.33) 

Just as for the energy-momentum case above, such a symmetry implies, via Noether's 

theorem, that there must be a conserved current. I n this case i t is 7 M = i(<^*<?'4^ — 

(frd^^*) which i n turn implies that the charge Q = J d3xJ° is conserved. 

I f i t is demanded on aesthetic grounds that this symmetry is true for local phase 

transformations, or "gauge transformations", i.e., 

(2.34) 
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then i t is found that the Lagrangian must be modified to include a "gauge f ield" A11 

(see e.g., [3]), i.e., 

C = \ { d , + ieAJ2? - - ±+* - (2.35) 

where the additional term in the field strength tensor F^v = dilAv — dvA^ is included 

so that the gauge field has an energy and is thus physical. In perturbative calculations 

(2.35) implies that extra Feynman rules need to be added to account for the coupling 

of the <^-field to the gauge field (see table 2.1). Such transformations (2.34) are 

obviously Abelian and the complete set of them forms the U(l) group, the simplest 

possible Lie group. I f a fermion field theory is provided wi th this symmetry then 

Quantum Electrodynamics (QED) , the theory of electromagnetic interactions w i t h 

matter, is obtained. 

I t might seem at first sight, that the gauge field A^ has four degrees of freedom but 

this is not really so. Two "gauge f ix ing" conditions have to be specified corresponding 

to the gauge freedoms of A^ which do not affect the physics. The first of these is 

usually the Lorentz condition, 9 j4 m = 0, which implies that a non-interacting gauge 

particle obeys the wave equation OA1* = 0. I t also allows its propagator to be specified 

as[3] 

where £ is arbitrary. (A common choice is the "Feynman gauge", £ = 1.) The 

solutions of the free particle wave equation are the plane waves A*1 = e,i(q)e~ig'x 

where is the polarization vector, and the second gauge condition that is often set is 

e° = 0. This (noncovariant) choice l imits the particle to two transverse polarization 

degrees of freedom. This is a well known property of the photon, the gauge particle 

of the electromagnetic interaction. 

I t is of course possible to generalise this gauge structure to an arbitrary Lie group 

so that (2.33) becomes[7] 

^ _ > e x p i - > W U (2.37) 
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where the sum is over the generators A, of the Lie group mult ipl ied by the parameters 
a,. These more general groups are non-Abelian, an interesting consequence of which 
is that the gauge particles acquire a self interaction. The group SU(2), for which the 
generators may be represented by the three Pauli matrices, in combination wi th a 
U(l) group (after spontaneous symmetry breaking, see next section), may be used to 
describe the electroweak interactions[7]. The group SU(Z), w i th eight generators, is 
used i n Quantum Chromodynamics (QCD) which describes the interactions between 
quarks w i t h three different "colour charges" [8]. 

2.3 Spontaneous Symmetry Breaking 

A study of the physical processes which occur via the weak force seems to indicate 

that they are mediated by a massive gauge boson[7]. Unfortunately, i t is not possible 

to construct a renormalizable field theory which includes gauge bosons which have 

an explicit mass. The propagator for such particles would have the fo rm 

1 q 2 - M 2 

where M is the gauge-particle mass, which approaches a constant as q2 —> oo. This 

means that as larger numbers of loops are calculated in perturbation theory, ever 

more serious divergences appear so that ever more counter terms must be added to 

the Lagrangian, and the theory is unrenormalizable. The way out is to generate the 

masses by spontaneous symmetry breaking (SSB). 

Consider a Lagrangian like (2.21)-(2.22) but where the sign of [i2 has been 

changed, i.e., 

( M 2 + ! * * V - ^ 4 . (2-39) 

The potential term V(<j>) = —/z2<^>2/2 + A<#4/4! is shown in f ig . 2.2. I t would appear 

f r o m (2.39) that the particle has an imaginary mass. This is an illusion, however; i t is 

a consequence of the fact that the perturbative expansion has not been made around 

the true vacuum of the theory. I f instead, (2.39) is expanded about the min imum of 

(2.38) 
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V ( 0 ) 
•is 

2 u > 0 

2 u. < 0 

0 

F i g u r e 2.2: T h e potential V{<j>) = \^4>2 + £<t>4 (A > 0). Comparison of the 
conventional form, / i 2 > 0, with the spontaneous symmetry breaking form, / i 2 < 0. 

the potential at v = y/—fi2l\ by put t ing 

<f)(x) = v + r)(x) (2.40) 

i t is found that 

£ = \ (<W2
 " At>V - A V - Iat , 4 (2.41) 

plus a constant so that a mass term wi th the correct sign is recovered corresponding 

to a particle of mass 

To extend this argument to a gauge symmetry, a Lagrangian wi th a complex 

scalar singlet (2.35) but w i th a symmetry breaking negative fx2 term in the potential 

is considered. V(4>) now has the "mexican hat" fo rm shown in fig. 2.3. Making the 

perturbative expansion around a point in the "br im" of the hat where |< |̂ = u, w i th 
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V ( 

0 
h 

F i g u r e 2.3: A symmetry breaking potential for a two component Higgs field — 
the "mexican hat" potential. T h e Lagrangian should be expanded in the directions 
9 and h at some point on the circle of minima to observe the Higgs mechanism. 

the particular choice of gauge 

4> =-L(v + h{x))ei0Wv (2.42) 
V2 

and 

A ^ A » + h 9 ^ ( 2 - 4 3 ) 

i t is found that 

C = \ (d^h)2 - Xv2h2 + \t2v2A\ - Xvh" - -Xh' 
2> 2 4 

+\e2Alh2 + ve2A\h - \ f » v F ^ . (2.44) 

This is independent of the field 0{x) but i t can be seen that there is now a mass term 

for the gauge particle of magnitude ev. A massive gauge particle has three degrees of 
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freedom, two transverse like the photon, and an extra longitudinal polarization. This 

is where the degree of freedom associated w i t h the field 0(x) has disappeared to — 

i t is said to be "eaten" when the gauge field becomes massive. This is known as the 

Higgs mechanism. 

Gauge theories that generate masses in this way can be shown to retain their 

renormalizability and can therefore be used to provide a consistent, renormalizable 

theory of electroweak interactions. In addition to the photon there are the massive 

weak gauge particles W ± and Z°[l]. 

2.4 The Standard Model 

A l l the ingredients necessary for a complete specification of the standard model 

have now been illustrated. The construction of this model wi l l now be sketched (see 

e.g., [7] for a more complete description). 

There are three fundamental gauge symmetries; SU(3)c of QCD w i t h coupling gs, 

and SU(2)i x U(l)y of weak isospin and hypercharge w i t h couplings g' and g which 

describe the electroweak interactions. There are two types of fundamental fermions; 

quarks and leptons. Only the quarks experience the couplings of QCD and transform 

as SU(3) triplets w i t h three different "colours". This colour force is mediated by 

gauge bosons called "gluons" of which there are eight. 1 The QCD colour force is 

very strong at low energies and cannot be described by perturbation theory — the 

quarks are confined inside "colourless" hadrons, either triplets of quarks, i.e., baryons 

or quark-antiquark pairs, i.e., mesons. However, due to the running of the coupling 

mentioned in section 2.1, at energies above about 200 MeV, gs becomes small enough 

for a perturbative description to be valid, thus allowing tests of QCD at high energy 

colliders. Bo th quarks and leptons feel the force associated wi th the SU{2)L x U(l)y 

gauge group, but the left and right handed projections transform differently and have 

different weak isospin and hypercharge assignments. The complete set of standard 

model particles are given in table 2.2. The electroweak interactions would be mediated 

by four gauge particles, i.e., Wl (i = 1,2,3) for the 5(7(2) of weak isospin and B for 

the U(l) of hypercharge. But the symmetry is spontaneously broken by a complex 
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Particles 

Family SU(Z) singlets SU{3) triplets 
leptons quarks 

1 
( ' X •« ( d ) L

 U R ' D R 

2 
{ * X « 

3 (Ox 

Scalar Higgs boson, H 

Forces 

Force Interaction mediated by Fundamental Group 

Electromagnetism 
Weak 

Strong (QCD) 

photon, 7 
vector bosons, W ± & Z° 

8 gluons, g 
SU(2)L 

SU(3)C 

T a b l e 2.2: T h e Standard model particles. The fundamental fermions in the upper 
table are: the electron e, muon fi and tau r with their respective neutrinos ve, 
and vT and the up u, down d, charm c, strange s, top t and bottom b, quarks. The 
left handed components of these fermions transform as SU(2) doublets whilst the 
right handed components are singlets. 

doublet Higgs field $ = (<f>1 + i4>2i<t>3 + ^4) a n d three of the Higgs-field's degrees 

of freedom are eaten giving three massive gauge particles [W± and Z°) and leaving 

a single Higgs scalar. The four th gauge particle remains massless and is identified 

w i t h the photon — i t corresponds to the only remaining symmetry of the original 

SU(2)i x U(l)y group, the U(1)Q of electromagnetism, i.e., QED. The scale of this 

symmetry breaking is known as the electroweak scale and is v = M w / g « 246 GeV. 

The vacuum expectation value of the Higgs field is responsible for generating 

the masses of all the fermions as well. Due to the fact that left and right handed 

components of the fermions transform differently under the electroweak group, i t is 

not possible to include explicit fermion mass terms like rn(xj>Ltl)R + ^R^L) in the 
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Lagrangian (which must be a singlet). The Higgs doublet rescues the situation by 

permi t t ing the mass terms htpi$il>R where h is an arbitrary "Yukawa coupling". So 

in the standard model this one Higgs doublet very efficiently generates masses for the 

gauge bosons and the fundamental fermions through its vacuum expectation value. 

Another interesting property of the weak interactions is that the quark eigenstates 

that undergo weak interactions are not the same as the quark mass eigenstates. This 

means that i t is possible for transitions to occur between the different families of 

quarks, e.g., c —• d, b —> u, etc, and these transitions are embodied in the Kobayashi-

Maskawa (KM)-ma t r i x . CP violation is also allowed by this mixing between the 

three families, three being the min imum number for which this can happen. In the 

min imal standard model the neutrinos are massless and so mixing between the lepton 

families cannot occur. In fact, the right handed neutrinos are redundant since they 

are massless, chargeless, S'f/(2)-singlets which can never be produced by standard 

model processes. 

This standard model has met w i th great success in explaining results found at 

particle accelerators around the world, and many of its parameters have been mea­

sured w i t h unprecedented accuracy[9]. Indeed, no confirmed deviations f rom the 

standard model have yet been observed. The top quark has not yet been produced 

because of its high mass, but i t would be very surprising i f i t were not found soon. 

I t has proved possible to put upper and lower bounds on its mass by studying radia­

t ive corrections to other processes[10]. The only other part of the model which has 

not been tested satisfactorily is the Higgs sector. There are no particularly stringent 

bounds on its mass, and actually detecting Higgs particles in accelerators w i l l be quite 

chal lenging[l l ] . The Higgs field is the least satisfactory part of the model, being a 

fa i r ly arbitrary, some might say inelegant, addition to the Lagrangian. Nevertheless, 

i t would seem that something like spontaneous symmetry breakdown via a Higgs 

mechanism does actually occur, and so something like the Higgs particle must exist 

because i t is needed to ensure renormalizability of the theory[7]. So while the details 

may not be quite correct i t seems diff icul t to refute the general principle. Perhaps 

the next most important task at accelerator laboratories is therefore to map out this 

Higgs sector. 



The Standard Model of Particle Physics 23 

2.5 Extensions 
I f the standard model is so successful why should extensions to i t be considered? 

One reason is the unsatisfactory nature of the Higgs sector just mentioned, but there 

are many others. For example why are there three families of quarks and leptons? The 

fact that this is the min imum number which allows the CP violation that is observed, 

seems insufficient. I t would seem that the gauge group SU(3) x SU(2)L XU{\)Y is not 

the f u l l story either. Its three factors require three independent couplings, not a par­

t icularly unified description — the electroweak "unification" is really a redescription 

in l ight of spontaneous symmetry breaking — i t s t i l l requires an experimentally de­

termined value of s in 2 9W to establish the relationship between g and g'. There is also 

the question of why the weak force should distinguish between left and right handed 

fermions. A n d why are there two types of fundamental fermion, the coloured quarks 

and the colourless leptons, which then, apparently coincidentally, turn out to give the 

electron and proton exactly equal and opposite charges? Yet another unsatisfactory 

feature is that gravity is not included in the model. Unfortunately, attempts to quan­

tise gravity by itself encounter very many problems[l2], which motivates attempts to 

include i t in a unified "theory of everything". 

There are a mult i tude of extensions to the standard model which attempt to 

explain some or all of the problems outlined above. Some of those which w i l l be 

relevant in later chapters are briefly sketched below. 

Perhaps the least revolutionary extension is the inclusion of neutrino masses[13]. 

These can easily be included in the standard model Lagrangian in the same way the 

other fermion masses are, as terms involving the vacuum expectation of the Higgs. 

The general standard model picture in the previous section remains the same, but 

there can now be right handed neutrinos, and mixing is possible between the lepton 

families in a similar way to the quarks. There is as yet no definite evidence for mixing 

or indeed for neutrino masses [14]. 

At tempts to unify the gauge group SU(3) x SU(2) x U(l) into a single group G 

wi th a single unified coupling g are know as grand unified theories (GUTs)[15]. The 

idea is that, i n analogy wi th the electroweak breaking of SU(2) x U(\)y to U(1)Q at 
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a scale Mw, spontaneous symmetry breakdown would occur in G at some larger scale 

Mx (or perhaps this might be a multi-stage process) to give the gauge groups of the 

standard model. The scale for Mx may be estimated by running the three standard 

model couplings, using the renormalization group equation, to an energy where they 

all have roughly the same magnitude (see fig. 2.4). I t is found that this occurs at 

Mx ~ 10 1 4 GeV. There are a number of candidates for the grand unified group, 

the most natural choices starting wi th £{7(5), the minimal model, then 50(10) and 

Ee though there are many more complicated choices that could be made. Besides 

uni fy ing the strong and electroweak forces, GUTs have some other nice features; e.g. 

the equal and opposite charges of electrons and protons is explained by the fact that 

quarks and leptons occur in the same representation of G. They can (apart f rom 

the minimal SU(5) model) also explain, via the "see-saw mechanism"[15], why the 

neutrino masses are so small. The major problem wi th G U T theories is the dif f icul ty 

they have in keeping separate the two very different mass scales, the G U T scale and 

the electroweak scale. Quadratic divergences, which occur in the renormalization 

of scalar loop diagrams (see f ig . 2.1(b)), w i l l drive all masses up to the G U T scale 

(unless the parameters are finely-tuned) whereas in reality all the known particles 

have masses less than the electroweak scale. This serious dif f icul ty is known as "the 

hierarchy problem". 

Another widely considered extension of the standard model is supersymmetry 

(SUSY)[16]. This postulates a symmetry between fermions and bosons so that every 

fundamental particle has a supersymmetric partner obeying the opposite statistics. 

Despite the fact that this requires a doubling the number of particles, the extra sym­

metry confers a number of desirable advantages. One is that the quadratic divergence 

usually associated w i t h a scalar particle is automatically cancelled by a similar term 

f r o m its fermionic partner. I t is therefore possible to construct SUSY GUTs which 

avoid the hierarchy problem. Of course, SUSY must itself be broken because no su­

persymmetric pairs of particle w i th degenerate masses have been seen. The search 

continues for the lightest supersymmetric partner (LSP) to the known particles which 

is predicted to be stable. The scale of SUSY breaking Ms has variously been esti­

mated to be in the range 10 3 G e V < Ms < 10 1 1 GeV. Hints at this scale have been 
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F i g u r e 2.4: The running of the three standard model couplings with the energy 
9i / 4 T , 9* = 9s< 9? = 9 and g1 = g scale. Where a 

obtained f r o m plots like 2.4 which incorporate the additional effect of a SUSY break­

ing scale. Such plots show that ordinary grand unified SU(5) is ruled out but SUSY 

SU(5) can be supported and low values of Ms ~ 1 TeV are favoured[17]. 

I f an attempt is made to make a theory invariant under local SUSY transfor­

mations, i t is found that spin-2 particles must be introduced (as well as spin-3/2 

particles) and these are identified wi th the graviton. The resulting theory is known 

as Supergravity (SUGRA)[18] and offers the possibility of un i fy ing gravity wi th the 

other fundamental forces. 

Two other attempts to uni fy all the forces of nature should also be mentioned. 

The first, Kaluza-Klein theories[19], attempt unification in a purely geometrical way 

by proposing that the gauge symmetries of the standard model arise f rom space-

t ime symmetries (as i n general relativity, see next chapter) in extra compactified 

dimensions. A realisation of the standard model would require seven extra compact 

dimensions. The second is superstrings[20], a quantum theory of one-dimensional 
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objects. This theory is f in i te , i.e., does not require renormalization, in versions of the 

theory w i t h either 10 or 26 dimensions, which would mean 6 or 22 dimensions are 

compactified in a similar manner to the Kaluza-Klein theories. I t is also possible to 

incorporate both the SUSY and G U T ideas into superstring models. There are no 

hints as yet of whether such theories have anything to do w i t h reality. 

There are of course many other additions and extensions that are not mentioned 

here. Very important to the rest of this thesis, however, is the concept that the 

fundamental theories of particle physics, when considered at different energy scales, 

may suffer transitions in the symmetries that they naturally exhibit . Whether such 

transitions are due to a spontaneous symmetry breaking mechanism or something 

more exotic is probably immaterial . But , they could have had quite a dramatic effect 

during the evolution of the very early universe as w i l l be seen in the next chapter. 
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The physics of the Universe on the very largest scales seems to be well described 

by General Relativity (GR). Despite the fact that GR is a purely classical theory, 

because its coupling to matter is so weak compared with the other fundamental 

forces, i t is expected to provide a good description of the gravitational interaction up 

to energy scales of Ept, and thus of the evolution of the Universe since approximately 

tpt. The aim of this chapter is to introduce concepts and define symbols in common 

cosmological use which will be employed later. General Relativity together with the 

assumption of large scale homogeneity and isotropy, described in section 3.1, and 

embodied in the Friedmann equations, section 3.2, is the foundation upon which the 

standard model of cosmology is based. This standard model — "the hot big bang" 

— is remarkably successful and is briefly reviewed in sections 3.3 and 3.4 along with 

some of the supporting evidence. 

There are still a number of fundamental problems which big bang cosmology 

does not address satisfactorily, though it is the model's very success that enables 

such questions to be asked at all. Some of these outstanding questions are described 

in section 3.5. One of the better motivated additions to the standard model, known 

as inflation, which can neatly resolve several of these problems at once, is described in 

the penultimate section. At present inflation is very much a paradigm, and though it 

seems quite probable that it is deeply rooted in the fundamental theories of particle 

physics, a compelling model has not yet been obtained. An account of some of the 
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better known inflation mechanisms concludes the chapter. 

3.1 Einstein's Equation 

The fundamental equation of General Relativity, Einstein's Equation, like the 

equations of motion of all classical theories, can be derived from an action princi­

ple (2.2). The action to consider is[l] 

S = J d'xjg ( - i (11 + 2A) + 1 6 7 r £ m a t t e r ) (3.1) 

where yjg = det (g^), g1*" being the metric tensor, and A is a cosmological constant. 

The Ricci scalar It is defined as a contraction of the Ricci tensor W " which is in turn 

defined in terms of the Riemann curvature tensor W1„ap, i.e., 

= ^ , = ^ V (3-2) 

the curvature tensor being 

= W \ e ~ ^ r \ a + T \ a T \ 0 - T\^Y\a (3.3) 

where 

r \ f i = ( d ^ a + dag.p - d 9 g a f i ) (3.4) 

is the connection. £ m a t t e r contains all the matter and radiation fields in the universe, 

so for example i t will contain the standard particle physics model Lagrangian de­

scribed in section 2.4, but presumably only as a subset. It is interesting to note that 

the invariance of the purely geometrical part of (3.1) (i.e., all but the term in £ m a t t e r ) 

under local Lorentz transformations and general coordinate transformations can be 

shown to possess a gauge-like structure remarkably similar to the gauge construction 

resulting from the symmetry under local phase transformations that is used for the 

other fundamental forces reviewed in section 2.2[2]. 
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Variation of (3.1) with respect to the metric leads to 

SS = J a*x v ? - l-W - A < T ) + 8*T^ 6 9 l l v (3.5) 

where T*v is the stress-energy tensor for the fields in £ m a U e r > i - e - ' (2-4). (Actually, 

(2.4) is not necessarily a symmetric tensor whereas it must be in (3.5) since the metric 

and Ricci tensors are. The energy momentum tensor defined by (2.4) is not unique, 

however. It can be made symmetric by adding an appropriately chosen term d^fx*iU 

where / A " " satisfies = and hence d / 1 d A / V ' / = 0 which implies the total 

momentum (2.7) and energy-momentum conservation law (2.6) are not affected by 

such an addition[3].) The principle (2.2) thus yields 

= W v - = %TrGT»v + A^""; (3.6) 

which is Einstein's equation, G^v being the Einstein tensor. These equations are 

highly non-trivial, and to solve them assumptions must be made about the form of 

the metric and energy-momentum tensors. These assumptions depend on the case 

under study. For example, in the weak field limit where g^ = r]^v -f- h^, being 

a small correction to the flat metric (2.5), Newton's law of Gravitation is recovered 

from (3.6). Note also that gravity couples to the energy in (3.6), so that absolute 

values of potential energy affect the equations of motion, in contrast to all the other 

fundamental interactions for which only gradients of the potential (i.e., forces) have 

any consequence. 

In a cosmological context the assumption usually made concerning the metric is 

that on the very largest scales (i.e., much larger than the typical supercluster size 

of 10 2 4 m w 30 Mpc) the Universe is, to a good approximation, homogeneous and 

isotropic. The major observation supporting this assumption is the homogeneity and 

isotropy of the cosmic microwave background radiation (CMBR). The temperature 

difference between microwave antennas separated by angles between 10 arc seconds 

and 180° being uniform to better than one part in 104 (though minute fluctuations at 

a level of about one part in 105 have recently been reported from the Cosmic Back­

ground Explorer (COBE) satellite[4]). Additional evidence is provided by the X-ray 
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Figure 3.1: Two dimensional surfaces illustrating the difference between: (a) 
positive curvature, a sphere x\ = R2. On the sphere a circle of radius a has a 
circumference C < 2na. (b) negative curvature, a saddle. Here a circle of radius a 
has a circumference C > 2TTO. ( C ) zero curvature, a plane. The circle has a radius 
C = 2TTO. 

background radiation[5], the distribution of faint radio sources[6] and, with rather less 

certainty, the distribution of the galaxies themselves[7]. Homogeneity and isotropy 

imply that the spatial coordinates may be parameterised by a single scale describ­

ing the characteristic sign and "size" of a three dimensional hypersurface of constant 

curvature. Positive, negative or zero curvature, can be visualised for two dimensional 

surfaces as a sphere, a saddle or a plane as shown in fig. 3.1 (though actually the 

analogy is somewhat incomplete for negative curvature because the hyperbolic plane 

cannot be completely embedded in three dimensional space[8]). Furthermore, if all 

observers on this hypersurface are considered equal — the "cosmological principle" 

— the time coordinate may be separated from the rest and the scale size is then just a 

function of time. Under these assumptions the line element has the Robertson-Walker 

form[l] 
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ds2 = dt2 - R(tY + r2d02 + r 2 sin 2 (3.7) 

where R(t) is the time dependent scale size of the universe and the parameter k = + 1 , 

— 1 or 0 describes universes with positive, negative or zero curvature. The "comoving 

coordinates" (r, 6, <j>) vary over the hypersurface for a given value of the scale size, the 

coordinate r being dimensionless and chosen to vary between 0 and 1. The metric is 

thus diagonal with components 

9tt = !> 9T 

-R{t? 
1 - kr2 » 988 = -R2r2, = -R2r2 sm26 (3.8) 

and the non-zero components of the Ricci tensor are (from (3.2)-(3.4)) 

_ 3R _ RR + 2R2 + 2k 
— R ' — W 

(3.9) 

while the Ricci scalar is (3.2) 

K= — (RR+R2 + k) (3.10) 

The other major ingredient needed to build a cosmological model is the nature of 

the energy-momentum tensor. For a Friedmann-Robertson-Walker (FRW) Universe, 

all matter and radiation is treated as if it were a uniform perfect fluid of energy 

density p and pressure p. Moreover, to be consistent with the symmetries of the 

metric i t must be at rest with respect to the comoving coordinates, so that 

(P 

~P 

~P 

\ 

-P/ 

(3.11) 

This assumption becomes an even more accurate description during the early universe 

when all the particles are considered to be in thermal equilibrium, to be discussed in 

section 3.4. Note that (3.11) is not the only energy-momentum tensor which satisfies 
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the symmetries of the metric (3.7); a fluid with bulk viscosity would also serve. The 

form (3.11) allows the cosmological constant to be included in the energy-momentum 

tensor T^v as a contribution g*1" A/8irG. I t is written in terms of a "vacuum energy 

density" pv, i.e., 

A 8wG ,n rtX 

3 S — ' • ( 3 1 2 ) 

which implies from (3.11) that "vacuum pressure" pv is negative, i.e., pv = —pv. In 

the standard picture of the universe A or pv is assumed to be zero, or at least very 

small on the Planck scale, to agree with observational evidence today, but there will 

be more to say on this point when inflation is considered. 

The 0-component of the energy-momentum conservation law DVT^V = 0 (where 

Dv indicates a covariant derivative with respect to x„, DVT^U = dvT,lt' + V a v T a v + 

Y v

a v T i i a i.e., it is the equivalent of (2.6) in curved coordinates), together with (3.11), 

gives the first law of thermodynamics — usually expressed in the form[l] 

jT(PR3) = -PjT(R3)- (3.13) 

In other words, the change in the energy equals (the negative of) the pressure times 

the change in volume, or dE = — pdV. 

3.2 The Friedmann Equations 

If the Robertson-Walker metric (3.7) and the perfect fluid stress-energy (3.11) are 

substituted into Einstein's equation (3.6), then the 0-0 component gives 

whilst the i-i component minus (3.14) gives 

R 4*G, A 

R = — r { p + p ) + J- ( } 

The equations (3.13), (3.14) and (3.15) can in fact be related by the Bianchi identities 

and so only two are independent. With the assumption A = 0 (3.14) and (3.15) are 
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k = l (t) R 

k 0 

k ! 

Figure 3.2: The evolution of the scale size of the Universe R as a function of 
time t for open k = —1, closed k = +1 and flat k = 0 FRW universes. 

related by differentiation. For any k these equations predict expansion of the scale 

size R from a singularity at R = 0, the rate of this expansion being characterised by 

the Hubble parameter H. This universal expansion was discovered by Hubble in 1929 

and today, the Hubble constant H0, has a value 

H0 = h0 x 100 k m s ^ M p c " 1 (3.16) 

where hQ represents the uncertainty in the many observational determinations of HQ. 

The range 0.4 < h0 < 1 encompasses all recent observations[8]. 

When A = 0 in (3.14) it is known as the Friedmann equation and is often rewritten 

in terms of a critical density pc defined as the density of the k = 0 universe, i.e., from 

(3.14) 

Pc = (3-17) 
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so that the Friedmann equation becomes 

k 
H2R2 

= ft-l (3.18) 

where ft = p/pc 1S the ratio of the actual density to the critical density. There is 

thus a connection between k and ft. For k = — 1, i.e., ft < 1 (p < pc), known as 

an "open universe", (3.14) becomes dominated by the curvature at large R (i.e., late 

times), so that eventually R ~ t and the expansion continues forever. For k = -f 1, 

i.e., ft > 1 (p > PQ)I a "closed universe", (3.14) implies there will be a value of R 

when R = 0 and so the expansion will stop and the universe will thereafter contract, 

eventually ending in a "big crunch". The special case k = 0 or ft = 1 (/? = pc) is thus 

the dividing line between eternal expansion and eventual recollapse (see fig. 3.2). In 

this case (3.14) gives 

H = (3-19) 

which if p is just matter density (i.e., p ~ i ? - 3 , see next section) implies R ~ t 2 / 3 

for large t, so the universe continues to expand but ever more slowly. The parameter 

ft thus determines the eventual fate of the universe. Unfortunately, the limits on ft 

from observations are something like[2] 

0 . 1 < f t < 4 (3.20) 

which does not distinguish between these three cases. In fact, as will be discussed in 

section 3.5, the surprise is that ft should be within an order of magnitude of unity. 

3.3 The Hot Big Bang 

It is clear from the Friedmann equations (3.14), and (3.13), that to understand 

in detail the evolution of the scale factor R an equation of state is needed relating 

p and p. The very simple equation of state p — wp, where w is constant, suffices to 

describe the behaviour of a broad range of contributions that might appear in the 

energy-momentum tensor, so long as just one such contribution is dominant. Two 
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examples of particular importance in standard cosmology are radiation (i.e., a gas 

of either massless particles or massive particles with relativistic internal velocities), 

with p = p/3 (see next chapter), i.e., w = 1/3, and bulk matter at rest with p = 0, 

i.e., w = 0. By using (3.13), the behaviour of p with R can be obtained[l] 

p oc R~* for radiation dominance (i.e.,p = p/3), 
- 3 , . , ( 3 - 2 1 ) 

p oc R for matter dominance (i.e., p = 0). 

The curvature term in (3.14) has an R~2 dependence so for early enough times, 

as R —• 0, it can be ignored compared to (3.21). Using (3.21) in (3.14) thus gives 

R oc f 1 / 2 , H = — for radiation dominance, 
2 ( 3 - 2 2 ) 

R oc t 2 / 3 , H = — for matter dominance. 

So, it is clear that the radiation energy density is likely to be dominant at the earliest 

times. It is expected that for much of the early evolution of the universe, thermal 

equilibrium will be a good approximation. A gas of relativistic particles which is in 

thermal equilibrium can be described by a temperature T defined by pr = gaSBT*/2 

where aSB is the Stefan-Boltzmann constant, aSB = 7r2/15, as will be seen in the fol­

lowing chapter. There are a number of reasons why thermal equilibrium is considered 

to be a good description for the Universe's earliest history. One is that at such high 

densities, the rates of interaction between particles would have been large enough 

to maintain equilibrium. This point will be analysed in greater detail in the next 

chapter. The two major pieces of observational evidence pointing to a thermal bath 

at earlier epochs are the blackbody spectrum of the CMBR[9] and the cosmological 

abundances of the light elements[10], both of which are discussed further in the next 

section. 

Even if particles which were originally in equilibrium subsequently go out of ther­

mal equilibrium due to the expansion, (whereupon they are said to "decouple"), then 

because they no longer undergo any interactions their initial thermal distribution of 
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velocities will persist, modified only by the universal expansion. It is thus usually pos­

sible to assign an effective temperature to this remnant distribution. It is found that 

T oc i ? - 1 or T oc R~2 depending on whether the particles decouple when relativistic, 

T m, or when non-relativistic, T <C m (see next chapter). 

So, i t is possible to characterise the history of early universe in terms of a tem­

perature which is common to all the particle species in thermal equilibrium with each 

other, though the effective temperature of a species may become different once it 

decouples from the thermal plasma. This is the reason fundamental particle physics 

is important in the study of the early universe — a high temperature implies that 

high energy collisions occur frequently. This thermal history and its connection with 

particle physics is considered next. 

3.4 Thermal History of the Universe 
The standard cosmological "big bang" model is summarised by the thermal his­

tory time line shown in fig. 3.3. The early events in this history are obviously spec­

ulative, whilst many of the later ones are quite well understood. Some of the more 

important of these events are now reviewed in a little more detail. 

As the universe cools i t should undergo a number of phase transitions. If the 

GUT and/or SUSY ideas of high energy physics (section 2.5) are correct, then phase 

transitions due to the spontaneous symmetry breaking of these symmetries should 

occur at about T ~ 10 1 4 GeV for GUTs and somewhere between 10 1 1 and 103 GeV 

for SUSY. It also seems likely that a transition corresponding to electroweak symmetry 

breaking will have occurred at about 102 GeV. Many interesting phenomena may be 

associated with these phase transitions, for example, baryosynthesis[ll] and inflation 

(see section 3.6). A further transition resulting from the confinement of the quarks in 

colour-singlet hadronic states, when a3 becomes strong (see section 2.4) should also 

have occurred at around 100 to 300 MeV[12]. 

After this comes the very important epoch of nucleosynthesis at temperatures of 

around 10 to 0.1 MeV. Below these energies, processes like 

n + v <—>p + e~, e + + n <—>p + D, n< >p + e~ + i / , (3.23) 
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Figure 3.3: A thermal history timeline for the standard big bang model of cos­
mology. 
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become forbidden and light elements will be formed out of the plasma of neutrons 

and protons. Nucleosynthesis has been studied in very great detail[10] and it pro­

vides stringent tests of the big bang model. It successfully predicts the primordial 

abundances of the light elements D, 3He, 4He and 7 L i as well as the absence of oth­

ers. Successful predictions require that the number of light neutrino species Nv is 

3 ± 1 and that the ratio of the baryon to photon number density TJ = nBjn^ is 

4 x 1 0 - 1 0 < r\ < 7 x 1 0 - 1 0 in agreement with observation. This is a very strong in­

dication that thermodynamic equilibrium is a good approximation to the conditions 

present at this time (t ~ 1 0 - 2 to 102 s). It also places bounds on the contribution of 

ordinary (baryonic) matter to the cosmic density[8], 

0.011 < ilB < 0.21. (3.24) 

Also at about this time (T ~ 1 MeV) the neutrinos can no longer be kept in 

equilibrium via the leptonic reactions 

ue < > ve, vv < • e+e~, etc. (3.25) 

They therefore decouple, suffering no further interactions and persisting until today 

with their own characteristic temperature. 

At a time ~ 10 n s or T ~ 10 eV the total energy density in non-relativistic 

particles will start to dominate over the total energy density in radiation. This is the 

time t e q of matter-radiation equality and the start of the epoch of matter dominance 

in (3.14). I t is the time at which structure formation can begin to grow via the 

gravitational collapse of locally overdense regions [6]. 

Shortly afterwards, at the decoupling temperature td « 10 1 3 s, photons will no 

longer be able to ionise Hydrogen atoms and will thus decouple from matter. The 

resulting thermal distribution of photons will , like the neutrinos, continue undistorted, 

but redshifted by the cosmic expansion, until today. I t makes up the CMBR first 

discovered in 1965 by Penzias and Wilson. It has recently been observed by the 

COBE satellite[9] to have a perfect (within experimental error) blackbody spectrum 
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with T 0 = 2.735 ± 0.060 so confirming thermodynamic equilibrium at the photon 

decoupling time to very great accuracy. 

3<,5 Problems with the Big Bang 

There can be no doubt that the cosmological standard model is very successful, 

even if it has not yet been quantitatively tested to quite the extent of the particle 

physics model. It is also true that, in common with its particle physics counterpart, 

there are no confirmed observations which contradict i t . Nevertheless, there are again 

a number of unsatisfactory, or at least unnatural features, which indicate that the big 

bang is probably not the whole story. Some of these are[13,2,8]: 

The Horizon Problem: The maximum distance a photon can travel since t = 0 is 

known as the horizon distance dH and can be calculated; 

This is the maximum distance over which events can influence each other within 

time t, i.e., i t defines a volume which is in "causal contact". Since, using (3.22) in 

(3.26), djj £ 3 t or djj « H~l for both radiation and matter dominance, the fraction 

of the universe that can be observed at time t is 

which increases with time because the expansion rate is slower than that of light. 

The number of causally disconnected domains at the era of photon decoupling that 

can be observed now is t 0 / t d ~ 1017s/1013.s = 104. I t seems rather odd then, that 

the microwave background photons which have not interacted at all since this time, 

have the same temperature in each of these domains to an accuracy of almost one 

part in 105. The problem gets worse if earlier epochs are considered; the number of 

nucleosynthesis domains that can be observed now is ~ 10 2 5 , so it is strange that in 

all of these domains the precise details of light element synthesis seems to have been 

the same. 

dt 
H R(t> 

(3.26) 
o 

,1/3 dH(t) 
R(t) l 

t ' for matter dominated evolution, 

i 1 / 2 for radiation dominated evolution 
(3.27) 
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Figure 3.4: The variation of Q versus R for either radiation or matter dominance 
illustrating the unstable nature of Q = 1. For Q > 1, fi quickly diverges to oo 
while if Q < 1 it rapidly vanishes. 

Another way of expressing this problem is that all the evidence points to a homo­

geneous, isotropic Universe. This high degree of smoothness means that the Universe 

can be described by a Robertson-Walker metric as indicated in sections 3.1 and 3.2. 

Yet this is obviously not the most general solution to Einstein's equation, there are 

many other examples including anisotropic and/or inhomogeneous space. Why then 

is this very special metric satisfactory? 

Flatness or Naturalness: The Friedmann equation (3.14) may be rewritten in 

terms of fi 

- 1 " s ^ F (3-28> 
and using (3.21) for p shows that 17 = 1 is an unstable fixed point. For fi slightly larger 

than 1 i t quickly diverges to oo, whilst if it is slightly less it rapidly approaches zero 

(see fig. 3.4). In order that 0, be 0(1) today (which i t is by observation, see (3.20)), 

i t must have been 0(1 ± 10~ 6 0) at the Planck time, in other words the density was 
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extremely close to critical density or, equivalently, the curvature was extremely close 

to zero. 

Expressed as a naturalness condition; if all the parameters in the Friedmann 

equation (3.14) were of order one, then if k = 1 it would recollapse in a few Planck 

times whereas if k = — 1 then it would reach a temperature of 3 K in about 10 - 1 1 s . 

So the question could also be asked; why is the universe so old? 

This problem could, of course, be solved by setting k = 0 or p = pc exactly, but 

the standard model offers no explanation of why this should be so. 

Monopoles: A possible consequence of a symmetry that becomes spontaneously 

broken as the universe cools is the creation of "topological defects". In each causal 

domain at the epoch at which the breaking occurs, the details of symmetry breaking 

will be different. For example, if the symmetry breaking occurred via the mexican hat 

potential in fig. 2.3, a different point on the circle of minima would be chosen in each 

domain. Defects, where locally the field does not lie in the minimum of the potential, 

would form at the boundaries of these domains as the horizon expands. Depending on 

the topology of the space of minima and the group which is being broken, such defects 

may take the form of domain walls, cosmic strings, monopoles[14,15], or textures[16]. 

GUTs in particular, notoriously produce monopoles which will have a mass of the 

order of the grand unified scale of ~ 10 1 4 GeV and will survive in such numbers that 

their density today will be something like 10 9 /J c , i.e., orders of magnitude larger than 

the observed bound (3.20). The same problem can in fact be shown to occur for any 

stable superheavy relic particle. If a particle physics theory were proved to produce 

such objects there is no way that the standard big bang model could get rid of them. 

Structure Formation: Despite the indications that the universe is smooth on the 

very largest scales there is obviously an abundance of structure on smaller scales; 

from stars to superclusters. Given a spectrum of initial density fluctuations in the 

thermal bath, it is possible to track the way in which these fluctuations would develop. 

This gravitational evolution is generally included in the standard model. However, 

the end result is completely dependent upon the initial fluctuation spectrum, and 

the standard cosmology gives no clue as to what this spectrum should be. It would 
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appear that some extension is required to determine the pattern of fluctuations. It 

seems likely that the recently observed fluctuations in the CMBR by COBE will help 

to narrow down the possibilities. 

The Cosmological Constant: In the Friedmann equation (3.14) the cosmological 

constant A, equivalent to a vacuum energy, is conventionally set to zero or at least 

very small to agree with observation. However, there is no theoretical reason that 

explains this, only empirical evidence. Indeed, on naturalness grounds, a value of 

A ~ mpj might be expected, a difference of something like 120 orders of magnitude. 

If the inflation mechanism, described in the next section, is accepted as valid, it 

becomes even more pressing to find a solution to this problem. Unfortunately, this 

seems to be a fundamental difficulty, probably only soluble in a complete quantum 

theory which includes gravity properly. 

3.6 Inflation 

I t is possible to solve the first three and quite possibly the fourth of the above 

problems by a simple extension of the big bang model known as inflation. Infla­

tion postulates that there was a brief era when vacuum energy pv (or an effective 

cosmological constant A) was the dominant contribution in the right hand side of 

(3.14). ("Vacuum dominance" of (3.12) can be included as another case in (3.21) 

with w = — 1, since vacuum pressure pv = —/>„.) If this happens then the Friedmann 

equations, (3.14) and (3.15), become 

SirG R R 
H const R R 

(3.29) 

and hence 

R(t) = R(ts)e (3.30) 

where R(ts) is the scale size at t s . The universe would thus inflate exponentially 

during this period as in the cosmological model proposed by de Sitter. If inflation 

lasts until te then over the epoch of inflation At = te — t s the universe will expand 
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by a factor e"* . In (3.28), with p = pv = const, and using (3.30), it is found 

that f i —• 1 very rapidly, solving the flatness problem provided e H ^ 1 > 10 3 0 (or 50 

"e-folds"). This would also solve the horizon problem because a single causal domain 

before inflation starts could be expanded exponentially far out of contact. So the 

fact that, for example, the same temperature is observed coming from domains out of 

causal contact at photon decoupling, is simply a reflection of the fact that they were in 

contact before the inflationary epoch. This also solves the monopole difficulty because 

any undesirable heavy relic will be diluted by ( e ^ A < ) 3 if it is produced before inflation 

starts. For 50 e-folds this implies there will be at most 0(1) primordial monopoles in 

the observable Universe. 

It should be noted that the inflation scenario is very difficult to test. A period 

of inflation would all but erase the initial conditions from which it arose. Really, 

its only firm prediction is that fi = 1 to very high accuracy. Note however, that 

the possibility exists that this f l may contain a contribution from a residual vacuum 

energy, i.e., using (3.14), the inflationary prediction would become f i m a t t e r + f l A = 1 

where fiA = pv/pc- So for example, it may be the case that r i m a t t e r = 0-1 a n d 

f i A = 0.9, but such a tiny vacuum energy would be extremely difficult to detect. If 

i t is true that fimatter = 1 o n l y 0-e-> A = 0), then because the upper bound on the 

density of ordinary baryonic matter (3.24) is significantly less than this, extra "dark 

matter" must be postulated to make up the difference. The interesting possibility is 

thus that most of the matter in the universe is actually non-baryonic. 

If the mechanism for inflation were known precisely then it would be possible to 

predict the spectrum of primordial density fluctuations that it would generate. This 

might perhaps offer a solution to the structure formation problem above and enable 

the idea to be tested by comparing numerical simulations of structure evolution with 

real observations. This procedure has been tried for many inflation model candidates, 

but many of them generate similar spectra. A more direct way of testing such ideas 

should be the fluctuation spectrum at the epoch of decoupling, such as that which 

is now becoming available as a result of the temperature fluctuations in the CMBR 

observed by the COBE satellite[4]. (Though actually fluctuations measurements on 

smaller angular scales than those COBE is sensitive to, would be required for a proper 
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test here. Such small scale fluctuations should hopefully soon be detected by ground 

based experiments.) 

3o7 Inflation Mechanisms 

Providing the mechanism for inflation is one of the most important ways in which 

the link between cosmology and fundamental particle physics can be made. The 

standard scenario involves a spontaneous-symmetry-breaking potential V of some 

Higgs-like scalar field <f> (see section 2.3). The relevant symmetry breaking is usually 

assumed to occur at a much larger energy scale than the electro-weak scale, e.g., the 

GUT or SUSY scale. Finite temperature field theory shows that in general such a 

potential will have its symmetry restored at high temperature, resulting in a tem­

perature dependent potential like that of fig. 3.5, as will be discussed in Chapter 5. 

At high temperatures the absolute minimum is thus at 4> = 0 but as the universe 

cools through the critical temperature Tc for the transition, this changes to its broken 

symmetry value and it thus becomes energetically favourable for the field to evolve 

to this new minimum. As has already been mentioned, the size of the cosmological 

constant today is usually set to zero so, since gravity couples to absolute values in 

the potential, i t has to be assumed that the minimum of the the zero temperature 

potential is at V = 0. Hence, before the field evolves to the new absolute minimum, 

it will have a vacuum energy V(4> = 0) — V((f> = <Amjn) = / V Of course, ignorance of a 

proper "theory-of-everything" has been hidden here, in that gravity has been coupled 

classically to the quantum field theory. 

When the field falls into its new minimum, it will oscillate about this value and 

radiate other particles, so the Universe will reheat to a temperature which depends 

on the strength of the couplings to these particles but is no larger than at the start 

of inflation[17]. The vacuum energy is thus converted into matter and radiation and 

the Universe will evolve thereafter as in the standard big bang model. 

The shape of the zero-temperature potential determines the way the evolution 

from <f> = 0 to <j) = </>min occurs. If there is a local maximum between the two minima 

it can be treated as a tunnelling process[13], a first-order phase transition. If this 
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Figure 3.5: A typical temperature dependent effective scalar potential which can 
induce inflation. The symmetry broken by the T = 0 potential gets restored at 
high temperature. The field may get trapped in the <j> = 0 minimum as the uni­
verse cools below the critical temperature Tc, the point at which the asymmetric 
minimum and the minimum at (j> — 0 are degenerate. In the <j> = 0 minimum, a 
vacuum energy is generated. 

local maximum is absent or at least vanishingly small, i t can be modelled by "slow 

rolling"[18] or by "wave function evolution"[19], resulting in a second order transition. 

The original inflation model proposed by Guth[13] was based on a first order 

phase transition. As long as the universe remains trapped in the false vacuum it will 

undergo inflation. The hoped for picture was that bubbles of normal phase would 

nucleate out of the inflating phase, grow, and eventually coalesce to form an expanse 

of normal-phase Universe. Collisions between bubble walls would serve to reheat the 

universe and also produce the spectrum of initial density fluctuations. There is a fatal 

flaw in this idea however; because it can be shown that the growth rate of bubbles of 

normal phase cannot compete with the exponential expansion of the inflating phase. 

Individual bubbles will thus only very rarely coalesce, and so percolation of the new 

phase wil l not occur and an inhomogeneous universe would be the end result. This 
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Figure 3.6: A zero temperature potential suitable for new inflation. A long flat 
plateau is required near the origin to obtain a long enough "slow-rolling" epoch. 

is known as the "graceful exit" problem[20]. 

A solution to this problem, suggested by Albrecht, Steinhardt and Linde[18], is 

"new inflation" based on a second order phase transition. In this model the potential 

is assumed to be very flat near the origin with.only perhaps a small barrier separating 

the minima (see fig. 3.6). The evolution of the vacuum along this flat part of the 

potential is described classically as "slow rolling". It is the time it takes the field to 

slow roll to its new minimum that determines the length of the period of inflation. 

The graceful exit problem is solved in theories of this type by postulating that the 

whole of the observable universe arises from within a single bubble of the new phase. 

In slow-rolling inflation, primordial density fluctuations arise because since <f> is a 

quantum field i t will undergo quantum fluctuations about its classical value which 

inflation then expands to observable sizes. The pattern of such fluctuations, due 

to their quantum origin, is Gaussian and it may be shown that the model predicts 

an approximately scale invariant spectrum of density perturbations (known as the 
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Figure 3.7: A simple potential suitable for chaotic inflation, with the field lo­
calised away from the minimum of the potential by "chaotic initial conditions". 

Harrison-Zel'dovich spectrum[21 ]). 

Unfortunately this new inflation suffers from a fine tuning problem. In order that 

the abovementioned fluctuations in the 0-field should not give rise to unacceptable 

anisotropies in the microwave background, the characteristic coupling in the potential 

for <f> needs to be 0(1O - 1 4 ) [2] . It is difficult to see how such small couplings could 

arise in a natural way from simple unified particle physics theories. (An exception 

is the superpotential in certain SUGRA models). Another serious objection is that 

with such a small coupling it would appear very unlikely that thermal equilibrium 

would be established at any stage, and there would then seem to be no reason why 

the <^-field should be initially localised near the origin[22,23]. This matter shall be 

explored more fully in chapter 6. 

Such concerns have lead to inflationary mechanisms which do not rely on a thermal 

phase change at all. The foremost example of this type is Linde's chaotic inflation[22]. 

In this model only a very simple form for the potential, say V = \<f>4 or even just 
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m2<f>2/2, need be assumed. With a potential like this there is no reason why the field 

should be localised at a minimum of the absolute minimum at the Planck time because 

it has not been in existence for a sufficient time to settle there. The scenario now 

runs as follows: consider a "patch" (this concept is, at the Planck scale, necessarily 

rather vague) of universe where the field is approximately localised, but is not at 

the minimum of the potential (see fig 3.7). If the patch is large enough and the 

starting point for <j> is sufficiently far up the potential then it seems probable that the 

required slow-rolling inflation will occur as the field evolves towards the minimum at 

<f> = 0. Chaotic inflation certainly shows that inflation is a rather general consequence 

of coupling field theories to gravity. But there remains a concern about how valid 

i t can be to couple the potential to gravity classically so near to the Planck scale 

when only a proper quantum theory of gravity can hope to provide a satisfactory 

description. Attempts have been made in this direction by linking chaotic inflation 

with the "wavefunction of the universe" description[17,8]. 

To many people however, the most natural inflation mechanism is still the one 

based on a phase change, particularly the original first-order idea. There have thus 

been several attempts to overcome the graceful exit problem. The two possible so­

lutions are to modify the expansion rate H during inflation or to modify the bubble 

nucleation rate. The very popular example of the first type is the recently proposed 

extended inflation[24] which involves modifying the gravitational action of GR (3.1) 

and wil l be considered in greater detail in Chapter 7. 
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4 

Thermodynamic 

There can be no doubt that whether or not thermodynamic equilibrium be­

came established in the various epochs of the early Universe is of great impor­

tance for understanding how it has evolved, as was seen in sections 3.3 and 3.4. 

The purpose of this chapter is to examine when the assumption of equilibrium is 

likely to be a valid. This issue is of particular relevance to inflation because it is 

a manifestly non-equilibrium process — the exponential expansion would quickly 

make particle interactions very rare. Section 4.1 reviews briefly the fundamentals 

of statistical mechanics and thermodynamics and introduces some of the thermo­

dynamic variables which will be used later. The validity of equilibrium in the ex­

panding universe is then explored in section 4.2 and expressed in terms of the par­

ticle interaction rate and the total number of interactions per particle. The last 

section explains how to calculate the interaction rate for a gas of inflaton parti­

cles. 

4.1 Thermodynamic Equilibrium 

Thermodynamic properties are naturally described as arising from the statistical 

behaviour of a system containing a large number of possible microstates. Here, i t is 

required to know the behaviour of a system of particles described asymptotically by 

the free-field ^-states considered in section 2.1. Interactions between the particles, 

necessary for establishing and maintaining equilibrium, are assumed to occur very 
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briefly and infrequently compared to the average time between such interactions. 

This is the ideal gas approximation^]. 

Consider a complete set of orthonormal states |n j ) — [ a ^ k j ) ] " 1 . . . [a^(k m ) ]" m |0) 

i.e., states containing ri j particles with momentum k j , and so on, in which j represents 

all the possible momentum eigenstates for states which have n = nx + • • • + nm 

particles. This set of states is normalized in a large box of volume V so that the 

momentum eigenstates may be enumerated, and in the limit V —> oo the fc-states 

and the annihilation and creation operators a and a* become those introduced in 

section 2.1. Now consider a statistical ensemble of AT wavefunctions, the /th member 

of which is | r ) j , / = 1 , . . . ,Af, where each |r) may be an arbitrary linear combination 

of the states \nj). The average properties of an ensemble are conveniently expressed 

in terms of the density operator which is defined by the matrix elementsfl] 

1 * 
(nj\p\nj') = jtfJ2{nj\r)u{r\n'j') (4.1) 

i.e., it is the ensemble average of (nj\r)(r\n'j'). So there are two probabilistic in­

terpretations here. One is due to the quantum nature of the wavefunction — the 

diagonal elements inside the sum, i.e., | { ra j | r ) j | 2 , being the probability of observing 

the lih system in the eigenstate \nj) — while the other is due to the statistical as­

pect of the ensemble. The expectation value of a physical observable is therefore 

determined by a double averaging 

1 M 

(°) = ^ E ' H W , = 5>;|#>|nj) ( 4-2) 
'=1 n,j 

performed by introducing complete sets of states and using (4.1). This can be formally 

written 

(O) - ^ (4.3) 

where the denominator is a normalization. 
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It can be shown[l] that for a system to be in equilibrium p must commute with 

the Hamiltonian H (and N), i.e., (2.15) (and (2.16)). This means that p must be 

diagonal in the orthonormal basis of states \nj) since they are eigenfunctions of the 

Hamiltonian. For a system in thermal equilibrium the chance that a system picked 

from the ensemble will have energy Ej and contain n particles is given by the Boltz-

mann factor e-KEr*n) where 0 = 1/T and /x is the chemical potential. The diagonal 

elements of p are thus 

(nj\p\nj) = l e - f l V " " ) (4.4) 

so that (assuming H and N commute) 

P =

 T r [ e - / ? ( # - / ^ ) ] ( 4 - 5 ) 

where in the large volume limit H and N are given by (2.15) and (2.16) respectively. 

The normalization factor Z = Tr[e~^^~fiN^], being the sum over Ej and n of the 

Boltzmann factor, is the grand partition function for the system. The thermal average 

of an operator, from (4.3), is thus 

<°> - ( 4 - 6 ) 

Writing out the grand partition function in terms of the eigenvalues gives[2] 

Z= exp(][fi(n1 + --)-(nlEl + •••)] 

(4.7 

t n, 

For bosonic particles n, is unrestricted (n^ = 0,1, . . .) whereas for fermions = 0,1 

only due to the exclusion principle. Summing the series in either case gives 

Z = H[l ± e ^ " ^ ] * 1 (4.8) 
i 

where the upper sign is for fermions and the lower sign for bosons. The mean number 
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of particles is thus 

In the infinite volume limit this sum may be replaced by an integral over momentum 

modes Vd3k/(2ir)3 (the density of states) in the standard way. The equilibrium 

number density n is thus 

n={Jr-ihl ^ix^rn s < 4 / * k ! { E ) - ( 4 - 1 0 » 

where g is the number of spin degrees of freedom for the particles. f(E) is known 

as the equilibrium phase space distribution function and is the fundamental object 

in kinetic theory. The energy-momentum tensor for the system may defined in terms 

of / as[3] 

f rktik" d3k 

In the comoving frame, comparison of (4.11) with (3.11) gives the energy density p 

and pressure p. Changing variables in the integrals (E2 = k 2 + m 2 ) yields[4] 

g J ( E 2 - m

2 ) ^ E d E 

g J(E2-m2)^E2dE 
2 7 T 2 J e ( E - » ) / T ± 1 ^-l6> 

P 6TT 2 J e { E - * ) I T ± l ^ > 
m 

whilst the entropy density is[4] 

oo 

m 

consistent with the thermodynamic relation s = (p + p — p.n)jT. The average energy 
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of the particles a distribution at temperature T is just 

£ a v = £ . (4.16) 

In the relativistic limit (T >• m) the integrals in these thermodynamic quantities 

(4.12)-(4.15) reduce to (with T » n)[5] 

oo 
E2 dE 

n J . ! E ' d E (4 17) 
2TT 2 7 eVT±V [ ' 

o 

g f E*dE , n , 

0 

and 
oo 

5 
5 ~ 2TT 2 

0 

which may be evaluated from a table of standard integrals[6]. So, for bosons (b) and 

fermions ( / ) i t is found that 

where Riemann £(3) «s 1.202, 

where a S B = 7r 2/15 is the Stefan-Boltzmann constant, and for both bosons and 

fermions 

p = p/Z (4.22) 

and 

s = \ga5BT\ (4.23) 

For a mixture of relativistic bosons and fermions in equilibrium with each other, 
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the total effective number of spin degrees of freedom is [7] 

7 
9* = 9b + %9f (4.24) 

and the total radiation energy density is therefore 

Pr = \,9*asBT*- (4.25) 

The value of g^ wil l change as the Universe cools and particular species go out of 

equilibrium. The standard model values of g^ at different temperatures are given in 

table 4.1. Note that the integrals in (4.17)—(4.19) can account for the effect of a finite 

horizon scale by introducing a minimum energy cutoff corresponding to horizon-sized 

wavelengths. This would result in a smaller blackbody constant, an effect which 

becomes appreciable as the Planck scale is approached. It is possible to allow for this 

circumstance by reducing the effective value of gt that is used. In the numerical work 

in chapters 6 and 7, however, the general expressions (4.12)—(4.15) are used and as 

the lower limit in these integrals is similar to this cutoff, the difference with the above 

procedure will be negligible. 

Comparing (4.25) with (3.21) for radiation dominance implies that 

Substituting this and (4.25) into the Friedmann equation (3.14) and integrating gives 

(for early enough times) 

R 1 and hence 
R R 

(4.26) 

1/4 
1/2 t 

167rG<jLa 
(4.27) 

where the initial value used is T —> oo as f —+0. 
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Particles in Equilibrium 0* 

1 MeV 7, e + , e~, j / e , vT 10.75 

100 MeV + M + , A*~ 14.25 

140 MeV 17.25 

Ac 7, 3i/s, e^, u, u, d, d, 8j?s 51.25 

150 MeV + S , 3 61.75 

1.2 GeV +c, c 72.25 

1.7 GeV + r ± 75.75 

4.7 GeV 86.25 

90 GeV +W±, Z° 96.25 

130 GeV +<, t 105.75 

Table 4.1: The effective number of spin degrees of freedom </«, (given by (4.24)), 
for the standard particle physics model (see table 2.2), for different temperatures. 
The Higgs particle (an additional 1 degree of freedom) is not included since its 
mass is unknown. At temperatures above 100 to 300 MeV, the QCD confinement 
scale A c (i.e., before the assumed quark-hadron phase transition), the hadronic 
spin degrees of freedom are replaced by those of free quarks and gluons. 

In the non-relativistic limit (m ^> T) again the integrals (4.12)—(4.15) are easily 

evaluated giving[5] 

n = ^ ( ^ ) 3 / 2 e - ^ T , (4.28) 

p = mn, (4.29) 

p = nT, (4.30) 

s = g ( £ £ ) e - / T ( 4 . 3 1 ) 

i5T x 1 / / 2 

these expressions being common to both bosons and fermions. There are a number of 

cases when the chemical potential p is non-negligible, for example degenerate fermions 
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r 

g ^ x gl1** 

10 1 7 GeV 6 x 10 4 2.5 x 10 2 4 x 10~ 3 

10 1 6 GeV 6 x 10 7 8 x 10 3 1.25 x 10~ 4 

10 1 5 GeV 6 x 10 1 0 2.5 x 10 5 4 x 1 0 - 6 

10 1 4 GeV 6 x 10 1 3 8 x 10 6 1.25 x l O " 7 

Table 4.2: The total number of particles of a scalar species inside the horizon 
Nh, i.e., (4.32), at various energy scales. Statistical fluctuations about this value 
are expected to be of the order \/N^ and thus of relative size \/Nh/Nh. 

or bose condensates[5]. However, in the rest of this work only systems wi th vanishing 

chemical potential w i l l be considered. 

4.2 Thermal Equilibrium? 

Due to the fact that the universe is a system which evolves w i t h t ime, thermal 

equi l ibr ium can never hold exactly. Indeed, i t can be proved that i t is not possible 

to define an equi l ibr ium phase space distr ibution funct ion for the Robert son-Walker 

metric at all[3]. As was seen in the last chapter, however, there are indications 

that for lengthy periods in the early universe, thermal equi l ibr ium was a very good 

approximation. 

First of all the accuracy of the statistical mechanical approach used in the previous 

section is briefly considered. The total number of particles inside the horizon Nh, of 

some scalar species at a given temperature close to the Planck scale, may be estimated 

by using (4.20), (4.27) and dH w t, i.e., 
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The magnitude of the statistical fluctuations about this value are expected to be 

of order y/Nh[l]. Some specific values are given in table 4.2 and i t can be seen 

that for gt ~ 100 statistical effects are likely to become appreciable above about 

10 1 7 GeV. However, at the G U T scale (10 1 5 GeV) and below, i.e., the scales that w i l l 

be considered in chapters 6 and 7, such statistical variations are expected to be small. 

How can i t be decided whether a given particle species w i l l be in thermal equi­

librium? The criterion usually adopted[7,8,5,3] is T > H where T, to be defined 

more fu l l y i n the following section, is the reaction rate for interactions involving the 

species in question. The simplest way of understanding this relation is to note that 

i t requires that the reaction rate must be large compared the approximate age of the 

universe, H~1. In other words i t says that thermal equilibrium can be maintained 

only i f particle interactions occur rapidly enough for the thermal distr ibution to be 

able to adjust itself to the changing conditions resulting f rom the expansion. 

For r >• H then, a gas of particles should evolve in accordance wi th the thermo­

dynamic quantities in section (4.1). For r <C H (i.e., when they have decoupled) i t is 

also usually possible to predict their evolution so long as they start f rom equil ibrium 

at the t ime they decouple t d . Thus for massless particles, the starting point may be 

an equi l ibr ium distr ibution at decoupling of the form f ( E , t d ) — (exp(E/Td) ± l ) - 1 . 

Subsequently the number density wi l l decrease wi th the expansion n oc R~3, and the 

wavelength and hence energy of each particle w i l l be redshifted, E — 1/A = E'Rd/R. 

bo, since dn = f ( E ) d 3 k , (see (4.10)), at some later time f, f ( E , t ) = f ( E R / R d , t d ) = 

(exj)(ER/RdTd) ± 1 ) _ 1 . In a similar way, for massive particles which decouple when 

non-relativistic, the momentum |k| redshifts as i ? - 1 which implies the kinetic energy 

redshifts as R~2 and hence f{E,t) oc exp( — EkR2/RdTd). These distributions thus 

imply that [3] 

T oc /? - 1 , massless 
_ 2 . < 4 - 3 3 ) 

T otR , massive. 

Note that these arguments do not apply if particles decouple when semi-relativistic. 

Another way of looking at the problem is to consider what happens i f T < H[5]. 

There are two problems to consider, ( i) W i l l thermal equil ibrium be established? As 



Thermodynamics 61 

a typical example consider a G U T , mediated by massless gauge bosons (i.e., massless 

in the sense that T ^> m) . I t is found T oc T oc t~xl2 and hence the total number of 

interactions per particle by t ime t is just 

( 4 . 34 ) Npre = j T ( t ' ) d t ' * L ^ 
0 

by using ( 3 . 2 2 ) . So, a typical particle w i l l interact less the once during the period 

before the t ime T becomes equal to H, i.e., such interactions w i l l not occur quickly 

enough to generate or maintain thermal equilibrium. Of course, T and hence H 

and T cannot really be defined like this without assuming a thermal state to begin 

w i t h , so this is really a reductio ad absurdum argument, ( i i ) W i l l a species already in 

equi l ibr ium go out of thermal equilibrium? For example, massless particles which are 

in thermal equil ibrium but enter a period when the universe inflates, w i th H = a 

constant, and T oc e~H*t. Then the total number of interaction per particle after a 

t ime t is 
oo 

Np0st = J r ( t ' )<a '« ! • . ( 4 . 35 ) 

So again a particle w i l l interact less than once subsequent to the t ime when r w H. 

Though of course, the particles wi l l retain their thermal distr ibution of velocities, 

evolving as ( 4 . 3 3 ) . 

The condition T^H is perfectly adequate for either of the problems considered 

above separately. Bu t , i f both are to be taken into account simultaneously then i t 

may be that T is greater than H for too short a period for the particles to achieve a 

thermal state. In this case the criterion for establishing a thermal state would seem to 

be a sufficiently large total number of interactions per particle. This can be estimated 

by integrating T over the appropriate t ime period, i.e., 

= j Tdt. (4.36) N EE 

T>H 

Note again that this is a self-consistency condition. Thermal equilibrium is assumed 

to calculate N, i n order to see i f N is large enough to support a thermal state. Clearly 
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N must be significantly greater than 1 for a thermal state to fo rm — in some sense 

i t measures how likely thermal state generation is; the larger is ./V the more likely i t 

is that a thermal distr ibution wi l l be achieved. 

Of course, i t must be noted that the correct way of evolving the distr ibution 

funct ion / is through the Boltzmann equation. I t is in fact possible to jus t i fy the 

r > H condition self-consistently by carefully considering a "perturbation" of the 

equi l ibr ium distr ibution resulting f rom the fact that such a distr ibution cannot hold 

exactly i n a Friedmann universe[3]. The Boltzmann equation is particularly useful 

for phenomena which arise during the decoupling era itself, for example to calculate 

the abundances of stable relic particles. But obviously, in order to be able to use the 

Boltzmann equation an in i t i a l thermal distribution is required. This is why i t cannot 

be used here — the distr ibution before equilibrium has been established is not known, 

and so more approximate means must be resorted to. 

Equation (4.36) is the basis of the method used in chapters 6 and 7 for examining 

questions to do w i t h thermal equil ibrium in specific inflationary models. 

4.3 Reaction Rate 

In order to be able to evaluate the integral (4.36) an expression for the reaction 

rate T is required. I t is defined by[9,5] 

where (<r\v\) is the thermally averaged interaction cross-section mult ipl ied by the 

velocity. The question of interest is whether the scalar particles responsible for in­

f la t ion, i.e., the (^-particles of section 3.7, wi l l form themselves into a thermal state. 

The reaction rate for the elastic scattering of (^-particles is therefore required. For 

two identical scalar bosons (of four-momenta p j and p 2 ) interacting to produce a final 

state containing two identical scalars (of four-momenta p 3 and p 4 ) , {(r\v\) is given by 

r = n((r\v\), (4.37) 
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/ I |\ = _ L / d*Pl d*P2 1 i 
Wv\> 4 n 2 J ( 2 ^ ) 3 2 ^ ( 2 T T ) 3 2 £ 2 { e E J T - 1) (eE*/T - 1) 

x 
. ( 2 T T ) 3 2 £ 3 ( 2 ^ ) 3 2 ^ 

( 2 7 r ) ^ ( p 3 + p 4 - p 1 - p 2 ) | ^ | ^ (4.38) 

where \M\2 is the squared averaged matr ix element for the process which is calcu­

lated f r o m the Feynman rules as in section 2.1. The factor j is the symmetry factor 

associated w i t h the phase space reduction f rom the identical particles in the in i t ia l 

and f inal states. 

The density factors ( e E / T — l ) - 1 apply in the comoving frame and hence to per­

fo rm the integration over the in i t i a l momenta we need an expression for the quantity 

i n square brackets in this frame. Fortunately, this quantity is Lorentz-invariant and 

depends only on the centre-of-momentum energy because i t is just the total cross sec­

tion ( f rom (2.18)) without the flux-factor, i.e., i t is T(E)o(E), where o(E) is the total 

cross-section as a funct ion of centre-of-momentum energy per particle, E, and T(E) 

is the flux of ingoing particles. Since T = 2 E 1 2 i 2 2 | v 1 — v 2 | (as each four-momentum 

p, has components (£,-, p , ) in the co-moving frame and p , = £ , v t ) , then 

T{E) = 8E\/E2 - m 2 (4.39) 

in the centre-of-momentum frame. The quantity To is therefore calculated in the 

centre-of-momentum frame and transformed back to the co-moving frame by rewrit ing 

E in terms of the in i t i a l particles' momenta in the co-moving frame; i.e., 

E2 = I ( m 2 + EXE2 - | P l | | p 2 | c o s V) (4.40) 

where r/> is the angle between P j and p 2 . 

Once the scattering amplitude for a specific model is known To may be calculated 

and the reaction rate is then given by 

oo oo 

m m 0 

where E is defined by (4.40). 
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I n order to go fur ther w i th the programme of calculating (4.36), specific details 

of the interactions, in order to calculate T, and of the vacuum energy, in order to 

calculate H are required. In models of inflat ion based on a thermal phase transition, 

both of these require the temperature-dependent effective field theory which is the 

subject of the next chapter. 
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Finite Temperatyre Field Theory 

I t was seen in section 3 .7 that inflation could be the result of a Higgs-like symmetry 

breaking potential appearing in some Quantum Field Theory. Usually Quantum 

Field Theory is used to describe the behaviour of particles in a vacuum, for example 

scattering events at colliders. However, this is likely to be a bad approximation 

to the high density conditions which are expected at early times in the big bang 

model. I t is far more likely that thermal equilibrium held for much of the time, 

as was seen in section 3 .3 . To describe this situation i t is therefore necessary to 

reformulate Quantum Field Theory, replacing the zero-particle vacuum by a thermal 

bath, whereupon i t becomes known as "finite temperature field theory". 

In the context of the early universe, one of the more transparent ways of studying 

finite temperature field theory is via the effective potential obtained f r o m the effective 

action in the path integral formulation of field theory. This is briefly reviewed in the 

following section which ends w i t h the usual perturbative loop expansion of the effec­

tive potential. The next section shows how the temperature can be incorporated into 

this formalism and in particular, how to calculate the f ini te temperature corrections 

to the effective potential. The resulting finite-temperature effective potential is of 

fundamental importance to the study of the phase changes which might occur i n the 

early universe. Expl ic i t calculations of this potential for two specific examples that 

w i l l be used in chapters 6 and 7 are given in section 5 .3 . The chapter concludes w i t h 

a survey of general properties of the temperature-dependent effective potential. 
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5.1 The Effective Action 

Since the inflationary mechanism is almost exclusively supposed to arise f rom the 

dynamics of a scalar field, the effective potential formalism w i l l be developed for the 

simple case of a single real scalar field <j> as in section 2.1. Where appropriate, this 

w i l l be specialised fur ther to the case where the potential takes the standard Higgs 

f o r m (see f ig . 2.3), i.e., 

V(j>) = + ^<t>\ (5.1) 

to demonstrate explici t ly how calculations are to be performed. More involved ex­

amples are discussed in section 5.3. 

Before describing the effective action i t is necessary to discuss Legendre transforms 

which are an important component of this formalism. The Legendre transform of a 

funct ion f ( x ) is defined as[l] 

= / ( * ' ( ? ) ) - x ' f a t o (5.2) 

where / is evaluated at the point x' defined by 

= V . (5.3) 
dx 

For brevity this is wr i t ten as 

df 
g(n) = f ( x ) - XT) and — = n. (5.4) 

This definit ion can be understood in the following terms: to obtain the value of the 

Legendre transform at the point 77, construct the tangent to the curve / which has 

slope 77. The intercept of this tangent wi th the / axis then gives the value of g. In 

other words, the equation of the tangent, for fixed 77, is / = 77a; + g. Rearranging 

gives (5.4). 
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Figure 5.1: (a) The potential V(<f>), (5.1) illustrating the difficulty of defining 
the Legendre transform of a non-convex function, (b) The Legendre transform W 
of V given by (5.4). (c) The inverse Legendre transform V of W. 

The inverse transformation of (5.4) is given by 

f ( x ) = g(r]) + T]x and -j- = — x. (5.5) 
an 

In ordinary circumstances, i t would be hoped that / and / are identical. This is 

indeed the case i f / is everywhere convex. (For example, i t can readily be checked 

for f ( x ) = x2 that g(r)) = — n2/4 which implies / = x 2 . ) Problems arise however 

i f the funct ion is not entirely convex. As an example, consider taking the Legendre 

transform W(TI) of the potential V((f>) in (5.1). For small values of 7?, (5.4) does 

not define W uniquely[2] because there are three tangents to V w i th slope r\ (see 
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fig. 5.1(a)). This problem is rectified by selecting the min imum intercept of those 

defined by (5.4). W i t h this definition i t is found that the Legendre transform of (5.1) 

has the f o r m shown in fig. 5.1(b). I t can be seen that W is a convex funct ion. This 

is i n fact a general feature of the Legendre transform. Note the discontinuity in the 

first derivative at 77 = 0. Because of this, calculating V f r o m (5.5) gives, V{(j>) = V(<f>) 

for |* | > * m i n = whilst V(4>) = V(<f>min) for |* | < * m i n (see fig. 5.1(c)). The 

figure shows that V is in fact the convex envelope of V. This too is a general property 

of the Legendre transform. 

Af te r this preliminary, the effective action formalism can now be considered. The 

generating functional of the one particle irreducible (1PI) graphs is 

n ' 

where, for the moment, <f>c is just some arbitrary scalar source funct ion. The quan­

tities r ( n \ x i , . . . , x n ) are the one particle irreducible n-point Green's functions in 

coordinate space, and are related to their counterparts in momentum space by 

r < - » ( . „ . . . . « . ) - / @ r - ^ m * 1 + - + t.) 

x c < ( * i - * 1 + - + f c » - * , ) r ( » ) ( j b 1 , . . . , k n ) ( 5 .7 ) 

the r ^ ^ f c j , . . . , k n ) being the n-point Green's functions of the one particle irreducible 

Feynman graphs mentioned in section 2.1. 

r i P I can be related to W[J] defined in (2.26), the generating functional for general 

connected graphs, where J(x) is an arbitrary source. The relation is given, to lowest 

order i n h, by the following theorem 

exp ( j W [ J ] ^ = N j [d<f>] exp 1 ( T I P I [ ^ ] + J d*xJ{x)<t>c{x) (5.8) 

which is often employed when deriving the Feynman rules f r o m path integrals[3,4]. 

Assuming that % is small, the right hand side of (5.8) may be evaluated using the 
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method of stationary phases to give[3] 

W[J\ = r 1 P Ife c] + J d*x J(x)<t>c(x) at = -J (5.9) 

So, generalizing (5.5) to functionals, W[J] is by definition the inverse Legendre trans­

f o r m of T j p i . What is actually wanted however is a definit ion of r i P I i n terms 

of W. The generalization of the definition (5.4) can be used to invert (5.9), but as 

for the ordinary Legendre transform of functions above, the resultant functional may 

not be identical to T 1 P j . This resultant functional is defined as the effective action 

rr ffoj[2,3], 

r e f f W = W[J] - J d*xJ(x)J>c(x) and ^ = <j>c. (5.10) 

The quantity <f>c(x) is known as the classical field and, f rom the definition of Green's 

functions, is the vacuum expectation value wi th the source term present i.e., 

W(*)|o) 
(0|0) 

(5.11) 

Very often T e f f and r i P I are not distinguished in the literature, though they are 

not identical. Their difference involves an interesting physical interpretation which 

w i l l be discussed in a moment. First note that i t follows f r o m the definition (5.10) 

that 

^f r r = - J<*> <5-12> 
8<f>c{x) 

i.e., the same relation that holds for T l P I at the stationary phase point in (5.9). 

As w i l l be seen shortly, i t is this relation that makes the effective action formalism 

so useful. Also, both the effective and 1PI actions may be expanded in powers of 

momentum instead of <j>c as in(5.6), i.e., 

T^[<j>c\ = J d*x ( - V y M + i ( d ^ e ) 2 Z , p . ( * c ) + • • •) (5.13) 

where VIPI and ZIPI are now ordinary functions of <f>c. is called the effective 
eff eff 

potential and V l P i the 1PI potential. By substituting (5.7) into (5.6) and comparing 
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^37 

0 
Figure 5.2: Graphs contributing to the 1PI potential (5.14) in A^ 4 theory, 

i t w i t h (5.13) the 1PI potential may be wri t ten as the following expansion 

l W * e ) = " £ V ^ 0 ' • • •» ° ) (5-14) 
n 

i.e., i t can be calculated as the sum of all possible one particle irreducible diagrams 

w i t h n external legs carrying zero momentum. Some of these diagrams are exhibited 

i n fig. 5.2 for the potential (5.1). 

What is the difference between Vjp j and V e f f , Veff being the Legendre transform 

of the inverse transform of V l P j ? Supposing V j p j had a similar fo rm to the V(<j>) in 

(5.1) then, as explained above, the Legendre transform of i t is convex and so V e f f is 

the convex envelope of V l P i (see f ig . 5.1). I t would therefore appear that the effective 

potential cannot describe the type of symmetry breaking potential which would be 

needed to generate inflation via a phase change. Furthermore, on the grounds of 

physical interpretation, i t seems likely that V 1 P I w i l l be a better approximation to 

the potential that is actually required to describe an inflationary phase change[2]. The 
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reason may be understood by again considering a V 1 P I that is similar to (5.1), and 

its associated V e f f (see fig. 5.1). gives the min imum value of the energy density 

for a given spatial average of <f> = <f>[5,3,2]. I f \<f>\ > <f>min then the min imum energy 

is given by a homogeneous state w i t h (/> = ((>. However, for \<f>\ < ^ m i n the min imum 

energy state consists of many small domains inside each of which <f> = ±</>m; n but for 

which the spatial average value is arranged to be <j>. In the large volume l i m i t the 

surface energy of the domain boundaries may be neglected, and so any such state has 

m i n i m u m energy V ( < ^ m i n ) which is reflected in the effective potential as a straight 

line at V ^ m i n ) connecting the two original minima of V l P j . I f however, homogeneous 

states where (f> w <f> over the whole region (i.e., the field is localized on the potential) 

are demanded, then clearly the potential that appears in the Lagrangian of the theory 

plus its quantum corrections, i.e., V 1 P i , gives the energy of this state and Veff is no 

longer relevant [5]. Since in inflation models the <j> field is practically always considered 

to be localized (see section 3.7), i t is V 1 P I that must be used. 

I t can however be shown that V l P I is the analytic continuation of V^ f f to the region 

\<f>\ < < ^ m j n . This is really the sense in which V e f f is used to describe inflationary 

phase transitions[3]. Henceforth V l P I w i l l be renamed the effective potential V^ f f 

to agree w i t h the literature. W i t h i n this framework i t may also be shown that the 

localization condition does not commute wi th the Hamiltonian, and hence such states 

are unstable. Their decay rates can be interpreted as the imaginary contributions to 

the energy which appear in the formalism[5]. Such a scheme has long been useful in 

the analysis of statistical mechanics systems[6]. 

The important property of the effective potential that makes i t so useful for 

descriptions of phenomena related to symmetry breaking is evident f rom (5.12). When 

the source J vanishes then the minima of T[<f>c} give the vacuum expectation values 

of <f>, because then 

^ # 1 = 0. (5.15) 

Moreover, since the vacuum is expected to be translationally invariant (i.e., momen-
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turn conservation is not broken), f r o m (5.13) the simple derivative 

^ e f f ( ^ c ) _ 
d<j>c 

gives all the information required. The crucial point is that V^ f f may be calculated 

first , before deciding which point the Lagrangian must be expanded around e.g., in 

the event that, say, radiative corrections shift the absolute min imum of the potential. 

Hence, the issue of whether spontaneous symmetry breaking does or does not occur 

is easily decided f r o m (5.16) depending on whether or not the min imum of V^ f f is at 

* c = 0[7]. 

Should i t be discovered f rom the analysis of V^g that symmetry breaking does 

indeed occur, then a new field 4>' may conveniently be introduced, defined by 

<t>' = <t> ~ W (5-17) 

where (<l>) is the expectation of (j> in the asymmetric vacuum. The analysis then 

proceeds exactly as for the Higgs mechanism (see section 2.3). So, in the example (5.1) 

(</>) = ^min i s required. 

As might be anticipated, apart f rom a very few simple cases, Veg cannot not be 

calculated exactly and so the question of how to expand the effective potential in a 

perturbative series must be addressed. Since the aim is to explore all possible vacuum 

states at once, an approximation scheme which reflects this is needed. Following 

Coleman and Weinberg[7], a parameter a is introduced which multiplies the total 

Lagrangian of the system, 

^ ^ . f l l i a - 1 ^ , ^ ) . (5.18) 

Now consider an arbitrary 1PI graph that would appear in the effective poten­

t i a l (5.13), for example one of those in fig. 5.2, which has / internal lines and V 

vertices. I t w i l l be mult ipl ied by a factor aJ~v because each vertex incurs a factor 

(5.16) 
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a - 1 , but each propagator provides a factor a because i t is the inverse of the differ­

ential operator in the quadratic terms of £ . Furthermore, i t is easy to see that the 

number of loops in a graph is / — V + 1, so a diagram wi th no loops w i l l be multiplied 

by a - 1 , w i t h one loop by unity, w i t h two loops by a and so on. Thus an expansion of 

the effective potential i n which the first term is the sum of all zero-loop graphs (i.e., 

tree graphs giving the original potential) , the second term is the sum of all one-loop 

graphs, and so on, is an expansion in powers of a. This is equivalent to an expansion 

in powers of ft[8], but a more important point is that since a multiplies the total La-

grangian the approximation is unaffected by field redefinitions or the details of how 

C is split into free and interacting parts. The loop expansion is therefore suitable for 

the purpose of surveying the vacua of V(<f>) before any particular one is chosen. 

The renormalization conditions which are required in perturbation theory may 

all be expressed in terms of the quantities in (5.13). For example, w i t h the potential 

(5.1), the mass is renormalized to one loop level by setting i t equal to the inverse 

of the propagator at zero momentum r( 2)(0,0) i.e., (2.30), which, on using (5.14), 

implies that [7] 

„ 2 _ ^ik (5.19) 

Similarly, the coupling constant is usually defined as the four-point funct ion at zero 

external momenta r<4)(0,0,0,0) i.e., (2.32), so again f rom (5.14) 

d<t> 
(5.20) 

Likewise, though i t is not required in calculating the effective potential, the field may 

be renormalized by setting 

Z e f f ( 0 ) = 1. (5.21) 

The effective potential for (5.1) w i l l now be calculated explicit ly to one loop 

order. I t proves to be notationally convenient to split up the Lagrangian into free 

and interacting parts in a slightly different way f rom normal (as in section 2.1). 
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Figure 5.3: Diagrams for calculating the effective potential for (5.1) to one-loop 
order (5.22). 

Instead, the mass term is considered to be part of the interaction Lagrangian so that 

there are two vertices w i t h couplings \i and X and the propagator is now massless, 

i.e., l / k 2 . The one loop correction is thus the sum of diagrams shown in f ig . 5.3. The 

n t h te rm in the sum is the diagram which has n vertices, each of which provides a 

factor fi2-\-^X<f>2 (the ^ because exchanging the two external lines does not give a new 

diagram) and n internal lines, each of which provides a 1 / k 2 propagator. Reflections 

and rotations of the diagram do not give new diagrams either so this term also has 

a factor l / 2 n . Integrating over the loop momentum thus gives the one-loop effective 

potential as 

- v W + \B*U LC* • ( 4 ^ ) " • <"»> 
where the terms in B and C are the renormalization counterterms for the mass and 

coupling constant respectively (see (2.29), a term ^A(dll(j>)2 would be included in the 

Lagrangian to renormalize the wavefunction). The series inside the integral may be 

summed yielding 

V M ) = V ( , c ) + \B<I>1 + + \ J In ( l + , (5.23) 
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in which the integral has been rotated to Euclidean space and 

m 2 U N _ PVeft = V + \H\ (5.24) 

which is the reason the n2 term has been included as part of the interaction. It is 

straightforward to generalise this derivation to show that (5.23) applies to a scalar 

field with any polynomial self-interaction[2] (with the appropriate counterterms to 

match). 

An interesting observation[9] can be made at this point. If just the kQ integration 

is carried out in the correction term in (5.23) then it is found that 

1 f d3k I 

K f f ( ^ ) = V(4>e) + - J j f f i s y / * + rn*{4>c). (5.25) 

This adds weight to the claim that this quantity (really being V l P I ) gives the quantum 

corrections to the classical potential for a localized state. Fluctuations of the field <f> 

about the value <f>c wil l have a frequency given by the curvature (5.24) at that value 

of <f>c, and the energy of such a mode will be y/k2 + m2(4>c). This is converted to 

an energy density by the integration, and so the correction term is the sum over all 

zero-point energies of fluctuations of <f> about the classical value <f>c. 

In order to fully evaluate the integral in (5.23) renormalization must be carried out 

(see section 2.1). I t is first of all regulated by cutting it off at some large momentum 

k2 = A 2 , after which i t is easily evaluated, giving 

VMc) = V{*) + -B<j>c + ^ c < f > c + 3 2 7 r 2 + -g4-r {—^r-) ~ 2) <5-26) 

after discarding terms that vanish for large A. Applying the conditions (5.19) and 

(5.20) i t is found that 

and 
3A2 / , (V 

° = - ^ k 5 * 1 + 1 ) ( 5 - 2 8 ) 
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so that finally 

1 9 ,0 . A ,A . 1 
K f f(<^c) = ^ + t A + 

2 r -re 4,-rc m U ) b . ( = ^ ) - | A ' * ; - ^ 
2 

(5.29) 

after discarding irrelevant constants. On substituting (5.24) it is found that for small 

values of (f>c the argument of the logarithm term in (5.29) is negative, though it is 

positive near the minimum of (5.1) at 4% — 6/i 2 /A. This is the source of the imaginary 

contributions to the effective potential referred to above. 

It should be noted that this method of summing all possible n-loop graphs, al­

though conceptually clear, is extremely cumbersome beyond one-loop order. A more 

sophisticated method involving tadpole diagrams[10] is available for second and higher 

order calculations but such accuracy will not be needed here. 

5.2 Finite Temperature 

What happens if the usual zero particle vacuum is replaced by a thermal bath? 

In section 4.1 (for vanishing chemical potential / / ) , it was shown that the thermal 

average of an operator O may be written as (4.6) 

where j3 is the inverse temperature l/T. The trick is to treat the factor e~@H as an 

imaginary time development operator[3]. For example, consider the two point Green's 

function for particles in a heat bath with a temperature 1//?, 

W , - , ) ) , - ^ - ' " ™ ^ . (5.3,) 

If the usual definition of time ordering is extended to cover imaginary times, in a way 

which is compatible with the usual definition in Minkowski space, then 

{ 6(x)d>(y) if ixn > iyn 

v\ my) o yo ( 5 3 2 ) 

(f>{y)(f>(x) i{ix0<iy0. 
Utilising this definition, and the cyclic property of traces, it is found that (5.31) 
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evaluated at, say, x 0 = 0 and — i/3 < yQ < 0, is 

(T^(x-y))^ = T r [ e - ^ ( y o , y ) ^ ( 0 , x ) ] / T r e - ^ 

= T r [ ^ ( 0 , x ) e - ^ ^ ( y 0 , y ) ] / T r e - ^ 

= T r [ e - ^ e ^ ^ ( 0 , x ) e - ^ ( » 0 , y ) ] / T r e " ^ 

= T r [ e - ^ ^ ( - ^ , x ) ^ ( y 0 , y ) ] / T r e - ^ 

(5.33) 

rO = _ ifi 

Hence i t can be seen that operators at finite temperature become periodic in the 

imaginary time direction with period ft. In a similar way it may be shown that 

fermions are anti-periodic in imaginary time[3], i.e., 

(5.34) 

It is a simple matter to generalise this to n-point Green's functions, and hence the 

conclusion is that the difference between the zero and finite temperature cases is a 

difference in the boundary conditions. 

The path integral approach is particularly expedient for finite temperature field 

theory because i t leaves the boundary conditions unspecified. The whole formalism of 

generating functionals and effective potentials derived in section 5.1 is thus directly 

applicable. The only change is the Euclidean time limits in the action integral[3], 

viz., 

J dAxE -* J dr J dzx (5.35) 

and since periodic boundary conditions imply discrete values of momenta k0 —> 2irT, 

so that in momentum space 

/ d4k -+2nT I d3k. 
J n=-oo ^ 

(5.36) 

So, for example, the effective potential to one loop at finite temperature can be 

calculated from the same diagrams as the zero temperature case (fig. 5.3) but with the 
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Feynman rules modified by (5.36). So the effective potential (5.23) derived from (5.1) 

becomes [2] 

V M C ) = V{+e) + -T £ I 7 C T M k 2 + V™T? + m 2 M \ (5-37) 
n=—oo * ' 

where again m2{<j>c) is again given by (5.24) and the counterterms have been omit­

ted temporarily. The sum over n diverges, but it can be re-expressed by using the 

following equality [11] 

d / V ^ , „ „ „ 9 X \ ^ 2E 

a n ? l n ( ( W ) 2 + £ 2 ) ) = ? w + ^ 

\ n = l 

£ / 2 T T T 2TTT 

TTT V ^ n 2 + (E/2irT)2 E I (5 .38) 

= i c o t h ( £ ? / 2 r ) 

_ 1 1 
2 ' 

where E2 = k 2 + m 2 ( ^ c ) and the third line follows after summing the series[12]. 

Integrating (5.38) with respect to E and substituting in (5.37) gives 

V«(te*T) = V ( « y + / ( f + T l n ( 1 - e _ £ / T ) ) • ( 5 - 3 9 ) 

The first term in the integrand is simply the zero-temperature one-loop correction 

obtained in (5.25) while the second term represents the contribution of the heat bath. 

Writing this second term in spherical polars and then substituting x = | k | / T gives 

the finite temperature effective potential as 

\ Z f f ( ^ , r ) = y e f f ( ^ c ) - r ^ 2 / ^ * 2 l n { l - e x p - y ^ 2 + m2(<f>c)/T2 } , (5.40) 
o 

i.e., i t is just the one-loop result at zero temperature plus a finite-temperature cor­

rection. Note that this temperature-dependent correction is finite which means that 

the counter terms (5.27) and (5.28) which make the zero-temperature potential finite 

also serve to renormalize the temperature-dependent potential. 



Finite Temperature Field Theory 79 

A similar calculation shows that a gas of fermions which couple to the (^-particles 

and are in thermal equilibrium with them will give a contribution to the effective 

potential of the form 

- 4 ^ 1 Jdxx2\n^l + exp -y/x2 + m2((f>c)/T2 J (5.41) 

where now m(<f>c) is the fermion mass in the shifted vacuum. The factor 4 counts the 

fermion/antifermion spin states while the minus sign is due to the Fermi statistics. 

The temperature dependent effective potential (5.40) can be considerably simpli­

fied at high temperature by approximating the integral. First of all the integral in 

(5.40) is written as 

oo 

/ ( a 2 ) = J dxx2 ln[ l - exp( - (x 2 + a 2 ) 1 / 2 ) ] (5.42) 

where a 2 = m 2 (<^ c ) /T 2 . High temperature corresponds to small a 2 so a Taylor ex­

pansion about a2 = 0 is required. The first term is 

poo 
7 ( ° 2 ) L 3 = o = / dx x2 \n(l - e~x) 

Jo 

45 

and the second term is 

dl{a2) 
da"- = ° 7 

a2=0 JO 

dx- x 
ex - 1 

™\<t>c) ± 
T 2 12 

(5.43) 

(5.44) 

from a table of standard integrals[12]. So the high temperature expansion of (5.40) 

begins 
j _ 
90" " ' 24 

KMT) = V e f f M - - - 7 r 2 r 4 + i - m 2 ( ^ ) r 2 + (5.45) 

Further terms may be obtained with rather more effor t [ l l ] . 
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Substituting (5.24) into (5.45) gives the high temperature expansion of the effec­

tive potential resulting from (5.1), i.e., 

KM T) * - \ M + A*« - £ 7 * + ^ + ± ? f (5.46) 

where the zero-temperature one-loop terms (in (5.29)) have been ignored because they 

are small compared to the tree level part. This simplification has been introduced 

because it will make the further analysis in chapters 6 and 7 more tractable. 

For completeness it should be added that it is possible to approach finite tem­

perature field theory in a more physically intuitive way by using Minkowski space 

propagators in the so called "real time formalism" (the method just described is 

sometimes known as the "imaginary time formalism"). The boson propagator at 

finite temperature is then[l l] 

i 2 i r 

W^W^TTt

 + 7 ^ i s i k ~m ) (5-47) 

i.e., the propagator is the usual one in Minkowski space, but if the particle is emitted 

on mass shell (fc2 = m 2 ) then it must be indistinguishable from the particles in the 

heat bath and comply with their statistical distribution. The main advantage con­

ferred by this approach is that the zero-temperature and finite-temperature parts are 

separate right from the start of the calculation which is often an aid when calculating 

physical processes[13]. 

5.3 Further Examples 

The temperature-dependent effective potential to one-loop order will now be cal­

culated for two particular models that will be used extensively in the next two chap­

ters. The first is the Coleman-Weinberg potential which has some interesting features 

in its own right. It is the potential for a scalar field theory which has no explicit mass 

term and couples to gauge bosons. The simplest possible case is a massless complex 

scalar singlet field coupled to the gauge boson of a U(\) gauge group — "massless 
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Figure 5.4: One-loop diagrams for the Coleman-Weinberg potential. In the 
Landau gauge (5.49) only the diagrams in (a) contribute to the effective potential, 
any diagram of the form in (b) vanishes. 

scalar QED" — i.e., (2.35) without a term in fi2. The Lagrangian is thus 

L = + V ~ ~ \ V " + counterterms (5.48) 

where e is the coupling to the gauge field and F M „ = dflAv — dl/Afl is the gauge 

field strength tensor. The scalar potential at tree level is V{<j>) = A<^4/4!. 

First the zero-temperature effective potential is calculated. It might seem that 

all the diagrams in fig. 5.4 need to be summed along with the pure scalar graphs of 

fig. 5.3, each scalar line being either a <f>^ or <f>2 particle. However the calculation can 

be simplified in two ways. Firstly, because the effective potential can only depend 

on <j>c = yj<f>i + 4>2-> o m v g r aphs with one of <f>x or <j>2 on the external legs needs 

to be included. Secondly, working in the Landau gauge, where the gauge particle 

propagator is 

_ ( M 9 ) 
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i.e., (2.36) with f = 0, removes an entire class of diagrams[7]. The reason can be 

understood by considering the gauge-scalar-scalar vertex. If one scalar is internal and 

one external as in graphs like those of fig. 5.4(b), then, because the external scalar 

momentum is considered to vanish, the internal scalar and gauge particles have the 

same momenta. Contracting k^ with (5.49) gives zero and so all diagrams with a 

vertex like fig. 5.4(b) vanish. 

To summarise, the one loop correction may be calculated by summing the dia­

grams in fig. 5.3 with the internal loop containing either (f>l or </>2 plus all the diagrams 

in fig. 5.4(a) with the gauge particle in the internal loop. For each set of diagrams 

the sum is the same as (5.23) but with 

™ 2 ( < j > c ) = ^ * (5.50) 

and with a factor 3 to count the degrees of freedom of the gauge particle loops, so 

that to one loop V e S is 

This can be regulated as before by cutting off the integral at k2 = A 2 giving 

Then using (5.19) with fi2 = 0 gives 

AA2 

(5.53) 

Unfortunately, (5.20) cannot be used to define the coupling because the log term in 

(5.52) implies that the fourth derivative of V ^ p is infinite at 4>c = 0. Instead, an 

arbitrary mass scale is introduced by moving the renormalization point to <f>c = M , 
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i.e.. 

d<t>: 

which gives 

= A (5.54) 
<i>c=M 

11 A 2 3A2 A M 2 

C = - 3 2 ^ - 3 2 ^ l n ^ A 2 - ( 5 - 5 5 ) 

The effective potential is therefore 

^ ) = ^ + ( T ^ + ^ ) ^ ("4-!)- <5-56> 
I f A is assumed to be of order e4 then the term in A 2 may be ignored as negligible 

compared to the others. By differentiating (5.56) i t is easy to see that there is a 

new absolute minimum of this potential which is not at the origin, and that there 

is a maximum at 4>c = 0. It therefore appears that the radiative corrections to the 

effective potential have induced a symmetry breaking. 

The renormalization parameter M is completely arbitrary — changing its value 

merely results in a reparameterisation of V e f f . It is equivalent to modifying the renor­

malization subtraction point (see section 2.1). So, M might as well be set to some 

convenient value, if only to remove it from further consideration. The natural choice 

is to set M — <^m i n the new absolute minimum of V[7]. Since (c?V/rf< )̂ i^=^ m i n = 0 t f l i s 

means that 

A - i i e < (5.57) 

which implies that 

V « f f W - ^ ( l n ^ - i ) . (5.58) 
x T min ' 

So it may be seen that the original specification of the potential in terms of two 

dimensionless parameters e and A has been turned into a specification in terms of e 

and < f > m [ n , a parameter which has the dimensions of mass. This phenomenon is called 

"dimensional transmutation" [7]. 
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Usually one-loop corrections make no difference to the position of the vacuum in 

the effective potential, and so the perturbative expansion should remain trustworthy. 

But when such a radical change to V^ff as (5.58) is made the validity of the loop 

expansion must be checked. Higher order loop diagrams generate higher powers of 

e 4 ln (<^ c /^ m i n ) (a factor such as this is known as the loop-expansion parameter) and 

near the new minimum <^ m j n these log terms will be small. (For precisely this reason 

it can be shown that a pure massless \(f>4 theory cannot acquire symmetry breaking 

in this way.) Hence, assuming that the coupling e < 1, the loop expansion should 

still be valid and so the radiative corrections do indeed induced symmetry breaking. 

The assumption that A is of order e4 can be relaxed by using the renormalization 

group equation[2,7]. 

Next the finite temperature corrections must be included. As was noted pre­

viously, no further renormalization is needed at finite temperature — the one-loop 

T-dependent correction to (5.58) is therefore just five times the integral in (5.40), 

corresponding to the two scalars and one gauge particle running around the loop, but 

with m2(</>c) given by (5.50). Substituting (5.50) into (5.45) gives the high tempera­

ture expansion of the effective Coleman-Weinberg potential[3], i.e., 

K , ( ^ , r ) = ^ * ; ( i n | - - i ) + ^ ^ ( 5 . 5 9 ) 

where non-^-dependent terms have been ignored. 

The second example to be calculated in this section is an ordinary scalar potential 

(like (5.1) but with positive /x2) which also has a cubic coupling 8pL<j>z, i.e., 

W) = ^ V - ^ 3 + ^ 4 - (5.60) 

This is the most general renormalizable scalar potential with only self interactions[14]. 

This case is rather less involved than the Coleman-Weinberg potential because the 

double-well vacuum structure (for suitable 8, y, and A) is already inherent in (5.60). 

I t must be noted however, that the cubic term means the usual reflection symmetry 

of C about <f> = 0 is lost at tree level. 
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Figure 5.5: One loop diagrams involving the cubic coupling. Each diagram is 
added to the corresponding term in fig. 5.3. 

The zero temperature one-loop sum proceeds as before but with an extra set of 

diagrams involving the cubic coupling (see fig. 5.5) so that now 

m2{<j>c) = fi2 - 8fi<t>c + -<f>2

c (5.61) 

instead of (5.24). The loop integral is again regulated in the standard way giving 

(5.62) 
64TT2 y A 2 

where the counterterm D is needed to renormalize the cubic coupling, while E must 

be included because reflection symmetry can no longer be invoked to guarantee that 

i t wil l remain zero in higher orders of perturbation theory. Corresponding to these 

two new counterterms are the two renormalization conditions 

d3V„ eff = -Sfi and 
o d<Pc 

= 0 (5.63) 

along with (5.19) and (5.20) which are used to renormalize the mass and quartic 
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couplings. Applying these renormalization conditions to (5.62) gives 

B = 

C = 

D = 

E = 

1 
32TT 2 

1 
32^2 

1 
32TT 2 

1 
3 2 T 2 

-AA* - 62fi2 - (A + 6'l)f In 

- 3 A 2 + 6<52A - 64 + A 2 In ^ 
A^ 

A 2 

—S3p, — ZSXfi — 3(5A/xln 
A 2 

b~H^ + Sfi* In 3 u . i f l 
A 2 

(5.64) 

so that the one-loop effective potential is 

647T-

+ ( ^ - ^ A - M ^ + r a U ) l n ( I ! 7 
m 2 ( ^ ) 

2 (5.65) 

The temperature dependent correction is just the integral in (5.40) but with m2(<^>) 

given by (5.61). The high temperature expansion for this case is 

1 2 12 ^ J.3 , ^ J4 
4! 

Sp. 
24' 

_A_ 
48 

(5.66) 

where again the zero-temperature one-loop corrections in (5.65) have been ignored 

because they are small compared to the tree level terms. 

5.4 The Temperature Dependent Effective Potential 

Very many features of V^ff (T, <j>) can be understood by examining its high temper­

ature expansion; for example (5.46) which stems from the potential (5.1). The term 

proportional to 7"4 is the pressure due to the gas of particles (see (4.21) and (4.22)). 

The temperature dependent particle mass is defined as the coefficient of the quadratic 
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Figure 5.6: The finite-temperature effective potential for (5.1) given in (5.46). 

terms in this potential at the minimum i.e., m{(f),T) = {d2V^ld(f>2)^ . When this 

is evaluated at <f> = 0 for (5.46) one obtains 

m(̂  = 0,T) = V + ^ 2 (5.67) 

which can be made positive by making the temperature sufficiently large. Also, this 

minimum at <f> = 0 will be unique if the temperature is high enough, and hence the 

symmetry of the Lagrangian will be restored. 

This is in fact a generic feature of finite temperature field theory for any symmetry 

breaking potential[2,3]. It can be compared with traditional statistical mechanics 

systems, like for example ferromagnets, which have a rotationally symmetric phase 

at high temperature which is spontaneously broken if the temperature falls below 

the Curie point, and spontaneous magnetisation results[15], Indeed, a very similar 

mathematical formalism may be used to describe the two cases. It may be seen from 

fig. 5.6 that this symmetry restoration occurs with the first example of section 5.3, 
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v(#) 
4 II 

> 6 to 0 min nun 

Figure 5.7: The finite-temperature effective potential (5.59) for the Coleman-
Weinberg potential in section 5.3. 

but not with the second due to the fact that the zero-temperature potential is not 

symmetric (i.e., is not a symmetry breaking potential). 

Thus it seems that finite temperature field theory generates a potential whose 

evolution (see fig. 5.6) as the universe cools can describe the phase transitions which 

may have occurred in the early universe. Such a phase transition is characterised by a 

critical temperature Tc which is defined as the temperature at which the minimum at 

<f> = 0 and the asymmetric minimum become degenerate. On dimensional grounds Tc 

is expected to be similar in magnitude to the symmetry breaking scale of the potential. 

I t can be estimated from the high temperature expansion by some simple algebra. 

For example, from (5.46) it found that 

24// (5.68) 

There are two reasons why this is likely to be only a rather crude estimate; first 

because the high temperature expansion (5.45)is not adequate at T — Tc and secondly 
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Y(6) 

II 

0 
Figure 5.8: The finite temperature effective potential (5.66) for the general self-
interacting scalar potential in section 5.3. 4> = 0 occurs at the left hand minimum 
of the T — 0 potential. 

because near the critical temperature higher loop contributions will make significant 

contributions to the effective potential[9]. 

The two examples of the previous section may be used to illustrate the two generic 

types of phase transition. The first (5.59) can describe the second order phase tran­

sition of "new inflation" (see fig. 5.7). The flat plateau due to the log term, and the 

absence of an explicit mass term, make for a long period of "slow rolling'1 (assum­

ing the field can be localized at the origin initially) which can generate the required 

amount of inflation. 

The second example (5.66) could be used to describe a first order phase transition 

in which the field becomes trapped in the false vacuum near the origin and must 

tunnel out. Unfortunately, as is obvious from fig. 5.8, as i t stands this potential 

cannot in fact generate the required false vacuum state because the high temperature 

minimum is skewed too heavily towards the low temperature absolute minimum by 
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the 8n<f>T2 term[14]. This can be rectified by the addition of fermions which have 

a Yukawa coupling to <j> whose negative contributions, i.e., (5.41), will (for suitable 

couplings[14]) move the high temperature minimum back towards the origin without 

affecting the zero-temperature potential. Alternatively, (5.60) may be thought of 

as just an approximation to a more complex symmetry breaking potential (like, for 

example fig. 3.5) in which 8 parameterises the size of the barrier between the two 

vacua. 

These potentials together with the thermodynamic quantities of the previous 

chapter form the core upon which the investigations of chapters 6 and 7 are based. 
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ItmfflatioffD Model: 

All the elements that are required to determine whether a model of inflation can 

generate an initial thermal state have now been assembled. The general formalism 

designed to answer this question is demonstrated in section 6.1. Sections 6.2, 6.3 

and 6.4 then apply this formalism to three specific inflation potentials, and illustrate 

the resulting constraints on the parameters of the potentials that the method implies. 

The final section provides some conclusions. 

6.1 Methodology 

As remarked in section 4.2, the method is basically a self-consistent estimate of 

the total number of interactions per inflaton N , (4.36). It is self-consistent in the 

sense that thermodynamic equilibrium is assumed so that a temperature T can be 

defined and hence the reaction rate T and the thermodynamic quantities defined in 

section 4.1 can be calculated. These quantities also determine the time evolution 

of T and H via the Friedmann equations (3.14) and (3.15). N may then be estimated 

by integrating T with respect to time between the points where T and H cross each 

other, this being roughly the time period over which equilibrium applies as discussed 

in section 4.2. Because this region of interest, through which the equations must be 

evolved, occurs precisely when the transition from radiation dominance to vacuum 

dominance is happening, analytic calculation of these quantities becomes quite in­

tractable. Numerical evaluation by computer must therefore be resorted to. First of 
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all, however, the general principles will be illustrated with a greatly simplified "toy 

model". 

It is convenient to combine the two Friedmann equations (3.14) and (3.15) by 

using the identity 

£ ( ! ) 2 - ( ! ) ( ! - ( ! ) } 
The toy model assumes the dominance of a single massless scalar species so that, 

including a constant vacuum energy, p — pr+pv where pT is given by (4.21) with g = 1. 

Substituting this into the Friedmann equations (3.14) and (3.15) and these into (6.1) 

shows that f / T = -R/R, i.e., (4.26) still applies. So, from (3.14), 

Integrating with respect to t gives, instead of (4.27), 

1/4 1 
(6.3) 

% / s inh(2 / / A f ) 

where H\ = 8irGpv/3. For small t, i.e., before pv dominance, so that sinh(x) x, 

(4.27) is recovered, whereas for large after pv comes to dominate 

1/4 

(6.4) 

which is supercooling due to the inflation. From (6.3) it follows that 

H = - ^ = HAcoth(2HAt). (6.5) 

The other approximation to be made in the toy model is 

T « n < r ( £ a > ( £ a v ) (6.6) 

where n is given in this case by (4.20) and £ a v , (4.16), is 
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Figure 6.1: The behaviour of the Hubble parameter H, (6.5), reaction rate T, 
(6.9), and temperature T, (6.3), for the toy model. The choice of parameters is 
fi = 10 1 4 GeV and A = 1. The vertical axis units are 10 3 5 s _ 1 for H and T 
and 10 1 4 GeV for T. The total number of interactons N would be estimated by 
integrating T between the points A and B. 

For massless particles v = 1, and the total cross section is taken as that given by a 

generic four point coupling A (see table 2.1) so that o~(E) to tree level, using (2.18), 

is 

Putting these together yields 

r = 3 o 2 c ( . 3 . ) 3 A a r w 8 . 3 x i o - 5 \2T. 
647T 1 1 

(6.9) 
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A scale for the vacuum energy is now set by assuming the potential that generates 

inflation has the simple Higgs form (2.39), ignoring for the moment the fact that 

this implies a mass for the inflatons. Setting zero vacuum energy at the asymmetric 

minimum therefore implies 

P v = Vtf = 0) - V{<t> = <£ m i n ) = (6.10) 

Fig. 6.1 shows the behaviour of H, T and T obtained if the parameters A = 1 and 

H = 10 1 4 GeV are chosen, values that would be typical if this were a G U T symmetry 

breaking. This is the behaviour one would hope for to generate a thermal state 

before inflation starts. H starts out as 1/2* during radiation dominance, but becomes 

constant during inflation. During the radiation dominance epoch Y oc t~ll2 and in this 

case crosses H. The quantity N would be calculated from this figure by integrating T 

between the points A and B and constraints could be obtained on the parameters fi 

and A by making a contour plot of the resulting levels of N. Only parameters that 

produced a value of N significantly greater than 1 would be acceptable. Even for 

this simple model the integration would have to be done numerically as it will for 

the more complete models in the following sections, but the approximate shape of 

the contours may be predicted in advance by the following procedure. Dividing (6.9) 

by (6.5) using (6.10) (and replacing G by Mpf from (1.1)) gives 

r _ 30 2 45 1 / 4 C(3) 3

 9 / 4 M P 1 tanh(2flA<) 

H 128TT12 ^ ^ 8 i n h ( 2 f f A < ) ' 1 ' ' 

The maximum value of the function tanh(x)/ y/sinh(z) is l / y / 2 and hence 

H 128N/27T 1 2 H ' ft 

Now, constant values of ( r / i / ) | m a x imply roughly constant values of N and in partic­

ular, the condition (T/H)\mAX = 1 gives the value at which T and H just cross. Thus 
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the contours are expected to be fairly close to 

H max 
= 2.42 x 10- 5 A 9 / 4 

M P 1 

(6.13) 

and these are shown in fig. 6.2. 

A note should be made here about the effective number of particle spin states g^. 

scalar potential, it is only important for the scalar field to be in equilibrium with itself. 

So in the calculation of the reaction rate by (4.41) g has been set to one. However, 

when calculating the energy density to insert into Einstein's equation, contributions 

from all the other fields must also be included. These other fields will only contribute 

if they too are in thermal equilibrium, though it is possible to imagine cases where 

the ^-particles are in equilibrium and the other particles are not. It requires a further 

calculation (similar to the one that is made for the ^-particles) to check this. To keep 

things simple, only models where <f> alone is the relevant field will be considered in 

the following sections, and so gt can be set to one. Other reasonable choices of gt 

would not affect the results very much. 

The full numerical procedure that is to be followed in sections 6.2-6.4 will now 

be detailed. By assuming thermodynamic equilibrium pT and pT, the energy density 

and pressure of the inflatons, can be calculated. The general expressions are required 

because the inflatons are expected to have a mass of a similar scale to the vacuum 

energy. Since they are functions of T, following the same procedure that lead to (6.2) 

from (6.1), the general expression 

is obtained, again assuming p = pT + pv where pv is constant. There are several inputs 

that are required from the temperature dependent effective potential of the particular 

model. First of all, the temperature dependent mass m(T) enables pT and pT to be 

determined at any given temperature by numerically integrating (4.13) and (4.14)[1], 

From the point of view of inflation, which requires that pv be generated by the effective 

1 TTPT At dT 
3 V 8irG(pT + p )>(p + p ) 

(6.14) 
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Figure 6.2: A contour plot of (T/H)\max in fi-X parameter space defined by 
(6.13). A contour plot of N as a function of the same parameters would be 
expected to look similar to this. The contour level ( r / H ) \ m a x = 1 gives parameter 
values for which the curves for T and H just cross. 
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The second input is the value of pv obtained by setting the vacuum energy in the 

asymmetric minimum of the T = 0 potential to zero. Dividing the temperature range 

of interest into a large number of steps and numerically integrating (6.14) over each 

stepfl], now yields T(t) given an initial jT(f t ) , the starting point for the evolution. 

H(t) can also be calculated from (3.14), since pT is known at each temperature step. 

The initial condition T(tj) is determined by assuming radiation dominance when the 

evolution is started far above the pv-sc&\e. T ( i , ) is then determined from (4.27) which 

is equivalent to setting T —* oo as t —* 0. The third requirement of the potential is the 

coupling(s) of the inflatons which, along with their mass, allow the total cross section 

to be calculated from (2.18). T(t) can then be computed by numerically evaluating 

the triple integral in (4.41)[2] at each step. As the evolution proceeds step by step, 

values of T which are found to be larger than H are accumulated. Finally, N is 

determined from these collected values of T by an area summation rule[3], assuming, 

of course, that the entire T > H region has been captured in the evolution. 

This complete procedure is then iterated, varying the values of the parameters 

which appear in the potential. A sufficient density of points in the space defined by 

these parameters allows contour levels of constant N to be interpolated. 

The results of this programme are now described in detail for inflation models 

which rely on the specific potentials determined in chapter 5. 

6.2 Pere Scalar Potential 

Possibly the simplest model that could be considered is one where the inflaton 

sector is a pure scalar with the Higgs like potential (5.1), i.e., it is like the toy model 

but with the mass and reaction rate treated correctly. As was seen in section 5.2 the 

thermal corrections give[4] 

V*(4>> T) = - i M V + ±<f + } _ H

2 T 2 + P v . (6.15) 

The fact that there is no false minimum at <f> = 0 in the zero temperature potential 

(see fig. 5.6) means that this potential can only be used to describe a second order, 

or "slow-rolling", phase transition as in new inflation[5]. 



Inflation Models 99 

The four-point coupling A gives the tree-level cross section (6.8). Again, as 

in the toy model, the vacuum energy density pv is determined by requiring that 

Veft(<j) = ^nun,?1 = 0) = 0, to agree with observation today, giving (6.10). And, as in 

section 5.4, the temperature dependent mass when the field is localized at cf> = 0 and 

high temperature is (5.67), i.e., 

m\T) = V + A r 2 . (6.16) 

From this it may be seen that m(T) —• 0 as T —> iy/24/z2/A, the critical temperature, 

so it might seem that there would be a problem defining a mass for the scalar particles 

below the critical temperature. This is simply due to the fact that there is no longer 

a minimum of at (f> = 0. The gradient dV^/dcfr becomes negative near here, and 

so it is presumed that the vacuum expectation value will start evolving away from 

<)> = 0 as soon as the critical temperature is passed. Since it is difficult to know the 

precise details of how this evolution will occur, and since the one-loop potential is 

known to be untrustworthy near the critical point due to the contributions of higher 

orders in perturbation theory[6], the following approximation is used. As soon as the 

critical temperature is passed it is assumed that field becomes localized in the new 

minimum, in other words the evolution between vacua is assumed to be instantaneous. 

This approximation will be justified later. The mass in this new minimum given by 

d2VGJRld<f>2 is now m 2 ( T ) = 2y? — A T 2 / 1 2 . Moreover, the value of the potential at the 

new minimum will not have reached zero so, for a time, there will be a temperature 

dependent vacuum energy density 

>> - W - i H • < 6 n ) 

The procedure outlined in section 6.1 can now be followed, though below the 

critical temperature (6.14) must be modified slightly to 

d t = * / X MPT + P , ) D T ( F U G ) 

3 V 8KG(PT + P V ) I ( P T + P T ) 

to handle the temperature dependent pv of (6.17). The consequent evolution of H, T, 

T, and 5 is plotted in fig. 6.3 for the choices A = 1 and fi = 10 1 4 GeV. The cusp-like 
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Figure 6.3: A plot of the expansion rate H, reaction rate T, temperature T 
and entropy density s as a function of time for a model based on the pure scalar 
potential of equation (6.15). T(m = 0) is the massless limit of reaction rate (6.19). 
The choice of parameters in (6.15) are fx = 10 1 4 GeV and X — 1. The vertical axis 
units are 10 3 5 s"1 for H and T, 10 1 4 GeV for T and 10 6 5 J K - 1 m - 3 for s. 

point in the reaction rate at the critical point is due to the mass being swapped from 

m 2 = -y? + A T 2 / 2 4 to m 2 = 2/i 2 - XT2/12. In the limit m -» 0 the reaction rate 

(4.41) may be integrated exactly for the cross section (6.8) giving 

r ( m = 0 ) = ( 2 4 ) ^ 0 ) T 

(where Riemann £(3) ss 1.202). This is also plotted in fig. 6.3 and it can be seen that 

T does take this value at the critical point where m —+ 0. Despite the reaction-rate 

(6.19) 
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cusp, the entropy density is continuous and smooth so that at least the model is 

consistent. In fact the real situation is not expected to be very different from this 

because the large value of A (= 1) that has been used implies a very short period 

of evolution between vacua. The quantities displayed in fig. 6.3 can only possibly 

be valid during the time when T > H, and then only if sufficient interactions have 

occurred for a thermal state to form. If A is reduced too much, T will not cross H at 

all. In fact T < H for all t if the tip of the cusp is less than H(TC). By making the 

approximation that the critical temperature occurs during the radiation dominance 

period, and then calculating H(TC) from (3.14) by ignoring pv and using (6.19) to 

find r ( T c ) (and replacing G with Mpf, (1.1)), it may be found that 

A > ( y f ( 2 4 ) 2 6 4 C ( 3 , 1 A - ) J / 5 , 1 0 6 ( - A - ) 2 / 5 ,6.20) 

for T to cross H. For fi = 10 1 4 GeV this implies A > 0.975. So it would seem that 

thermal state production requires a rather large value of A, in contradiction with 

the tiny couplings (~ 1 0 - 1 4 ) required for new inflation to produce a homogeneous 

universe. This point was originally made in [7]. 

As would probably be expected with such a simple evolution between the vacuum 

states, inflation does not occur in this model — H does not become roughly constant 

because pv does not. It is obviously the details of the vacuum evolution between 

minima that generates this pv and for this evolution to be long enough a small value 

of A is required, yet it is just such values of A which preclude the formation of a 

thermal state. In contrast to the conclusions of the toy model, it appears a more 

complicated potential is needed to generate new inflation properly. 

6.3 Coleman-Weinberg Potential 

The next potential to consider is one where the scalar particle couples to a gauge 

field. If there is no mass term for the scalar, then symmetry breaking occurs via 

radiative corrections as was seen in section 5.3, which leads to the Coleman-Weinberg 

potential. For a complex scalar singlet coupled by a U(l) gauge, the temperature 
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Figure 6.4: A plot of the expansion rate H and the temperature T for the 
Coleman-Weinberg model (equation (6.21)) with parameters <j>min — 10 1 5 GeV 
and e = 0.3. The vertical scale is 10 3 5 s _ 1 for H and 10 1 4 GeV for T. 

dependent effective potential is (5.59) [8,4] 

VMT) = J L e V (.. ( £ - ) - I ) + + ( 6 . 2 „ 

The lack of a mass term means that there is one less parameter in the potential which 

simplifies the analysis. It also implies that the potential is very flat near the origin 

so that the potential is suitable for the slow rolling transition of new inflation[5, 9]. 

Once again, setting the vacuum energy today V ^ f f ( ^ m i n , 0) = 0, yields 

Pv = T ^ m i n ( 6 - 2 2 ) 
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in the <j> = 0 state. The temperature dependent mass ( # 2 V ^ f f / t ? ^ 2 ) L _ 0 is 

m2(T) = 
22e4 

1287T2 

y2 (6.23) 

which is greater than zero for all non-zero temperatures unlike the pure Higgs po­

tential above. The evolution of H and T can now be followed, and a typical result 

is shown in fig. 6.4. The l /2f radiation dominated dependence of H gives way to a 

constant when inflation starts. 

In order to calculate the reaction rate from (4.41) the relevant cross section needs 

to be determined. In this case the picture is complicated somewhat by the fact that 

there are different sets of particles depending on whether it is the symmetric or broken 

symmetry phase which applies. If the symmetry is broken then there is a single scalar 

and the gauge particle gains a mass via the Higgs mechanism. In the symmetric phase 

there is a scalar with an anti-particle partner and these are coupled via a massless 

gauge particle, i.e., the situation is similar to scalar Q E D but the mass of the particles 

is given by (6.23). 

So, in the symmetric phase the relevant cross section is the two-particle elastic 

cross section which is calculated from the four-point coupling and the two exchange 

diagrams shown in fig. 6.5 using the rules in table 2.1 and (2.18). The four-point 

coupling may be ignored as negligible compared to the gauge-boson diagrams because, 

as noted in section 5.3, A is 0 ( e 4 ) so that the largest contribution to the cross section 

from this diagram, the interference term, is 0 ( e 6 ) . The effect of the gauge particle 

production diagram, i.e., the ^-channel version of 6.5(a), which involves both particle 

and antiparticle degrees of freedom, could in principle be included but in fact it 

turns out to have much smaller contribution to the reaction rate than the exchange 

diagrams, as will be shown below. 

Zero mass gauge-boson exchange (fig. 6.5) presents difficulties because of the 

divergence at zero-momentum transfer. Such an infra-red divergence arises because a 

massless exchange allows the particles to scatter even when they are widely separated. 

However, the finite density of states allows a natural momentum cutoff to be defined. 
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e 

a) 
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e 

(b) 

Figure 6.5: The gauge-boson exchange diagrams for the Coleman-Weinberg 
model used to calculate the cross-section in the reaction rate integral (4.41). 

In particle physics language, the scattering of any two particles is unlikely to occur if 

their separation is greater than the average separation of the particles at that density, 

since there will then be other particles between them. Hence, an effective maximum 

impact parameter for the scattering of such states is 

&max = nl/L (6.24) 

corresponding to the average separation of the particles at the given temperature. 

The subscript c m . refers to the centre-of-momentum frame which is where the cross 

section is to be evaluated, to insert into the reaction rate integral (4.41). nc m may be 

calculated from n (4.12), the value in the comoving frame, by a Lorentz contraction 

of the volume, i.e., 

_ Ex + E2 

2E "cm. = - ^ r - 1 n (6.25) 

where El and E2 are the energies of the ingoing states and E is their centre-of-
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momentum energy. Now 6 m a x corresponds to a minimum 3-momentum cutoff 

"max 

This may be re-expressed in the centre-of-momentum frame as a minimum scattering 

angle, 0 m i n between ingoing and outgoing states, i.e., 

« > s ( 0 m i n ) = - ^ T ^ ) + 1 = Vm> (6-27) 

which can be used to cut off the phase space integral in (2.18) in the total cross 

section. The total cross section is thus 

a { E ) = 3 2 T W { 2 ( 2 £ 4 + 4 E V + p 4 ) r ^ k + 2 p 4 y " + { 2 E A
 ~ p 4 ) l n ( T ^ ) } • 

(6.28) 
The cross section for the production diagram on the other hand is just 

e 4 

p r o d MirE2 
(6.29) 

The reaction rate T may now be calculated from (4.41) and compared to the 

Hubble parameter H. This is done in fig. 6.6 for the same choice of ^ m i n and e as 

fig. 6.4. It may be seen that the contribution from the production diagram is indeed 

negligible. Also displayed in this figure is the approximation to the reaction rate (6.6) 

but where EAy = p/n is the average value of the energy in the thermal distribution, 

i.e., (4.16). It is not obvious that such an approximation will always be valid, for 

example, when the energy density is changing from radiation to matter dominance 

and vacuum energy is present as well (this is why the general expression (4.16) is 

needed for £ a v ) . The figure shows that for this model the approximation has the 

same form as the exact result but is too large by a factor of five or so. 

Again it should be emphasised that these calculations of T are not valid when 

r < H because then there are not enough interactions for thermal equilibrium to 
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Figure 6.6: A plot of the expansion rate H, and reaction rates T, for the 
Coleman-Weinberg potential (6.21) with parameters <f>min = 10 1 5 GeV and e = 
0.3. T is the full calculation of the reaction rate (4.41) for the processes shown in 
fig. 6.5 and r a p p is the approximation in equation (6.6). T p r o d is the full calcula­
tion for the cross-section given by just the production diagram (^-channel diagram 
of fig. 6.5(a)). The average total number of interactions, N, is calculated by in­
tegrating T over the time interval between the points where it crosses H, and in 
this case is 14.2. 

hold. Similarly, the calculation of H is only valid during radiation dominance if there 

is thermal equilibrium because the radiation energy density can only be calculated as­

suming a well defined temperature (if there were other particle species in equilibrium 

then of course they would define a temperature from which H could then be calcu­

lated). However, the constancy of H during inflation is still valid, even for Y < H, 

because at zero temperature the effective potential still provides a non-zero vacuum 
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energy density, assuming the field is localized near the origin. The figure shows that 

the procedure for calculating N (section 6.1) can now be employed to determine 

whether a thermal state is likely, and that for the chosen parameters N = 14.2. 

In order to determine constraints on <^m i n and e, this procedure has to be carried 

out for many different choices of these parameters. The results are conveniently sum­

marised as a contour plot in <^min-e space (see fig. 6.7). Certain regions of parameter 

space are excluded where the number of interactions is zero, i.e., where T does not 

cross over H. Also the larger the value of N the more likely it is that a thermal state 

can form, i.e., for large couplings and small symmetry breaking scales. For a symme­

try breaking scale <^ m i n ~ 10 1 5 GeV a coupling of e J> 0.3 is needed, and again the 

conflict with new inflation couplings is apparent. It should be noted for comparison 

however, that the coupling in typical GUT theories is e G U T = 

( 4 T T Q G U T ) 1 / 2 ~ 0.56 

for <*GUT = l /^O. Alternatively, if small couplings are demanded, e < 0.01 say, then 

the symmetry breaking scale is required to be small too, </>mjn < 5 x 10 1 2 GeV. 

It would of course be possible to evade such constraints by adding extra features 

to the model. An example would be a very heavy gauge boson which couples strongly 

to the </>-particles and hence establishes a thermal state, but decays before the epoch 

of ^-dominance (otherwise the false vacuum would decay too quickly). However, the 

only reason to invoke such extra couplings is to establish a thermal state after which 

their influence must vanish, which seems rather artificial. 

Although i t does not seem possible for such a model to generate inflation of the 

kind needed to solve the problems outlined in section 3.6, the possibility that such 

models are relevant to phase changes at much lower energies should not be ruled out. 

6.4 Old Inflation Potential 

Despite the well known graceful exit problem of old inflation[10], it is interesting 

to investigate the possibility of producing a thermal state in a model based on a 

potential which produces a first order phase transition. In fact, such "first order 

inflation" models, where the transition is completed by percolation of bubbles, have 

enjoyed a resurgence of interest lately. The foremost example of such a model will be 
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F i g u r e 6.7: A contour plot of the average total number of interactions, N, 
calculated from equation (4.36) in the 4>min-e parameter space for the model based 
on the Coleman-Weinberg potential (6.21). The intermediate contours are at half 
orders of magnitude (i.e. \ / l 0 times the previous contour level). The parameter-
space region to the left of the contour N = 1 is excluded because insufficient 
reactions occur to form a thermal state. 
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examined in the next chapter. The temperature dependent effective potential to be 

used is (5.66)[11], i.e., 

V*(4,T) = \n2<t? - ^ + ^ - ^<f>T2 + ^<f>2T2 + P v . (6.30) 
Sfi 

24' 48 

As discussed in section 5.4, in order for (6.30) to be a realistic inflation potential 

i t must either have an extra fermion Yukawa coupling to modifying the final term, 

or it is only an approximation to some more complete symmetry breaking potential. 

(6.30) however, has all the properties that are required for the present purposes. A 

more complete treatment could be made if ever the inflation potential were known 

exactly, but the qualitative features are unlikely to differ from those described below. 

The temperature dependent mass for (6.30) is 

m2(T) = fj.2 + ± T 2 (6.31) 

showing the finite mass at $ = 0 and T = 0 consistent with a false minimum at the 

origin. The vacuum energy is determined in the usual way giving 

_ / 3 6A 962 96 3A 9<54 \ 4 

P v ~ \2X 3A2 4A2 + 8A3 + 16A 3 ; M 

where 

A = 
IP 2A 

3 ' 

(6.32) 

(6.33) 

The cross section to be inserted into the reaction rate (4.41) is calculated from 

the three diagrams in fig. 6.8 as well as the four-point coupling, which gives 

a(E) = 
A 2 

+ 
( V ) 2 A 

64TT£ 2 64TT£ 2 [ 4 £ 2 - m 2 p 
1 , 4p2 + m 2 1 

o In ^— 

+ + m •In 
4p2 + m2 

128TTE2 [m 2 (4p 2 + m 2 ) (AE2 - m 2 ) 2 p2(2p2 + m2){4E2 - m 2 ) m 2 

(6.34) 

H and T are evolved using the procedure described in section 6.1 and for typical 

choices of A, 6 and / i the plot in fig. 6.9 is obtained. In this case the total number of 
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< 
F i g u r e 6.8: The Feynman diagrams due to the cubic coupling term in the "old-
inflation" potential (6.30). T h e coupling is 6fi at each vertex. These diagrams, as 
well as the quartic coupling (see table 2.1), are used to calculate the cross-section 
for this model and hence the reaction rate (4.41). 

interactions per particle N = 4.7. Note the interesting behaviour of the temperature 

which arises directly from (6.14); (6.31) gives m —• \i at low temperature so the 

matter dominated form for pT (4.29) and pT (4.30) can be used in (6.14) which implies 

T ~ I f t . Once T < n however, T gets damped out by the Boltzmann factor e - ' 1/ 7 ' . 

The approximate calculation of V has again been tested for this model in fig. 6.9 and 

it can be seen that this time it is even more different from the exact result, though 

its behaviour has similar features. 

Constraints on A, 6, /x, can now be deduced from the calculations of N. Unfor­

tunately, since there are three parameters, a simple contour plot as in the previous 

section is not possible in this case. However, a single value of N can be selected to 

determine whether a thermal state has been produced, so one can plot the contour 

level with this value of N in the X-8 plane for several different values of fi. Since 

the purpose here is to produce bounds on the parameters of the model, the N = \ 
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F i g u r e 6.9: A plot of the expansion rate H, the temperature T, the full calcu­
lation of the reaction rate T from (4.41), and the approximate reaction rate r o p p 

from (6.6), for the "old-inflation" potential (6.30). The choice of parameters is 
H = 1 0 u G e V , \ = 0.05 and 6 = 0.9. T h e vertical axis units are 1 0 3 5 s _ 1 for H 
and T, 1 0 1 6 G e V for T and 1 0 6 5 J K _ 1 m - 3 for s. The average total number of 
interactions in this case is 4.7. 

level contour has been selected (see fig. 6.10), the lowest value for the beginnings of a 

thermal state. Note that the parameters in the lower right-hand region are excluded 

because they give an unsuitable zero-temperature effective potential, either because 

the asymmetric minimum of V e f f is higher than that at <f> = 0 or because there is no 

asymmetric minimum at all. 

I t is obvious from fig. 6.10 that GUT scale inflation is impossible with this po­

tential for any reasonable value of the couplings — the value of 8 would have to be 
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F i g u r e 6.10: A plot of the N = 1 contours for various values of / i in i-A space for 
the "old-inflation" model (6.30). Regions to the left of this contour cannot form a 
thermal state for the given value of fx because insufficient interactions occur. T h e 
lower-right region is excluded because here the parameters do not give rise to a 
suitable zero-temperature symmetry-breaking potential. 
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so large that perturbation theory and hence the effective potential formalism would 

be invalid. To be consistent with perturbation theory, i.e., <!>, A < 1, the symmetry 

breaking scale must be less than about 10 1 2 GeV (assuming, naturally, that extra 

heavy gauge couplings are not invoked to generate thermal states initially) which is 

perhaps more suggestive of a broken SUSY model. 

So 5 Summary 

What has been shown in the preceding sections is that models of inflation which 

rely on an initial state of thermal equilibrium, can be tested in a self-consistent way 

to see if this state is possible. The method requires that the temperature depen­

dent effective potential be known. This potential provides all the input data that is 

needed for the procedure described in section 6.1 to be carried out; viz., the size of 

the vacuum energy and the mass and couplings of the particles. 

The specific models that have been tested in the above are all found to be lack­

ing. The old inflation potential of section 6.4 of course suffers from the graceful exit 

problem. The fact that the tiny couplings required of new inflation potentials like 

those in sections 6.2 and 6.3 are inconsistent with the values required to establish an 

initial thermal state has also been pointed out before[12,13]. This becomes very clear 

using the above formalism with which it can be seen just how far from establishing 

a thermal state such models are. 

Even if the constraints relating to the duration of or exit from inflation are ig­

nored, then the earliest time a thermal state could be generated in any of the above 

models is roughly the 10 1 5 GeV scale for the largest couplings allowed by perturbation 

theory (in order that the effective potential approach is valid). To obtain a thermal 

state at higher energies the above models would require very strong couplings (un­

less of course additional features such as coupling via an unstable superheavy gauge 

boson is invoked). However, if such non-perturbative couplings are employed, it is 

not clear how the finite temperature effects should be estimated. Furthermore, GUT 

couplings in general become weaker at higher energies. It would therefore seem that 

if inflation is to occur at larger than GUT scales then some mechanism other than a 
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temperature-dependent phase change must be favoured, for example chaotic inflation 

mentioned in section 3.7[12], 

Even though the models in sections 6.2-6.4 cannot describe inflation at the GUT 

scale i t is still conceivable that they are relevant to phase changes nearer to the 

electroweak scale. If the traditional problems (i.e., the horizon and flatness/oldness 

problems) that inflation is supposed to solve are ignored at such scales, perhaps a 

phase change could generate false vacuum states for only short times. Such a localized 

(in space) inflationary effect might even be relevant to the formation of the bubbles 

and voids seen in recent observations of large scale structure[14]. 

However, the main conclusion here is that a formalism for studying thermal state 

generation has been successfully implemented. If a more complete model of inflation 

is constructed then it will be possible to test it in the manner described above. Such 

a model is the subject of the next chapter. The old inflation potential describes the 

most general renormalizable self-coupled scalar field, whilst the Coleman-Weinberg 

potential illustrates the effect of gauge couplings. Although fermions cannot generate 

a vacuum energy by themselves, they can modify the effective scalar potential at first 

order in perturbation theory via loop contributions (5.41), and this is in fact necessary 

to make the old inflation potential work properly (see section 5.4). Nevertheless, such 

modifications are usually not severe enough to change the qualitative features that 

have already been described. So the models used above seem to cover all the salient 

features relevant to the generation of phase changes and vacuum energies from the 

usual extensions of the standard model of particle physics. It may of course be that 

the picture of fundamental physics at the GUT scale is completely different from what 

has been described here, being more than ten orders of magnitude above the highest 

energies achieved in colliders. But if so, provided an effective potential formalism 

can be constructed it should still be possible to test thermodynamic equilibrium in a 

similar way. 
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xtteoded Inflation 

I t has been appreciated already, in chapters 3 and 6, that inflation due to a 

phase change has some serious difficulties; the graceful exit problem for a first-order 

transition and the fine-tuning problem for the second-order version. Some of the 

alternatives to a transition originating from finite temperature field theory have also 

been briefly mentioned. However, it has also been found possible to achieve a graceful 

exit from inflation without such a radical modification of the mechanism. There are 

many who believe that this approach is the more natural. 

One of the most popular recent ways of evading the graceful exit problem is to 

modify Einstein gravity to the more general theory of Brans and Dicke. In this theory 

the exponential expansion of conventional inflation during the period of vacuum en­

ergy dominance, is softened to a power law, whence it becomes known as "extended 

inflation" [1]. It can be shown that such power law inflation can allow percolation 

of the non-inflating phase to occur. The objective of this chapter is to understand 

how extended inflation modifies the constraints that arise from the requirement for 

an initial thermal state. To this end, Brans-Dicke theory is considered in more detail 

in section 7.1, along with its implications for cosmology. Section 7.2 explains how 

to evolve the resulting equations of motion so that a numerical procedure similar to 

that of the previous chapter is possible. From this analysis it is found that Brans-

Dicke gravity enjoys several extra parameters and the constraints on these are given 

in section 7.3. In sections 7.4 and 7.5, detailed models based on the first order poten-
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tial and Coleman-Weinberg potential are considered while the final section supplies 

a summary. 

7.1 Brans-Bicke Action 

If Newton's constant G in the gravitational action (3.1) is generalised to a field 

with dimensions of (energy)2, then the action becomes 

S E I = J d*xjg ( - W + u , ^ - + 1 6 7 r £ m a t t e r ^ (7.1) 

which is the scalar-tensor theory of Brans and Dicke[2]. As before, £ m a t t e r contains 

the scalar-particle symmetry-breaking potential which generates inflation, u is a 

constant free parameter and GR is recovered in the limit u —> oo. It is assumed 

that $ does not contribute to the energy-momentum tensor v so that the principle 

of equivalence is not violated and the usual conservation law DvT,lv = 0, still holds. 

Using this assumption together with the field equation obtained by varying (7.1) with 

respect to yields [3] 

= -J iL-TV (7.2) 
M 3 + 2w a K ' 

Variation of the action with respect to g gives the equations of motion for the 

gravitational field, 

V - % (T„ - (£±£) - I D „ D „ * - $Df*D.t. (7.3) 

When the energy-momentum tensor takes the perfect-fluid form (3.11) and the 

metric takes the Robertson-Walker form (3.7), so that it becomes possible to study 

the cosmology of the theory, the homogeneity and isotropy imply that $ is a function 

of time only. The field equations then become[3] 

(7.4) 
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+ 3 "* = 3Tb ( '- 3 p ) ' ( 7 5 ) 

2u; + 3 / 4) \ 2
 8TT_ 

3 \ 2$ ] + W P 

1/2 

(7.6) 

where the first of these is just the usual energy-momentum conservation law (3.13), 

the second comes from the $-field equation (7.2) and the last arises from (7.3). This 

set of equations replaces the Friedmann equations of conventional Einstein gravity. 

So, as well as the effect of a changing gravitational constant 1/$, it can be seen 

from (7.6) that there is also a contribution to the energy density from the kinetic 

energy of the $ field, i.e., terms in $. A general feature of these equations is that the 

rescalings 

$ -> X

2<P (7.7) 

and 

t -> Xt (7-8) 

leave the equations unchanged, a fact that will prove useful later on. There are also 

the two simpler cases; u —• oo, which is the GR limit , and p = /?/3, which is radiation 

dominance. In either case the right hand side of (7.5) is zero, i.e., 

so that at large times (assuming an expanding universe) $ —• 0, and the usual 

Friedmann equations are recovered with the final value of $ playing the role of l/G. 

Because such a modification of Einstein's equation seems rather ad hoc, the hope 

is that an action like (7.1) might arise naturally as a low energy effective action 

of some more general theory such as super-strings or higher dimensional Kaluza-

Klein theory. But this hope has not been realized in Kaluza-Klein theory despite its 

similarities with (7.1) on reduction to four dimensions[4]. There is still some debate 

about whether string theory could generate an action like (7.1) [5]. However, i t has 
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proved possible to obtain (7.1) from a theory which is based on a broken global scale 

invariance[6]. 

The key feature of the action (7.1) is that during an era of false vacuum domi­

nance, i.e., p = — p = pv, the solutions to (7.4)-(7.6) are[7,1] 

*(<) = # ( * , ) ( ! + (7.10) 

R(t) = R(t3)(l + K(t - t , ) ) u + 1 ' 2 = R(ts) ^ i l j (7.11) 

where 

K= / 3 2 ? r ^ r 7 12^| 
\ /(2u, + 3)(6u; + 5)$(* s) 1 ' ' 

and R{ts) and $(ts) are the values at the beginning of inflation t s . Note that this is 

not the general vacuum dominated solution of (7.4)—(7.6) but rather the large t l imit. 

The general solution, given in [8], is dominated by the dynamics of the $-field at 

early times (as occurs in the radiation dominated solution shown in the next section). 

The Hubble parameter at the start of inflation is thus 

# ( U = + \ ) K. (7.13) 

So, rather than exponential inflation the scale factor R expands as a power law. 

Since bubbles of true vacuum will still be filling space at an exponential rate they will 

be able to coalesce into a single region of true vacuum thus exiting gracefully from 

inflation. So, as originally envisaged for old inflation, it is the bubble wall collisions 

which reheat the universe and produce density inhomogeneities. 

' Brans-Dicke theory can be constrained by time-delay tests in the solar system. In 

order that it be sufficiently similar to GR (the limit u> —> oo), u> must be sufficiently 

large. The most recent constraint is u> 500[9]. In the context of extended inflation 

however, i t has been found that there are other constraints which can be put on u> that 

are due to the inflationary phase change itself[10,11]. If the magnitude of adiabatic 
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V ( # ) 

1/G 

F i g u r e 7.1: Symmetry breaking potential for V ( $ ) for the induced gravity ver­
sion of extended inflation. The asymmetric absolute minimum ensures $ = 1 /G 
at low energies whilst it can still take an arbitrary value at high energy. 

density fluctuations and gravitational wave perturbations are not to conflict with the 

isotropy of the microwave background, then u> > 3/2, while for the distribution of 

bubbles of normal phase generated by the subsequent phase transition to be consistent 

with this isotropy requires u> <> 25. So that it would appear that pure Brans-Dicke 

cosmology based on (7.1) is ruled out. 

In order to avoid this dilemma there are very many extensions which have been 

made to (7.1), some of which are claimed to be more natural. They emulate (7.1) (with 

3/2 < u> ^, 25) when the temperature is of the inflationary scale, thus reproducing the 

power-law inflation required to counteract the graceful exit problem, but incorporate 

extra features to ensure compatibility with GR at low temperatures or late times. 

Some examples are: 

i) Extended inflation with induced gravity[12] in which a potential V($) is added 

to (7.1). It is assumed that V has a symmetry breaking form (see fig. 7.1) so that 
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at low energy $ is tied to 1/G but at high energy it can be arbitrary. 

ii) Variable u> models[13]. Possibly the most straightforward approach. It is assumed 

that w is a function of the $-field and u>(<!>) is then required to be < 25 during 

inflation, but then becomes > 500 today. 

ii i) Hyperextended inflation[14], which is closely related to variable u> models, in 

which the $-field couples to the Ricci-scalar Tt in a more general way than in (7.1). 

The most general form of coupling would be f($')H where / ( $ ' ) = M2 + + 

<f'<p'2/Af2 + . . . for small where M is some mass scale. Redefining $ = / ( $ ' ) 

gives an action like (7.1) but where u depends on <P. A mechanism which ensures 

u > 500 today must still be added to this scenario, however. 

iv) Generalized extended inflation[15]. In this model it is assumed the scalar inflatons 

couple to the $-field in a different way than to ordinary matter. I t is found that in 

addition to the variation of H during inflation the bubble nucleation rate is also 

time dependent. An w-parameter can nevertheless be defined for the inflatons 

which obeys uj < 20 whilst for ordinary "visible" matter u>v > 500 still applies. 

Since it is hoped that extended inflation will proceed via a first order phase 

transition, the most natural way of localizing the inflaton field in its false vacuum 

minimum seems to be via finite temperature field theory. Such a model is thus 

amenable to the initial thermal state analysis described in the previous chapter. In 

the rest of this chapter only pure Brans-Dicke extended inflation (with 3/2 < u> 

25) is considered since, in order to accomplish inflation in the prescribed way, all 

the common variations become very similar at the temperatures around the start of 

inflation i.e., the period when the thermal state is required. 

7.2 Evolution 

To be able to follow the procedure described in chapter 6, it is required that the 

equations of motion can be evolved when p and p obtain contributions from both 

thermal particles and the vacuum energy, i.e., 

P - PT + PV (7.14) 
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and 

P = PT~ Pv (7-15) 

where pv is defined from the symmetry breaking potential in the usual way and 

contributions from the thermal particles pT and pT are defined by (4.13) and (4.14) 

respectively. Substituting these into (7.4)-(7.6) gives 

t = - W P T

D

+ P T (7.16) 
TTPT 

2u + 3 / $ \ 2 8TT 

- T ~ 2$ + 3 * ^ + ^ 

1/2 

(7.18) 

which it is possible to solve numerically on a computer. Treating $ as an independent 

variable gives, from (7.16) and (7.17), three first order differential equations in T, 

$ and <j>, with H defined by (7.18). The time period of interest is again divided up 

into a large number of steps and this set of three coupled differential equations is 

integrated over each step using a Runge-Kutta method[16]. Three initial conditions 

must therefore be specified for the three variables at some chosen initial time One 

condition determines when T = oo, which sets the zero of time just as in GR, but the 

other two are arbitrary. The natural choice is to take $(<,) and $(*,) as arbitrary and 

set r(tj) by putting T = oo at t = 0. Once all of these initial conditions have been 

set (7.16)—(7.18) can be evolved, and the method of calculating N, by comparing T 

and H at each step, follows exactly as in section 6.1. 

Again, as in section 6.1, in order to set T 1 ^,) , the initial time ti is set well before 

the inflation scale so that the only contribution to the energy-momentum tensor 

is radiation, i.e., (4.21) and (4.22). What is required, then, is the formula which 
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corresponds to (4.27). Unfortunately, this proves to rather more involved in Brans-

Dicke gravity. With radiation only (7.16)—(7.18) become 

H - R - T (7.19) 

and 

H = 
2$ + 

= -3H 

2u + 3 / J>_ \ %*aSBTA 

24> / + 6$ 

1/2 

(7.20) 

(7.21) 

It is still possible to solve these exactly and the solutions will now be discussed (see 

also [17,11]) before it is shown how the initial condition T ( i t ) is to be set. 

Equating (7.19) and (7.20) and integrating gives 

$ = BT3 (7.22) 

where B is the integration constant, and by combining (7.19) and (7.21) and using 

(7.22) to eliminate $ and T gives 

dT _ T 
d$~2$ 

2u, + 3 T 2 SnaSBY/2 

3 4 $ 2 6 $ 5 2 
(7.23) 

To reduce this further, define 

x = 

which allows (7.23) to be rewritten as 

(7.24) 

dx 
d$ 

2x2 2u> + 3 x 8 t « s b 

3 ~ 4 + 6 £ 2 

1/2 
(7.25) 
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Separating the variables and integrating yields 

T = . / - J C * - V W - ( 7 26) 

where C is the integration constant times B2. (7.22) can now be used to write 

where a = y/(2u> + 3)/3 and A = 8iraSB/6 have been denned. Separating the vari­

ables again this becomes 

dt = a 3 C 3 / 2 5 2 $ - 3 ( l + a ) / 2 & ( ? 2 g ) 

( C $ - a _ A f 

In order to integrate this expression the assumption that T —• oo as i —• 0 is used. 

From (7.22) and (7.26) it can be seen that this limit implies <I> —> 0(oo) for $ > 0 

($ < 0), or from (7.22), B > 0 (B < 0). So there are two cases differing only in the 

limits of integration: 

i) $ >0. From (7.28) 

HO/2 t = a3C^2B2 f $ ' - 3 ( 1 + c 

Jo ^3 ( C $ ' - « _ A ) J 

If the substitution 

(7.29) 

V = -^-r (7-30) 

is made, then 

Jy' (1 - J/) 3 

where y' = C / . 4 $ a . 

(7.31) 
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ii) 4> < 0. Similarly 

t = c?C3'2B2 F * ' -*0+«>/2 ^ (7.32) 

or 

t = -a*B>C-V**Ate-') f ' y H ^ \ d " (7.33) 
Jo ( i - vr 

using the substitution (7.30). 

The expressions (7.31) and (7.33) may also be written as hypergeometric functions 

(also known as incomplete beta functions in this case), i.e., 

2a2 B2C*t2 i 
t = 3 T 1 A? 

where 2 -Fj is the hypergeometric function in the notation of [18] with the upper sign 

for $ > 0 and the lower for $ < 0. 

It is possible to use (7.29) or (7.32) to derive a relation between $ and t. 

From (7.29) it can be seen that $ > 0, trivially. In the limit $ —• 0 the C$~a term 

dominates in the denominator of (7.29) and the integration may be performed easily. 

Using (7.27) to remove B gives 

2 $(t) 
* < " < < 7- 3 5> 

The opposite limit applies to (7.32) and so 

These limits also give the behaviour of $ in the ^-dominated regime. From (7.29) 
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or (7.32) the expression 

/ q -, x 2/ (3a- l ) 

or 

/ / o „ , 1^3 v -2/(3«+l) 

is obtained. Equations (7.26) and (7.19) now give T and / / , i.e., 

T ( ? ( V ^ - ' V 7 3 , ^ 4 > 0 ( 7 3 9) 

r - f ^ ^ r < ^ ± i H ! v 2 / ( 3 ° + 1 , V / 3

( ^ * < „ ( 7 4 0 ) 

and 

" - f i r r <7-41> 
3a ^ 1 r 

If (7.26) is examined for small temperatures (T —• 0) one finds that $ —• 

( A / C ) - 1 / 0 , a constant, and from (7.22) $ —» 0, both of which may already be expected 

from (7.9) or (7.20) if radiation is the only energy density. In this limit (7.19)—(7.21) 

become the usual F R W equations, (3.13) and (3.14), and the conventional results for 

radiation dominated expansion, (4.27), (3.22), are recovered. 

Returning to the question of setting T(^,-); if i , , $(*,) and 4>(<t) are fixed, then 

from (7.22) and (7.29) (or (7.32)) the integration constants B and C may be deter­

mined numerically and hence from (7.26), T(tt) can be found. 

To summarize, the full evolution of (7.16)—(7.18) can have three possible periods 

in which different forms of the energy density dominate. They are: 
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i) a possible early ^-dominance period[19] where 

H=( I , T (X f(-«±l)/(3«qPl) a n d $ K t ± 2 / ( 3 « T l ) ( ? 4 2 ) 

V 3 a T 1 / * v y 

where the upper sign is for the case $ > 0 and the lower sign for $ < 0. 

ii) an era which will be called thermal particle dominance, where pT and pT dominate 

the right hand side of (7.17)—(7.18) and the evolution is essentially the same as 

for the standard F R W model. For the radiation dominance limit (4.21) this gives 

H = T oc t ~ l / 2 and $ ss const, (7.43) 

though the expressions for H and T will be modified if the masses of the particles 

are not negligible at the relevant energy scale. 

iii) a final period when the vacuum energy dominates and power-law inflation ensues 

with 

+ / ? ~ ^ + 1 / 2 ' a n d $ ~ * 2 - ( 7 - 4 4 ) 

The behaviour of the temperature T of the inflatons during this period depends 

in general on their temperature-dependent mass m. Tf m —> 0 then from (7.16) 

T ~ f - ( t ' + 1 / 2 ) J whereas if m —> fi a constant it is found that T ~ l / \ n ( t / t s ) 

where t s is the time inflation commences. Of course, once the expansion becomes 

so rapid that thermal equilibrium can no longer be maintained, the effective 

temperature of the particles will supercool in the usual way, i.e., (4.33). 

The condition (7.35) (or (7.36)) governs the times when the first two periods of 

evolution apply and of course, the size of pv determines when the last era starts. If 

|<I>(tj)| is set close to its maximum allowed value then the ^-dominance epoch lasts 

right up until the time when the vacuum energy begins to dominate. On the other 

hand if $(£,) is set to a negligible value then the ^-dominance period occurs long 

before the period of interest and one only need consider a thermal particle dominated 

period before the transition to vacuum dominance. 
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7»3 Limits 

As compared with the conventional Friedmann equations (3.14) and (3.15), their 

Brans-Dicke theory counterparts (7.4)-(7.6) require three extra parameters to be 

specified; u>, $(f J and Since the aim here is to determine bounds on the 

parameters of the inflaton potential such that a thermal state is just possible, Brans-

Dicke parameters which maximise the value of the total number of interactions iV are 

needed. Only a rough estimate of the reaction rate T is needed to understand how 

it will vary as the Brans-Dicke parameters are modified. The approximation (6.6) is 

thus used with the mass of the inflatons set at (yJA'. Fig. 7.2 is a typical graph of the 

variation of T, H, T and $ during the three possible epochs of evolution described 

in the previous section. The three Brans-Dicke parameters will now be considered in 

turn, in an effort to maximise the value of TV (given by (4.36)). 

The difference between <j> > 0 and 4> < 0 is shown in fig. 7.3 for a large value 

of |<J>(tf,)|, but with $ constrained to end up at the same value at late times. So, for 

a given final value of $ (in pure Brans-Dicke theory this must be 1/G), it is clear 

that this choice makes little difference, though the positive value produces a slightly 

greater TV. Fig. 7.4 shows the effect of varying (positive) $(f , ) . A small initial value 

means that the evolution starts (at f ,•) in a normal radiation dominance period which is 

succeeded by the inflation era. With $(tt) near to its maximum value (7.35), however, 

it is a ^-dominance era which precedes inflation. An intermediate initial value of $(£ , ) 

gives all three epochs in sequence. As may be suspected from this graph, N cannot, 

in fact, be enhanced significantly, which is clearly seen from a plot of its variation 

as $(<j) is varied over its whole range, fig. 7.5. The reason is that as $(£,) increases 

towards its maximum value (7.35) (or (7.36)), T(£j) decreases and the pre-inflation 

T(t) curve flattens (see fig. 7.4), i.e., T changes from radiation dominance (7.43) to 

^-dominance (7.42). The effect of this is to push the final crossing point of T and H 

to a later time which increases N slightly. Eventually though, as $ ( f j is increased 

even closer towards its maximum (7.35), the temperature becomes so low that T does 

not cross H at all and N drops to zero. 

As could perhaps have been predicted, N is far more dependent on the other 
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Figure 7.2: A plot of the expansion rate H, reaction rate T, temperature T and 
Brans-Dicke field $ as functions of time with u> = 25 and pl^4 = 10 1 2 GeV. T is 
calculated from the approximate expression (6.6) with a cross section derived from 
just the four point coupling A (= 1). The vertical dotted lines divide successive 
regions of ̂ -dominance, thermal particle dominance and vacuum dominance. The 
scales for the lower graph are 10 H GeV for T and 1/G for 
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Figure 7.3: A plot of the expansion rate H, reaction rate T, temperature T and 
Brans-Dicke field $ as functions of time (with w = 25 and pj* — 10 1 2 GeV) 
showing the difference between $(<,) negative (solid) and $(f 4 ) positive (dashed) 
but with $ constrained to end up at the same value. The scales for the lower 
graph are 10 1 4 GeV for T and 1/G for 
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Figure 7.4: A plot of the expansion rate H, reaction rate T, temperature T and 
Brans-Dicke field $ as functions of time (with w = 25 and p j / 4 = 10 1 2 GeV) 
showing the effect of varying $(<,). The solid curves are for a negligible value 
of $(<,), the dashed curves for a value the near the maximum (7.35) and the 
dotted curve for an intermediate value. Below the diagram the periods where the 
different forms of energy density dominate for each set of curves is shown. The 
scales for the lower graph are 10 1 4 GeV for T and 1/G for 
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Figure 7.5: (a) The variation of the total number of interactions TV with the 
starting value $(<,) for $(<,) = 1/G, u = 20, pl/4 = 10^ GeV. The units for 
<j&(̂ ) are scaled such that the limiting value defined by (7.35) = 1. The lower 
graph (b) is an expanded view near this limit showing how N drops rapidly to 
zero. Note that the position of the maximum value of TV will vary for different 
choices of $(<,) and u. 
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initial condition Unfortunately, this is also the most difficult parameter to 

put bounds on. In the pure Brans-Dicke model it is required that <fr « l / G at the 

end of the inflationary era because $ does not vary much during the subsequent 

radiation and matter dominated epochs which last until today. Inflation is required 

to last long enough for the whole of the presently observable universe to have been 

contained inside a single causal domain at the start of inflation, i.e., R(ts)/R(t0) < 

H~l{t3)lH~l{to), to solve the horizon problem, and during this time $ increases 

as t 2 , (7.10). If it is assumed that conventional expansion has occurred from the 

end of inflation t e , until today, this implies R(te)/R(tQ) = T0/Te, where, assuming 

reheating is reasonably efficient, Te ~ Mp = pJA\ the symmetry breaking scale. So 

from (7.11) and (7.13) [10] 

/ » ( Q V " + 1 / a ) / 2

 = R(te) _ ^ e l ^ o ) > T0 H~\t0) M f ( r ( b ( t , r l / 2 

W s ) Wo) Ws) MF H-Ht,) ~ T 0

 { [ * } ) 

(7.45) 

where the results H(t3) ~ M}/<t>(ts), from (7.10), and H(t0) ~ T^/G1'2, for the 

C M B R photons, have been used in the last step. Rearranging this gives a maximum 

value for $ at the start of inflation 

1 / rp N 2/(w-l/2) 

- s a { t ) • ( 7 ' 4 6 ) 

The value of $ m defined in (7.46) also determines the maximum possible value of $ ( i j 

(i.e., $ m a x ( i j ) = $ m ) because if the evolution starts in the radiation dominance epoch 

then $ stays almost constant. From (7.46), selecting for example MF = 10 1 2 GeV, 

then $ m a x ( * j ) = $ m = 1 0 - 2 x l/G. This is a conservative choice of $ m a x ( * , ) for 

G U T theories (where MF ~ 10 1 4 GeV) and is probably still an overestimate for 

Mp = 10 1 2 GeV since the value of 4>(i,) that gives the maximum N usually entails 

some ^-dominated evolution. The only possibility for <P(iJ to be increased much 

above 1 0 - 2 x l/G is if Mp were reduced significantly below 10 1 0 GeV. Thus in the 

following sections, $ m a x ( * ; ) = 1 0 - 2 x l/G is taken. 

Unfortunately, the more general models described in section 7.1 do not necessarily 

obey constraints like (7.46), the obvious example being the induced gravity extension 
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which can have an arbitrary starting value for However, the only scale involved 

in the ^-potential (see fig. 7.1) is provided by G , so it would seem unlikely that the 

value of $ will exceed 1 /G by more than a few orders of magnitude. The possibility 

that $ may start a few orders of magnitude larger than $ m a x ( * ; ) will be considered 

in later sections. (Note that smaller starting values would only suppress N and make 

thermal equilibrium less likely.) 

The relation (7.46) also enables the value of u which gives the maximum N to be 

determined. As noted in section 7.1, to ensure that extended inflation does not conflict 

with observations of the microwave background, the value of u> must be constrained 

to lie in the region 3/2 < u < 25. Fig. 7.6 demonstrates the effect of varying u within 

this range with (7.46) providing the starting value $(£ , ) , which depends very strongly 

on UJ. Also displayed is the observational limit from solar system experiments for pure 

Brans-Dicke gravity, u> = 500. In figure 7.7 the variation of N with u> is shown and it 

is clear that u) = 25 gives the maximum value. 

The scaling behaviour mentioned in section 7.1, (7.7) and (7.8), is illustrated in 

fig. 7.8. Suppose the initial value of $(£,•) is scaled by a factor \ / 2 , the behaviour of 

(7.4)-(7.6) is essentially unchanged except that t is also scaled by a factor x- In other 

words the evolution of the temperature T (and $ and $ too) is similar but shifted in 

time by x- Because H has units of f _ 1 in (7.4)—(7.6), its magnitude is scaled by x - 1 

relative to the scaled temperature. This can be seen more clearly in fig. 7.9 where the 

<-axis has been scaled so that the temperatures coincide. Since T is approximately 

linearly dependent on T (see e.g., (6.19)) it will scale in approximately the same way 

as T and, as is obvious from fig. 7.9, an increase in ${tt) increases N also. Numerical 

investigation reveals that, for large N, an increase of two orders of magnitude in $(*«) 

results in an increase of at least an order of magnitude in N. The reason is that, with 

H and T curves which produce a large value of N, the effect of scaling <I>(̂ ) by \ 2 

is to shift the crossing point where V becomes greater than H by a factor x p ^ 1 ~ p \ 
where p = —1/2 for radiation dominance and p = (—a± l ) / ( 3 a ^ 1) for ^-dominance. 

If the point where H again starts to dominate over Y is assumed to occur well into the 

inflation period, then this second crossing point occurs more than x times later. The 

region of integration is thus scaled by at least x a n d , since the shape of T is almost 
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(c) 
Figure 7.6: Plot of the expansion rate H, reaction rate T, temperature T and 
Brans-Dicke field $ as functions of time (with pl^4 = 10 1 2 GeV) showing the effect 
of modifying the w-parameter. (a) shows u — 500 the G R limit derived from solar 
system observations while in (b) u = 25, (c) w = 5 and (d) u = 3/2, values which 
span the range compatible with the isotropy of the microwave background. In 
each case the starting value for $ ( t j is determined from (7.46). The scales for 
the lower graph are 10 1 4 GeV for T and l/G for Note that in (d) T and T are 
unable to be displayed due to the choice of pv — small values of u (= 3/2) can 

only work with very small values of p i ' 4 , i.e., £ 102 GeV. 
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Figure 7.7: A plot of the total number of reactions N versus u in the range 
3/2 < u < 25 for several different values of ^(t{) spanning the peak near the 
limiting value illustrated in fig. 7.5(a). The plots are the limiting value (7.35) 
multiplied by 0.99 (solid), 0.999 (dotted), 0.9999 (short dashes, which gives the 
maximum value of N in this case) and 0.99999 (long dashes). $(<<) is determined 
at each w by (7.46). 

unchanged, N is expected to be x times greater too. This property can be used to 

extrapolate approximate limit values for the inflaton potential parameters which will 

form a thermal state for arbitrarily large values of $(£ , ) , as will be demonstrated in 

the following sections. 

7A First Order Phase Change 
It has already been noted that one of the prime motivations for considering ex­

tended inflation is to resurrect the old-inflation ideafl] — the power-law expansion 

during inflation allowing the region of new phase to percolate, thereby evading the 

graceful exit problem. It is worthwhile therefore, to test the scalar particle poten­

tial (6.30) in extended inflation. The vacuum energy pv given by (6.32) and (6.33), 

the mass (6.31), and the cross section (6.34) are all defined as before. The analysis 
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Figure 7.8: A plot of the expansion rate / / , reaction rate T, temperature T and 
Brans-Dicke field $ as functions of time (with w = 25 and p j / 4 = 10 1 2 GeV) 
showing the scaling behaviour described at the end of section 7.3. The dotted 
curves (which give N = 790) have $(<,) set at 100 times the value for the dashed 
curves (TV = 78) which is in turn set at 100 times the value for the solid curves 
(TV = 6.6). Below the diagram the periods where the different forms of energy 
density dominate for each set of curves are shown. The scales for the lower graph 
are 10 1 4 GeV for T and l/G for 
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Figure 7.9: A plot of the expansion rate H, reaction rate T, temperature T and 
Brans-Dicke field $ as functions of time (with u — 25 and pj* — 10 1 2 GeV) 
illustrating the scaling behaviour described at the end of section 7.3. It is the 
same plot as fig. 7.8 but the time axis for each case has been scaled so that the 
temperatures of all three coincide. The dotted curves (which give JV = 790) have 
$(f,) set at 100 times the value for the dashed curves (iV = 78) which is in turn 
set at 100 times the value for the solid curves (A^ = 6.6). Below the diagram the 
periods where the different forms of energy density dominate for each set of curves 
are shown. The scales for the lower graph are 10 1 4 GeV for T and \/G for $. 
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proceeds in parallel with section 6.4 except that now the evolution of H and T are 

governed by (7.16)—(7.18) rather than the Friedmann equations. 

Once again the value N calculated for given values of A, 8 and /x determines 

whether a thermal state is likely and, for the purposes of deriving bounds on these 

parameters, the condition N > 1 is appropriate. For pure Brans-Dicke theory, the 

N = 1 boundary lines in X-8 space are displayed in fig. 7.10 for different values of \i 

using the most conducive values of the Brans-Dicke parameters which were determined 

in section 7.3, i.e., u> = 25, = $ m a x ( i , ) = 10~2 x \/G and $(*,•) positive and 

selected to maximise N. Fig. 7.11 is similar to fig. 7.10 but with $(*,) = 1 0 4 x $ m a x ( * , ) , 

a value which seems well beyond the maximum likely starting point for the induced 

gravity version of extended inflation unless some special mechanism is introduced to 

generate unnaturally large starting values. 

The consequences of even larger values of $(/,•) can be estimated by appealing to 

the scaling argument of the previous section. Thus, if the complete set of contours 

for a single value of \i is considered (see for example fig. 7.12), scaling says that 

an increase of $(<,•) by two orders of magnitude would increase N by one order of 

magnitude. The effect is therefore that the ./V = 1000 level contour for the larger 

<I>(£j) will be at the position of the old N = 100 level contour, and so on. This enables 

one to deduce an approximate position for the new N — I level contour. 

The contour plots in figs. 7.10 and 7.11 are very similar to that obtained in sec­

tion 6.4. Evidently it is slightly more difficult to obtain a thermal state in pure 

Brans-Dicke extended inflation, though this problem is lessened if larger values of 

$(£,) are used, as perhaps is allowed in, for example, the induced gravity generalisa­

tion of extended inflation. It must be concluded that inflation through a GUT-scale 

phase transition cannot be achieved by this model. To generate a thermal state a 

symmetry breaking scale < 10 1 2 GeV is necessary. Again this is suggestive of a broken 

SUSY model, or even electro-weak symmetry breaking at MF = 102 GeV, assuming 

baryogenesis can occur at such a low scale. 
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F i g u r e 7.10: A plot of the N — 1 contours for the indicated values of \i in 6-X 
space for the model based on first order potential (6.30) with $(<,) = 1 0 - 2 x 1 / G , 
i.e., the maximum possible for pure Brans-Dicke extended inflation (the other 
Brans-Dicke parameters, $(<,) and u are set such that they maximise N for the 
given value of A, 6 and ft). Regions to the left of this contour cannot form a 
thermal state for the given value of \i because insufficient interactions occur. T h e 
lower-right region is excluded because here the parameters do not give rise to a 
suitable zero-temperature symmetry-breaking potential. 
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F i g u r e 7.11: A plot of the N = 1 contours for various values of n in 6-X space 
for the model based on the first order potential (6.30) with $(<<) = 10 2 x l/G (the 
other Brans-Dicke parameters, $(<,) and w are set such that they maximise ./V for 
the given value of A, 6 and fi). Regions to the left of this contour cannot form a 
thermal state for the given value of n because insufficient interactions occur. The 
lower-right region is excluded because here the parameters do not give rise to a 
suitable zero-temperature symmetry-breaking potential. 
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F i g u r e 7.12: A plot of the complete set of contours of constant N with it = 1 0 n 

in 6-X space for the model based on the first order potential (6.30) with $(<,) = 
10 2 x l/G (the other Brans-Dicke parameters, $(ti) and w are set such that they 
maximise N for the given value of A, S and fi). T h e intermediate contours are at 
half orders of magnitude (i.e., \ /T0 times the previous contour level). The set of 
contours that would result if $(<, ) were set 100 times greater may be estimated 
by moving the N = 100 level contour to the position of the N = 10 level contour, 
and so on. The lower-right region is excluded because here the parameters do not 
give rise to a suitable zero-temperature symmetry-breaking potential. 
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7o5 Coleman-Weinberg Potential 

The effect of coupling gauge particles to the infiatons can be considered in ex­

tended inflation by using the Coleman-Weinberg potential of section 6.3. Of course, 

now that the universe can exit gracefully from inflation by the percolation of bubbles 

of true vacuum, the new-inflation type limits on the couplings, which arise from the 

requirement that the entire observable universe must be inside a single bubble, no 

longer apply. 

The finite-temperature effective potential used is, however, exactly the same as 

that in section 6.3, i.e., (6.21). The vacuum energy density pv, mass and cross section 

are hence just given by (6.22), (6.23) and (6.28) respectively. The contour plot of N 

in e-<^min space for a pure Brans-Dicke model with = $max(^i) a n ( i the other 

two parameters set as in section 7.3, is given in fig. 7.13. A similar plot is provided 

in fig. 7.14 but with $(<J = 104 x $ m a x ( * , ) . 

The scaling procedure may again be used here on figs. 7.13 and 7.14 (since they 

are complete sets of contours) to consider yet larger values of $(f,-). The contour 

plots are very similar to those obtained from conventional exponential inflation (see 

fig. 6.7). For a <^ m i n at the GUT scale a coupling of e J> 0.3 is needed to generate a 

thermal state. Such a coupling is at variance with the small couplings required for a 

slow-rolling transition[20,21] and furthermore, it seems unlikely that <j> would be able 

to stay localized at <f> = 0 for a sufficient length of time[21]. It is again concluded 

that for the pure Brans-Dicke case it is generally slightly harder to generate a thermal 

state than was found in section 6.3, but it becomes somewhat easier if is greatly 

increased. 

7.6 Summary 

There is no doubt that extended inflation has been successful in re-establishing 

the first-order phase transition as a viable mechanism for achieving inflation by erad­

icating the graceful exit problem. However for such a phase change to be possible a 

thermal state must be established and hence the sort of analysis described in chapter 

six may be employed. 
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F i g u r e 7.13: A contour plot of the average total number of interactions N 
in the <f>min-e parameter space for the model based on the Coleman-Weinberg 
potential (6.21) with $ ( < J = 10" 2 x l/G (the other Brans-Dicke parameters, 
$(<,) and u> are set such that they maximise N for the given value of A, 6 and 
/ i ) . T h e intermediate contours are at half orders of magnitude (i.e. VTO times 
the previous contour level). The parameter-space region to the left of the contour 
N = 1 is excluded because no interactions would occur to generate a thermal 
state. 
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F i g u r e 7.14: A contour plot of the average total number of interactions N 
in the 0 m i n - e parameter space for the model based on the Coleman-Weinberg 
potential (6.21) with $(<;) = 10 2 x 1/(7 (the other Brans-Dicke parameters, $(<,) 
and u> are set such that they maximise N for the given value of A, 6 and /j). The 
intermediate contours are at half orders of magnitude (i.e. \ /T0 times the previous 
contour level). T h e parameter-space region to the left of the contour N = 1 is 
totally excluded because no interactions would occur to generate a thermal state. 
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The main conclusion of so doing is that, despite the extra free parameters avail­

able in the Brans-Dicke theory, the constraints on the inflaton potential parameters 

are remarkably similar to those obtained with conventional inflation. In other words, 

it seems just as difficult to produce a thermal state in extended inflation if not slightly 

more so. The reasons for this are fairly straightforward. Section 7.3 showed that the 

only Brans-Dicke parameter whose variation had any real impact on the total number 

of interactions N was the initial value of This parameter is constrained in 

the pure Brans-Dicke version of inflation by the fact that today 4> = \/G. Because <P 

increases as t2 during inflation it is found that <P < 1 0 - 2 x l/G at the start of infla­

tion (see (7.46)), and the smaller the value of $ the more difficult it is to establish a 

thermal state (since it implies a larger effective value of G). It is thus marginally more 

difficult to establish a thermal state in the pure Brans-Dicke model than in standard 

inflation with GR. As already discussed, it is possible for the more general versions 

of extended inflation to get around this constraint, the foremost example being the 

induced gravity extension[12] (see fig. 7.1). However, since the only scale in such a 

potential is provided by G itself, it seems unlikely that the maximum starting value of 

$ could be increased by more than a few orders of magnitude[10] without recourse to 

some special initial condition. The contour plots with such enhanced starting values 

of $ (figs. 7.11 and 7.14) show that thermal state production is then somewhat less 

difficult than for pure Brans-Dicke extended inflation but the improvement is not very 

great. 

A consequence of this similarity with conventional inflation is that the GUT scale 

is again an upper bound to the scale at which the generation of a thermal state could 

occur, and that symmetry breaking at scales < 10 1 2 GeV are preferable. So again, 

if inflation is to happen at higher energy scales than this then mechanisms which do 

not rely on a temperature dependent phase change seem to be favoured. 



Extended Inflation 147 

References 

1. D. La and P.J. Steinhardt, Phys. Rev. Lett. 62, 376 (1989) 

2. C. Brans and C.H. Dicke, Phys. Rev. 24, 925 (1961) 

3. S. Weinberg, Gravitation and Cosmology, (Wiley, New York, 1972), Chapter 16 

4. R. Holman et al, Phys. Rev. D 43, 995 (1991) 

5. B.A. Campbell, A. Linde, K.A. Olive, Nucl. Phys. B355, 146 (1991); J. Garcia-

Bellido and M. Quiros, Nucl. Phys. B368, 463 (1992) 

6. R. Holman et al., Phys. Rev. D 43, 3833 (1991) 

7. C. Mathiazhagen and V. Johri, Class. Q. Grav., 1, L29, (1984) 

8. J.D. Barrow and K. Maeda, Nucl. Phys. B341, 294 (1990) 

9. C M . Wi l l , Phys. Rep. 113, 345 (1984) 

10. D. La, P.J. Steinhardt and E.W. Bertschinger, Phys. Lett. B 231, 231 (1989) 

11. E.J. Weinberg, Phys. Rev. D 40, 3950 (1989) 

12. F.S. Accetta and J.J. Trester, Phys. Rev. D 39, 2854 (1989) 

13. J. Garcia-Bellido and M. Quiros, Phys. Lett. B 243, 45 (1990) 

14. P.J. Steinhardt and F.S. Accetta, Phys. Rev. Lett. 64, 2740 (1990) 

15. R. Holman, E.W. Kolb, Y. Wang, Phys. Rev. Lett. 65, 17 (1990) 

16. Numerical Algorithms Group, Fortran Library Mk. 15 (1991), Routine D02BAF 

17. L.E. Gurevich, A .M. Finkelstein and V.A. Ruban, Astrophys. and Space Science, 

22, 231, (1973) 

18. I.S. Gradshteyn and I .M. Ryzhik, Table of Integrals, Series, and Products, (Aca­

demic, New York, 1980) 

19. M . Kamionkowski and M.S. Turner, Phys. Rev. D 42, 3310 (1990) 



Extended Inflation 148 

20. A.D. Linde Phys. Lett. B 129, 177 (1983) 

21. G. Mazenko, W. Unruh, R. Wald, Phys. Rev. D 31 , 273 (1985) 



The standard hot big bang model does not provide a fully satisfactory account of 

the early development of the Universe. As discussed in section 3.5, some quite fun­

damental problems still remain. However, the inflationary scenario gives the promise 

of solving a number of these problems all at once, including the flatness/oldness/ 

naturalness problem, the horizon problem and the monopole problem. It may also 

provide the initial spectrum of density inhomogeneities, from which the large scale 

structure of the Universe eventually formed. 

As was seen in section 3.7, it is commonly supposed that the vacuum energy 

responsible for inflation is generated when the vacuum expectation value of a scalar 

field, the inflaton, is located away from the absolute minimum of its potential. One of 

the better motivated mechanisms for so doing relies on a symmetry breaking potential, 

qualitatively of similar form to the Higgs potential of the standard particle physics 

model described in chapter 2. In chapter 5 it was shown that when a model with such 

a potential is in thermal equilibrium it is transformed into a temperature-dependent 

effective potential. And this potential then generates a phase transition in a natural 

way, as the universe cools, from a state with a large vacuum energy to one where 

vacuum energy is negligible. Thermodynamics is a cornerstone of the hot big bang 

model (sections 3.3 and 3.4), and this is perhaps one reason why the thermal phase 

change seems so plausible. However, as explained in chapter 4, the assumption of a 

thermal state needs careful re-consideration when inflation is involved. 
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A self consistent calculation of the total number of interactions per particle (4.36) 

can be used to investigate the generation of an initial thermal state of inflatons in 

a quantitative way. A numerical implementation of this idea was given in chapter 6 

where it was further applied to several specific example potentials. The generality of 

this procedure means that it can be applied to essentially any inflation model which 

relies on a thermal phase transition and extended inflation is a case in point. In 

chapter 7, it was shown how, after suitable modifications, the method can again be 

employed when the Brans-Dicke action of extended inflation replaces the Einstein 

action. 

It was found that in both normal and extended inflation, with an inflaton poten­

tial based solely on self-interactions, inflation at the GUT scale is not favoured (see 

figs. 6.10, 7.10 and 7.11). In order to be able to form the required thermal initial 

state, a symmetry breaking scale < 10 1 1 GeV is required, which is perhaps more sug­

gestive of a SUSY-breaking or an even lower energy transition. It is easier to generate 

a thermal state at the GUT scale with the Coleman-Weinberg potential (sections 6.3 

and 7.5), but although the potential has the form required for "new-inflation", the 

size of the couplings needed to produce a thermal state (see figs. 6.7, 7.13 and 7.14) 

would not allow the <̂ >-field to evolve by slow-rolling during the phase transition. It 

thus seems likely that the effective cosmological constant would not persist for long 

enough to solve the cosmological problems for which it has been invoked. 

These conclusions, drawn from the analysis in chapters 6 and 7, can perhaps 

provide hints as to the nature of the inflationary transition if a thermal phase change 

mechanism is to be retained. Well below the GUT scale, i.e., <: 10 1 2 GeV, there seems 

to be little or no restriction on the inflaton potential or the order of the phase change. 

However, at the GUT scale it seems that only a first order transition is allowed, since 

the couplings required for a second order transition are too large to allow slow-rolling. 

Furthermore, this first order transition cannot rely just on the self-coupling of the 

scalar. I t may be possible to contrive a model with a first-order transition at the 

GUT scale if the scalar also couples to gauge particles, as in section 6.3. In this 

case it is the gauge coupling which ensures thermal equilibrium since the scalar self-

coupling cannot be large enough to achieve this on its own. But note that a realistic 
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potential for this purpose would have to have five independent parameters; a mass 

and two scalar couplings, a fermion Yukawa coupling to ensure the potential has the 

correct form (see section 5.4), and the coupling to the gauge field. 

For inflation above the GUT scale i t seems that a temperature dependent phase 

change mechanism cannot readily be generated in any way. At such high scales 

all the models that have been tried in chapters 6 and 7 would require very strong, 

i.e., non-perturbative, couplings. In this case, the definition of temperature is by 

no means certain because it seems unlikely that the ideal gas approximation would 

apply. Certainly, the effective potential formalism of chapter 5 is no longer valid. It 

would seem therefore that mechanisms which do not rely on a thermal phase change, 

like chaotic inflation, have to be preferred at such early times. 

Of course, the real problem here is a difficulty that has plagued inflation from 

the start — there is no clue as to the identity of the scalar inflaton field. If more 

realistic or more natural models existed then it would be far easier to draw more 

precise conclusions. Increasingly however, it is becoming apparant that inflation is a 

difficult scenario to realise in a straightforward manner, though this may just be a 

reflection of an incomplete knowledge of the physics that lies above the electroweak 

scale. The real question is whether there is an inflaton field in the true theory of 

elementary particle physics, be it a GUT, SUSY, superstring or something entirely 

different. 
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