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The behaviour of thin film semiconducting and magnetic devices depends upon the 

chemical and physical status of the as-grown structure. Since the dimensions of many 

devices can be in the Angstrom and nanometre region, characterisation techniques capable 

of measuring chemical and physical parameters in this regime are necessary if an 

understanding of the effect of specimen structure on observed properties is to be achieved. 

This thesis uses high resolution x-ray scattering techniques to characterise sub-micron 

layered structures of semiconducting and magnetic materials. 

Double crystal diffraction is routinely employed in the semiconductor industry for the on­

line inspection of sample quality. While material parameters such as sample perfection and 

layer composition may be rapidly deduced, the non-destructive measurement of layer 

thickness is more difficult (particularly for multilayered samples) and lengthy simulation 

procedures are often necessary to extract the thickness information from a double crystal 

diffraction profile. However, for semiconductor structures which -act as Bragg case 

interferometers, oscillations (known as thickness fringes) appear in the diffracted profile. 

The period of these fringes can be directly related to layer thickness. Attempts to Fourier 

-transform-diffraction data, in order to automatically extracr the- frequency-of -thickness 

fringes, have previously been only partially successful. It is shown that the relatively weak 

intensity of the thickness fringes and the presence of the substrate peak in the analysed 

diffraction data, drastically reduce the quality of the subsequent Fourier transform. A 

procedure for the manipulation of diffraction data is suggested, where an "average" 

envelope is fitted to the thickness fringes and used to normalise the data. The application 

of an auto-correlation is shown to further increase the quality of the Fourier transform of 

the normalised data. The application of Fourier transform techniques to the routine 

analysis of double crystal diffraction data is discussed 

A novel technique for the measurement of absolute lattice parameters of single crystals is 

presented, which is capable of determining lattice constants with an absolute accuracy of 

around 2 parts in 1Q5. The technique requires only the use of a conventional triple crystal 

diffractometer with motorised 29 circle movement and the provision for a fine, precise 

rocking motion of the analyser. To demonstrate the technique, exemplary measurements 

on GaAs and InAs crystals are presented. 
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Triple crystal diffraction analysis has been performed on three material systems of current 

technological interest; the Hgl-xMnx Te on GaAs, the Cdt-xHgx Te on CdTe/Cdt-xZnx Te 

and the low temperature grown GaAs systems. Studies on the Hg1_xMnx Te on GaAs 

system reveal that the principal contribution to the rocking cutve widths of layers grown 

using the direct alloy growth (DAG) method, arise from the tilt (i.e., mosaicity) of layer 

sub-grains. This finding is confirmed by double crystal topography which shows that the 

layers are highly mosaic with a typical grain size of (130±5)J.lm. Topographic studies of 

Hg1_xMnx Te on GaAs, grown using the interdiffused multilayer process (IMP), show that 

sample quality is significantly improved with single crystal material being produced using 

this growth method. Triple crystal diffraction studies of the Cd l-xHgx Te on 

CdTe/Cd0.96Zno.04 Te systems reveal several fmdings. These are that the main 

contribution to rocking curve widths is from lattice tilts and that the tilt distribution 

increases as the layer thickness decreases. Further, the quality of the Cdo.96Zn0.04 Te 

substrate analysed is superior to that of the CdTe and that Cd1_xHgx Te layers grown on 

Cdo.96Zno.04 Te substrates are generally of a higher quality than those grown on CdTe. 

Triple crystal analysis of MBE and ALE grown GaAs films, deposited at low growth 

temperatures, show that, at equivalent temperatures, superior quality films are grown by 

the ALE technique. Narrow lattice dilation and tilt distributions are reported for GaAs 

films grown anemperatures as low as 300°C by the AtE-method. 

While diffraction techniques are highly suitable for the study of relatively perfect 

crystalline material, they are not appropriate to the analysis of heavily dislocated or even 

amorphous specimens. This is not the case for the Grazing Incidence X-Ray Reflectivity 

(GIXR) technique, whose sensitivity is not dependent upon sample structure. The GIXR 

technique is currently attracting increasing interest following the development of 

commercial instruments. In this thesis, GIXR has been used to probe the layer thickness 

and interfacial roughness of a series of magnetic multilayer samples and Si/SixGe1_x 

superlattices. The technique is shown to be capable of measuring layer thickness to an 

accuracy of one monolayer. Modelling of specular GIXR data for the Si/SixGe1_x 

superlattices has shown that the magnitude of interfacial roughness is different for the two 

types of interface within the high Ge content superlattice samples, the SixGe1_x ~ Si 

interface possessing a long range sinusoidal roughness of (0.9±0.3)nm, in addition to the 

short range roughness of (0.5±o.2)nm present at all interfaces. By collecting the diffuse 

scatter from a GIXR experiment, conformal, or correlated, roughness has been observed 

in both the multilayer and superlattice samples. 
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Few aspects of modem life remain untouched by the presence of semiconducting 

and magnetic devices. In applications ranging across communications, data 

processing, computing, data storage and consumer goods, the evolution of electrical 

and magnetic systems has had great impact on both the technological and 

economical expansion of the developed world. By 1996 the value of the world 

market dealing in the fabrication of integrated circuits alone, is expected to exceed 

150 billion dollars1• Significant research and development efforts are being directed 

into further developing semiconductor technology, with Scientists from many 

disciplines involved in improving materials fabrication methods, devising material 

characterisation techniques and extending device applications. 

Much of the current attention devoted to these high technology materials· revolVes 

around the deposition and properties of thin films grown on crystalline substrates. 

Thin layered materials often exhibit novel electrical, magnetic and other physical 

properties, which are not observed in the bulk material. The actual behaviour of thin 

film. semiconducting and magnetic devices strongly depends upon the chemicru and 

physical status of the as-grown structure. Since the dimensions of many devices can 

be in the Angstrom and nanometre region, characterisation .techniques .capable of 

measuring chemical and physical parameters in this regime are necessary if an 

understanding of the effect of specimen structure on observed properties is to be 

achieved. This thesis uses x-ray scattering techniques to characterise sub-micron, 

layered structures of semiconducting and magnetic materials. Many of the systems 

analysed have thin epitaxial layers deposited on to their surface, where the term 

"epitaxial" refers to the formation of an extended single crystal layer on top of a 

crystalline substrate. The following sections give a brief overview of the material 

systems analysed in this thesis, with a discussion on the various thin film growth 

techniques. The discussion is by no means a comprehensive one and the reader is 

referred to the references quoted for a deeper treatment of the subjects covered. 
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Prior to the growth of thin film semiconducting and magnetic films, substrates of 

high crystalline quality must be prepared if good quality layer growth is to be 

achieved. Substrates most commonly used for semiconductor growth are Si, GaAs 

and InP. Two methods of mass producing single crystal silicon have evolved; the 

crucible-free floating zone technique (FZT) and the crucible-pulling or Czochralski 

method. In both techniques, crystallisation takes place on an (001) or (111) oriented 

seed crystal which is pulled at a slow rate to a thin crystal neck, eliminating 

dislocation line defects at the beginning of the growth process. The techniques 

differ in the choice of starting material, with crack free (poly)silicon rods providing 

the feed stock in the floating zone method, while crushed pieces of polysilicon 

constitute the starting material in the Czochralski process. Floating zone silicon 

growth occurs by creating a small molten region in the silicon rod with RF heating, 

allowing small grains of silicon to recrystallise as a single crystal product (figure 

1.1(a)). In the Czochralski method (figure 1.1(b)), the crushed Si pieces are stored 

in a crucible, with a rod of single crystal silicon being slowly drawn away from the 

melt. 

The Czochralski technique must be further refined if III-V semiconductors are to be 

grown, since the group V element dissociates upon melting of the semiconducting 

compound. By using a sealed, or encapsulated, system the problem of group V 

dissociation can be circumvented. In the -liquid encapsulated Czoehralski technique 

(LEC), first proposed by Mullin2 et al., a pellet of solid boron trioxide glass overlies 

the -crucible charge (figure 1.1 (c)), forming a liquid encapsulation over the melt 

during growth. LEC grown GaAs is commonly used as a high purity, undoped 

substrate for epitaxial growth. 

As implied by their name, III-V semiconductor compounds are alloys combining 

elements from groups Ill and V of the periodic table. The III-V binary compounds 

crystallise in the zinc blende (or sphalerite) structure, which is equivalent to the 

diamond lattice adopted by silicon and germanium except that the basis consists of 

two different atomic types3, with a group III atom at the origin and a group V atom 

at co-ordinate position (1/4, 1/4, 1/4). Alternatively, this can be visualised as a face 

centred cubic lattice of group III atoms interpenetrated by a face centred cubic 

2 
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Figure 1.1 (a) : The floating zone technique {FZT) used for the growth of single 
· crystal silicon. After Moss and Ledwith1. 

Cruci bte Shaft 

Figure 1. 1 (b) : The Czochralski technique for single crystal silicon growth from a 
crucible. After Moss and Ledwith1. 



Figure 1.1 (c) : The Liquid Encapsulated Czochralski method (LEC) for growth of 
single crystal IIT-V semiconductors. After Moss and Ledwithl. 



Even though silicon can be melt grown with an extremely high degree of crystal 

perfection, the indirect bandgap of silicon has resulted in wide scale use of III-V and 

IT-VI compound semiconductors, despite the high quality growth of such materials 

being significantly more difficult than in the case of silicon. In semiconductors with 

direct band-gaps (e.g., GaAs and InP), carrier transitions between the valence and 

conduction bands occur with no change in momentum. Thus in a graph of electronic 

energies versus wave vector (the parabolic E-k curve), emission of light occurs by a 

vertical descent from the minimum conduction band level to the maximum vacant 

level in the valence band. For indirect band-gap semiconductor materials (e.g., Si 

and Ge), the transition occurs with a change in momentum. This momentum change 

is accommodated by excitation of lattice vibrations and heating of the crystal lattice, 

making electron hole recombination (and thus photonic emission) much less 

probable. In general, direct gap semiconductors are more efficient by several orders 

of magnitude at emitting light, compared with indirect band-gap materials. 

By manuiactunng semiconducting compounds with three of -more elemental 

components the bandgap (and hence wavelength of photonic emission) of the 

semiconductor can be tailored to a particular value. This is the situation with III-V 

semiconducting alloys which are extensively used in the telecommunications industry 
' -

for the long range transmission of information along optical fibres4• Figure 1.2 

shows the range of wavelengths available from various semiconductor material 

systems. The--light signal carrying the information -originates from semiconducting 

lasers and is attenuated as it passes along the fibre. The absorption of a typical silica 

optical fibre varies as a function of the transmitted wavelength5•6, as demonstrated 

by figure 1.37, displaying minima in the absorption spectrum corresponding to 

wavelengths of 1.3j..tm and 1.551J.m. An optical fibre transmission system contains 

many repeater units (basically detector-amplifier-transmitter combinations) used 

periodically to boost the attenuated light signal. By operating at wavelengths 

corresponding to minimum attenuation within the optical fibre, the spacing of the 

repeater unit can be increased to a large distance, allowing considerable savings in 

capital cost. Solid state lasers emitting at 1.551J.m, allow the transmission of high bit 

rates(> lGbs-1), with a repeater spacing of over 100 km. At these high bit rates, the 

main factor affecting repeater spacing is no longer signal attenuation but chromatic 
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dispersion within the fibre, a problem which can be addressed by limiting the spectral 

width of the laser source8, or by modification of the fibre characteristics9• 

The semiconductor laser consists of a forward biased diode formed from the 

junction between two direct gap semiconductors. The applied voltage "injects" 

electrons from the n-type material conduction band across the junction to the p-type 

material conduction band, where they combine with holes resulting in the emission 

of a photon with energy approximately equal to the band gap energy. ][f this 

"injection current" is increased beyond a particular threshold value, photons arising 

from electron-hole recombinations stimulate further photonic emissions and laser 

action results. If the two ends of the diode perpendicular to the layer/substrate 

interface are made flat and polished, so as to act as partially reflecting mirrors, then 

light is reflected back across the region of recombination in the p-type material, 

causing amplification of the stimulated emission. An intense laser beam emerges 

from the crystal, whose output power can be tens of milliwatts, where the overall 

laser efficiency can approach 10%. A more comprehensive review of 

semiconducting lasers covering their growth, application and operation has been 

given by Agrawal and Duttato. 

Compound semiconductors made from combining group II elements (e.g., Cd, Zn, 

Hg) with elements from group VI (e.g., S, Se, Te) are finding increasing 

applications, particularly with regard to design of LED's and injection lasers 

operating in the blue portion of the visible spectrum11 • II-VI compounds have direct 

energy band gaps ranging from a fraction of a volt in Hg containing compounds to 

over-3.5 eV_in ZnS, with low temperature mobilities approaching 106 cm2V-ls-l._ If __ 

the group II element is substituted by a magnetic transition ion such as Mn, a new 

class of materials known as dilute magnetic semiconductors results (e.g., Cd(Mn)Te 

and Zn(Mn)Se) in which the semiconducting properties of the pure compound are 

largely retained. However, the localised magnetic moment of the magnetic 

transition ion (arising from the unfilled 3d shell) leads to magneto-optical effects 

which have been exploited in, for example, optical isolator devices. 

Superlattice structures have generated much recent excitement in scientific research 

and technology development circles. The term superlattice refers to a structure with 

many thin layers, deposited in a regular, periodic manner onto a substrate. These 

structures thus exhibit one dimensional periodicity in the growth direction (i.e. 
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perpendicular to the substrate interface). The periodicity can be obtained by either 

regularly varying the sequence of deposited layers (i.e. A-B-A-B-A-B-A-B etc., 

where A and B are layers of differing composition) or by introducing "modulation" 

doping into a superlattice in order to create energy wells. In this definition, the term 

"thin" implies that the layers are of such small thickness that the wave functions of 

charge carriers in adjacent layers overlap interfacial boundaries and couple together. 

Epitaxial structures, by definition, involve coherent ordering of a crystal lattice 

across the boundary between two layers of different composition. For systems 

where the coherence across the interface is significantly worse, the crystalline quality 

is diminished by the presence of defects in the layers themselves and at interfaces 

(e.g., as in the case of metallic layers), and the term "superlattice" is no longer 

strictly appropriate, as the quality of the "artificial" lattice is degraded. Such 

structures are instead termed multilayers, although, in practice, the terms 

"superlattice" and "multilayer" are frequently interchanged. The excitement 

surrounding superlattice technology has been generated by the novel quantum 

effects which have been observed as a result of the coupling of electron 

wavefunctions across interfacial boundaries. Charge carriers are confined within a 

periodic band structure, exhibi~ng quantised energy levels, which can be engineered 

through selection of different layer materials and values of repeat period. 

Excellent reviews detailing the growth, theory of operation and applications of 

semiconductor devices exist in the literature and the reader is referred to the work of 

Szetz, Jarost3 and others for a more comprehensive description. 

1.3 Miagnetic-MuBtilayer-§tructures 

Thin ferromagnetic films have found extensive applications in the production of 

audio, video and data storage devices (such as computer disks). Ferromagnetic 

materials have been long known to exhibit an anisotropic resistivity in a magnetic 

field14• This anisotropy has been used15 to make magneto-resistors using thin films 

of alloys such as permalloy (NixFe1_x)· This dependence of the film resistivity on 

the magnetisation of the thin layer forms the basis for magnetic recording media. 

Two forms of recording media can be distinguished by considering the direction of 

the magnetisation relative to the thin film surface. In longitudinal media the 

magnetisation vector lies in the plane of the thin film, while in perpendicular devices 
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the magnetisation points perpendicular to the film surrace, i.e., in the growth 

direction. The advantage of perpendicularly magnetised media is that a higher 

density of magnetic information can be stored 

Recently, great interest has been shown in the use of magnetic multilayer systems, 

with regard to their potential as high density recording media16, this interest being 

sparked by the discovery of "Giant negative MagnetoResistance (GMR)" in Fe/Cr 

superlattice systems by Baibach 17 et al.. Magnetic multilayer systems consist of 

alternate layers of magnetic and non-magnetic materials. In the absence of an 

applied magnetic field the magnetic moments of adjacent magnetic layers can be 

spontaneously aligned either ferromagnetically or antiferromagnetically, depending 

upon the thickness of the layers. The polarity of this alignment varies periodically 

with the thickness of the non-magnetic layer18• When the magnetic layers are 

aligned antiferromagnetically, the resistance of the structure is greater than when 

they are aligned ferromagnetically due to the spin dependence of the electron 

scattering. 

The magnetic properties of thin film recording media depend strongly on the grain 

size, thickness, film composition, perfection, impurity content and interracial 

roughness of their constituent layers. In order to understand how each of these 

features affect multilayer magnetic properties, it is necessary to be able to 

characterise each of these physical and chemical properties. While methods exist 

which are capable of measuring film composition and impurity content, very few 

characterisation techniques are able to yield information on the sutface and 

interraciaLroughness .of-multilayered samples. _This problem is addressed. in_Chapter __ 

VIII, which describes the use of grazing incidence x-ray reflectivity techniques 

(GIXR) to probe the interracial structure within magnetic multilayers. 

:ll..4l.:ll. Epitaxial Gmwtllu 

The growth of high quality, crystalline sub-micron devices has only been made 

possible by the development of sophisticated epitaxial growth techniques. Three 

main growth methods are commonly used in the fabrication of sample structures 

and these are liquid phase epitaxy (LPE), vapour phase epitaxy (VPE) and 

molecular beam epitaxy (MBE). A variety of alternate methods have also been 
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developed but these are all essentially loosely based around these three common 

"core" techniques. 

Liquid phase epitaxy (LPE) is a popular technique used in the growth of 

semiconductor samples (in particular, low cost LED's) and is particularly suited to 

the growth of relatively thick (2 to lOJ..Lm) layers of high crystalline quality19. The 

rate of deposition of LPE is high, with layer growth rates of around ljlm per minute 

not uncommon. LPE involves the precipitation of a crystalline film from a 

supersaturated melt onto the parent substrate, which serves as both a template for 

the epitaxy and as a physical support for the heterostructure. One of the most 

common experimental arrangements is the multibin fumacezo, shown in fig.1.4 10• 

At growth temperatures above 350°C, the difference in evaporation rates of indium 

and phosphorus mean that phosphorus is lost more quickly from InP substrates 

leading to the formation of indium rich InP droplets on the substrate surface, which 

have a detrimental effect on the morphology and quality of subsequent epitaxial 

layers21 . To circumvent this problem, groWth has been carried out in a phosphine 

(PH3) rich environment22, although this is expensive and tends to contaminate 

epitaxial layer materials in adjacent silos. A better solution is to close off particular 

silos with caps of carbon and pellets of a tin, indium and InP mixture23• As the 

temperature is increased, thermal decomposition of the pellet occurs and an 

overpressure of phosphine results. This technique allows LPE growth of InP to be 

carried-out-at-up-to 700 ~C.-

The limitations of LPE growth include poor thickness uniformity and rough surface 

morphology, particularly for thin epitaxial layers. 

1.41.3 Metal-Organic VaJPOlll!r Phase Epitaxy 

Vapour phase epitaxy (VPE) concerns the growth of epitaxial material from gaseous 

sources24. Growth of material from the vapour phase (VPE) is most commonly 

practised using the metal-organic vapour phase epitaxy (MOVPE) technique25, 

which is also known in a more general context as metal-organic chemical vapour 

deposition (MOCVD). A schematic arrangement of an MOCVD reactor is shown in 
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Figure 1.4: The multibin liquid phase epitaxy (LPE) furnace. After Agrawal and 
Dutta10 . 



fig.l.526• In the case of epitaxial growth of HI-V semiconductor compounds, group 

V elements (e.g., As, P) are introduced into the reactor chamber in the form of 

trihydrides (e.g., AsH3, PH3) while group III elements are introduced in the form of 

covalent alkyls (e.g., In(CH3) 3, Ga(CH3) 3). The gases flow over the susceptor (on 

which the substrate is placed), which is heated (by infra red lamps or RF coils) to 

around 500°C. At these elevated temperatures, pyrolitic cracking of the gases 

occurs, and the group III and group V elements are deposited epitaxially onto the 

heated substrate. The actual mechanism of atomic deposition is not fully 

understood, though it is known empirically that the amount of group IH material 

present is the sole determinant of the resulting layer deposition rate. Typical 

pressures within the reaction chamber are between 0.1 and 0.5 atmospheres with a 

through gas flow of 1 to 15 ern per second. Doping can be introduced into the 

deposited layer by mixing hydrogen sulphide (n-type) or dimethyl zinc (p-type) with 

the group III and group V containing gases, within the reaction chamber. Computer 

control of the temperature and pressure of the injected gases allows the final 

composition of the epitaxial layer to be accurately determined. 

Molecular beam epitaxy essentially involves controlled evaporation in an ultra high 

vacuum system (lQ-10 torr). The reaction of one or more evaporated beams of 

atoms or molecules with the single crystal substrate yields the desired epitaxial film. 

The independent control of beam sources, coupled with a slow growth rate enables 

the fabrication of thin films with a precision on the atomic level. Deposition of thin 

films from a fraction of a micron in thickness, down to a single monolayer are 

possible. For GaAs materials, MBE growth progresses with a typical rate of around 

lJlm per hour. A cross sectional view of a typical MBE system, illustrating the 

major components, is shown in fig.1.627 • In MBE the physical surface migration of 

adsorbed molecules determines the properties of the films grown. For chemical 

vapour deposition processes (CVD), the chemical interaction between gas phase and 

solid surface plays an important role in the subsequent growth rate, stoichiometry 

and impurity concentration of thin films. 

A recent advance in MBE techniques has seen As and P used to provide a gas 

source. Organometallics used for this purpose are thermally cracked, releasing the 

group V element as a molecular beam into the system, yielding excellent epitaxial 
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film growth. Growth using this technique is known by the acronym MOMBE 

(Metal-Organic Molecular Beam Epitaxy)28•29,30. Another variant of the MBE 

method is the Atomic Layer Epitaxy technique (ALE)31·32• In ALE, growth at the 

sample surface is self limiting and complete monolayers are sequentially deposited as 

the growth process progresses. The growth rate is thus proportional to the number 

of reaction cycles rather than the intensity of the reactant flux or the time of growth. 

The original application of ALE techniques was in the growth of H-VI materials and 

dielectric thin films for electroluminescent display devices33, although it has recently 

attracted significant interest from the III-V field. This is due to ALE's potential for 

achieving atomic layer controlled ultra-thin film heterostructures, which are rapidly 

being developed for applications in high speed devices, optoelectronic integrated 

circuits and sophisticated quantum confinement structures. The work peresented in 

Chapter VII uses high resolution x-ray scattering techniques to characterise a series 

of ALE grown epitaxial GaAs layers. 

Another common technique employed in the deposition of thin films is sputtering. 

The quality of layers deposited using this method is worse than in the case of 

epitaxial techniques, with poor crystalline quality being typical of many sputtered 

systems. However, sputtering has the advantage of very high growth rates and is 

applicable to situations where thick layers are required with no great demand on 

crystalline quality. 

A simplified sputtering system is shown in fig.1.734, The target is a plate of the 

material from which the thin film is to be synthesised, and, since a negative potential 

is often applied, the target forms the cathode of the electrical system, with typically a 

negative bias of some several kilovolts applied to the cathode. After evacuation of 

the chamber, a gas is introduced which serves as the medium in which a discharge is 

initiated and maintained. The gas introduced is typically argon, and gas pressures 

can range from a few to 100 mtorr. Upon producing a visible glow discharge, a thin 

film of the target material is built up upon the substrate. Positive ions in the 

discharge strike the cathode plate and eject, amongst other products, neutral target 

atoms through momentum transfer. These atoms enter and pass through the 

discharge region eventually to condense upon the substrate, producing the desired 

thin film. Sputtering has been likened35 to "atomic pool" where the positive 

9 



Subsifllies 

Anode 

S~Uiiering GtJ!i 

Figure 1. 7 : Schematic diagram of a sputtering system34. 



discharge gas ions (the cue ball) break up the close packed rack of atoms (billiard 

balls), scattering some backward (toward the player). The most fundamental 

parameter characterising sputtering is the sputter yield, S, which is defined as the 

number of atoms or molecules ejected from a target surface per incident ion and is a 

measure of the efficiency of the sputtering process. Sputtering processes can be 

divided into four main categories; de methods where the target (cathode) is kept at a 

steady negative potential; RF methods where an ac signal is applied to the electrodes 

(used to deposit insulating thin films); magnetron sputtering, which employs 

magnetic fields to contain electrons within the plasma region (and thus enhance the 

probability of ion collisions and increase the sputter deposition rates) and reactive 

sputtering in which deposition occurs in the presence of a reactive gas (e.g., oxygen 

mixed with argon, if an oxide layer is to be deposited). Magnetron sputtering is 

currently the most common commercial technique, mainly due to its high sputter 

rates, typically lf.lm per min for AI. This deposition rate is around an order of 

magnitude higher than that found for conventional sputtering methods. 

Three processes have been proposed by which epitaxial layer growth is thought to 

occur. The type of growth observed is dependent upon the enthalpy of bonds 

present at the substrate/film/vacuum interfaces. In the so-called Frank van der 

Merwe mode the layer/vacuum interfacial energy is less than that of the 

substrate/vacuum interface and energy considerations mean that a layer is 

preferentially deposited onto the substrate. If the bond enthalpies of the epitaxial 

layer continually decrease as the thickness of the deposited layer increases, then 

planar film growth will continue (i.e. a thicker layer would lead to a less energetic, 

more stable layer/vacuum interface). 

The second growth mode, known as the island (or Volmer-Weber) growth mode, 

occurs when the layer/vacuum interfacial energy exceeds that of the 

substrate/vacuum interface. This occurs in highly mismatched systems (e.g., CdTe 

on GaAs and GaAs on Si) or where the deposited layer has a different 

crystallographic structure to the substrate material. In this instance, layer growth 

does not proceed in a planar manner but rather three dimensional islands of layer 

material are formed on the substrate surface, which eventually coalesce to form the 

epitaxial layer. The boundaries between these islands can be heavily dislocated and 
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tilted with respect to each other, resulting in more imperfect layers (i.e. greater 

defect content) than in the case of Frank van der Merwe type growth. 

A final growth mode (the Stranski-Krastanov mode) exists where the scenario is 

somewhere between the Frank van der Merwe and island growth modes. Initial 

epitaxial growth is planar (i.e. van der Merwe) but a perturbation in bond enthalpies 

of the layer material is observed as the layer thickness increases, resulting in a 

transition from two dimensional planar growth to three dimensional island (or 

Volmer-Weber) growth. 

In coherent epitaxial growth, the lattice parameter of the layer parallel to the 

interface matches that of the substrate, i.e. the substrate acts as a "template" for the 

deposited layer. In the case where the bulk lattice parameters of the substrate and 

layer materials are different, then a "mismatch" is said to exist between the substrate 

and layer crystal structures. The lattice mismatch (or misfit), m, is quantitatively 

defined by equation (1.1), 

m= 
(a1 -aJ 

(1.1) 

where as is the substrate lattice parameter and a1 the bulk layer lattice parameter. 

For substrate/layer systems which are mismatched, epitaxial growth proceeds with 

the lattice mismatch of the substrate and layer materials being accommodated by 

tetragonal distortion (elastic strain) of the layer lattice, in order to maintain 

coherency of the substrate and layer unit cells across the interface36,37. An increase 

in the layer thickness is accompanied by a corresponding increase in the total strain 

energy within the crystal lattice until a critical point is reached, where the total strain 

energy is so large that the lattice mismatch can no longer be accommodated by 

elastic strain of the layer material. At this particular layer thickness, known as the 
critical thickness, he, misfit dislocations are formed which reduce the total strain 

energy in the epitaxial layer. The layer lattice parameter parallel to the interface 

moves back toward its bulk value, and the lattice of the layer material in the region 

of the interface is said to "relax". The relaxation, R, is defined as the proportion of 

the misfit strain which is reduced by the nucleation of misfit dislocations near to the 

interface between the substrate and the epitaxial layer38, 
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R=.:.·(c-a1 ). 

(as- a1 ) 
(1.2) 

where the lattice constants parallel to the interface of the totally unstrained epitaxial 

layer, the partially strained epitaxial layer and the substrate are denoted by the 
parameters a" c and as respectively. 

Thus in epitaxial growth of a mismatched system three different situations are 

possible, as illustrated in fig.1.8. The layer can exhibit no coherency with the 

substrate (and deposit, or "relax" with a unit cell with the bulk layer lattice 

parameter), grow with full coherence maintained parallel to the interface (i.e., 

epitaxial growth) or grow in a manner somewhere between these two situations and 

exhibit partial coherence/relaxation. 

The point at which a layer material will begin to "relax" depends upon the absolute 

value of the substrate/layer mismatch as well as the thickness of the epitaxial layer. 

Theoretical models for calculating the critical thickness (i.e., the point at which 

relaxation begins) of an epitaxial layer have been developed39 but matching of 

predicted to experimentally measured critical thicknesses has, in general, been only 

approximate (see Chapter VII). While misfit dislocations lying in the interface 

between the layer and the substrate are the most efficient means by which misfit 

strain is relaxed, other types of dislocation are also present within the system. 

Dislocations extending from the substrate into the epitaxial layer are known as 

threading dislocations. When a lattice strain is present, the vertical segments of the 

threading dislocations in the substrate and epitaxial layer move in opposite 

directions, leaving a segment of misfit dislocation lying in the plane of the interface. 

The generation of misfit dislocations has a significant bearing on device behaviour, 

as they have been found to degrade seriously device performance. In quantum well 

laser systems dislocations act as centres for non-radiative recombination of 

electron/hole pairs, leading to a reduction in the luminescence quantum efficiency of 

over two orders of magnitude for only a small increase over the critical thickness40• 

Measurements of threshold voltage variations in Field Effect Transistor (FET) arrays 

have been strongly correlated with the dislocation distribution density across wafers. 
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Figure 1.8: Configurations of the epitaxial layer unit cell. After Halliwell38. 

(a) full relaxation (i.e. bulk state), (b) coherently strained, 
(c) partially relaxed. 



Measurement of the lattice constant of epitaxial layers is of great use in the 

semiconductor industry as the lattice parameter of ternary alloys can be directly 

related to their composition by the use of Vegard's law. This states that the lattice 

parameter of a ternary or quartenary alloy varies linearly with the composition41,42, 

i.e., it can be deduced by linearly interpolating between the lattice parameters of the 

constituent binary components. Vegard's law is extensively used in the high 

resolution x-ray diffraction characterisation of ternary semiconductor structures, 

where a measured lattice mismatch is used to calculate the composition of strained, 

heteroepitaxial alloys. Since the observed mismatch in an x-ray diffraction 

experiment relates to the lattice parameter of the strained layer material, the 

tetragonal distortion of the layer lattice must be taken into account if the real 

mismatch is to be determined (i.e. the mismatch of the substrate and layer buLle 

lattice parameters). The real mismatch, m, is related to the effective mismatch, m", 

by equation (1.3), 

" (1 + v) 
m =mX-'---"'--

(1-v) 
(1.3) 

where v is the Poisson ratio, which is related to the elastic constants C and C12 by 
II 

equation (1.4)43 . 

(1.4) 

Theoretical treatments of layer strain have been described by several authors44,45,46 

using classical elasticity theory, where sharply defined interfaces, a rigid substrate 

and an isotropic layer subjected to a state of plane stress are assumed. For growth 

on (001) oriented substrates, the strained layer lattice parameter perpendicular to the 

interface, c (i.e. in the growth direction) has been shown to be, 

(1.5) 

where a1 and as are the bulk lattice parameters of the layer and substrate 

respectively. 
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The ever decreasing dimensions of thin layered semiconductor and magnetic 

systems, together with the strong dependence of sample behaviour with as-grown 

structure, demand that the physical and chemical structural parameters are grown to 

within a tight tolerance by the grower. Many analytic techniques have been 

developed with which the physical and chemical status of materials can be 

determined and mention will be given here to only those methods most commonly 

employed in industrial and academic research laboratories. 

In general, the sample is probed with some form of wave or particle generating a 

signal or product which is then collected and analysed in an attempt to deduce a 

specific specimen parameter. As has been found by many other authors and 

reviewers of characterisation methods, it is convenient to group the various 

techniques according to the nature of the incident probing radiation. In general, the 

experimental probe can be classified as an optical probe, an x-ray probe, an electron 

beam or a particle beam. Following the approach of Shaffner47, figure 1.9 outlines 

the capabilities of the more commonly used characterisation techniques employed in 

the semiconductor industry, grouped according to the state of the incident probe. 

Rarely does a single characterisation technique provide the investigator with all of 

the desired structural information, and a combination of complementary techniques 

is needed to fully characterise the physical and chemical state of the specimen. 

Characterisation techniques may also be classified as destructive (where the probing 

radiation permanently damages the specimen structure) or non-destructive (where 

the sample state- is left unchanged). Non-destructive testing methods are of obvious 

benefit, particularly in a large scale production context where routine quality 

checking of high value samples is employed. 

Techniques employing optical probes include interferometry48•49 (used for layer 

thickness measurements) ellipsometry5° and vibrational spectroscopy51• In 

ellipsometry, a beam of polarised light is directed at oblique angles to the layer 

surface and the reflected beam monitored. The signal is generated by interference of 

the components of the probing radiation, which undergo multiple reflection from the 

interfaces between the substrate and different layers. Information is obtained on the 

optical constants of materials, thicknesses of overlying layers and the presence of 

disturbed and roughened layers. 
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Vibrational spectroscopic methods used for the study of molecules at surface include 

infra-red (IR), Raman52 and electron energy loss spectroscopy (EELS). Raman 

spectroscopy is a long established technique in which the inelastic scattering of 

photons is used to detennine vibrational transitions within molecules. EELS is a 

related technique to the Raman method, except that the photon probe is replaced by 

a beam of electrons. In addition to giving molecular identification, vibrational 

spectroscopy can yield information on the mode and strength of attachment of the 

layer atoms to the substrate, by comparison of changes in the vibrational spectra of 

atoms in their free and absorbed state. Furthermore, since Raman and infra-red 

spectroscopy are optical techniques, measurements are not confined to systems 

under high vacuum and in situ analysis may sometimes be perfonned. 

Perhaps the most wide spread method for analysing thin epitaxial films is the 

technique of scanning electron microscopy (SEM). In SEM, a beam of electrons of 

energies up to 50 ke V, sourced from a hot filament, is focused to a very fine spot 

size (- 50A) and rastered across the specimen surface. Upon striking the surface, 

the electrons decelerate, giving up energy in inelastic collisions with the sample 

atoms. Electronic excitations occur and secondary electrons are emitted from the 

specimen, together with Auger and elastic back scattered electrons. In addition to 

these products, target characteristic x-rays, heat, light and specimen currents are 

produced, which can all be detected with appropriate instrumentation. The choice 

of the particular SEM mode which is employed, depends upon which product is 

actually detected and subsequently imaged. The most common SEM mode relied 

upon collection of the low-energy,- secondary electrons.- The low energy of these 

particles means that they originate from a subsurface depth of only a few tens of 

angstroms, giving excellent surface structure information. Non-planar surfaces yield 

significant contrast variations allowing three dimensional images of high quality to 

be obtained with excellent depth of focus. In semiconductor samples the incidence 

of the primary electron beam on the specimen surface generates electron/hole pairs 

which constitute a current which can be detected and used to modulate the intensity 

of the signal displayed on the cathode ray tube. This is the basis of the EBIC 

(Electron Beam Induced Current) technique where subsurface defects and failure 

sites can be spatially separated within the sample image. 
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Compositional information can be obtained by collection of the characteristic x-rays 

emitted from the sample due to the impingement of the high energy primary beam, 

using the electron microscope in the EDX merle (Energy Dispersive X-ray analysis). 

By sorting the x-rays as a function of energy, elemental analysis can be performed 

with the intensity of the x-ray peaks being directly related to the concentration of the 

element. 

If structural information is required from a layered structure which is sufficiently thin 

to transmit electrons, then the technique of transmission electron microscopy (TEM) 

can be applied. Here, the primary electron beam travels through the sample, with 

electrons being scattered at ion cores and defect sites. Electrons scattered elastically 

from the crystalline lattice give rise to diffraction patterns which can be analysed :in 

order to correlate specimen structure with an obseiVed pattern. The TEM can be 

operated in two modes; the so-called "bright field" image in which apertures are 

used to block the diffracted images, allowing only the central intense beam to be 

detected, and the "dark field" image, where only one of the diffracted beams is 

selected out to contribute to the formation of the final image, with the central beam 

being blocked out. TEM has been extensively used in the characterisation of 

epitaxial systems, some examples being the work of Chang53 et al. and Alavi 54 et al. 

who have studied compositional variations and misfit dislocations in strained layers, 

Careyss (the investigation of defects in MOVPE InGaAs ), Schaus56 et al. (analysis 

of quantum well heterostructures in order to optimise growth conditions) and 

Dupius57 et al. (a study of the dislocation behaviour upon thermal processing of Ge 

layers grown on Si). TEM is often combined with other characterisation techniques, 

which provide complementary information (e.g. x-ray analysis, photoluminescence), 

in order to fully characterise sample structure/composition58,59,60,6t. 

To monitor layer growth in situ, electron diffraction techniques are commonly 

employed. In LEED62 (Low Energy Electron Diffraction) a low energy electron 

beam ( < lke V) is directed normally to the layer surface, with electrons penetrating 

to only a few angstroms below the layer surface. In RHEED (Reflection High 

Energy Electron Diffraction163 the incident electron beam strikes the layer at a 

grazing angle (the incidence angle is no more than a few degrees). The electron 

energy is much greater than in the case of LEED, with energies ranging from 5ke V 

to 100 ke V. This high electron energy results in a large Ewald sphere. Since the 

reciprocal lattice points and Ewald sphere have a finite width, intersection of the two 
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occurs for some distance along the height of the reciprocal lattice point, and a 

streaky rather than sharp spot diffraction pattern results. The low energy of 

electrons (and hence small Ewald sphere radius) in LEED means that a sharp spot 

diffraction pattern is produced. An important feature of RHEED, is that the 

intensity of the reflected electron beam depends upon the step density of the 

growing film. During deposition of an epitaxial layer, the intensity varies 

sinusoidally as successive monolayers are grown, the period of oscillation being 

equal to the monolayer formation time. The type of pattern obseiVed can also be 

related to the mode of epitaxial growth, with three dimensional "island" growth 

being characterised by "spotty" diffraction patterns and streaks indicating smooth 

layered, planar growth (i.e. 2D growth). Reflection electron microscopy techniques 

are very sensitive to surface perfection and have been applied, for example, in the 

surface reconstruction of Si64 and the study of atomic height steps in metals65. 

Two of the most popular techniques which employ particle probes are secondary ion 

mass spectroscopy (SIMS)66,67 and Rutherford back scattering (RBS)6S,69. In SIMS, 

the specimen surface is bombarded by a source of ions resulting in the sputtering of 

neutral and charged ions from the outermost regions of the thin film. Once in the 

gas phase, the ions are mass analysed in order to identify the species present as well 

as determine their abundance. The SIMS technique is of particular use when 

measuring the composition of epitaxial films, particularly as a function of depth. It 

has the disadvantage of being destructive and no complete theory yet exists to 

describe fully the sputtering process (i.e. an accurate description of ion yields taking 

into account escape velocities and dependence on ion projectile and target 

materials). -While SIMS is of great-use when determining near-surface compositions, 

RBS is often used if compositional information is required from regions well into the 

sample. High energy (MeV) beams of low mass ions are fired at the specimen and 

penetrate thousands of angstroms, or even several microns deep into the thin film, 

with a negligible signal being generated from surface sputtering. Projectile ions lose 

their energy through electronic excitation and ionisation of target atoms. Some of 

the fast moving projectile ions (usually 4He+) penetrate the electron cloud shield and 

undergo collisions with the nuclei of the more massive stationary target atoms. 

Coulomb repulsion occurs between the incident ions and atomic nuclei resulting in 

Rutherford backscattering. Backscattered ions are analysed with respect to their 

energy in order to determine elemental information on the target composition. RBS 
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can detect concentration levels of around 1 atomic percent and is often applied in 

determining the stoichiometry of thin film binary compounds. 

The materials characterisation described in this thesis utilises x-ray scattering 

techniques to determine sample structure. Discussion of the specific experimental 

techniques used will be presented in Chapter IV. Subsequent chapters will then 

present examples of the applications of these techniques to the analysis of material 

systems of current technological importance. The work presented in Chapter V 

concerns the automated extraction of layer thickness information from the high 

resolution diffraction profiles of High Electron Mobiltity Transistors (HEMT's). 

Chapters VI and VII utilise high resolution diffraction techniques to analyse 

samples, in order to determine their lattice constants and defect structure, 

respectively. Chapter VIII will discuss the application of grazing incidence x-ray 

reflectivity to the study of layer thickness and interface roughness in multilayer and 

superlattice structures. Prior to a description of the principles and applications of x­

ray scattering, a theoretical discussion of the interaction of x-rays with solids (both 

crystalline and amorphous), and the theory of high resloution diffraction will be 

presented in the following two chapters. 
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X-ray analysis of material structure is based on the concept of directing x-rays 

onto a sample and studying the direction, energy or intensity of scattered or 

emitted radiation in order to deduce structural information about the specimen 

itself. As x-rays have a wavelength comparable with an atomic spacing they can be 

used to probe sample structure with a sensitivity on a sub-nanometre scale in a non 

destructive manner. Several different types of scattering experiments can be 

employed (as will be discussed in Chapter IV) with the choice of experimental 

configuration adopted being dependent upon both the kind of information sought 

and the type of material to be analysed (e.g. whether crystalline or amorphous). 

Most x-ray characterisation methods can be classified into three main areas; those 

of flourescence, reflectivity and diffraction techniques. Fluoresence techniques are 

concerned with the absorption of incident x-rays and their subsequent re-emission 

as radiation with a characteristic energy. By equating the energy of the emitted x­

rays to an electronic transition between two energy levels the type of atom 

involved in the absorption process can be identified. In this way the presence of 

individual elements within a sample of unknown composition can be detected and 

this phenomena is utilised in x-ray fluorescence analysis techniques such as EXAFS 

(Extended X-ray Absorption Fine-Structure). The use of such methods is beyond_ 

the scope of this study and the reader is referred to a number of texts for a review 

of fluorescence techniquesi,2,3. 

The work discussed in this thesis is concerned with the use of the other two types 

of x-ray characterisation probes mentioned above; reflectivity and diffraction. 

These techniques are similar in that they both involve studying the scattered 

radiation (usually as a function of angle) from a sample and have found use within 

research and industrial laboratory environments. In order to interpret the results of 

an x-ray scattering experiment a detailed theoretical knowledge of the interaction 

of the x-ray beam with the sample under investigation is necessary. 
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One of the simplest x-ray characterisation techniques is that of grazing incidence x­

ray reflectivity. The technique makes use of the fact that the refractive index of x­

rays in materials is just less than unity which implies that the incident x-ray beam is 

totally externally reflected for incidence angles below some critical angle, Sc. 

Since the value of Sc is typically small (a fraction of one degree) then the x-ray 

beam is incident at exceedingly acute angles, hence the name grazing incidence x­

ray reflectivity (GIXR). lFor incidence angles increasing past Sc the x-ray beam 

propagates increasingly more deeply into the sample, with a corresponding 

reduction in the strength of the reflected beam. From a knowledge of how the 

intensity of the reflected beam changes as the incidence angle is varied, structural 

information on the sample under illumination can be obtained. One way of 

extracting this structural data is by simulating a reflected profile to match an 

experimental result. A theory is therefore needed from which it is possible to 

model the reflected beam intensity as a function of incidence angle. This problem 

has been addressed by several workers, including Pomerantz4, Nevot and Croce5 

and Parratt6 and the treatment of Parratt is followed here. 

2.2.2 The Pal!TaU ModeB For §pecuRar Reflection Of Xa1Ray§ 

The analysis of GIXR profiles as a method of studying certain structural properties 

was proposed by Parratt in 1954. Parratts initial work6 concerned the oxidation of 

thin copper layers grown on glass substrates and his theoretical modelling of the 

reflected x-ray profile· began by considering a system of two homogenous media 

only. 

Consider a system of two media (e.g. medium 1 could be air, medium 2 the sample 

bulk). The Fresnel coefficient for reflection, F; 2 , from the interface btween the 

two media is given by7, 

F. = E!R 
1.2 E 

I 

(2.1) 

where the superscript, R, denotes the reflected beam (see fig.2.1) .. 
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Figure 2.1 : A Diagram showing reflected and refracted beams at the interfaces of 
stratified, homogeneous media. After Parrau6. 



The expressions for the electiic vectors of the incident beam £ 1 ( z1 ) , reflected 

beam E~ (z1 ) and refracted beam £ 2 (z2 ) at a perpendicular distance z from the 

surface are: 

(2.2) 

(2.3) 

(2.4) 

where ro is the angular frequency and k1 and k2 are the propagation vectors 

outside and inside the material respectively. The z-direction is taken as positive 

into the sample with the y-direction parallel to the sample surface, the x-z plane 

contains the incident, reflected and refracted beams and the x-ray incidence angle is 

denoted by cj>. 

For x-rays the incident angle is small and we can write, 

Here r1 is the refactive index of air or vacuum (and is set equal to one) and 

r2 = (1- 82 - i~2 ) is the refactive index of the sample (medium 2). ~2 is given by 

AJ.l2 I 4n where Jl2 is the linear (incoherent) absorption coefficient of the 

specimen. Since 82 and ~2 are both of the order of 10-5 or less , second and higher 

-powers of these can be neglected. 

As the x-ray beam is grazing the approximation k1 x "" Is can be employed and from 

the condition for continuity of the tangential compoments, k2.x = k1, it follows that, 

(2.6) 

1 

where / 2 = (cj>2
- 282 - 2i~2 )2. 

The electric vector of the refracted beam becomes, 
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(2.7) 

and the Fresnel coefficient may be rewritten as, 

F; 
2 
= Et = sin 4>- r2 sin <)>2 = «!> - / 2 = h - /2 

· E1 sin <I>+ r2 sin <)>2 <!> + / 2 h. + !2 
(2.8) 

I 

with h = ( <1>
2

- 2o, - 2i~, )2 ::::<I>· 

Parrau's theoretical description can be extended to any number of stratified, 

homogeneous media. For a system with N lamina, where the thickness of each 
layer is denoted by d, (n ~ N), the tangential components of the electric vectors, 

as shown in Fig .2.1 can be expressed as, 

(2.9) 

(2.10) 

where the vector amplitudes E,_p E:_" and£,, E: refer to the values midway 

through medium n~ 1 and n respectively. The variable a, is the amplitude factor for 

half the perpendicular depth d, and (using Eqn. 2.7) may be written as, 

a,= exp(-ik,/, d, r= exp(- in f,d~) 
2 'A 

- (2.11) 

The reflectivity at the surface of each lamina may be obtained by solving equations 

(2.9) and (2.10). This is done by dividing their difference by their sum and 

expressing the result as a recursion relation (Eqn. 2.12). This gives the reflected 
amplitude, R

11
_ 1 11

, at the ideally abrupt interface between laminae n-1 and n in terms 

of the reflected amplitude, R,+l 
11

, at the similarly abrupt interface between layers n 

and n+ 1 (i.e. the interface below). 

_ 4 ( Rn,n+l + Fn-l,n ) R,._1,- a,_1 
' Rn,n+l Fn-l,n + 1 

(2.12) 
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where, 

and, 
F = fn-l- fn. 

n-l,n J. + J. 
n-l n 

(?..13) 

(2.14) 

Equation (2.12) is initially solved for the bottom medium (the substrate) where 

Rn,n+l is taken to be zero (the substrate is assumed to be semi-infinite and therefore 

contains no reflected wave). Xt is then applied successively to each interface, 

working from the substrate up to the sample surface. The ratio of reflected to 

incident intensities is obtained by separating Eqn.(2.12) into its real and imaginary 

terms and multipling by the complex conjugate, 

(2.15) 

The angular dispersive reflectivity profile for the sample is generated by 

performing this calculation for each setting of the incidence beam angle. 

2.2.-a JRefilectnvnty lFrrom Rouglhllinter1falces/Surfalces 

The previous theoretical description has been achieved by considering all surfaces 

and intetfaces to be smooth and ideally abrupt. Of course, real samples will 

deviate significantly from this model and the reflected x-ray intensity is extremely 

sensitive to roughness at the top surface and buried interfaces. The theory of 

reflection from statistically rough surfaces has been developed by several 

authorss,9,IO, II. 

If we assume a Gaussian distribution of interface heights about a mean position 

with standard deviation, a", the specular reflection coefficient, F
11

_
111

, of the 

interface between layers (n-1) and n, becomes, 

(2.16) 
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The effect of surface and interface roughness is to reduce the magnitude of the 

reflected intensity and any interference fringes present in the reflectivity profile. 

This point will be further discussed in Chapter 8. 

X-ray reflectivity studies can be applied to any system as there is no dependence of 

the reflected amplitude upon the crystal structure of the sample. The situation is 

different when using diffraction techniques to characterise materials, as the 

existence of a regular crystal structure is required for a diffracted beam to exist. In 

a crystalline material the atoms are arranged in a regular three dimensional array 

known as the crystal lattice. As an x-ray wavelength is roughly similar to an 

interplanar spacing the crystal lattice acts as a three dimensional diffraction grating. 

Constructive interference will occur between x-rays diffracted from successive 

atomic planes at particular incidence angles given by the famous Bragg equation 

below, 

nA. = 2dltJI Sin eB (2.17) 

where n is the order of diffraction, A. the x-ray wavelength and 8 8 the Bragg angle, 

the value of incidence angle at which diffraction occurs. The variable dltJI is the 

interplanar spacing for an hkl reflection from an orthorhombic cell whose planes 

are separated by alh, blk and ell in the three axial directions and is given by, 

(2.18) 

The diffraction of x-rays from a crystalline material is described by two general 

theories, the kinematical theory and the dynamical theory. The simplest of these, 

the kinematical theory, has been discussed previously by several authorst2,13,t4,t5 

and is often invoked as a first approximation when trying to understand 

qualitatively the diffraction process. 

24 



In the kinematical theory intensity formulae are derived by assuming that the 

amplitudes of the scattered waves are small compared with the incident wave 

amplitude and that each wavelet is scattered only once. Since the probability of 

multiple scattering events increases with crystal size and perfection, only small or 

highly imperfect crystals are described adequately by this theory. 

Consider the scattering from two points within an atom where the incident and 

scattered wave vectors are defined as !f. and/{, respectively. The phase difference 

( B i) between waves scattered at points 0 and P is given by 2n(lf.- k.' ).r_i where !:..i 

is the vector connecting 0 and P. The amplitude, A, scattered from an atom is; 

A= LAe exp(ioi) 
j 

(2.19) 

where Ae is the amplitude scattered by one electron and j takes the value of 1 up to 

the atomic number (Z). The atomic scattering amplitude, f, is then defined as the 

amplitude scattered by an atom divided by the amplitude scattered by a single 

electron, i.e., 

(2.20) 
j j 

The aim here is to calculate the scattering from a single unit cell and then to sum 

the contributions from all unit cells within the crystal. If we define the atoms 

within a unit cell to have positions denoted by R1 , R2 •••• R, with respect to the 

origin of the unit cell, and the unit cells themselves to have origins with position 

vectors [..1 , r.. 2 •••• !:..; , then the total scattered amplitude is given by; 

A= I,I,.t; exp[-i2n(r; + R,).K] (2.21) 
j I 

where K = (!.- !.' ) . This can be rewritten as; 

A= FK L exp[ -i21t!:..;. K] (2.22) 
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where the term FK is known as the geometrical structure factor and is given by 

equation (2.23). 

(2.23) 

Since the amplitude of the scattered radiation, A , is related to the total scattered 

intensity, I , by I =A • A, where A • is the complex conjugate, it can be seen that 

the kinematical theory predicts that the intensity of a Bragg reflection is 

proportional to the square of the structure factor, FK. 

2.3.3 'll'llne ]J)yllllamiican 'll'llneory 

For large perfect crystals the amplitudes of the diffracted and incident waves 

become comparable as the probability of multiple scattering becomes large. In this 

case there is a coherent coupling between the incident and diffracted radiation with 

a continual transference of energy as the beams pass through the crystal and 

kinematical theory no longer adequately describes the diffraction process. 

In order to allow for the effects of multiple scattering the dynamical theory of x­

ray diffraction must be employed. The first dynamical treatment of the x-ray 

scattering processes was given by Darwin16 in 1914 with an alternative treatment 

presented by Ewald17 soon after. In the theory proposed by Ewald, each lattice 

point was represented by a dipole, set into oscillation by an electromagnetic field 

within the crystal. These oscillating dipoles, in tum, emit radiation forming a 

radiation field within the crystal. Von Laue18 reformulated the Ewald treatment as 

a problem requiring the simultaneous solution of Bragg's law and Maxwell's 

equations in a material with a periodic electric susceptibility. His approach was to 

propose a localised positive charge at each lattice point, sitting in a continuous 

distribution of negative charge. The electromagnetic field associated with the x­

ray radiation causes polarisation within the crystal proportional to the local electric 

field. Both approaches achieved success in interpreting experimentally observed 

scattering phenomena, but the derivation of Laue will be followed here. A full 

treatment of dynamical scattering leads to a complete description of all allowed 

wave vectors and field amplitudes within the crystal. Detailed accounts and 
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reviews of dynamical theory are available in the literaturel9,20,21,22,23, and only a 

brief outline will be presented here. 

The problem reduces to solving Maxwells equations in a triply periodic medium. 

Assuming the magnetic permeability to be unity and the electric conductivity to be 

zero, Maxwells equations reduce to, 

(2.24) 

where X is the electric susceptibility and D the electric displacement amplitude. 

The electric susceptibility is given by 2.25, 

(2.25) 

with e the electronic charge, m the electron mass, c the velocity of light, A the x­

ray wavelength and g(r.) the electron density in the scattering volume, V, 

expanded as a Fourier sum over the reciprocal lattice (2.26), 

g(r.) = ~ f F~exp( -27til! · r.) (2.26) 

Since the electron density reflects- the periodic nature of the crystal lattice it also 

may be expressed as a Fourier series IS, 

x= Ix~exp(-27til!·r.) 
!! 

(2.27) 

so that, by comparison of terms the susceptibility may be related to the Structure 

Factor as shown below, 

(2.28) 
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The effect of absorption is taken into account by making the susceptibility a 

complex quantity, comprising of the sum of real, x', and complex, ·i, 
components. 

The solution of the wave equation given in Eqn.2.24 can be expressed as a Bloch 

wave, 

D = 'rD!!exp(-2niKh· rJ 
!! 

(2.29) 

where the wave-field is considered to consist of an infinite number of plane waves, 

Kh. The set of wave vectors, K11, are linked by the Laue condition, 

(2.30) 

where K o and 11. represent the incident wave vector and reciprocal space vectors 

respectively. This condition can be visualised by the Ewald sphere construction 
where a sphere of radius IK !!I is drawn in reciprocal space whose surface contains 

the origin and reciprocal lattice point corresponding to the {hkl} reflection. In x­

ray diffraction the Ewald sphere radius is of the order 1 A-1 and the curvature of 

the sphere is large in comparison to the spacing between reciprocal lattice points. 

Thus the possibility of two or more reflections being excited simultaneously is very 

small. The problem then reduces to the two beam case where only the refracted 

and diffracted beams need be considered, i.e., those x-rays with wave vectors 

parallel to either the incident beam, K Q, or the diffracted beam, K !J. Substitution 

of equations (2.27) and (2.29) into equation (2.24) gives, 

'r {X~&- ~&·(Kh · D~&·)Kh- X~&- h'(Kh · K~&)D~&·} = (e- K11 · K11)Dh (2.31) 
8 

where k = rof c is the wave vector in vacuum and h' ranges over all the wave 

vectors in the reciprocal space of the crystal. By applying the two beam situation 

this can be expanded out to form , 

X!!(K!!·DQ)K!!-X!!(K!!·K!!)D!!+XQ(K!!·D!!)K!!-XQ(K!!·K!!)D!! 

= (e -K!!·K!!)D!! 
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which describes the interaction between the diffracted x-ray beam, K 11. and the 

incident x-ray beam, KQ, and, 
XF.(K Q. · D!!)K!!- XF.(KQ · K Q)D!! + X!!(K Q · DQ)K!! -XQ(K!! · KQ)DQ 

(2.33) 

which represents the interaction of x-rays multiply scattered back into the incident 

beam. By taking the scalar product of Eqn.(2.32) with Dh and the scalar product 

of Eqn.(2.33) with D0 , and remembering that electromagnetic waves are 

transverse (i.e. K 0 • D 0 = K, · D, = 0 ), we obtain, 

where, 

ecxiD!! +[e(l+X0 )-K0 ·K0 ]D0 = 0 

C=D 0 .Dh =1 

C =cos28s 

for cr polarisation 

for 1t polarisation 

(2.34) 

(2.35) 

For a non trivial solution to exist to equations (2.34) and (2.35) their determinant 

must be equal to zero, viz. 

ecxF. 

e (1 + Xo)- K h • K h 

e (1 + Xo)- K o . K o = 0 

k2cx, 

from which, by writing, 
k 2 

<X.o=2[K0 ·K0 -k (1+X0 }] 

k 2 a.,= 2 [K, ·Kh -k (l+Xo)] 

(2.36) 

(2.37a,b) 

the fundamental equation of dynamical theory, that of the dispersion surface, can 

be obtained (Eqn.(2.38)). 

(2.38) 
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The dispersion surface is a graphical representationofEqn.(2.38) and describes the 

set of wave vectors, K 0 and K h, which are allowed to exist within the crystal. The 

dispersion surface can be constructed24 by first drawing a sphere of radius k 
around the origin of reciprocal space and the reciprocal lattice point !1, as 

illustrated in Fig.2.2. For an incident wave defmed by the line OL, Braggs Law is 

satisfied and a strong diffracted beam results with direction given by Lh. Since this 

is merely a graphical representation of the Laue condition (eqn. 2.30) the point Lis 

known as the Laue point. One of the main differences between the kinematical and 

the dynamical theory arises in their treatment of the refractive index. The 

kinematical theory assumes a refractive index of unity whereas the dynamical 

theory accounts for wave field interactions which produce an anisotropic refractive 

index. In the dynamical case, if no diffracted wave exists (i.e. D h = 0) then, from 

equation 2.34, the wave vector, K 0 , is given by, 

IKol = k(l+ x;) (2.39) 

far from the Bragg condition. This implies that the wave vector in the crystal is 

given by the product of the wave vector in vacuum with the refractive index. A 
second pair of spheres, of radius k(l+X0 /2) is then drawn around the points 0 

and h. Far from the Laue point the tail of the wave vector, K 0 , lies upon the 

sphere about 0. When a strong diffracted beam occurs then the relation between 

K 0 and K 11 is defined by equation (2.38), and the wave vector tail no longer lies 

upon the spheres. The area contained within the region of intersection of the two 

spheres contains points which represent the pairs of wavevectors which satisfy 

Eqn.(2.39). Thus near the exact Bragg angle a range of wave vector solutions are 

possible, all of which satisfy the Laue condition. Fig 2.3 shows the region of 

intersection of the two spheres at a much greater magnification, where the tails of 

the wave vectors K 0 and K 11 lie on the solid line. As the radius of the spheres is 

large in comparison to the region highlighted in Fig 2.3 the spheres may be 

approximated as planes, and the equation describing the dispersion surface (eqn. 

2.38) becomes a hyperboloid of revolution with axis Oh. The dispersion surface 

has four branches, two each for the two polarisation states. The amplitudes and 
wave vectors of the waves K 0 and K,., satisfying the Bragg condition, are 
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Figure 2.2 : Spheres in reciprocal space about the origin, 0, and reciprocal lattice point, h. 
The point, L, is known as the Laue Point. After Tanner24. 



for 

Dispersion sLniace 

for pt polarisaUon 

Figure 2.3: A magnified view of the region around the Laue Point. L, showing the 
. dispersion surface. After Tanner24. 



determined from their tie point, i.e. their particular position on the dispersion 

surface. Whether or not a particular tie point is excited is determined by the 

boundary conditions. Some of these conditions are imposed by the particular 

experimental situation and the need to match the tangential components of the 

wave electric and magnetic field vectors across the crystal surface. These 

constraints mean that the incident and diffracted wave vectors may only differ by a 

vector normal to the crystal surface. Once the boundary conditions have been 

applied to the problem then the above analysis allows the wave vectors and 

amplitude of the incident and diffracted waves to be determined. 

A dynamical treatment of the x-ray diffraction processes occurring within highly 

perfect crystalline samples allows several relations concerning the diffracted beam 

to be obtained, and are quoted here. Darwin derived the fractional integrated 

intensity of the Bragg diffracted peak to be, 

(2.40) 

where / 0 is the incident intensity, Yo and y h the direction cosines of the incident 

and diffracted beams respectively. Thus the dynamical theory predicts the 

integrated intensity from a perfect crystal to be linearly dependent upon the 

structure factor. This contrasts with the kinematical theory which predicts an 

integrated intensity which is proportional to the square of the structure factor. A 

comparison, therefore, between the two theories gives significant discrepancies. 

Values for the integrated intensity based on the kinematical theory are always 

much greater than those predicted by the dynamical theory, or those measured 

experimentally. This is symptomatic of a major deficiency in the kinematical 

theory, the exclusion of primary extinction effects. 

The full width of the diffraction peak at half maximum intensity (FWHM), which is 

often used as a guide to the perfection of the scattering material, is given by, 
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(2.41) 

Finally, dynamical theory predicts that, if thin layers are present on the sample, 

then interference fringes will be observed in the diffraction profile. These arise 

from the continual energy exchange occurring within the crystal between the 

refracted and diffracted waves, and are known as Pendellosung fringes. The 

period of these fringes, ~e, can be directly related in the Bragg geometry to the 

layer(s) thickness(es) by, 

~e = A.sin(S+<I>) 
tsin 288 

(2.42) 

where A is the x-ray wavelength, e B the Bragg angle for the reflection used, e the 

angle subtended between the incident beam and diffracting planes and <1> the angle 

between the diffracting planes and sample surface. The measurement of 

Pendellosung fringe spacing in order to extract layer thickness information will be 

further discussed in Chapter V. 

Having established an understanding of the diffraction processes occurring within 

the crystal, this knowledge can be applied in writing simulation programs to 

predict the diffraction profile from a crystal lattice. The use of simulation 

techniques has become widespread in x-ray diffraction analysis. By matching a 

simulated profile against an experimental measurement many of the samples' 

structural parameters may be determined. For the analysis of thin or imperfect 

layers, routines which employ the kinematic assumptions of weak scattering and 

little absorption are often invoked as a first approximation25• This has the 

disadvantage that should the layer have been grown on a "perfect" substrate then 

the kinematical theory does not apply to the substrate itself where multiple 

scattering effects occur. This will result in the predicted relative integrated 

intensities being incorrect. One appealing aspect of kinematical simulation is the 

speed of analysis, with the time required to carry out a dynamical simulation being 

several orders of magnitude greater A semi-kinematical approach has also been 
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attempted where a simulation routine treats the scattering from the thin layer as 

kinematic but that from the substrate as dynamical26. However, simulation 

routines which fully utilise the dynamical theory have been written by several 

authors27,zs,z9 and have enjoyed great success in matching experimental profiles. 

The simulation work conducted in this thesis utilises the RADS (Rocking Curve 

Analysis by Dynamical Simulation) software package provided by Bede Scientific 

Instruments Ltd., and is based upon solving differential equations to determine the 

amplitude of the incident and diffracted beams at each interface within the sample, 

an approach adopted by Takagi3° and Taupin31 • Takagi proposed that the Fourier 

components, Dh, in equation (2.29) be allowed to vary slowly with position across 

the x-ray beam thus accounting for variations in the wavefield induced by lattice 

distortions. The analysis was then reduced to the solution of two partial 

differential equations linking the total wavefield amplitudes, Do and Dh, in the 

forward and diffracted beam directions ( ~o and ~h respectively), known as the 

Takagi-Taupin equations, 

i'A aDo 
--=-=xoDo+CX"hDh 
1t a~o - --- (2.43) 

(2.44) 

with Oh representing the deviation of the incident x-ray beam from the exact Bragg 

condition. 

By splitting the epitaxial layer into many thin laminae parallel to the interface, 

within which a constant composition, thickness and crystal structure is assumed, 

the Takagi-Taupin equations can be solved analytically. The x-ray reflectivity at 

the top of each laminae is calculated in terms of the reflectivity at the bottom. By 

calculating the reflectivity from the substrate first it is possible to work iteratively 

upwards determining the reflectivity at each interface of the laminae until the total 

reflectivity from the whole epitaxial layer is obtained. This process is repeated for 

a whole series of incidence angles in order to obtain the sample diffraction proftle. 

The double crystal rocking curve is finally acquired by correlating this generated 

diffraction profile with the profile of the Bragg reflection from the first (reference) 
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crystal, with the entire calculation being performed for both states of x-ray 

polarisation. 
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In essence, angular dispersive x-ray diffraction experiments involve illumination of 

a sample with a monochromatic x-ray beam, where the beam incidence angle is 

varied around the sample Bragg angle, in order to obtain the diffraction profile. As 

the complete diffraction curve is obtained by moving or "rocking" the sample the 

resulting plot of angle versus diffracted intensity is known as the "rocking curve". 

Should the sample contain epitaxial layer(s) with a different lattice parameter to 

that of the substrate then the layer(s) and the substrate will satisfy the Bragg 

condition at different angular settings resulting in several peaks in the rocking 

curve. The angular separation of these maxima can be directly related to their 

difference in lattice parameter. Hence, for materials which obey Vegards law, the 

material composition may be deduced. A study of the peak shapes and relative 

intensities allows information on layer thicknesses and crystal perfection to be 

obtained. 

The resolution of the x-ray diffraction technique is highly dependent upon the 

quality of the incident beam in terms of both its angular and spectral distribution. 

Single crystal diffraction, where no pre-conditioning of the x-ray beam occurs, is 

dominated by effects such as beam divergence, x-ray source size and wavelength 

dispersion which all broaden the widths of rocking curve peaks. Consequently, 

the single crystal technique is appropriate only for the study of material systems 

where large differences in the lattice parameter of the substrate and layer(s) exist 

(and hence large peak angular separations). In practice, this means that single 

crystal techniques are employed only when the lattice mismatch (M. I d) , where d 

is the substrate lattice parameter and !:id the difference between the layer and 

substrate lattice parameters, is 1Q-4 or greater1• 

Where greater resolution is needed, i.e., for the study of systems with closely 

matched lattice parameters, then the resolution degrading effects associated with 

the incident x-ray beam must be reduced. A method of achieving this was first 

demonstrated by Compton2, who introduced a first (or reference crystal) to pre-
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condition the x-ray beam. By using Bragg reflection from this flrst crystal to select 

out a narrow angular band the angular divergence of the beam prior to striking the 

sample crystal is greatly diminished. Thus the beam is conditioned so that the 

angular divergence is defined by the quality and curvature of the reference crystal 

and no longer by the divergence arising from the x-ray source itself. This principle 

is utilised in the double crystal (or double axis) diffractometer, which is capable of 

routinely studying systems with lattice mismatches of a few parts in 106 (or, in 

exceptional circumstances3, even mismatches as low as a few parts in lQ-8). 

The concept of double crystal diffractometry (DCD), also known as double axis 

diffractometry, was developed by several authors and the reader is referred to the 

papers by Scwarzchild4, Allison and Williams5, Allison6, Compton and Allison 7 and 

Du Mond8 for a complete description. Although the concept was flrst developed 

in the 1930's the lack of suitably perfect crystals meant that its use did not become 

widespread until the advent of highly perfect, monocrystalline epitaxial layer 

growth in the past three decades. Double crystal diffractometers are now routinely 

used, particularly in the semiconductor industry, to provide structural analysis of 

epitaxial material, and the theory of operation of these instruments is presented 

below. 

The double crystal (or double axis) diffractometer utilises two crystals, a reference 

crystal and the sample crystal itself, which are both set to satisfy the Bragg 

condition. Three different relative orientations as shown in Fig 3.1., are generally 

applied for the study of perfect crystals. In Fig.3.l(a) the crystals are positioned 

so that the outward normals from the diffracting planes are parallel and pointing in 

opposite directions and is called the parallel (+n,-n) configuration. Fig.3.1(b) 

represents the situation where the outward normals are both pointing down the 

page, i.e., the sample crystal is "turned around" with respect to Fig.3.1(a), and is 

known as the antiparallel (+n,+n) geometry. A third situation arises when the 

sample material (or reflection used) differs from the reference crystal and this is 

depicted in Fig. 3.1 (c) as the ( +n, -m) setting. Before a mathematical description of 

the various diffractometer settings is presented the diffraction conditions can best 

be visualised in a graphical manner by the use of "DuMond" diagrams. 
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First crystal 

Second crystal 

a) The parallel (+n, -n) setting. el = e2. 

Flrst crystal 

b) The antiparallel (+n, +n) setting. el = e2 

First crystal 

c) The parallel (+n, -m) setting. e. * 82. 

Figure 3.1 : Possible settings of the Double Crystal Diffractometer. 



The Du Mond diagram is a graphical representation of Braggs law and shows, for 

a given lattice spacing, at which angles Bragg diffraction occurs for various 

wavelengths. This is demonstrated in Fig.3.2 which shows Braggs law for the first 

three orders, n, of a reflection. Here the relation connecting'wavelength with angle 

is shown as a line, though in practice the Du Mond diagram possesses a finite 

width, that of the perfect crystal reflecting range. The real power of Du Mond 

diagrams arises when describing multiple crystal diffraction. In the case of the 

double crystal diffractometer, by including the Du Mond diagrams for both 

reference and ftrst crystals on the same graph then the diffraction condition for 

successive Bragg diffraction from both crystals may be investigated. The rocking 

of the sample crystal can be modelled in the Du Mond diagram by moving the 

curve corresponding to the sample across that of the reference crystal. Where the 

two curves overlap then simultaneous diffraction occurs. The diffracted intensity 

at a particular angle corresponds to the area of overlap of the two Du Mond 

diagrams and mathematically this corresponds to the convolution of the two crystal 

reflecting ranges. 

The Du Mond analysis of the diffracted proftle for the three diffractometer 

geometries shown in Fig.3. helps greatly .to simplify understanding. The case of 

the (+n,-n) geometry, shown in Fig.3.l(a), can be represented by the Du Mond 

diagrams in Fig.3.3(a). Here the two crystals are of similar material with the same 

reflection (and hence Bragg angle) applicable to both. As the crystals are parallel, 

all· wavelengths diffracted at the ftrst crystal will also be diffracted at the second 

crystal. The two Du Mond diagrams exactly overlap and a large diffracted 

intensity results. Since all wavelengths are diffracted at the same relative setting of 

the crystals then the parallel (+n,-n) geometry is seen to be non-dispersive in 

wavelength. If the sample curve is misplaced only slightly from the reference 

crystal curve (which is equivalent physically to rocking the sample) then the area of 

intersection rapidly falls to zero and no wavelength is doubly diffracted. As the 

angular range over which diffraction occurs is thus very narrow it is possible to 

obtain rocking curves with widths given by the convolution of the two perfect 

crystal reflecting curves. In this geometry the double crystal diffraction technique 

is particularly sensitive to lattice distortions or misorientations. To reduce angular 

divergence a collimator, positioned before the ftrst crystal, and set of slits, placed 
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Figure 3.2 : The Bragg law for the first three orders of diffraction. 
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a) The parallel ( +n, -n) setting. 81 = 82. 
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b) The antiparallel (+n, +n) setting. el = e2 
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c) The parallel (+n, -m) setting. e.*~. 

Figure 3.3 : DuMond diagrams for the various diffractometer settings 
shown in Figure 3.1. 



between the two crystals, are often employed. The range of incidence angles 

passed by these is represented in Fig.3.3(a) as a pair of lower and upper limits. 

For the situation represented by Fig.3.1(b), the antiparallel (+n,+n) setting, 

diffraction from the "other" side of the sample crystal is shown by reversing the 

direction of the sample DuMond diagram, Fig.3.3(b). In this case, as the sample 

curve is moved across the reference curve, different wavelengths in tum satisfy the 

Bragg condition. The antiparallel (+n,+n) setting is thus seen to be highly 

dispersive in wavelength. Further, the angular range over which simultaneous 

diffraction will occur is now large and the resulting rocking curve peak will be 

significantly broadened. This setting is relatively insensitive to lattice distortions as 

misorientations no longer cause a drastic reduction in the diffracted intensity (as in 

the (+n,-n) configuration). For this dispersive geometry the diffraction peak width 

contains a contribution from the intrinsic width of the incident radiation. The 

extent of the rocking curve peak broadening, BE>, is given by, 

(3.1) 

where BA. is the bandwidth of the incident x-ray radiation (usually the CuKa1 line), 

B<j>1 and &)>2 are the full widths at half height maximum (FWHM ) and 81 and 82 the 

Bragg angles of the reference and sample crystals respectively. 

The third setting, (+n,-m), with the two crystals in the so-called parallel setting, 

but where either the two crystals are either of different material or utilise different 

Bragg reflections is described by Fig.3.3(c). As the sample is rocked then the area 

of intersection of the two curves moves up and down with respect to the 

wavelength axis. Thus the (+n,-m) setting also is dispersive in wavelength and the 

rocking curve peak width is broadened. However, the extent of this broadening is 

less than in the case of the (+n,+n) setting, and is given by equation (3.2), 

(3.2) 

Although the parallel, non-dispersive ( +n,-n) setting has the highest sensitivity, the 

dispersive (+n,+n) and (+n,-m) settings are often used in some experimental 
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situations, in particular double crystal x-ray topography, where the introduction of 

a dispersive geometry reduces angular sensitivity and inhibits the formation of 

multiple images9. 

While Du Mond demonstrated graphically the operation of the double crystal 

diffractometer its behaviour has been described mathematically by several.authors. 

A summary of the more salient P.Oints, as discussed by Compton and Allison 7 and 

Pinsker to is presented below, including a verification of the non-dispersive 

properties of the ( +n,-n) setting. 

Since the refractive index of x-rays in matter is different to that in vacuum, the x­

ray beam is bent slightly upon entering the sample, by an amount, 6, given by 

Snell's law of refraction, and the angular setting of a crystal at the centre of its 

diffraction peak, e ' will differ slightly from the angular setting given by the 
kinematic Bragg angle, 80 • Thus the first (reference) crystal is aligned such that a 

central ray in the incident beam makes an angle, 

(3.3) 

with the diffracting planes, corresponding to the centre of the diffraction peak. 

The deviation, 6, from the exact Bragg angle is generally small (of the order of a 

few arc seconds), although this increases for grazing incidence, asymmetric 

reflections. For double crystal rocking curve analysis of III-V semiconductors, 

where electron densities and thus refractive indexes are similar, the angular 

deviation from the kinematic Bragg angle is roughly equivalent for layer and 

substrate materials. Hence, while peak positions may shift slightly the angular 

splitting between them can be assumed to remain constant. For systems where a 

significant electron density change does occur across the interface between two 

media, then the refractive index effect may again become considerable. Pietsch 

and Borchard11 have studied the lattice matched CaxSr1_xF2 on GaAs system and 

found that, for reflections with low angles of incidence, the peaks from the layer 

and substrate are resolved as a consequence of the difference in the refactive index 

correction for the two materials. 
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In general, a ray incident upon the reference crystal may be characterised in terms 

of three quantities, its vertical and horizontal divergence (as measured from the 

central ray) and its wavelength. The extent of the vertical and horizontal 

divergence can be controlled by the introduction of a collimating system prior to 

the x-ray beam reaching the first crystal. In the paper of Compton and Allison6 it 

is shown that the deviation of an arbitrary ray from the central ray can be 

expressed as, 

(3.4) 

where a and 'I' represent the horizontal and vertical components of divergence 

respectively. The glancing angle made by the central ray (for which the divergence 

is, by definition, zero) with the reference crystal is denoted by 8(A.o,n1) where n1 is 

the order of reflection and ~ the wavelength corresponding to the centre of the 

spectral line of the inCident radiation. Physically, the middle term in equation (3.4) 

describes the deviation due to the vertical divergence and the final term deals with 

the spread of wavelengths in the incident x-ray beam. The mathematical analysis is 

extended to include the presence of the sample crystal, and the angular deviation, 

p, of an arbitrary ray from the position of the central ray on the second crystal 

(whose incidence angle is denoted by ec~.n2)) is given by equation (3.5). 

Here the upper signs correspond to the (+n,+n) geometry and the lower signs to 

the (+n,-n) setting. The intensity of the sample diffracted beam, for all angles of 

incident rays, is obtained by considering the power in an element of the incident 

beam characterised by vertical and horizontal divergences of 'I' and a, whose 

wavelength lies in the range A. to (A.+dA.). This power is given by, 

G(a,'lf)J(A.-A.0)d~, where the function, J, gives the distribution of energy 

in the incident spectrum and the function, G, is a geometric instrumental factor. 

The total integrated intensity from the sample crystal is expressed as, 
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"'f A.r a [ 1 ae ] P(~)= -lji,..A __ [ cl a- 2 'lf2 tan8(A.o.~)-(/\.-/\.o)aA.//\.o,~) 

X c,[ ±JH a - ~ \jf2 tan 6(1..,' n,)- (A. - A.,) ::. (A,' n, ) ]a( a,"' )J (A. - ... )doutAd\jf 

(3.6) 

where the functions C1 and C2 describe the reflection curves of the ftrst and second 

crystals respectively. The limits for the divergence are taken as some maximum 

value (m or -m) on either side of the central ray. By evaluating PCP) as a function 

of angle the x-ray rocking curve can be generated. Physical results can be obtained 

from this rather cumbersome expression by assuming the following simplifications, 

i) that in the limiting case where the diffraction pattern is extremely narrow 

the effective value of the functions C1 and C2 is negligible unless its 

argument is nearly zero, 

ii) the power distribution of the x-ray source is constant over the crystal 

reflecting range, 

iii) the vertical divergence is small. 

In this case, where the reference crystal and sample are of the same material, the 

expression for P(p) can be described in the form below. 

~ 

P(p)oc J C(a)C(a-P)da (3.7) 

Equation (3.7) represents the correlation of the two crystal reflecting ranges and 

the resulting intensity distribution is thus symmetric even if the constituent curves 

C1 and C2 are not. 

By returning to equation (3.6), in the limit of the arguments of C1 and Cz 
becoming zero (i.e. setting equations (3.4) and (3.5) to be zero) and eliminating a 

from the pair of equations so produced, equation (3.8) is formed. 
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If we define D to be, 

(3.9) 

and use the differential form of Bragg's law to obtain, 

(3.10) 

then some mathematical manipulation yields the result, 

(3.11) 

The importance of this result is demonstrated by the fact that the dispersion of the 

double crystal diffractometer is given by a~;ae and thus the differential of 

equation (3.10) is, 

a~=D 
ae (3.11) 

f!'ence, for the ( +n,-n) setting of the diffractometer, where the bottom (-) sign 

applies in equation (3.9), the dispersion is seen to be zero, a result in agreement 

with that predicted by the use of Du Mond diagrams. 

3.5 ][~mcideBll1 !Beam IDnvergeBllce ABlld IDiffradometer MisalligirnmeJrnt 

The most common type of x-ray source used experimentally is a sealed filament 

type x-ray tube possessing, typically, a copper target. The output from such a tube 

will consist of Brehmmstrahlung radiation spread over a wide range of. 

wavelengths superimposed on which will be intense characteristic spectral lines. 

The most intense of these will be the CuKa doublet and the CuKp lines. Use of a 

collimation system prior to the flrst crystal will reduce the angular divergence so 
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that simultaneous diffraction of the Ka and K~ lines will not occur. However, the 

close separation ofthe CuKa1 and CuK~ lines results in both lines being diffracted 

by the reference crystal. The less intense K~ component can then be removed by 

a slit placed between the reference and sample crystals and this slit also has the 

effect of further reducing the beam angular divergence. For the non-dispersive 

geometry the component of angular divergence in the diffraction plane has no 

effect on the width of the rocking curve but broadens the peak in the dispersive 

settings. However, for the component of divergence normal to the diffraction 

plane rocking curve broadening occurs for all three diffractometer configurations. 

The effect of angular divergence on the rocking curve was examined by 

Yoshimura12 and further developed by Xu and li13• These workers incorporated 

the component of divergence normal to the diffraction plane as a third dimension 

on the Du Mond diagram. Thus, in addition to an axis representing wavelength, 

two other axes, 8 and 'If, are drawn to denote the components of divergence in and 

normal to the diffraction plane respectively. By describing the diffraction 

conditions in this way, Xu and Li were able to derive a resolution function for the 

double crystal diffractometer. 

Thus far it has been asssumed that the incident x-ray beam is normal to the 

diffracting planes of both the first and second crystals. In practice this is unlikely 
' 

to be exactly true with the normals of both reflecting planes tilted with respect to 

the diffraction plane itself. The effect of this tilt is to broaden the double crystal 

diffraction curve and change slightly the measured sample Bragg angle. This 

increase in peak width results in a decrease in peak height, although the total 

integrated intensity beneath the rocking curve stays constant. 

In his 1928 paper, Shwarzchild derived an order of magnitude expression for the 

FWHM of the rocking curve in terms of a tilt misalignment angle, x. and 

component of divergence normal to the diffraction plane, 'l'n• as shown below. 

(3.12) 
for X ( 2M'If,. 
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Here, M = ~ (tan 91 ±tan 82 ) where the + sign applies for the dispersive settings 

and the - sign for the non-dispersive geometry. For the (+n,-n) setting, M is thus 

equal to zero and the peak FWHM is equal to X'l'n• i.e. the width varies linearly 

with the tilt angle. Since wavelength dispersion is very small for the (+n,-n) 

setting, tilt misalignment is the dominant broadening mechanism. Conversely for 

the dispersive diffactometer configurations the broadening due to dispersion is 

significantly greater than that due to tilt. 

For bent or mosaic crystals Bragg diffraction will occur over a larger range of 

incidence angles for a given lattice spacing, d, than for an ideally "flat" specimen. 

Since the double axis system utilises an open detector, the scattering from a sample 

is integrated over all incidence angles within the detector aperture. As sample 

curvature is an inherent feature of lattice mismatched epitaxial specimens then peak 

broadening within the rocking curve is often an unavoidable aspect of double 

crystal analysis, even for the non-dispersive ( +n,-n) diffractometer setting. Even if 

this peak broadening can be tolerated, fine structure present in the diffraction 

profile, such as Pendellosung fringes, can be significantly blurred or even lost. In 

addition, as well as recording the dynamically diffracted beam the open detector 

will also collect the thermal diffuse scatter from the sample, further degrading the 

sensitivity of the double crystal technique. 

One way to eliminate this problem is by using a third crystal to investigate the 

angular distribution of the scattered radiation. This technique is employed in- the 

triple crystal diffractometer, first proposed by Renningerl4, which uses an analyser 

crystal to Bragg select out scattered radiation as a function of angle. Radiation 

scattered from the sample is only passed through the analyser if its direction lies 

within the angular width of the analyser diffraction condition. Scattering from a 

curved, or misoriented, region of the sample will satisfy the Bragg law at only one 

setting of the analyser crystal. Further, since scattering from defects will occur in a 

different direction to that from the perfect crystal, the analyser may be used to 

separate out these two components of scatter. One of the main features of the 

triple crystal diffractometer is that it is able to distinguish the scattering from tilted, 

or misoriented, regions of the sample from that arising as a result of lattice 
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dilations. How the technique achieves this will be discussed in Chapter IV. 

Cowley15 has derived the resolution function of a triple crystal diffractometer, for 

both conventional and synchrotron sources, by assuming that the resolution . is 

controlled by the properties of the first and analyser crystals. The wavelength 

dispersion of the triple crystal diffractometer has been expressed by Ryan asl6, 

(3.13) 

where 81 , 82 and 83 are the Bragg angles of the fust, sample and analyser crystals 

respectively, A. the wavelength and 1CX> the angular setting of the analyser. The most 

common setting of the diffractometer is (+n,-n,+n) and if all crystals are chosen to 
be the same so that (tan 81) = (tan e2) = (tan e3)' then the dispersion is seen to 

become zero. 

The previous discussion has demonstrated the benefits which may be obtained by 

using a third crystal to Bragg analyse the scattered radiation. The triple crystal 

diffractometer has a significantly better angular resolving power compared to that 

of the double axis system. However, it does not offer any great improvement in 

spectral resolution. The (+n,-n,+n) geometry is non-dispersive in wavelength only 

if similar materials and Bragg reflections are used for each of the three crystals. 

Employment of different crystals, reflections or even other geometries (e.g. the 

( +n,-n,-n) setting) results in significant peak broadening17due to wavelength 

dispersion effects. This presents a problem experimentally in that if die 

diffractometer is to be employed in its highest mode of resolution, then each time a 

different sample material or reflection is used, the first and analyser crystals must 

be re-aligned to match the conditions of the sample crystal. 

This drawback may be overcome by using multi-reflection systems to 

"monochromate" the beam. Previously the x-ray beam is initially incident upon the 

fust crystal which conditions the beam in terms of its angular distribution only. 

Since this fust crystal diffracts both lines in the Ka doublet it does not act as a 

monochromator. By utilising a "beam conditioner" before the first crystal then the 

x-ray beam can be truly monochromated before hitting the sample crystal. The 
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minimum requirement in order to eliminate dispersion effects is to use at least a 

two reflection beam conditioning system in the (+n,+m) geometry, where the 

second reflection monochromates the beam18. In practice, the most popular form 

of beam conditioning is achieved by employing a four reflection monochromator. 

The four reflections may originate from the same single crystal or, as was 

originally employed, from four separate crystals as illustrated in Fig 3.4(a). The 

corresponding Du Mond diagrams for this situation are presented in Fig.3.4(b). 

The principle of operation may best be understood by considering the diagram in 

three stages. The first two crystals, taken as a pair, act as a double crystal 

diffractometer in the (+n,-n) geometry. Hence, when both are aligned to diffract 

the dispersion is zero and the full spectral range is passed to the third crystal. 

However, the third crystal is oriented in an antiparallel manner and the direction of 

its DuMond diagram is reversed with respect to the first two crystals (fig. 3.4(b)). 

This crystal, therefore, diffracts only a small range of wavelengths as represented 

by the area of intersection of the Du Mond diagrams. This arrangement alone is 

sufficient to deliver a monochromatic beam to the sample but a fourth reflection is 

commonly used19,20 to diffract the monochromatic beam back into its original 

direction, i.e., co-linear with the input beam. This system of beam conditioning 

has been studied in a five crystal diffractometer by Bartels21 and Slusky and 

Macrander22, for both possible settings of the fifth crystal (the sample), and is 

illustrated in Figs.3.5(a,b). The area of intersection (shaded) of the du Mond 

diagrams is seen to be small, resulting in a low diffracted intensity reaching the 

detector. However, due to the decrease in the intensity of the tails in the rocking 

curve the diffractometer signal to noise ratio is significantly improved allowing 

study of small angle scattering effects23 

An alternative method of beam conditioning is by using four successive reflections 

from a channel cut within a single crystal (+n,-n,+n,-n) as in the Bede Scientific 

Channel Cut Collimator (C.C.C.), which consists of a single, highly perfect silicon 

crystal aligned for the symmetric (022) reflection. The choice of four reflections 

means that the emerging beam is highly conditioned in terms of angular divergence 

with greatly diminished Bragg tails. Monochromation of the beam is achieved by 

diffraction from a further crystal in the non-parallel setting. The narrow intrinsic 

width of the (022) reflection results in a high resolution device although for cases 

where less sensitivity is acceptable C. C. C.'s using asymmetric (022) reflections 

yield diffracted peaks of greater intensity. 
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a) A monochromating system employing four separate crystals 
in the { +n, -n, -n, +n) configuration. 

j 
I 

8 8 e 

b) The DuMond diagram for the above arrangement. At the 
diffraction condition, curves 1 &2 and 3&4 overlap. 

Figure 3.4: A four crystal monochromator. 



( +n, -n, -n, +n, -n) (+n, -n, -n, +n, +n) 

a) Five crystal diffractometer arrangements. 
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(+n, -n, -n, +n, -n) (+n, -n, -n, +n, +n) 

b) DuMond diagrams for the above diffractometer settings. 

Figure 3.5 : A five crystal diffractometer. 



By incorporating the two or four reflection beam conditioner as a "bolt-on" block, 

housed directly in front of the x-ray tube exit hole, the angular and spectral 

dispersive problems of the double crystal diffractometer may be greatly diminished. 

This arrangement is demonstrated in fig.3.6 which shows the schematic beam path 

of the x-ray beam though the diffractometer. Thus no restrictions apply to the 

choice of material or reflection and it is no longer necessary to change the 

reference crystal when studying different systems. Just as the benefits of crystal 

monochromators are enjoyed by double axis users, similar advantages are utilised 

by triple crystal diffraction workers. Fewster24 has used a (n,-n,-n,+n) 

monochromating system, together with an analyser crystal, to produce a six crystal 

diffractometer which eliminates the effects of sample curvature in addition to 

angular and spectral dispersion. The triple axis diffactometer used in this thesis 

employs a four reflection channel cut collimator and monochromating crystal to 

provide dispersion free diffraction conditions. 

The use of beam conditioning systems has found applications in the fields of 

dispersion free double axis diffractometry, high resolution triple axis diffraction, 

ultra low angle scattering and grazing incidence x-ray reflectometry (GIXR). 

Indeed, a conventional double axis diffractometer, fitted with a Bede C.C.C., has 

been shown to provide adequate beam conditioning in order to analyse thin film 

thicknesses25 using the GIXR technique. 
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Figure 3.6 : The path of the x-ray beam through a double crystal diffractometer 
fitted with a four reflection channel cut collimator. 

Courtesy of Bede Scientific Instruments Ltd. 



A wealth of different x-ray scattering techniques are available to the 

experimentalist with which to study the structural properties of materials. The 

particular method chosen is dependent upon the type of information sought about 

the material and the crystalline quality of the sample itself. Broadly speaking the 

various methods can be classified as diffraction or non-diffraction techniques and 

applications of these methods have been found in both industry and the research 

laboratory. As an example, the previous two decades have seen extensive use of 

the double crystal diffractometer in the semiconductor industry, for routine 

analysis of crystal structure. The recent development of a commercial 

reflectometer is expected to lead to increasing use of the grazing incidence 

reflectivity technique by device fabrication institUtions. With the advent of 

synchrotron radiation and the drive toward smaller device structures (many in the 

nanometre region) x-ray characterisation techniques have been continually 

developed and refined to meet the needs of the crystal grower. For a complete 

description of the techniques available in x-ray scattering analysis, the reader is 

referred to a number of texts1•2•3•4• The remainder of this chapter will discuss only 

those methods used in the production of this thesis, with particular emphasis given 

to the alignment procedures and experimental configurations used. 

~.2 lDlo1llllbRe CrystaR lDliffractometry 

One of the most popular x-ray characterisation techniques is that of double crystal 

diffraction (DCD), also known as high resolution diffraction (HRD). A theoretical 

description was presented in Chapter III. The instrumentation necessary for rapid 

routine analysis has evolved to a high degree with double crystal diffractometers 

now an integral feature of many industrial characterisation laboratories. 

Commercial instruments, equipped with sample rotation, rocking and X-Y 

mapping motions, allow both symmetric and asymmetric sample reflections to be 

collected. Highly mismatched layers may become partially or completely relaxed 

(by the introduction of misfit dislocations at the growth interface) and the 
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recording of asymmetric reflections allows the lattice parameters of incoherent 

layers to be determined5•6. Double crystal experiments described in this thesis 

were performed in the University of Durham, on a prototype Bede model 150 

diffractometer, whose construction is based upon a design flrst proposed by Hart? 

in 1969. The term 150 arises from the separation between the two crystal axes 

which is 150mm. The instrument is automatically controlled by an ffiM 

compatible computer using the Bede DCC software control package and Minicam 

electronics interface. 

The Bede model 150 diffractometer provides automated rotation of two crystal 

axes, allowing flne, calibrated motion of the reference and specimen crystals. The 

whole diffractometer itself may be rotated about an axis co-axial with the reference 

(or flrst) crystal axis, although this rotation must be performed manually. 

Diffractometer alignment is aided by the use of machined tools which fit into the 

collar of the two diffractometer axes. During initial alignment, the diffractometer 

base is rotated so that the collimator pinhole (from which the x-ray beam emerges) 

and the pointers placed in the two axes are co-linear. The diffractometer body is 

then manually rotated to twice the Bragg angle of the reference crystal reflection. 

Thus when the flrst crystal is mounted and aligned to its Bragg condition (within a 

scatter shield) the diffracted beam should pass over the second crystal axis. This 

can be checked by insertion of an alignment tool with a vertical slit into the second 

axis. By placing the detector (scintillation or proportional) behind this alignment 

tool the coincidence of the beam path and the vertical slit can be verified. Should 

the two not be in coincidence, i.e. not all of the diffracted intensity passes through 

the slit, then the base position of the diffractometer is changed slightly (and the 

peak from the reference crystal re-found) until the full diffracted beam passes 

through the alignment tool to the detector. To ensure that the reference crystal 

diffracted beam passes parallel to the diffractometer surface, a second alignment 

tool with a machined horizontal slit set at the appropriate height, is placed into the 

second axis. The frrst crystal is tilted until the full diffracted beam passes through 

this horizontal slit. The x-ray beam now being delivered to the second axis 

contains two major wavelength components, the CuKa1 and CuKa2 characteristic 

lines. To remove the less intense Ka2 component a slit is introduced between the 

flrst and second axes. The Ka2 line is diffracted on the high angle side of the Ka1 

component, and is approximately 50% less intense. Practically, the removal of this 

line can be achieved by bringing the slit on the high angle side in until a reduction 
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of one third in the total intensity is measured. However, this technique presumes 

,linear performance of the x-ray detector in the region of the diffracted x-ray beam 

intensity (or prior calibration of the detector performance), which may not be. true 

for all detectors even at low generator power settings. A much better method, 

though more time consuming, is to increase the generator power, and place a piece 

of dental film at the second axis to detect if the Kat2 component is present. 

Successive dental film images are recorded until the slit is positioned to eliminate 

the Ka2 line. Having aligned the diffractometer to this stage, no further movement 

of the diffractometer base, reference crystal or slits should be necessary unless the 

diffractometer is accidentally knocked, or a different crystal is to be used as the 

reference. Routine use of the double crystal instrument should now involve 

positioning of the sample crystal only. To record the sample rockirig curve, the 

sample is positioned at the second axis and rocked until the Bragg peak is found. 

Once this has been achieved the sample tilt is adjusted to bring the diffraction 

planes of the reference and sample crystals coplanar. The integrated intensity 

under the double crystal rocking curve stays constant as the sample tilt is varied. 

However, the effect of non-parallelism of the reference and sample crystal 

diffraction planes is to reduce the height of the peak maximum, and thus broaden 

the width of the diffraction profile. Hence, an easy method of locating the correct 

sample tilt position is to find the tilt adjustment which yields the most intense 

Bragg peak upon rocking of the sample. This technique is not the sole procedure 

used to tilt optimise samples and various other methods have been described by 

other workerss,9. 

Once the sample rocking curve has been_ recorded, then the positions and 

intensities of peaks in the diffraction profile are analysed to deduce sample 

structure. One of the prime uses of DCD is in the measurement of alloy 

composition, a capability which is well exercised industrially in the characterisation 

of 111-V semiconductor heterostructures. Halliwento has shown the measurement 

of lattice mismatch using a DCD to be more precise than any other technique, with 

an accuracy of 20ppm (parts per million) for both the 004 and 115 reflections from 

InGaAs and InGaAsP on InP using a DCD. Much of the rocking curve analysis 

can be carried out manually although, for complicated structures, comparison with 

a simulated model is necessary to extract the full information content of the 

recorded profile. 
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While rocking curves can provide a great deal of structural data, particularly on 

compositional variations, the data is averaged spatially over an area corresponding 

to the size of the incident beam (0.25 to 2mm2). X-ray topographical methods 

allow the strain variations in a crystal to be mapped on the micron scale and a very 

large literature3,11,12,13,14 exists on their application to electronic materials, 

principally for the study of dislocation density and configuration, dislocation 

mobility and the investigation of strains at the edges of films and devices. X-ray 

topography relies on the fact that the strain fields associated with crystal defect~ 

cause local distortions of the crystal lattice, which change the· diffraction condition 

in the region of the defect. By setting the sample crystal to the petfect crystal 

Bragg condition and imaging t~e diffracted beam on a photographic meditim, 

specimen defects are imaged on the film as regions of different contrast within the 

uniform image of the surrounding crystal. For effective misorientations greater 

than the width of the double crystal rocking curve a complete loss of intensity is 

recorded locally (i.e. within the region of the defect). Use of a large area incident 

beam allows the crystal perfection and defect distribution of a large section of the 

sample to be determined. 

X-ray topographic techniques can be grouped as either single or multiple crystal 

methods. For single crystal techniques, the wavelength spectrum incident upon the 

specimen crystal is determined by the x-ray source. For laboratory based 

experiments where a conventional fixed target x-ray tube, with relatively large 

angular divergence, is used as the radiation source then_ single crystal topographic 

methods are sensitive only to short range strain fields such as those found in the 

immediate vicinity of a crystal defect. Multiple crystal techniques, of which the 

double crystal method15,16 is the most popular, employ one or more perfect 

crystals to pre-condition the beam before it strikes the sample. By limiting the 

angular divergence of the x-ray source with a reference crystal reflection, the 

wavelength spectrum incident upon the sample crystal is determined by the petfect 

crystal reflecting range of the first crystal. As a result the multiple crystal 

technique is sensitive to much larger range strain fields. The topographic results 

presented in this thesis (Chapter VII) were collected using a specially adapted 

Bede 150 diffractometer, in the dispersive double crystal setting. 
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Double crystal diffractometry is similar to double crystal diffraction analysis except 

that a spatially large incident beam is used and the x-ray radiation detector is 

replaced by a photographic plate. While the large flux rates, small angular 

divergence and wavelength tunability of synchrotron radiation sources make them 

ideal for double crystal topographyl7, topographic analysis can still be conducted 

using a conventional fixed target x-ray tube (although typical exposure times are 

long). In the laboratory, double crystal diffractometry should be performed in the 

dispersive geometry where the reference and sample crystals differ. The DuMond 

diagrams of the two crystals will then overlap for only a limited angular range and 

it is possible to select a sainple image from the Ka1 line only. In the non­

dispersive geometry, where all wavelengths are diffracted, doubling of the sample 

image occurs due to the presence of both Ka1 and Ka2 components. 

Before selecting a particular experimental geometry, the experimentalist must 

decide upon the resolution necessary in the topographic image and the extent of 

sample coverage by the incident x-ray beam. Use of a large area incident beam 

will allow full sample coverage, thus allowing defects from all parts of the 

specimen to be imaged. Selection of an asymmetric reflection with grazing 

incidence angle for the reference crystal allows the beam width to be expanded by 

a factor of up to 20. The expansion limit of the incident beam is then set by the 

critical angle for total external reflection, limiting the incidence angle to be greater 

than about 0.5°. If the collimator slit is machined to be around 1-2mm wide and 

extended some 30mm-in the vertical direction, then by using the line source of the 

x-ray tube, samples of dimension 111 by 111 (or more) may be fully imaged. The 

disadvantage of employing extreme beam expansion optics is that the CuKa1 and 

CuKa.2 components are no longer spatially separated and may not be resolved by 

use of a shielding slit. The resolution of the final topograph is then reduced. 

An alternative approach is to achieve large sample coverage by employing a 

(grazing incidence) asymmetric reflection on the sample crystal. This allows a 

more intense, symmetric reflection to be used at the first axis, e.g., the (004) 

reflection from (001) oriented Si, where the CuKa2 component may be removed 

by a slit. The diffracted beam incident upon the sample is now narrow (1-2mm) 

but by choosing a suitable asymmetric sample reflection, with an extremely small 
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incidence angle, the entire surface of the specimen can be covered by the reference 

crystal beam. 

It should be noted that full sample coverage in topography experiments does not 

necessarily mean that the entire specimen surface is imaged. This depends to a 

great extent upon the sample curvature. For many samples, where the presence of 

mismatched layers leads to a "bowing" of the specimen with misorientations 

considerably greater than the rocking curve width, only a small "band" may 

actually diffract. By recording topographs at various sample crystal settings, 

"contours" of equal effective misorientation may be obtained18•19. By rotating the 

specimen 180° about the diffraction vector and repeating the experiment, lattice 

tilts and dilations may be separated20. An alternative method of distinguishing 

between tilts and lattice parameter variations is by using a triple crystal 

diffractometer2l. As in the case of double crystal topography, triple axis analysis 

can be thought of as an extension of DCD methods, with the spatial distribution of 

the scattered radiation being determined. 

The triple crystal diffractometer utilises Bragg reflection from a third crystal to 

investigate the scattered radiation as a function of scattering vector, k. Some 

commercial triple crystal diffractometers are available although many workers have 

developed their own instrumentation. The multi-reflection nature of the triple 

crystal technique means that an intense x-ray source is preferable if an appreciable 

final signal is to be obtained. Due to this, triple crystal analysis can easily be 

performed with synchrotron radiation22 or rotating anode generators23•24 although 

it is possible to record high quality data with a conventional x-ray tube25•26. The 

triple crystal data presented in this thesis was collected with a Bede model 200 

diffractometer, which is essentially a double crystal instrument with an attachable 

third crystal stage. This model differs from the Bede 150 diffractometer in that the 

separation between the two axes is larger (200mm), and provision is made for 

motorised, computer controlled movement of the diffractometer base (co-axial 

with the first crystal axis) and of the detector circle (co-axial with the second 

crystal axis), on which the analyser stage is mounted. A schematic diagram of the 

Bede 200 diffractometer, with triple crystal stage, is shown in fig.4.1. The 

analyser crystal can be used to investigate the sample diffracted beam either by 
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Figure 4.1 : Schematic geometry of the Bede 200 diffractometer with triple crystal stage. 
Courtesy of Bede Scientific Instruments Ltd. 



rotating the entire analyser stage around the detector circle or by rocking the 

analyser crystal about its own axis (known as Axis 3). The facility to translate the 

analyser tangentially to the detector circle (i.e. across the specimen diffracted 

beam) and to tilt the third crystal is also available (the so-called Xscan motion). 

While, at first sight, triple crystal diffraction may seem complicated and difficult to 

set up, the experimental procedure may be broken down into a series of small 

steps. The following section describes how triple crystal data may be collected on 

the Bede 200 diffractometer. 

Prior to the following steps been carried out, it is assumed that the channel cut 

collimator and monochromating crystal have been adjusted to give an intense 

Bragg diffracted beam over the second (sample) crystal axis, travelling parallel to 

the diffractometer surface. For a conventional x-ray tube source, use of a pinhole 

sized beam is unlikely to provide adequate x-ray intensity to the second axis and it 

is recommended that an incident beam size of at least 2mm square is used. The 

procedure for setting up the "double crystal" section of the diffractometer 

alignment is slightly different to that described in section 4.2. The incorporation of 

a four bounce beam conditioner means that the x-ray beam reaching the frrst axis 

has sufficiently small angular divergence for simultaneous diffraction of the CuKa.1 

and Ka2 components not to occur. The separation of their diffracted peaks from 

the frrst axis is some 300" and the frrst crystal is positioned so as to diffract the 

intense Ka1 line only. It should be noted that in this geometry the frrst (reference) 

crystal is acting as a true monochromator. The position and tilt of the 

monochromating crystal is varied until the diffracted beam is parallel to the 

diffractometer surface and travels directly over the second axis. To maximise 

intensity, the CCC is rotated gently until the diffracting planes of the beam 

conditioner and monochromator are parallel. The diffractometer is now set up into 

"double crystal" mode and dispersion free double axis experiments may be 

performed. Before triple axis measurements are carried out, it is helpful to set the 

analyser crystal to its Bragg condition and adjust its tilt to match those of the beam 

conditioner and monochromating crystals. By doing this at this point the analyser 

tilt need never be adjusted again, and only a fine tuning of the analyser position will 

be later required to find the triply diffracted beam. The only major task in the 
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triple axis experiment will then be to find the (tilt optimised) Bragg diffracted beam 

from the sample crystal itself. 

As mentioned above, for the Bede model 200 diffractometer controlled by the 

DCC software package, two methods are available by which to rotate the third 

crystal. The entire third crystal stage can be rotated around a circle concentric 

with the second crystal ruds, known as the detector circle. This is achieved in the 

control software by moving the motor labelled as "detector" and use of this motor 

is not to be confused with movement of the actual detector (the 

scintillation/proportional counter). Diffractometer alignment then proceeds as 

follows: 

1. With no sample crystal in position and the slits in front of the analyser wide 

open, the entire third crystal stage is rotated to the zero degree position on the 

detector axis. While set at zero on its manually adjustable scale, the analyser is 

translated sideways (using the XScan motor) until the diffracted beam from the 

first crystal travels straight down the channel of the analyser crystal. 

2. The analyser crystal is set to the approximate Bragg position (23.65° for 

the Si(220) reflection) and locked in place. This will now mean that the beam from 

the reference crystal no longer passes down the analyser channel and a small 

correction in the Xscan position of the third crystal must be made. This correction 

is determined geometrically and, for the analyser used in this·thesis, corresponds to 

a translation of3.05 mm. 

3. By fine tuning the angular position of the third crystal (Axis3), the Bragg 

peak from the analyser is found. The intensity of this peak is then maximised by 

optimising the tilt of the analyser crystal. Having done this, then the analyser is 

moved around the detector circle to twice the Bragg angle of the specimen. 

Having found, and tilt optimised the Bragg reflection from the third crystal, the 

diffracting planes of the CCC, monochromating crystal and third crystal are co­

planar. No further adjustment to the tilt angles of these crystals need be performed 

unless the diffractometer is knocked out of alignment. 
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4. The sample crystal is placed on the second axis and, with the analyser 

crystal translated away from in front of the detector, the sample Bragg reflection is 

found (Axis 2). The diffracting planes of the specimen are brought co-planar with 

all other diffracting crystals by tilt optimising. 

At this stage a standard double crystal experiment can be performed. 

4. With the sample set at its Bragg peak, the slits in front of the analyser are 

reduced to the size of the diffracted beain. In particular, care must be taken that 

no sample scatter is allowed to travel over the top of the analyser crystal, thus 

introducing a constant intensity background. 

5. To find the peak from the analyser crystal, it must be ensured that the 

sample diffracted beam strikes the opening of the channel cut into the third crystal. 

This is best achieved by translating the analyser (Xscan) until its edge half cuts the 

diffracted beam. Translation of the analyser by a further 3.05mm into the x-ray 

beam should bring the diffracted beam to the centre of the channel entrance. 

6. The analyser is rocked about its axis (Axis 3) until the Bragg peak is found. 

The diffractometer is now aligned to carry out triple axis analysis. Three types of 

scan may now be carried out, each giving different, but complimentary, 

information on the sample defect structure. 

4\Ai.J §camll1ling Modles 11!11 'li'rnpBe Crystal Diffradometry 

Three scan types may now be carried out, two of which require only single scans 

to be taken and are at least as rapid as the recording of double crystal rocking 

curves. 

Measurement of lattice tilts 

Consider the triple axis arrangement depicted in fig 4.2. Here all crystals are set to 

their diffraction condition and an intense diffracted beam, wave vector k., is 

incident upon the detector face. Assuming the sample crystal to be perfect, with a 

narrow intrinsic Bragg width, then any rotation of the specimen axis (Axis 2) will 
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Figure 4.2 : Path of the diffracted beam in a niple crystal experiment. 
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rapidly result in no Bragg diffracted beam reaching the detector. If the sample 

contains regions which are tilted with respect to each other (i.e. it has sub-grains 

or a mosaic spread) then, as the sample is rotated, these regions will satisfy the 

Bragg condition in turn, diffracting x-rays of wave vector, If, onto the analyser. 

The angular range over which the sample can be rocked, and still deliver an x-ray 

beam to the analyser crystal, is thus an indication of the tilt distribution within the 

crystal. Any sample region with a different lattice parameter will diffract x-rays of 

wave vector k' onto the third crystal. Since the analyser is set to diffract x-rays of 

wave vector If, no diffracted intensity arising from regions of lattice dilation will 

reach the detector. Rocking of the sample crystal only, in the triple crystal 

arrangement, thus measures the lattice tilt distribution only. 

Measurement of lattice Qarameter distribution 

Suppose that, in fig.4.2, the analyser is now scanned at twice the angular rate of 

the sample crystal. Initially a region of the specimen of lattice parameter, d, is set 

to diffract, with the analyser crystal positioned so that a diffracted beam reaches 

the detector. As the sample is rocked, regions of the specimen with a lattice 

parameter, d', will satisfy the Bragg condition. Since the analyser is set at twice 

the angular position of the specimen, a diffracted beam will also result from the 

analyser and be recorded at the detector. Each time a region of different lattice 

parameter is rotated to the Bragg position the analyser will always be set to pass 

the diffracted beam onto the counter. The 8/28 scan thus measures the distribution 

of lattice parameters within the crystal. It remains iindistorted by variations in 

lattice tilt, such as those-caused by mosaic spread or-long range curvature of the 
specimen. Tilted regions of the sample (diffracting wave vector, If.), will not 

contribute to the scattering recorded by the detector, as the analyser position will 

no longer be correct in order to "pass" radiation of this wave vector .. 

Measurement of Diffuse Scatter 

If the surface region of the sample is distorted then the scattering is no longer 

governed by the dynamical scattering in the bulk of the crystal, and diffuse 

scattering, governed by kinematical theory, will occur. A full map of the diffuse 

scattering from the specimen can be made by recording a series of scans, for 

different specimen and analyser positions, coupled so as to trace out a grid in 
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reciprocal space centred around the reciprocal lattice point of the Bragg refleetion. 

Although such a scan is time consuming (it can require collection of around 50 

separate scans) the recorded scatter can contain much information; Diffuse 

scattering appears as a broad central hill around the reciprocal lattice point. The 

presence of tails or asymmetry in the total scatter (which can give information on 

the types of crystal defect) may also be highlighted by construction of a full 

reciprocal space map. The benefit of using a set of shielding slits in front of the 

analyser crystal is demonstrated by fig.4.3(a,b). This shows the scattering from a 

GaAs subs~ate recorded as a series of transverse scans for different analyser 

settings (Axis 3). The effect of air scatter, particularly over the top of the analyser 

crystal, introduce streaks of recorded intensity in reciprocal space (fig.4.3(a)). The 

introduction of shielding slits successfully eliminates this extra scatter (fig.4.3(b)). 

4l.4l.4l1I'II"atHllsformnllllg JFrom·JRean 1I'o IR.edpro~an §Jl)ace 

When carrying out triple crystal reciprocal space mapping, the variables recorded 

are the intensity of scatter collected and the angular positions of the sample ('J') 

and analyser (<p) crystals. As the scattering is more easily interpreted from its 

distribution in reciprocal space, these real space variables must be transformed into 

the reciprocal domain. The angular position of the specimen defines the position 

of the diffracting planes whose scattering is being measured at this scattering 

angle. Fig.4.4 shows schematically the scattering from a triple crystal experiment 

in reciprocal space. The points 0 and h, define the origin and reciprocal lattice 

point of the Bragg reflection, respectively. The scattering is being measured from 

a small-volume surrounding the point [.t\Qy,.t\Qz]• The scattering vector, K, not 

shown directly in fig.4.4 may be considered as the sum of the "ideal" scattering 
vector from the origin to point 11., plus a deviation .t\Q such that K = fl.+ l!Q. The 

deviation vector .t\Q has two components, .t\Qy and .t\Qz. It can be shown 

geometrically27 that these components are related to the deviation of the specimen 

(.t\\jl) and analyser crystals (.t\<p) from their zero positions (at the nominal Bragg 

angle) by: 

(4.1) 

(4.2) 
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Figure 4.3(a) : The reciprocal space map of the scatter from an undoped GaAs substrate. 
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Thus a scan of specimen only (.1'JI) affects only &Qy, and provides a scan from left_ 

to right (i.e. transversely) in reciprocal space. A scan of the analyser crystal affects 

both 11Qy and 110z and, in fact, sweeps along the Ewald sphere. A scan of l1Qz 

alone may be achieved by setting 

(2.1'JI- &<p) = 0 (4.3) 

i.e. scanning the analyser at twice the rate of the specimen crystal (often termed aS 

/28 scan). It is also worthy of note to recognise that the double crystal rocking 

curve corresponds to scanning with a line inclined at 88 to the horizontal axis, with 

the measured intensity given by the integral ofall the scatter beneath that line. 

The presence of streaks can be observed at ± 88 to the vertical axis. These result 

from the finite angular resolution. of the beam conditioner and analyser crystals and 

would be absent if these crystals had zero width rocking curves. A practical 

method of reducing these streaks (as implemented in this thesis) is to employ 

multiple reflections in the beam conditioner and analyser crystals. This is 

demonstrated in fig.4.5, which shows the measured scatter with no beam 

conditioner crystal for the undoped GaAs substrate whose scatter distribution with 

a four bounce beam conditioner was shown in fig.4.3. However, the introduction 

of additional reflections further attenuates the magnitude of the original x-ray beam 

as it passes through the diffractometer, placing limitations on the intensity of the 

sample diffracted beam if triple crystal analysis is· to . be Successfully performed. In 

real terms the .magnitude of the overall diffracted beam is.related to the quality of 

the sample under investigation. For (relatively) perfect III-V semiconductor 

samples the high reflected intensity means that triple crystal analysis can be 

performed easily, even with multi-bounce beam conditioner and analyser systems. 

In the case of II-VI semiconductors, which typically have a much poorer 

crystalline quality, it is often necessary to eliminate many of the beam 

conditioner/analyser reflections in order to maintain a reasonable (or at least 

detectable) triply diffracted intensity. Thus a compromise must be achieved 

between having adequate experimental resolution and a sufficiently intense 

diffracted signal. This point will be further discussed in Chapter VII 
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The use of diffraction based techniques is limited to the analysis of highly perfect 

crystalline structures. For samples which have a high defect density, or which are 

even amorphous, near surface information such as thickness and abruptness of 

surface layers may be obtained by using the Grazing Incidence X-ray Reflectivity 

method (GIXR). Since the refractive index of x-rays in material is just less than 

unity, total external reflection occurs for glancing incidence angles below soll1e 

critical value, 8c. The manner by which the reflected intensity varies as the 

incidence angle is increased above ec (at which point the incident beam begins to 

penetrate into the uppermost region of the sample), can be used to derive much 

structural information. The reflected amplitude falls sharply with incidence angle 

(as the inverse fourth power of the scattering vector) and thus useful sample 

information is only recorded over a few degrees before the sample signal becomes 

indistinguishable from the experimental noise. Hence, an intense x-ray source is 

advantageous in GIXR experiments. While conventional x-ray diffractometers can 

be adapted in order to take reflectivity data the use of a dedicated reflectivity 

instrument28 to record GIXR measurements simplifies greatly the experimental 

alignment while offering high incident beam intensities. The reflectivity data 

presented in this thesis was collected on the prototype of the Bede Scientific 

GXRl reflectometer, and a schematic of the scattering geometry is shown in 

fig.4.6. The prototype GXRl used two Si crystals to precondition the incident 

beam. At the first, a simple symmetric reflection delivered an intense diffracted 

beam to the second beam-conditioning crystal. At the second crystal, a highly 

asymmetric Bragg reflection was-used not only to-compress the x-ray beam-in the 

plane of incidence, but also to reduce the angular divergence of the x-ray beam. A 

low divergence reduced the linewidth of the incident beam as well as improving the 

angular resolution of the instrument. The resulting beam emerging from the beam 

conditioner block had a height of only 80J.1m and an angular divergence of around 

30 arc seconds. This incident beam was coincident on the sample at exactly the 

centre of specimen rotation (i.e. the 8 axis) so that the beam did not move across 

the sample surface as the specimen is rocked. By using novel, high precision 

bearings, the axes of rotation of the sample (8) and detector (28) on the GXRl are 

designed to be accurately co-axial. Complete specimen manipulation is provided 

by kinematically supporting the sample table on three independent goniometers. 

Movement of all three goniometers by an equal amount allows the sample height 
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to be varied, while, by driving opposing goniometers in opposite directions, the 

sample stage may be tilted in directions parallel and perpendicular to· the incident 

beam, maintaining the height of the centre of the table. In order to ensure the 

maximum possible signal to noise ratio for large scattering angles, it is essential 

that a very low background ·detector (- 0.2 c.p.s.) is used to collect the scattered 

radiation. 

To aid alignment the Bede GXRl reflectometer is fitted with an automatic, 

computer controlled alignment system, consisting of a low power laser and 

quadrant optical detector. The height and tilt of the sample is adjusted so that, as 

the sample is rotated, precession of the reflected laser beam is eliminated, at which 

point the specimen is "flat" with respect to the incidence beam and axes of rotation 

of the sample (8) and detector (28) axes. For systems with no optical alignment 

facility, the sample position must be manipulated manually and a typical working 

procedure is presented below. 

~.5.2 ADignment JP>rocedure lin GliXIR 

The height of the incident beam is made to be coincident with the axis of rotation 

of the reflectometer with the use of a machined alignment tool. The CuKa2 

component of the x-ray beam emerging from the beam conditioner is spatially 

separated from the CuKa1 component and is removed with a slit. This procedure 

is simplified greatly by use of an x-ray camera to directly image the two 

wavelength components passing through the slit. With no sample stage in place 

the- detector axis is scanned to record the angular- profile of the incident beam. 

This has two purposes, the first being to locate the centre of the incident beam 

which defines the zero of the detector (28) axis. Secondly, the shape of the beam 

profile is used to determine if stray scatter is emerging from the beam conditioner 

or if some fraction of the CuKa2, component is escaping past the edge of the slit 

system. Once the preceding steps have been carried out, and a monochromatic, 

intense x-ray beam is incident upon the centre of rotation of the reflectometer, no 

further alignment of elements in front of the sample stage need take place. 

The main aim when aligning samples in GIXR experiments is to have the sample 

surface initially co-planar with both the incident beam and axes of rotation of the 

sample(8) and detector (28) motions. Any tilt of the sample out of this plane can 
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be resolved into two components, parallel and perpendicular to the incident x-ray 

beam. A specimen tilt in the forward direction will resiilt in an offset error in the 

measured incidence angle (8). A tilt in the perpendicular direction will lead to the 

specularly reflected beam falling away from the narrow detector slit and a smaller 

reflected intensity being recorded. Approximate alignment of the sample stage 

itself is often best achieved by use of a clock gauge to set the sample "flat" with 

respect to the incident beam and the axis about which the sample stage and 

detector arm are rotated. The reflectometer alignment procedure then proceeds. as 

follows: 

1. The sample is placed onto the specimen table and placed centrally into the 

x-ray beam path. Positioning of the sample with respect tO the incident beam can 

usually be judged by eye although a more exact method is as follows. The 
. . 

(unloaded) specimen stage is raised/lowered to half cut the x-ray beam and then 

translated away from the beam toward . the sample loading window (using the 

"Trans" axis). The specimen is then mounted on the stage, which is translated 

back across the incident beam. The positions at which a change in the recorded 

intensity occur correspond to the edges of the specimen, and the position of the 

sample stage on the ("Trans") axis is adjusted to be the I11idway point. 

2. Care must be taken to ensure that the sample surface intercepts the incident 

x-rays and is parallel to the x-ray beam. This is achieved by moving the sample up 

into the narrow x-ray beam (by changing the z position), and varying the sample 

tilt in the forward direction (Tilt 1 ), until a maximum intensity. is recorded at the 

detector. If.the·alignment-of the sample.stage has been pre-set with a clock gauge, 

then the correction needed to bring the sample surface parallel to the incidence 

beam should be small unless the specimen is distinctly wedge-shaped. Once the 

sample is "flat" with respect to the x-ray beam, the sample is raised until it half cuts 

the incident beam. The sample is now aligned in one of the two (perpendicular) tilt 

directions. 

3. The orientation of the specimen in the other tilt direction must now be 

adjusted to bring the sample surface co-planar with the incident x-ray beam and the 

axis of rotation of the sample (8) and detector (29) rotations. This task is 

simplified by the provision of a rotary stage on the GXRl reflectometer. By 

rotating the sample by 90°, so that the uncorrected tilt is now in the forward 
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direction a procedure similar to that described in step (2) may be adopted. The 

. sample is tilted (Tilt 2 motor) until the recorded intensity is a maximum (some 

further refinement of the sample height may be required). 

Steps 2 to 3 are iteratively carried out until the experimentalist is confident that 

both tilt components have been eliminated and that the sample is half cutting the 

incident beam. 

4. In theory, the sample surface should now be flat with respect to the 

incident beam and reflectometer axis. This can be checked by rocking the sample 

axis, 8, to an incidence angle of (say) 1000" and moving the detector axis; 28, to 

the nominal specular position (2000"). If the sample is correctly aligned then the 

maximum reflected intensity should be recorded within 50" of the nominal specular 

position. If the sample is then rotated by a further 90°, while set at the specular 

condition, then the magnitude of the reflected beam should not change by a large 

fraction as the sample rotates. If the sample is not correctly aligned, then as the 

specimen rotates, the specular beam will fall away from the narrow slits and no 

intensity will be recorded by the detector. 

41.§.3 §~allllB1lnllllg Modles Jin Gl!XIR 

The most common mode of scan employed in reflectivity experiments is the 

specular scan, where a coupled 9/28 motion is used to record the reflected 

radiation. This type of scan, which is useful for the detenbination of thin layer 

thicknesses, can be extremely rapid, provided the sample is of high quality, due to 

the intense nature of the specular beam. On the GXRl, where the incident x-ray 

beam intensity can be over 1.5 million c.p.s., a typical specular scan can be 

recorded in only a few minutes. While interface roughness information may also 

be extracted, the use of specular profiles to measure interface abruptness is 

limited29. The specular technique is not able to distinguish between interface 

roughness and interdiffusion nor give information on the roughness correlation 

length. To achieve this, so called "diffuse" scans must be employed. The presence 

of roughness at interfaces causes x-rays to be scattered out of the specular 

condition and into the diffuse component of the total scatter. Two types of scan, 

the transverse and longitudinal diffuse modes, are commonly used to investigate 

this diffuse component. 
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The transverse scan records the scattered radiation as the sample position (9) is 

varied for a ftxed detector setting (28). In reciprocal space, (fig.4.7), this 
corresponds to varying the incident wave vector, k0 , while keeping the scattered 

wave vector, kh, constant. To a good approximation this is equivalent to allowing 

the. tip of the scattering vector to move horizontally through reciprocal space (i.e. 

parallel to the y-axis in ftg.4. 7), thus explaining the origin of the term "transverse 

scan". 

l&ngitudinal Scans 

In longitudinal· scans a coupled 8/28 scan is performed with an initial sample offset 

from the specular peak. In reciprocal space this corresponds to increasing the 

length of the scattering vector while maintaining its direction parallel to the vertical 

axis (i.e. moving longitudinally in reciprocal space). 

A complete map of the sample reflected scatter can be constructed by carrying out 

a series of transverse or longitudinal scans. The resulting "scatter map" can be 

plotted in tenns of intensity versus sample (8) and detector (28) positions, or 

plotted directly into reciprocal space by transformation of the recorded motor 

positions. 

4l.§.4l Transforming From Rean To Reciprocan §pace 

Figure 4.7 shows the region of the reciprocal lattice near the origin, 0, where the 

scattering is being sampled from a point (volume element), Q. The absolute angles 

of the specimen and detector positions with respect to their true zero settings are 

'If and <p, respectively. The angle, 8, measured between the scattering vector Q 
and the vertical x-axis indicates how far from the specular condition the scattering 
occurs. Since lko I = lkh I = A. -t, then the magnitude of the scattering vector can be 

written as (from fig.4. 7): 

(4.4) 
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The scattering vector itself may be resolved into two components, parallel to the x 

andy axes. By noting that, 

(4.5) 

these components may be expressed as 

(4.6) . 

Q, = IQisino = (~ sin(i) )sino (4.7) 

Equations 4.6 to 4.7 may be used to transform a series of longitudinal or 

transverse diffuse scans into reciprocal space. Since they are without 

approximation their use can be applied to even the smallest scattering vectors. As 

for the analysis of triple crystal data, by feeding a series of recorded longitudinal or 

diffuse scans into a contour mapping program (such as the Golden Software 

SURFER package) a pseudo three dimensional map of the sample reflectivity can 

be constructed. This is of particular use when investigating long range features 

present in the diffuse scatter, as will be shown in Chapter VITI. 
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Routine high resolution x-ray diffraction has now become a widely used 

characterisation tool in many semiconductor fabrication companies. The design of 

some commercial double axis diffractometers has allowed this technigue to.be used 

by semi skmed operators in a production line environment, with a high throughput 

of samples. While material parameters such as perfection and composition of 

heteroepitaxial layers can be rapidly deduced, measurement of layer thiClaiesses, 

particularly for systems with multiple layers, can be complicated and time 

consuming. Indeed, the structure of multiple layer systems can often only be 

determined by the use of a simulation program. When thin layer thickness 

determination only is required, the presence of oscillations in the rocking curve, 

known as thickness fringes (or sometimes called Pendellosung fringes), can negate 

the need for recourse to lengthy simulation processes, as the period of these 

fringes can be directly related to layer thickness. Such fringes are pronounced in 

rocking curves taken from Bragg case interferometers, which consist of ·a thin layer 

of composition B sandwiched between two thicker layers of composition A. This 

sample structure is common to several industrially important semiconductor 

devices, including High. Electron Mobility Transistors (HEMT's). If these fringes. 

are to be used to gain information on layer thicknesses then the experimental 

challenge is to ensure that their visibility in the rocking curve be made as high as 

possible, either by increasing the diffractometer signal to noise ratio or improving 

upon the photon counting statistics by employing longer count times. Obviously, 

with regard to employing the technique to routine analysis within a large scale 

fabrication environment, demands upon an increase in the total data collection time 

should be kept minimal. A more detailed discussion upon experimental 

requirements will follow later in this chapter. 
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The presence ofthin epitaxial layers of uniform composition leads to oscillations in 

the diffracted intensity profile known as thickness fringes1•2•3• The periOd ofthese 

oscillations can be directly related to the layer thickness (t) by the inverse 

relationship given below4,5. 

&8 = A.sin(8 + $) 
tsin28 8 

(5.1) 

with <P the angle between the sample surface and the Bragg planes, A. the x-ray 

wavelength, 8B the Bragg angle and .18 the thickness fringe period in radians. 

The measurement of thickness fringe spacing in order to extract layer thicknesses 

has been used before by several workers, in both symmetric6,7,8;9 and asymmetriciO 

scattering geometries. For single layer systems it is sufficient to measure by hand 

the thickness fringe period and convert this directly to a layer thickness by use of 

equation (5.1). The situation is complicated somewhat by the presence of more 

than one layer as the superposition of frequencies occurs. Tanner and Halliwellll 

have reported an observed fringe spacing in rocking curves of double layer 

heterostructures which appears to deviate from the true thickness fringe period in 

particular cases, an effect attributed by Milest2 to complex interference effects 

arising in each layer. 

§.3 JFomrier Analysis 

If a data set contains one or more harmonic components then the application of a 

Fourier Transform (FT) to the data yields a function with maxima corresponding 

to each frequency present in the original function. The size of the peak in the FT 

for a given frequency depends upon the amplitude of oscillation in the initial data. 

It is important therefore that the amplitudes of the harmonic elements in the data 

set are made as relatively large as possible. This may involve using the logarithm 

of the data or employing some other method to artificially increase the amplitude 

of periodic components. The presence of a constant background level, in addition 

to reducing the relative size of the oscillations, will be interpreted by the FT as 
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existence of a very long period oscillation leading to a low frequency peak in the 

.final transform. Any d. c. level should 'thus be subtracted from the data particularly . . 

if this level is high. 

The resolution of the Ff is dependent upon the number and step size of the data 

points. Ifhigh frequency components are to be sampled then a small step size is 

necessary in the original rocking curve. Should the sampling size.be too large then 

aliasing may occur, where a frequency lower than that which actually exists will be 

recorded. The range of the Ff x-ax:is is inversely proportional to the rocking 

curve step size. Since the number of points in the initial data set is equal to the 

number of points in the Ff; collection of data over a large range will lead to a 

small step size in the Ff and hence more accurate determination of frequency (and 

layer thickness). 

Double axis diffraction experiments on interferometer structures yield profiles with 

thickness fringes containing, in principle, information upon each individual layer 

thickness. The previous discussion would suggest that ·Fourier transformation of 

the rocking curve data would give the frequency spectrum, which could then be 

converted (using equation (5.1)) to corresponding layer thicknesses. Attempts 

have been made to Fourier transform diffraction data13, but with only limited 

success. The work ofMiles12 was motivated by the desire to reduce the number of 

variables when simuhiting experimental data. The aim of this" stiidy is to 

investigate whether or not the . use of .Fourier analysis can .be used within a 

production line environment for the rapid measurement of layer thicknesses in 

HEMT structures, without the need for the use of a lengthy simulation program. 

While the accuracy with which layer thicknesses can be determined will be inferior 

to that obtained by matching experimental and simulated profiles, the speed of 

analysis and ease of use (allowing use by semi-skilled operators) will still be of 

great value in a large scale production context. 
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§.~.2 lHtlE.M.'lf'. §trrllll~~llllll"~ 

~In the late 1960's it became apparent to device technologists that one way to 

increase transistor speed was to move away from silicon and choose a different 

material with more favourable characteristics and band structure pararrieters. Such 

a material is gallium arsenide (GaAs) which, like silicon, is a semiconductor. 

However, the effective mass of electrons in GaAs is about five times smaller than 

in the case of silicon. Since the electron mobility is inversely proportional to the 

effective mass, the smaller effective mass of the electrons in GaAs offered an 

opportunity to increase significantly the transistor switching speed. 

The electron flow in GaAs devices is reduced by effects such as lattice vibrations 

(which are suppressed at low temperatures) and impurity scattering. Since dopants 

~upply carriers which are an integral part of semiconductor device performance 

their presence in the material is essential. In High Electron Mobility Transistors 

(HEMT's) modulation doping is used to separate electron current in the active 

channel from the region where the dopant impurities are located. This leads to 

suppression of impurity scattering events with the net result of fewer electron 

collisions and enhanced electron flow. In practice this is achieved by employing 

heterojunctions that confine carriers on the side of the interface with deeper energy 

levels. The dopant impurity atoms are located on the other side of the 

heterojunction. 

Large scale production of HEMT structures now comprises a significant fraction 

of many industrial companies compound semiconductor wafer fabrication output. 

Device performance is affected by the quality, thickness and composition of the 

epitaxial layers which comprise the HEMT structure. Methods of characterising 

HEMT devices which will yield rapidly and non-destructively information upon 

any of these parameters are thus of obvious benefit. Industrially, stand alone, 

highly automated double crystal diffractometers are used to characterise these 

structures. Layer compositions are easily deduced from peak splittings as is crystal 

perfection from measurement of peak widths. Since these devices also act as 

Bragg case interferometers, then thickness fringes will appear in the diffraction 

profile. Providing that the visibility and amplitude of the interference fringes is 

sufficiently high then Fourier transform analysis will extract the frequency (and 

hence layer thickness) information from the rocking curve. 
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For the Fourier transform technique to achieve success oa compromise must be 

found between the two competing factors of length of data collection time and 

quality of rocking curve data. From his work Miles12 suggested a set of optimum 

conditions from which the best Fourier transforms could be obtained. 

By applying a Fast Fourier Transform (FFf) algorithm to simulated rocking curve 

data, Miles12 reached the following conclusions; 

(i) The longer the angular range over which the data is taken, for a given 

number of steps, the sharper the peaks from the FFf and hence the more 

precise determination of layer thickness. 

(ii) The step size is not an important factor until it becomes larger than about 

one quarter of the smallest fringe period. Even when it exceeds this , 

accurate results can still be obtained if a large range is used. Hence the 

step size should be made as large as possible (within this constraint) 

in order to maximise counting time. 

(iii) The maximum possible range within the limits ofothe Signal to Noise (SIN) 

ratio should be used. Table 5.1 shows recommended ranges and step 

sizes for various SIN ratios. 

SIN !Range(") Step Size(") 

~ 1Q3 Not adequate for Fourier analysis 

5x1Q3 1000 4 
1Q4 2000 8 
5x1o4 4000 8 
~ 1Q5 4000+ 8+ 

Table 5.1 (After Miles)I2 
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Rocking curves shown in this chapter have a step size of 9 to 10 arc seconds With 

data being collected over a region of around 4000". The corresponding unit step 

in the Ff is 40A to 45A and this represents the accuracy with which layer 

thicknesses can be determined. 

All experimental data from the (001) oriented HEMT structures studied were 

collected on a prototype Bede 150 Double Crystal Diffractometer in the non­

dispersive setting. A thick (001) piece of GaAs was used as the reference crystal 

and rocking curve data taken from the synunetric (004) sample reflection using 

CuKa 1 radiation. The CuKa2 component was removed with a slit placed 

between the reference and sample crystals. 

Fig. 5.1 shows a typical experimental rocking curve from a HEMT structure 

(sample 3-0275c) together with a "best fit" simulation (note that the simulated 

profile has been shifted upwards for clarity). It can be seen that the typical 

experimental intensity in the region of the thickness fringes is of the order of 20 

counts per second, with the amplitude of the fringes considerably smaller than this. 

The importance of minimising the background countrate is thus obvious. The 

recorded background can be reduced by minimising two factors: 

a) The use of a detector with a small "dark" current and the ability to 

"window" out pulses of the desired size via the use of discriminating 

electronics. 

b) Using shielding slits to eliminate some of the diffuse scatter from the 

sample itself. Diffuse scatter will be particularly large if a direct path 

exists between the slit used to eliminate the Ka.2 component and the 

large, open face of the detector. 

Fig 5.2 shows the effect of implementing these two methods. Curve (a) shows the 

data recorded with a "standard" detector (background ""' 5 counts per second) and 

no shielding slits. The use of a Bede E.D.R. Detector (background ""' 0.15 counts 

per second) noticeably reduces the background level to around 3 c.p.s.. As this 

detector has such a low intrinsic background then the background level present can 
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Figure 5.2: A pHEMT rocking curve recorded with (a) conventional detector, no 
shielding slits, (b) low background EDR detector, no shielding slits, 
(c) EDR detector and shielding slits. 



be virtually completely attributed to diffuse scatter from the sample. This diffuse 

scatter can be stopped from reaching· the large open face of the detector by the 

introduction of shielding slits. In practice, slitting out of the scattered radiation is 

done by placing a set of slits directly onto the detector face. The sample is then 

rocked until it is on the substrate peak and the slits brought in to the size of the 

diffracted beam. Since the Bede 150 has no motorised detector axis and a 8-28 

scan is not possible, then allowance must be left on the low scattering angle side of 

the slits. This is because the thickness· fringes are recorded over a range of over 1° 

on the low angle side of the substrate peak, and allowance must be made in the slit 

setting for a change of over 2° in the 28 angle. 

Curve (c) in fig.5.2 shows the effect of introducing shielding slits in conjunction 

with the Bede E;D.R. Detector. The background level is reduced to just over 1 

c.p.s. and the fringe visibility is markedly improved. This experimental 

configuration has been used for all HEMT rocking curves recorded. 

For the samples investigated two different count times were used. Initially long 

count times of 60 sees. per point (corresponding to scans of around 7 hours) were 

employed, in order to maximise visibility of the Pendellosung fringes. This length 

of scan, however, is not appropriate to the industrial situation so a second rocking 

curve was taken with a count time of 10 sees. per point. This shorter counti11g 

interval gives a total scan time of just over one hour which is tolerable by industrial 

standards. 

5.7 'lf'llle JFIF'lf' JP>rogll"am 

The Fourier transformation of the rocking curve data was performed using the Fast 

Fourier Transform (FFT) algorithm, as first developed by Cooley and Tukeyt4, 

available in the Cambridge Controls PC software package MA TLAB. When using 

this transform it is advantageous to analyse data sets with the number of points 

equal to a power of two. If this is not the case, then the data set is padded with 

zeroes until this condition is satisfied and a slight loss in definition of the peaks in 

the FFT occurs. 
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A program (see Appendix A) containing routines written in both Pascal and 

MA TLAB formats has been developed which analyses and manipulates the original 

rocking curve data as follows: 

i) The rocking curve (i.e. the raw data as recorded by the Bede Double 

Crystal Control Software) is loaded into the program. The "header" of the 

file is stripped away leaving only the raw data in a format recognised 

byMATLAB. 

ii) A Savitsky-Golay smooth is applied in order to enhance the. visibility of the 

thickness fringes. 

iii) The user is then given the option to either "window" out a particular part 

of the data or accept the full arigular range. 

Once the data has been processed to this stage it is then necessary to address the 

problem of the small relative size of the interference fringes. As previously stated, 

the amplitude of peaks in the frequency (or thickness spectrum) depends upon the 

amplitude of the corresponding oscillation in· the initial data. In a typical l:)EMT 

rocking curve the interference fringes are some three orders of magnitude less 

intense than the substrate peak. Some means of increasing the relative size of the 

fringes must then be employed. Two different· techniques have been employed, 

one of which is simply to take the logarithm of the data before· applying the FFI'. 

Another approach is to "normalise" the data liy fitting a background envelope and 

dividing the data .by this function. When running the FFI' routine; after smoothing 

and windowing the data, the user must choose whether to simply take the 

logarithm of the intensity or apply the "normalise" routine. If the log-only method 

is selected than the routine will take the logarithm of the intensity, subtract any 

background "d. c." level, FFI' the data and then transform from the frequency to a 

thickness regime using eqn 5.1. If the "normalise" method is employed then the 

program flow will be (following on from step iii) above; 

iv) A "peakfind" routine is applied to identify all peaks present. 

v) A cubic spline is fitted to the peak positions, so that a background 

envelope is obtained. 
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vi) The rocking curve data is normalised by dividing it by this "spline formed" 

curve. 

vii) The background level is subtracted, an FFT applied and the result scaled 

to convert to absolute thickness. 

The above manipulation and processing of the initial rocking curve data takes 

around one minute to process on an IDM compatible computer with 486 

processor, inclusive of user input time. 

5.8 IP'roll>llem Of Incorporation Of 'll'llne §u.abstrate IP'ealk 

One of the most detrimental factors affecting the quality of the final FFr is the 

presence of the substrate peak. Fig.5.3 shows the effect of Fourier transforming 

rocking curve 3-0782e.x02 using the log only method with the full data set being 

transformed (the structure and scan details for this sample are listed in Tables 5.2 

and 5.3 respectively). No distinct peak is observed in the FFT. Fig 5.4 shows the 

result when the region around the InGaAs layer peak only is windowed out and 

then transformed. In this case a definite peak in the FFT is observed. Clearly the 

inclusion of the substrate peak in the data analysed wipes out the information 

content of the final FFT. Note also that, in both fig.5.3 and fig.5.4, a large Fourier 

ampitude is obtained near the abscissa (i.e., in the very small thickness regime). In 

cases where no strong periodic component is detected by the transformation, the 

FFT is dominated-by the repeat period corresponding to the entire width of the 

data set (which is repeated infmitely in the Fourier transformation). This repeat 

period (which is large in angle) shows up as a low frequency, and hence low 

thickness, peak in the FFT. For this reason, the measurement of very thin layer 

thicknesses is difficult using FFT methods, as the "genuine" peak from the thin 

layer and that produced as an artefact of the FFT process, will be difficult to 

resolve in the low thickness regime of the FFT plot. 

Even when applying the "normalise" routine, incorporation of the region which 

contained the substrate peak has a disastrous effect upon the FFT (Figs. 5.5 and 

5.6). Although the FFT in fig.5.5(iii) does show a peak at around 800A, the 

visibilty of this peak is poor. However, the FFT in fig.5.6(iii), where the substrate 
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has been discarded from the input data set, exhibits a much more pronounced 

peale. 

In principle, the "normalisation" technique should eliminate problems caused by the 

relatively large size of the substrate peale. However, the presence of small fringes 

midway up the substrate peak can lead to sharp spikes in the normalised data 

(these spikes arise from the troughs of these fringes). Also the spline fit does not 

follow the substrate peak profile closely within this region (this is not surprising as 

the step size in the spline fit is large compared to the peak width). This leads to a 

relatively large discrepancy between the intensity values of the initial data and the 

spline formed "average" curve for a particular angular setting within the region 

covered by the substrate peak. Thus, division of one curve by the other does not 

give a normalised amplitude of around 1.0 (as for the rest of the data set) but 

instead yields a value greater than this. Further, the use of a Savitsky-Golay 

smooth can often give spikes in the smoothed diffraction profile in the region of 

the substrate peak, where the intensity drops rapidly down to zero before rising 

sharply again. These spikes will introduce high frequency components into the FFT 

further degrading the final quality of the Fourier transform. 

To overcome this problem it is necessary to window out the substrate peak from 

the data to be analysed. This can be achieved either by "windowing" out the 

region corresponding to the InGaAs layer peak only or by "cutting" out the 

substrate peak from the data and "stitching" together the two residual pieces. For 

simplicity the first method is employed in the FFT analysis program with the user 

being prompted for minimum and maximum values with which to define an angular 

window. All data points outside of this window are then rejected. This will result 

in a slight loss of definition in the Fourier transform as the number of data points is 

now not likely to be to an exact power of two. However, the improvements 

associated with "windowing" out data from outside of the layer peak are such that 

this form of manipulation still results in a significantly improved final FFT. 

§.9 Results Of FFT Ananysnng HEMT Rocking Curves 

A series of MOCVD grown HEMT structures, deposited on (001) oriented GaAs 

substrates by Epitaxial Products International Ltd. of Cardiff, were examined on 

the Bede 150 diffractometer at Durham University. The samples consisted of 
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(working up from the substrate) a thin InxGa1_xAs layer, followed by a thin 

AlxGa1_xAs layer, capped with GaAs. Two of the samples had AlxGat-xAs and 

GaAs layers deposited prior to growth of the InxGa1_xAs layer. Following 

recording of sym_metric (004) rocking curves the sample structures were 

determined by matching experimental profiles to simulated data using the Bede 

RADS simulation software. Table 5.2 shows the sample names together with the 

sample structure (layer thicknesses and composition) used in the best fit 

simulation. 

~ GmA_sL_CwU AllGaAs lillliG;:.aAs ~ ~ 
0 

A(% AD) 
0 0 

A(% AH) A A(% Jfn) A 

3-0275c 740 500(22) 150(10) 

3-0550e 415 270(22) 100(13) 

3-0782e 305 470(25) 75 (17) 20 2000(20) 

3-0960b 730 400 (23) 103 (29) 600 2000 (23) 

3-0964c 550 400 (18) 180 (13) 

Table 5.2 : Structure Of HEMT Samples Analysed 

The results of carrying out the FFf analysis on rocking curves of the above 

specimens and their best fit simulations are shown in Table 5.3. This gives the 

thicknesses obtained from the FFT routine using the two different normalisation 

methods. The rocking curve file names, best fit simulations and corresponding 

scan count times are also listed. Experimental files are distinguished by the 

extension .x** and simulation files by the extension .g**. The main feature 

apparent is that both the log-only and normalise techniques give FFf's with 

detectable peaks at similar positions. As an example, Fig 5.7 shows the rocking 

curve from sample 3-0964c recorded with a long count time of 60 seconds (file 3-

0964c.x03) together with its best fit simulation (file 3-0964c.gl3). As well as the 

highly visible short period present, some long range modulation is also apparent in 

the diffraction profile. The resulting FFf of the windowed log-only data, shown in 

Fig 5.8, gives a small but detectable peak at 990A with a further shoulder at 

around 11 OOA. A similar result is obtained when the FFf analysis is carried out 

using the normalise method (fig.5.8b(iii)), lthough in this case the visibility of the 

FFf peaks is slightly greater. 
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~ tg §;__romp; JObtkm~e~~· 

_(§eCOll1lltll§) lLo_g Onlly (A) Noll"mallfi§eltll (A) 

3-027 5c.x 17 40 1250 1250 

3-0275c.g01 N/A 1340 1340 

3-0550e.x01 10 740 740 

3-0550e.x02 60 740 740 

3-0550e.g08 N/A 740 740 

3-0782e.x01 10 800 810 

3-0782e.x02 60 810 810 

3-0782e._g12 N/A 810 810 

3-0960b.x04 10 No peak 1185,1350 

3-0960b.x03 60 1200,1300 1200,1300 

3-0960b.g22 N/A 1130,1215 1120,1220 

3-0964c.x02 4 990,1100 980,1100 

3-0964c.x01 10 1000 960,1100 

3-0964c.x03 60 990,1100 990,1100 

3-0964c.g13 N/A 1000,1100 1000,1100 

Table 5.3 : Rocking Curves of HEMT Samples With Layer Thicknesses As 

Detected By FFf Routine (Experimental Scans Have File Extensions Of The 

Form .x** And Simulated Profiles Have File Extensions Of The Form .g**). 

However, for the majority of data analysed a particular feature is that, despite 

having a minimum of three epitaxial layers each with its own thickness fringe 

frequency, only one peak is present in the FFf. The presence of only one peak in 

the FFf graph arises because of the beating of the individual fringe frequencies and 

the limited angular range over which fringes can be recorded experimentally. The 

main fringe period present corresponds to an "average" thickness with a low 

frequency modulation envelope superimposed on top. Since interference fringes 

can be observed to only around one degree below the substrate peak, where their 

presence is dominated by the diffracted intensity arising from the layer peak, there 

is insufficient modulation information for the FFf to detect this long period 

envelope. This results in the appearance of only one peak in the final FFf. How 
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the measured thickness corresponds to an average of two composite layers is 

demonstrated below. 

Inspection of a typical HEMT rocking curve (consisting of at least three layers all 

of differing thickness) shows that only one thickness fringe period is evident. The 

fringes themselves arise from interference of waves reflected from each interface 

within the sample. Since the largest phase change will occur as the beam enters 

and exits the InGaAs layer, then the two main reflected beams will correspond to 

waves originating from an "effective" layer thickness of the sum of the layers 

above the InGaAs layer (layer 1 + layer 2) and the thickness of the total stack 

(layer 1 + layer 2 + layer 3). The observed -Pendellosung fringes will thus be due 

to the interference of these two waves. 

For multiple layer heterostructures the thickness fringes observed will arise from 

the superposition of several waves originating from layers of different thicknesses 

(and hence different frequencies). The amplitude and frequency of the resultant 

wave can be easily derived Is. 

Consider two waves described by equations (5.2) and (5.3); 

(5.2) 

(5.3) 

For simplicity assume that both waves have equal amplitude and zero initial phase 

angles. The net wave is then given by 
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If we now introduce an average angular frequency ( ro) and average propagation 
number (k) as defined below, together with a modulation frequency (ro"') and 

modulation propagation number (km) 

(5.5) 

(5.6) 

then the composite disturbance arising from the two waves is 

(5.7) 

We can regard this composite wave as a travelling wave of frequency ro with a 
modulated amplitude E0 (x,t) such that 

E(x,t) = E0 (x,t)cos(kx- rot) (5.8) 

where 

(5.9) 

If we have waves of comparable frequency, i.e.,ro1 ""ro2 , then ro » rom and 

E0 (x,t) will change slowly, whereas E(x,t) will vary rapidly. 

In the case of HEMT structures we are interested in the interference of two waves 

originating from composite layers differing in thickness by the width of the thin 

InGaAs layer. The above discussion suggests that we will observe fringes with an 

average frequency ro = (ro1 + ro 2 ) I 2 which is modulated by a wave of small 

frequency given by rom= (ro1 -00 2 )/2. 
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The previous discussion has shown one of the chief problems associated with 

Fourier transforming rocking curve data from HEMT structures. This is that any 

thickness revealed corresponds to an average of composite layers and does not 

give the actual thicknesses of individual layers (or even the total stack thickness 

only). If experimental data could be collected over a much greater angular range 

then sufficient information on the modulating frequency could be obtained so as to 

yield two "correct" thickness values as opposed to one "average" value. This is 

demonstrated in Figs.5.9 and 5.11 which show the simulated rocking curve profiles 

for sample 3-0550e over two different angular regions. Region 1 corresponds to 

scanning over the InGaAs layer peak (Fig.5.9), as is typically done when recording 

a rocking curve. Inspection by eye shows that only one period is obseiVable with 

the effects of the modulation envelope being washed out by the presence of the 

layer peak. This is shown also in the FFT with one peak only being visible upon 

analysis with the log-only and normalise routines (Fig.5.10(a,b)). 

The second region covered, shown in Fig 5.11, corresponds to scanning to the low 

angle side of the layer peak (between -15000" and -4000", where the substrate 

peak is situated at around 0"). Without the dominating effect of diffraction from 

the InGaAs layer, the presence of two frequencies and their associated beating can 

be clearly seen. Analysis of these simulated profiles by the FFf routine, using both 

the log-only and normalise methods (Fig 5.12), now gives at least two clearly 

defined peaks in the thickness regime (at 685A and 785A). As expected, these 

correspond exactly to the composite thickness of the first two layers (415A+270A) 

and the total stack (415A+270A+100A). Interestingly the normalise routine has 

significantly enhanced the amplitude of the modulation prior to transformation to 

such an extent that a third peak, corresponding to the InGaAs layer thickness of 

100A, is evident in the FFf (Fig 5.12(b)). 

Unfortunately the intensity of the rocking curve in the region shown in Fig.5.11 

will be so low that the fringes and their associated beating will be undetectable 

using conventional laboratory equipment. However, this example does serve to 

show that although, in theory, FFf analysis is capable of resolving the two 

different frequencies, the limited angular range over which useful data can be 

collected often means that a single frequency only is picked up by the FFf. 
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FFT analysis of simulated diffraction profile (3-0SSOe) shown in 
Figure 5.9 (Log-only method, windowed data). 
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Figure S.lO{b): FFf analysis of simulated diffraction profile (3-0SSOe) shown in 
Figure 5.9 (Normalise method, windowed data). 
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If FFf analysis of rocking curves is to be used industrially then pressures exerted 

by equipment availability will probably mean that any d,ata recorded will be done so 

with a relatively small data collection time. It is therefore essential to know the 

minimum time necessary over which useful data can be taken. Fig 5.13 shows 

three rocking curves of sample 3-0964c with count times per point of 4, 10 and 60 

seconds. The corresponding total scan times for these curves are 30, 7 5 and 450 

minutes respectively, for data collected over a range of 4500". 

Application of the log-only method on all three scans gives a main peak at around 

990A with a smaller "shoulder" at llOOA. Assuming a lack of sufficient 

modulation information then the "average" thickness produced from beating would 

be -1032A, which is within the measured accuracy of the main FFf peak 

(990±45A). However, this particular sample structure gives good thickness fringe 

visibility with a much larger degree of modulation information available compared 

to the other samples examined in this study. If sufficient modulation information is 

present for the FFf to separate the two frequencies the main peak and "shoulder" 

could correspond to the material thickness above the InGaAs layer (550A+400A) 

and the total stack thickness (550A+400A+ 180A) within the accuracy of the FFf 

method. This would appear to be the case as the shoulder is consistently present in 

all FFf's and is "real" ,i.e. it does .not correspond to noise in the Fourier transform. 

The Fourier amplitude and visibility of the main peak is similar for all three count 

times, even in the case of a 4 sec. count time (Fig 5.14(a,b,c)). Although the peaks 

are certainly visible in the FFT, inspection of the entire thickness axis shows that 

their size compared to low frequency components is very small. 

The results of analysing the same three curves with the normalise method are 

shown in Fig.5.15. Here, only the windowed, normalised data immediatiely prior 

to Fourier transformation and the final FFT itself are plotted. Again all three FFT's 

give peaks at similar positions (- 990A and llOOA) with roughly equivalent 

Fourier amplitudes. The background noise around the FFT peak for 3-0964c.x02 

( 4 sec. count) appears to be slightly greater but this small count time is still 

observed to be sufficient to obtain acceptable results. Fig.5.16 highlights the main 

advantage of the normalise technique over the log-only method. The graphs show 
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Figure 5.14(a): FFf of rocking curve 3-0964c.x03 (60 second count time). 
Log-only method, windowed data. 

Sample structure : GaAs Sub./180A In0_13Gao.87As/400A Al0_18Gao.82As/550A GaAs 
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FIT of rocking curve 3-0964c-x02 (4 second count time). 
Log-only method, windowed data. 

Sample structure : GaAs Sub./180A In0.13Gao.87As/400A Alo. 18Gao.82As/550A GaAs 
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Figure 5.15(a): FFT of rocking curve 3-0964c.x03 (60 second count time). 
Normalise method, windowed data. 

Sample structure : GaAs Sub./180A In0 _13Gao.87As/400A AI0. 18Gcto.82As/550A GaAs 



~ 
·;:: 
::J .... .... 
~ 

~ .... 
--t: 

u 
""0 

-~ 
Q. 
E 
< ... 
u ·c: 
= & 

0.3 .----~------- -- --~-------.------.-----, 

0 25 

0.2 

0.15 

!1.1 

0.05 

(I 

-!1.05 

-0. I 

-0.15 
5500 

\ 
t .\ I ,, !\ • , I 

I\ / \ I 
' 1\ I I I I I . I 

v v \j 

(-;(){)(! 7000 

\ 
I 

\ 

I I 
\J 

7500 

(i) Windowed, nonnalised data 

I 00 

90 

80 

70 

60 

50 

40 

30 

20 

I 
10- I 
~ 0' . ------

8500 

500 6(K) 700 X!Kl 11()() J()()() 1100 1200 1300 1400 1500 

Thid.:ness (Angstroms) 

(ii) FFT of windowed, normalised data 

Figure 5.15(b): FIT of rocking cmve 3-0964c.x01 (10 second count time). 
Nonnalise method, windowed data. 
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the FFT's of file 3-0964c.x03 (60 sec. count) using both the log-only and normalise 

techniques with the thickness axis from t=O. Although the absolute size of the 

Fourier amplitude is greater for the log-only method the relative size of the 

measured FFf peaks is greater when applying the normalise technique .. 

For comparison the results of analysing the best fit simulation to 3-0964c.x03 are 

shown in Figs.5.17 ( a,b ). In theory, a perfect fit simulation would give a similar 

Fourier transform to its experimental counterpart. While their are peaks visible at 

llOOA (equivalent to the total stack thickness) and 990A (equivalent to the sum of 

the top two layer thicknesses) the size of the peak at 1100A is greater in this case 

than that at 990A. This suggests that the best-fit simulation, while being a very 

good approximation of the recorded diffraction profile, may still need small 

further refinement. 

For this particular system it would appear that rocking curves recorded in 30 

minutes contain adequate fringe structure to gain thickness information. In fact, 

comparison of the FFT's obtained from using a 4 sec. count time with those 

obtained from the longest count scans show only a slight improvement when using 

a much greater counting interval (60 sees.). Although the double crystal 

diffraction profile of 3-0964c exhibits particularly good thickness fringe structure it 

should be possible to attain rocking curves of sufficiently high quality for other 

HEMT structures in much less than one hour. The data collection time for HEMT 

structures could be further reduced by scanning only over the InGaAs layer peak, 

as it is only fringes in this region which are selected for FFT analysis. This has the 

significant drawback, however, that the recorded rocking curve will then be useful 

for determination of thickness only. Information from peak splittings and fringes 

with enhanced visibility on the shoulders of the substrate peak will no longer be 

available to the grower. 

Should the quality of data collected in short scans ( < 1 hour) still be inadequate 

then there are other analytic tools available to improve the contrast of periodic 

components, of which one is discussed below. 
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Figure 5.17(a) : FFf of simulated rocking curve 3-0964c.gl3 (Log-only 
method, windowed data) 

Sample structure : GaAs Sub./180A In0.13Gao.87As/400A Al0.18Gao.112As/550A GaAs 
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(ii) FFf of windowed, normalised data 

Figure 5.17(b) : FFT of simulated rocking curve 3-0964c.g13 (Normalise 
method, windowed data). 

Sample structure,: GaAs Sub./180A In0 _13Gao.87As/400A A10 _18Gao_82As/550A GaAs 



A recognised method for extracting periodic information from a noisy data set, 

x(t), is by applying an auto correlation to the function16. The auto correlation, a(t), 

is defined mathematically by, 

lim 1 JT a('t)= - x(t)x(t+'t)dt 
T~co2T -T 

(5.10) 

and can be thought of as the matching up of a waveform with a copy of itself. 

Maximum correlation will occur when the two waveforms lie directly over each 

other, i.e. when the time lag between the two, 't, is zero. If periodic components 

are present then as the two waveforms are "moved" over each other, maximum 

correlation will also occur for all time lags equal to the period of the harmonic 

component. For other values of time lag, 't, there is little or no overlay and the 

correlation between the noise in the data sets is small. When applying an auto 

correlation, extra zeroes are appended to the waveform (to prevent cyclic 

correlation errors) resulting in the function appearing pulsed rather than 

continuous. This pulsing or gating of the function produces triangular windowing 

which diminishes all but the central peak ( 't=O) in the auto correlation. 

Rocking curve 3-0960b.x04 (with a counting time of 10 sees. per point) shows 

noisy fringe periods on the layer peak resulting in a very poor result upon 

application of the log-only method (Fig 5.18). Although the use of the normalise 

technique when manipulating the data gives a detectable peak in the FFf at 1200A 

(Fig 5.19) the magnitude of this peak is small. Unlike the case of 3-0964c there 

appears to be insufficient modulation information to resolve the two closely 

matched frequencies which, according to the best fit simulation, would appear at 

1130A and 1233A. Instead the peak observed corresponds to the "average" 

thickness of {0.5*(1/1130 + 1/1233)}-1 = 1179A. 

Fig.5.20(a) shows the effect of auto correlating the selected data prior to 

application of the FFf in the log-only process. Although the data is dominated by 

the triangular windowing , clean fringes are apparent in the wings of the correlated 

data. The resulting FFf gives a peak at 1200A, corresponding to the "average" 

thickness, showing a significant improvement upon analysis of the uncorrelated 
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data. The effect of auto correlating the data is even more pronounced when using 

the normalise routine (Fig.5.20(b)). The autocorrelated data shows excellent 

fringe clarity and magnitude yielding large peaks in the FFf at 1200A and 1300A. 

The benefit of manipulating the data in this way is further shown by Figs.5.21(a-d), 

which show the improvement caused by auto correlating other rocking curves. fu 

all cases the quality of the final FFf is improved. 

The problems associated with the Fast Fourier Transformation of HEMT rocking 

curve data in order to extract layer thicknesses have been discussed. 

Experimentally, the use of a low background detector and set of shielding slits are 

imperative if high quality data is to be recorded. To obtain satisfactory Fourier 

transforms it is essential that, 

(a) the substrate peak is not included in the data to be analysed, as its inclusion 

severely degrades the quality of the resulting FFT. 

(b) Before application of the FFT the relative size of the interference fringes 

must be enhanced, either by using the logarithm of the data (the "log-only" 

method) or by dividing the data by a background envelope (the "normalise" 

method). 

Both the log-only and normalise methods have been shown to prepare successfully 

the data for FFT analysis, with the normalise technique in particular significantly 

increasing the visibility of periodic components. 

Rocking curves with sufficiently high fringe visibility can be obtained in around 

one hour for diffractometers with good Signal to Noise ratios. For scans recorded 

over shorter time scales or with a poor fringe visibility, application of an 

autocorrelation to the data can eliminate noisy components, leading to satisfactory 

results upon FFTing. 

A typical HEMT rocking curve does not usually contain sufficient modulation 

information for the FFT to detect more than a single frequency. This frequency 
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(ii) FFf of autocorrelated, normalised, windowed data 

Figure 5.21(a) : FFf of autocorrelated rocking curve (3-0782e.x01). Normalise 
method, windowed data. 
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corresponds to an average of the total thickness above the InGaAs layer and the 

total stack thickness. Whether or not this is of use to the characterisation of the 

transistor is dependent upon the particular layer which requires characterisation 

and the availability of other non destructive characterisation techniques for this 

thickness regime available to the grower. For situations where the same layer 

system is produced on a large scale, previous calibration of the method could be 

used as a test of the consistency of layer thicknesses. 
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The use of lattice parameter measurements on semiconducting samples has long 

been recognised as providing information on sample stoichiometry, alloy 

composition, dopant and defect concentration. F'or the case of III-V 

semiconductors, measurement of the wafer lattice parameter yields information on 

the dislocations, growth striations and precipitates present within the crystal. 

Experimental x-ray scattering techniques for accurately determining lattice 

constants have been available for several decades, an example being the classic 

single crystal method developed by Bond1 in 1960. This method (or variations of) 

has been used by many workers, including Willoughby2 et al., who undertook a 

study of sample stoichiometry and homogeneity in a series of GaAs samples 

fabricated from different growth methods/conditions. This chapter will briefly 

review some of the more common techniques of lattice parameter measurement 

before outlining a novel method, using a standard triple crystal diffractometer, of 

determining lattice constants. 

6.2 Metlllodls Of ll....aUice l?a~rameter Measlllrement 

The various experimental methods used to measure lattice constants have been 

discussed by Hart in a seminal review paper3, where methods are grouped into 

either single or double crystal techniques and classified according to their 

sensitivity. For a complete description of the various methodologies, the reader is 

referred to the paper of Hart (and references therein) on how the different 

techniques are conducted (and analysed) in practice. The following section 

concentrates only on the achievable accuracy of each technique and the 

instrumentation required to conduct each measurement. 
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As already stated, one of the most popular single crystal techniques used in lattice 

parameter determination is the Bond 1 method. The Bond method measures to high 

accuracy (as well as precision) the absolute Bragg angle of a particular reflection, 

while ensuring that experimental systematic errors are minimised. By then 

substituting this measured angle into the Bragg law, a value for the lattice constant 

is obtained (for a given wavelength value). In common with many single crystal 

methods the technique utilises the fact that by using high angle Bragg reflections, 

and measuring angular positions from the sample axis (instead of at the detector 

position), errors other than the intrinsic error in the location of the Bragg peak 

(arising from its dispersed width) can be made negligible. 

6.3.2 'lfllne lBomll Method! 

The schematic experimental arrangement for the Bond method is shown in fig.6.1. 

Here a well collimated incident beam is directed on to the sample, mounted on a 

standard goniometer, and the difference in the positions of the hkl and hld 
reflections is found. The angular change in going from one reflection to the other 

is twice the reflection Bragg angle, and this eliminates the uncertainty in the zero 

setting of the diffractometer. By reference to the (ijfferential form of Bragg's law 

(eqn.6.1), the advantage of working with large Bragg angles can be seen. 

od oA. 
- = --(cot9)o9 
d A. 

(6.1) 

For a large Bragg angle the factor cot(9) is small, giving better overall sensitivity 

or resolution of lattice parameter determination (od/d). Hart3 points out that, in 

the laboratory, the use of characteristic lines as the x-ray source means that it is 

rare to find a combination of x-ray wavelength and interplanar spacing giving 

Bragg angles of over 80°. By conducting Bond measurements with white 

radiation sources (i.e. synchrotron radiation) then Bragg angles approaching 90° 

can be employed, with a corresponding improvement in the resolution of the lattice 

constant determination. While the Bond technique eliminates zero setting errors, 

peak asymmetry effects (where the maximum intensity may not necessarily equate 

to the peak centroid) must be taken into account. Even if a beam conditioner is 
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used, the peak profiles of the hkl and hld reflections will be different as only one 

of the two reflections can be in the non-dispersive geometry. The technique is also 

sensitive to errors arising from the vertical divergence of the incident beam and the 

collimator not being normal to the axis of crystal rotation (beam tilt) or the zone 

axis of the Bragg planes (specimen tilt). Bond has shown that the error in lattice 

constant determination can be reduced to around 1 part per million (p.p.m.) if the 

sum of these three errors can be reduced below 5 minutes of arc. The cyclic gear 

errors inherent in long range goniometer motions must also be taken into 

consideration, with the use of angular encoders recommended, if a range of around 

60° and calibrated accuracy to less than one arc second is required. Finally, it 

should be noted that the effects of refractive index on the incident beam must also 

be compensated for if accuracy at the parts per million level is to be achieved. The 

refractive index of x-rays in materials is slightly less than one, implying that the 

probing x-ray beam is (slightly) bent towards the sample surface upon entering the 

crystal bulk. Thus the measured Bragg angle will be slightly larger than that 

expected kinematically, as the crystal angle must be increased to allow for the 

refractive index offset. In the Bond method, the refractive index corrections are 

equal for both reflections and add to the nominal Bragg angles in both 

measurements. In practice, the Bond method can give repeatable measurements 

with a precision of better than 1 part in 106• However, comparison between 

different laboratories using different apparatus and samples gives agreement to 

only a few parts in 106, and this is probably a more realistic estimate of the 

absolute accuracy of the Bond technique. It is interesting to note that, when 

comparing the lattice parameter of different GaAs samples, as deduced from a host 

of laboratories4, the overall disagreement between different workers can be as 

large as 130 p.p.m., even though some individual measurements have quoted 

errors of only 5 p.p.m. (clearly the lattice parameter of GaAs samples grown by 

different growth methods/laboratories can vary largely). Often the use of lattice 

parameter measurements is combined with other techniques, such as x-ray 

topography, to examine closely defect structure5• The use of the Bond method to 

measure lattice parameters has been combined by Sajovec6 et al., with high 

precision density measurements to study the defect structure in GaAs crystals, a 

method discussed theoretically by Morozov and Bublik7• 

An alternative method of lattice constant measurement, using single crystal 

techniques, is the Kossel method3. All the possible x-ray beam paths of a single 
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Bragg reflection from a point source lie on the surface of a cone whose semi­
vertex angle is ( rc/2- e 8 ) and whose axis is normal to the effective Brag plane. A 

large number of conic sections can be recorded on a film or photographic plate and 

their geometry allows a determination of (a/A.). A major advantage of the Kossel 

method is that the technique also allows simultaneous determination of the sample 

orientation from very small crystal volumes (a few J.!m3). As with the Bond 

method the error is chiefly dependent upon the x-ray linewidth and lattice 

parameters can be measured with a precision approaching a few parts per million, 

although this sensitivity reduces to around 1 part in 104 if photographic plate 

distances of only a few centimetres are employed8• 

Extreme1y rapid lattice parameter measurements can be performed by use of 

synchrotron radiation and an energy dispersive geometry. Here, the incident 

(white) x-ray beam and the scattered beam are finely collimated so that the angle 

of Bragg scattering is fixed. Bragg's law can then be written in terms of the 

incident x-ray energy, E, as shown in equation 6.2. 

A.= 2d sine= he 
E 

(6.2) 

The constants h and c are the Planck constant and the velocity of light, 

respectively. For fixed Bragg angle and polychromatic incident beam, several 

different orders of diffraction (from planes of spacing din) will be present in the 

scattered radiation (with energies nE). Measurement of the energies, nE, with a 

solid state detector permits the interplanar spacings, and hence lattice parameter, 

of the sample crystal to be determined. With synchrotron radiation collimation of 

the incident beam to 10-4 radians allows peak location to 10-4 of the scattered 

energy. Hence, lattice parameter determination to one part in 1 ()4 is possible in 

only a few minutes of data collection9. While still significantly worse than 

techniques such as the Bond method, a particular advantage of the energy 

dispersive technique is that no moving parts are required, and measurements may 

thus be easily carried out at extreme pressures and temperatures. Application of 

this technique in the laboratory gives a much poorer resolution of around 1 Q-2 to 

1 Q-3, mainly due to the inferior collimation of the incident beam, although 

laboratory based experiments have been usefully applied in the solving of powder 

and crystalline sample structures by some workers 10, 11 • 
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In addition to the several single crystal modes which have been used to determine 

lattice constants, a variety of multi~crystal methods have been developed by other 

workers, the most common of which are pseudo non dispersive double crystal 

techniques. The advantage of non dispersive methods is that they yield diffraction 

peaks which are, in principle, symmetric. It is now possible to determine precisely 

the peak location and the error which arises from the dispersed x-ray line shape in 

single crystal measurements is eliminated. As stated above, the main requirement 

for lattice parameter determination in single crystal techniques is to measure large 

angles not only with good precision but also high absolute accuracy. This differs 

from the use of double crystal methods, which can be thought of as being 

essentially differential techniques (the Bragg angle is compared with that from a 

reference crystal of known d-spacing), where precise angular measurements are 

needed over a much shorter range. 

The lattice parameters of Si doped crystals with varying degrees of Boron doping 

have been measured using a double crystal diffraction technique by Fukumorii2 et 

al., with the lattice constants measured quoted with an ac~uracy of 8 parts in 106 (8 

p.p.m.). Their method involves using a hand made Ge monochromator which 

simultaneously diffracts, from different surfaces, the Ka1 and Ka2 characteristic 

lines from a standard x-ray tube. This method is typical of many techniques 

devised, with non-standard monochromating crystals an integral feature of the 

experimental apparatus. Obviously, those methods which require no specialised 

crystals or stages to be constructed are potentially of much more interest to the 

experimentalist who wishes to carry out lattice parameter measurements routinely. 

Such a method has recently been proposed by Bowen and Tanner13 who describe a 

method of lattice constant determination using a standard high resolution X-ray 

diffractometer. The Bragg angle of the specimen crystal is compared with that of a 

Si reference crystal (with known lattice parameter) in order to determine the lattice 

parameter. The problem when using a reference crystal, which essentially 

"calibrates" the diffractometer, is that once the instrument zero has been 

determined it is lost upon replacement of the reference crystal with the specimen. 

Bowen and Tanner have demonstrated that by using a specimen rotation stage to 
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record Bragg peaks at rotary stage positions of 0° and 180° (and using the mean 

value), tilt errors on the specimen setting can be eliminated. Peak: location to 

around 1 arcsecond then permits absolute, traceable lattice parameter 

determination, in principle, to a few parts in 106• However, lack of precision in the 

rotation stage is the limiting experimental accuracy and, in practice, the level of 

reproducibility (at 3 sigma) is set to around 3 parts in lOS. The Bowen-Tanner 

technique has been applied in the determination of the Zn concentration in 

substrates of Cd1_xZnx Te, with the Zn fraction being found to an accuracy of 0.1% 

(this corresponds to a change in lattice parameter, assuming Vegards law, of 6 

parts in 105)14• Fatemi15 has devised a related technique using a standard double 

crystal diffractometer, but where the sample and reference crystals are both 

mounted simultaneously on the second axis. The mounting stage (fig.6.2) can be 

rotated and tilted inwards or outwards to bring the Bragg plane normals parallel to 

that of the first crystal. By applying his technique to the study of III-V compounds 

Fatemi could measure lattice parameters to a precision of 8 parts in 106. 

Using a triple axis arrangement, incorporating two double leaf Si springs in 

monolithic crystal assemblies, Hausermann and Hartl6 have measured differences 

in the lattice spacing of Si crystals from different origins, with an accuracy of 1 

part in 108 in experimental periods as short as two minutes. Using methods which 

simultaneously combine optical and x-ray interferometry, so that measurements of 

the absolute value of the x-ray wavelength and Bragg angle are not required, the 

lattice parameter of a Si crystal can be determined with an absolute precision of (± 

0.1 p.p.m.)17. Buschert18 et al. have pointed out that, in many cases, the accuracy 

of some measuring techniques has overtaken the reproducibility of the lattice 

parameter of Si across a small area (few mm2) of the best hyperpure dislocation 

free crystal. 

In addition to the study of the stoichiometry and defect concentration of Si and 111-

V single crystals (which are commonly employed as substrates in the 

semiconductor industry), experimental techniques have been devised to measure 

the lattice parameter of epitaxial layers grown on thick single crystal substrates. 

Often the composition of an epitaxial layer can be determined from its lattice 

constant. For the accurate measurement (i.e. a few parts in 106) of layer lattice 

constants, single crystal techniques, such as the Bond method, are not appropriate 

since they involve measurement of peak positions which are broad due to 
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Figure 6.2 : The tilt alignment sequence applied by Fatemi15 for two crystals. 

(a) The plane nonnals are shown tilted in two arbitrary directions. (b) The two crystal 
block is rotated to give both normals parallel projections onto a venical plane. (c) The 
assembly is tilted inwards (or outwards) to make both tilts parallel to that of the "first" 
crystal. 



dispersion and are the unresolved convolution of the layer and substrate. As 

outlined above, and in Chapter HI, use of a double crystal geometry in the parallel 

non-dispersive setting, yields diffraction peaks which are both symmetric and 

narrow. While the separation of the layer and substrate peaks will give the relative 

difference (i.e. the mismatch) between the lattice parameters of the layer and 

substrate, the absolute value of the substrate lattice constant is not known (unless 

previously determined by some other technique) and hence the absolute value of 

the layer lattice parameter can not be determined. Further, the substrate may also 

be heavily strained near to the interface region, again leading to a false value for 

the layer lattice parameter. 

One approach to circumvent this problem is to construct a diffractOmeter capable 

of recording both double crystal rocking curves and single crystal lattice parameter 

measurements. This has been done by Fewster19 who mounted a second motorised 

axis (for a reference crystal) onto a commercial single axis goniometer (fig.6.3). 

The sample is mounted on the first axis in the normal way for a standard single 

crystal lattice parameter determination. The reference crystal is then rotated 

around the first axis and the double crystal rocking curve recorded. From the 

single crystal lattice parameter measurements and the measured (double crystal) 

mismatch the absolute lattice parameter of the layer can be established to a few 

parts in 106. This idea of combining different techniques has also been used by 

Estop5 et al. in the study of epitaxial AlxGa1_xAs layers on GaAs, where double 

crystal diffraction methods where used to measure the relative mismatch having 

previously obtained the lattice parameter of GaAs from Debye-Scherrer 

measurements. The approach of Estop et al. is valid for elastically isotropic 

structures, and also for anisotropic cubic solids (provided that the growth direction 

is {001 }). For growth directions other than {001}. Hornstra and Bartels2° have 

shown how the state of layer strain may be calculated. Pietsch21 et al. have 

pointed out that the sensitivity of measurements of the lattice parameter difference 

between the substrate and heteroepitaxial layer can be enhanced by use of an 

extremely asymmetric diffraction geometry. For angles of incidence slightly 

greater than the critical angle for external reflection the Bragg peaks are shifted 

away from the kinematically predicted positions. For heteroepitaxial structures the 

layer and substrate peaks are shifted by different amounts. This angular deviation 

is dependent upon both the angle of incidence and mass density of the material 

used. Hence, using this technique it is possible to characterise layers of totally 
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lattice-matched structures (where in the symmetric double crystal geometry only 

one peak would be recorded). 

Finally, it should be noted that the precision of some techniques can be far in 

excess of the precision with which x-ray wavelengths are known. Hart points out 

that few x-ray wavelengths are known even to 1 part in 106, with some tabulated 

values being in error to more than 10 parts in 106• Further, when mea.Suring at the 

parts per million level the elastic strains induced by variations in temperature, 

pressure, mechanical stress and electric and magnetic fields must be taken into 

account. For example, the coefficient of thermal expansion in semiconductor 

materials ranges from 3 to 30 x1Q-6 oc-1 and the bulk compressibility is of the order 

of 10-6 bar1• Hence, the variation in the bulk lattice parameter of a semiconductor 

with temperature and pressure is 3 to 30 parts per million /°C and 0.33 parts per 

million per bar, respectively. Thus, when quoting lattice parameter values the 

temperature, pressure and value of x-ray wavelength used should be quoted. 

Bearden22 has published a review of x-ray wavelength measurements which has 

gained wide acceptance in the scientific community, with many workers using the 

wavelength values reported in this text. 

cti.S A 'frnpne Crystal MetllnodllF'or MeasnuemeHllt Of ILaWce SunnciHllgs 

Some of the methods used to determine material lattice parameters require the use 

of specially constructed instruments, dedicated to the measurement of lattice 

constants. Other methods, such as the Bowen-Tanner technique described in the 

previous section, utilise standard industrial double crystal diffractometers without 

the need for additional goniometers or crystal systems (i.e. monochromating 

elements) to be manufactured, as required in methods employed by other 

workers12•16•23• These techniques are obviously of great practical importance as 

they can be incorporated into existing x-ray diffraction characterisation with little 

or even no equipment refinement. In the following section a new technique for 

lattice parameter measurement is described, using a commercial triple crystal 

diffractometer. The method requires no additional instrumentation and is no more 

complicated to perform than a standard triple crystal measurement. 

In the triple axis technique a beam conditioning system and analyser crystal are 

used to define strictly the incident and diffracted wave vectors (!fo and !f~r. 
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respectively), thus allowing accurate measurement of the Bragg angle. As for the 

Bowen-Tanner double axis technique, this angular measurement is compared with 

that from a silicon crystal, in order to deduce the lattice constant of the specimen 

relative to that of the (well known) Si reference. The analyser position is set to 

diffract x-rays of wave vector kh from the reference crystal so that, upon 

exchanging the specimen for the reference, diffraction from the analyser will only 

occur when the sample has the "offset" as the reference crystal, thus maintaining 

the zero setting of the diffractometer. Hence, in this case there is no constraint on 

the relative sample and reference crystal positions (so long as the analyser setting is 

left unchanged) and it is therefore straightforward to exchange sample and 

reference crystals. Care need only be taken that both crystals are correctly tilt 

optimised after the "double crystal" peak has been found, so that both sets of 

diffracting planes are in the same relative orientation. The zero position of the 

diffractometer is found by rotating the analyser, which is set to diffract x-rays of 

wave vector /ih, around the detector (28) circle until it intercepts the reference 

diffracted .beam, giving a (symmetrical) triply diffracted beam. The measured 

position of the analyser on the detector circle is compared with that predicted 

theoretically to determine the instrument zero. The reference is then exchanged 

with the sample crystal and, with the analyser set to diffract x-rays at the same 

wave vector value, /ih, the analyser is moved around the detector circle until the 28 

position of the sample diffracted beam is found (as indicated by a diffracted peak 
from the analyser). From the Bragg law, A.= 2dsin 8, the lattice constant (ds) of 

the sample crystal can be deduced (after making offset and refractive index 

corrections). 

Assuming the use of a triple crystal diffractometer (as discussed in Chapter IV, and 

shown schematically in fig.4.1) which allows the analyser angular setting to be 

changed either by rotating the analyser crystal around an axis concentric with the 

sample crystal (i.e. the 28 or "detector" axis), or by rocking the analyser about an 

axis co-planar with the sample rotation, centred about the analyser crystal itself 

("Axis 3"), then the measurement procedure is as follows. 

1. The analyser is moved around the motorised 28 axis until it is brought into 

the path of the monochromator beam (i.e. at zero on the 28 circle) and the Bragg 
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peak found (by rocking Axis 3). Having established the position of the analyser 

Bragg peak at this point on the third axis, subsequent peak location procedures 

using the analyser crystal should involve only small angular motions. 

2. The analyser is then rotated or translated away. 

3. The reference crystal is placed on the second axis and the double crystal 

peak found (Axis 2). A tilt optimisation procedure is then performed to bring the 

Bragg diffracting· planes of the reference crystal parallel to the diffracting planes of 

the monochromator and channel cut collimator. 

4. With the reference crystal set for maximum diffraction, the analyser crystal 

is moved into the path of the diffracted beam ("detector" axis) and the triply 

diffracted peak maximum found precisely (Axis 3). 

5. The detector circle position of the analyser peak maximum is recorded. 

6. Using either the detector drive circle or a precise linear translation (the 

"Xscan" motion), the analyser is moved back out of the sample diffracted beam. 

7. The specimen is then substituted for the reference crystal on the second 

axis, the doubly diffracted beam found and tilt optimised. 

8. MovnHllg oHllBy Une dletedor drde drive, the analyser is rotated to locate 

the triply diffracted beam maximum. 

9. Finally, the detector circle position is recorded at this peak maximum. 

It is important to stress that once the peak from the analyser crystal is found for the 

first time, the setting of the fine (third) axis used to adjust the analyser angular 

position is left unchanged. This setting defines the value of !.h passed through the 

diffractometer and all subsequent motions must be on the detector circle. Extreme 

care should also be taken that all motor movements are carried out in a consistent 

manner, avoiding the incorporation of gear "backlash" errors. 
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In stage 6 above, two methods were given by how the analyser could be moved 

away from the reference diffracted beam, in order to find the "double crystal" 

peak from the specimen crystal. The analyser can either be rotated back around 

the detector circle ("detector" motor) or translated linearly out of the diffracted 

beam ("Xscan" motor). The particular technique used depends to some extent on 

the experimental resources available. The third crystal stage supplied for the Bede 

model 200 diffractometer incorporates a specially built housing, sited directly 

behind the analyser crystal, in which the scintillation detector is held. As this is a 

fixed part of the third crystal stage, then as the analyser stage is rotated back 

around the (28) circle, the detector is also moved away from the reference 

diffracted beam. It is therefore useful, when swapping over to the sample crystal, 

to use a second free standing detector in order to find the sample "double crystal" 

diffraction peak. Thus in finding the analyser position on the detector circle for the 

sample triply diffracted beam, the only motion of the analyser crystal has been 

around the detector circle. The alternative method, translating the detector away 

using the "Xscan" motor, has the advantage that only one x-ray detector is 

necessary as the Xscan motion moves only the analyser crystal and no other part of 

the third crystal stage (which incorporates the detector housing). Experimentally, 

this would then mean that two separate motions of the analyser have been carried 

out (a linear translation followed by a rotation around the detector circle) which, 

potentially, provide two separate sources of error. In particular, if the analyser is 

to be moved away with a linear translation, then it should be ensured that the 

quality of the translation stage construction is high so that the analyser does not 

significantly "wobble" slightly as the analyser stage travels up and down the lead 

screw thread. The effect of this "wobble" would be to change slightly the (set) 

angular position of the analyser (Axis 3) so that x-rays of wave vector /ih' are 

diffracted into the detector. The quality of the linear translation stage on the Bede 

200 is such that, if the analyser is set to its Bragg peak (typical width 4"), then if 

the analyser is repeatedly translated in and out of the diffracted beam then the 

analyser Bragg peak position can be reproduced with an accuracy of 1-2". 

6.7 Analysis Of Results 

The role of the reference crystal in the above procedure is to determine the 

instrument zero. The theoretical 28 position of the Si crystal peak can be 

accurately determined, using the Bragg law, so long as the wavelength of the 
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incident radiation and lattice parameter of Si are accurately known. The measured 

29 position of the reference beam (i.e. the detector circle position of the analyser 

crystal, when set to diffract x-rays of wave vector k ), is compared with that 

predicted theoretically in order to determine the diffractometer offset angle. This 

offset is then subtracted from the measured position of the sample diffracted beam 

(on the 28 circle) to get the apparent Bragg angle of the sample reflection. To 

obtain the actual Bragg angle, 85, from this apparent value, a small refractive index 

correction must then be applied, to take account of the peak shift from the 

predicted kinematical position. This adjustment is, in fact, the difference between 

the refraction corrections of the specimen and reference crystals and is usually of 

the order of a few arc seconds. The exact size of the refractive index shifts can be 

calculated from the Bede RADS simulation program. Now that the "true" 

specimen Bragg angle has been determined the lattice parameter of the sample can 

be determined by equating the Bragg conditions of the sample and reference 

crystals, i.e. 

A.= 2d, sine,= 2ds sines 

d = d sine, = d sine, 
s 'sines 'sin(8,+o8) 

(6.3) 

(6.4) 

Here the subscripts rand s refer to the sample and reference crystals respectively, 

and the factor oe is the difference between the two sample's Bragg angles. 

The accuracy of the lattice parameter determination is dictated by how accurately 

measurement of the Bragg angles can be accomplished. The Bragg angle 

measurement will be affected by two factors, namely how precisely the instrument 

zero can be calculated and by how well the actual Bragg peak positions can be 

physically located and measured. To minimise the error in determining the 

instrument zero, accurate values for the x-ray wavelength and Si lattice parameter 

presumed, must be used. This latter requirement presents no difficulty as the 

lattice constant of commercially available Si is reliable to around 1 part in 1()6 (in 

fact, the lattice parameter of highly pure Si is known accurately to 8 part in 108 

and is actually a length standard in the nanometre region). The error associated 

with the wavelength used is not of paramount importance because, as pointed out 
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by Bowen and Tanner13, the wavelength error enters only as a second order 

correction. Hence the precision of the lattice parameter determination depends 

mainly on the (experimental) measurement of the angles. The lBede 200 

diffractometer uses a spur gear and gearbox drive to achieve a step resolution of 

1 ". Hence, the dominating factors on the lattice parameter determination will arise 

from the precision of the gear cutting and the accuracy with which the peak 

position can be resolved. 

One other factor which will affect the Bragg peak position (and hence the entire 

lattice parameter calculation) is the presence of a sample tilt. The effect of a 

sample tilt will be to record a smaller Bragg angle than that predicted theoretically. 

The effect of sample tilt has been investigated empirically by noting the change in 

analyser peak position when a small movement away from the tilt optimised 

position is introduced. Using a crystal of InAs, a deviation of 0.2° from tilt 

optimisation gave a change in the measured 28 position of the analyser crystal 

corresponding to less than 2". A deviation of 0.4° from the optimised position 

resulted in a reduction in the InAs (004) 28 value of 6". Since the sample tilt could 

be optimised to within± 0.1 °, the error from incorrect tilt setting is estimated to be 

at around 1 ". 

A set of exemplary data, illustrating the use of triple crystal methods to determine 

lattice constants, is presented below. The results were collected on a commercial 

Bede 200 diffractometer fitted with a third crystal stage. Incident beam angular 

divergence was restricted to 5" using a Si (022) Channel Cut Collimator crystal. 

The wavelength dispersion was limited to 1.4 xl0-4 by a Si monochromator crystal 

and a four bounce Si (111) channel cut crystal was used as the analyser. All 

measurements were carried out at room temperature (22°C) and normal 

atmospheric conditions. 

Initially, the lattice constant of a GaAs crystal (obtained from Bede Scientific 

Instruments Ltd., Durham and grown by the Horizontal Bridgman method) was 

98 



determined using the (004) reflection from an (001) oriented Si reference. The 

experiment was then repeated for the same GaAs crystal but with the reference 

reflection changed to the (333) peak from a (111) oriented Si crystal. 

Tables 6.1 and 6.2 record the average of repeated measurements of the analyser 

peak position on the (29) circle. At first, the peak position was recorded 20 times 

but it was found that repeated measurement of this position gave values which at 

worst were 1" in disagreement. Hence, this number of scans was taken to be 

excessive and the total number of measurements used to record an average 

detector position was kept much smaller than this (5). 

GaAs Sample (With SiC004) Reference) 

Measn.nre«ll29 Measn.nre«ll29 Zem "Conede«ll" 9 lLaUice 
(§n(GO.:fi)) (GaAs) lEII"'I"OII" (Ga~As) 

0 

JP>a~ra~me~er (A) 

69.14203° 66.05472° 0.00749° 33.01923° 5.65426 

69.14250° 66.05528° 0.00773° 33.01927° 5.65426 

69.14222° 66.05528° 0.00759° 33.01941° 5~65424 

69.14250° 66.05583° 0.00773° 33.01955° 5.65424 

"d =(5.65424 ± o.oooo6)A 

Table 6.1 : Measured and corrected 29 values for a GaAs czystal. The instrument 

zero has been determined with an C004) reflection from an COOl) Si czystal. 

The "measured" 29 values· in the above table (and in all subsequent tables) 

correspond to the actual analyser position on the detector circle, at the point that 

the triply diffracted beam was found. Each value is the average of five separate 

measurements of the analyser position. In no case did any of the recorded values 

differ from the other members of its set by more than 1". Hence, by also taking 

into account the error associated with incorrect sample tilt positioning (±1"), the 

maximum total error in the measured 29 position is estimated to be ±2", placing a 

limit on the (theoretical) resolution of the technique of just under 2 parts in lOS. 

The parameters used to calculate the theoretical Bragg angle of the Si crystal 

reflection are 1.540562 A for the CuKa1 wavelength22 and 5.43102 A for the Si 

lattice parameter24, giving 9B (004) =34.563523° and 9B (333) =47.47392°. The 
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column with the "corrected" sample Bragg angle is the value of eB obtained afte,I 

subtracting the instrument zero error and refractive index correction. The 

refractive index corrections for the GaAs(004) and Si(004) reflections are (+6.4") 

and (+4.1"), respectively. Hence, 2.3" has been subtracted from the measured 

GaAs Bragg angle. 

Using the data in Table 6.1, an average value for the GaAs lattice parameter of 

(5.65424 ± 0.00006) A, is obtained (to the 3 sigma confidence level). While these 

results are internally consistent to 1 part in 105 (i.e. a small random error) the 

systematic/instrumental errors are expected to be greater than this. 

GaAs Sample CWith Si(333) Reference) 

Ni!eB!SilBred! 29 Measll.llred! Z6 Zero "Correded!" e lLatance 

(§0(333)) (GaA.s) IError (GaA.s) 
0 

l?arameterr (A.) 

94.96028° 66.05639° 0.00622° 33.02137° 5.65394 

94.96083° 66.05750° 0.00649° 33.02165° 5.65390 

94.96000° 66.05806° 0.00608° 33.02234° 5.65379 

d=(5.65388 ± o.ooot8)A 

Table 6.2 : Measured and corrected 29 values for a GaAs crystal. The instrument 

zero has been determined with a (333) reflection from a 011) Si crystal. 

Table 6.2 shows the data collected from the same GaAs crystal but using the (333) 

reflection from a (111) oriented Si crystal. Again, the zero offset adjustment and 

refractive index corrections have been applied before calculation of the final lattice 

parameter values in the above table (thus the "corrected" 9B is the "true" value). 

From RADS the refractive index shifts are (+4.2") for the Si(333) reflection and 

(+6.4") for the (004) GaAs peak. Hence, 2.2" has been subtracted from the 

measured GaAs Bragg angle. 

Taking an overall average for the GaAs lattice parameter using the results in Table 

6.2 yields a value of (5.65388 ± 0.00018) A (the error quoted is, again, to the 3 

sigma level). The precision of this result corresponds to 3 parts in lOS. 

Comparing the results from Tables 6.1 and 6.2 the two GaAs lattice parameter 
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values are in agreement to 6 parts in lOS. This latter figure is probably a much 

more realistic measure of the true accuracy of the Bede model 200 diffractometer. 

Measurements of the lattice parameter of GaAs have been made by several other 

workers and Fig. 6.4 shows the spread of GaAs lattice parameter values reported. 

Taking one of the most widely accepted values for the GaAs lattice parameter of 

5.65375 A (reported by Usuda25 et al. from synchrotron radiation Bond 

measurements) it can be seen that the values reported here are in agreement to 8.6 

parts in ws and 2.3 parts in lOS, for the data in Tables 6.1 and 6.2, respectively. 

Having demonstrated the triple axis technique with a GaAs sample, a further 

demonstration experiment was also performed on an LEC grown InAs crystal, 

using the same experimental geometry and measurement procedure. 

InAs (With SiC004) Reference) 

Measmrerll 29 Measu.nll"erl! 28 Zell"o "Corrected" 8 ILaWce 

(Si(004)) (JfllllAs) Ermr (][lllAs) Parameter <& 
69.14000° 61.14889° 0.00648° 30.56725° 6.05865 

69.14000° 61.14944° 0.00648° 30.56752° 6.05860 

69.14028° 61.14917° 0.00662° 30.56725° 6:05865 

69.14028° 61.14917° 0.00662° 30.56725° 6.05865 

69.14000° 61.14890° 0.00648° 30.56725° 6.05865 

d. =(6.05864 ± o.00006)A 

Table 6.3 : Measured and corrected 28 values for an InAs czystal. The instrument 

zero has been determined with an (004) reflection from an (001) Si czystal. 

Refractive index corrections made were ( +4.1 ") for the Si(004) reference and 

(+6.7") for the InAs(004) reflection. Thus, a further 2.6" has been subtracted from 

the measured InAs Bragg angle. 

Taking an average of the lattice parameters deduced in Table 6.3, the value for the 

InAs lattice parameter so obtained is (6.05864 ± 0.00006) A, again with the 

associated error taken at the 3 sigma level. While the internal consistency here is 1 
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Figure 6.4: Values of GaAs lattice parameter determined by x-ray methods between 
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part in 105, comparison with values previously reported in the literature26,27 of 

(6.05850 A) indicate a discrepancy of just over 2 parts in lOS. 

llii.RTI. Collllcllnn§nmn§ 

A method of lattice parameter determination is described which is capable of 

measuring lattice constants with a precision (i.e. "repeatability" of results) of 

around 1 part in 105 and an absolute accuracy traceable (theoretically) to 2 parts in 

1 OS. The diffractometer offset error is determined by use of a reference crystal for 

which the lattice parameter is accurately known. The Bragg angle of a sample 

reflection is then measured, taking into account the offset error and refractive 

index corrections, in order to determine the lattice parameter from the Bragg law. 

The technique requires only the use of a conventional triple crystal diffractometer 

with motorised 2e circle movement and the provision for a fme, precise rocking 

motion of the analyser crystal. Exemplary data from GaAs and InAs crystals is 

presented. Two values for the GaAs lattice parameter are determined, 5.65424 A 
and 5.65388 A, which differ from a currently accepted value of 5.65375 A by 8.6 

and 2.3 parts in lOS, respectively. The lattice parameter of the InAs crystal was 

determined to be 6.05864 A, which compares with a published value of 6.05850 A 
(i.e. a difference of 2 parts in 105). While not as precise as some methods the 

technique could prove of great use in the measurement of semiconductor alloy 

composition in, for example, II-VI materials, where mismatch values between 

substrate and layer can be large (in these cases, the non-linearity of standard 

double crystal diffractometers over large angular ranges introduces significant 

error in the DCD measured mismatch). In particular, the technique can be 

performed on a standard triple crystal diffractometer with no additional equipment 

requirements. The actual experimental procedure involved is very similar to the 

normal alignment routine in triple axis diffractometry (Chapter IV), and could 

easily be carried out routinely, prior to the recording of a triple crystal scan. 
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The work discussed in Chapters V and VI describes techniques which record the 

coherently scattered radiation, in order to determine (relatively quickly) structural 

parameters. Of great interest also is the information content of the diffuse radiation 

scattered from the sample. The study of this diffuse component requires the use of 

techniques other than double crystal diffraction, which does not separate the 

coherent and non-coherent elements of the total sample scatter. The use of double 

axis diffraction techniques to study defect structure is severely limited by the use of 

an open faced radiation detector. In the conventional double crystal geometry the 

scattering from all regions of the sample, both perfect and imperfect, is integrated to 

form the total diffracted signal. By using a third crystal to "analyse" the scattered 

radiation as a function of its wave vector (i.e. a triple crystal diffraction geometry), 

or, by replacing the detector in a double crystal diffraction experiment with a 

medium which is sensitive to both the intensity and position of the scattered 

radiation (i.e. a photographic plate or film), the strength and angular distribution of 

the diffuse scatter can be obtained. Since this diffuse scatter arises from 

misorientations or imperfections of the crystal lattice, it can be used to identify the 

defect structure of a sample crystal. The uses of triple crystal diffractometry and 

double crystal topography (and the information content of each) were reviewed in 

Chapter IV. 

As the diffuse scatter from crystalline structures is normally weak, long experimental 

data collection times are required if the diffuse signal is to be readily extracted from 

the background noise. Hence, diffuse scatter studies in x-ray diffraction experiments 

do not lend themselves easily to routine analysis, where time constraints and high 

throughput of samples dictate that the characterisation methods employed should be 

rapid. However, since the collection of the diffuse scatter can reveal structural 

information which is of use to the crystal grower on a much more fundamental level, 

the use of such techniques plays an important role in the study of material systems. 

This is of particular importance for studies of systems whose structural properties 
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are not well understood, as triple crystal diffraction can help to identify the type and 

extent of defect structure within a crystalline material, yielding information which 

may help to correlate structural properties with observed physicaVelectrical 

phenomena. In this chapter, triple crystal analysis is applied to the study of three 

different systems of current technological interest, the Hg1_xMnx Te on GaAs, the 

Cdt-xHgx Te on CdTe/Cdt-xZnx Te and the low temperature grown GaAs systems. 

In each case the material system has extensive potential applications for the 

fabrication of optical and electronic devices. In the study of the Hg1_xMnx Te on 

GaAs system, supporting evidence upon the sample structure is provided by the use 

of double crystal topographic techniques to study the lattice strain. 

Semiconductor compounds based on elements from Group II and Group VI of the 

periodic table display a rich array of potentially exploitable properties, with high 

carrier mobilities (approaching 1Q6 cm2V-ls-l) and direct energy band gaps ranging 

from a fraction of an electron volt in mercury containing compounds, to over 3 e V 

in ZnSe. For very large band gap materials, potential applications exist in the design 

of injection lasers and LED's operating in the blue portion of the visible spectrum. If 

the Group II element is substituted for a magnetic transition ion (such as Mn), a new 

class of materials known as semi-magnetic semiconductors or dilute magnetic 

semiconductors is formed. These compounds retain the semiconducting properties 

of the original II-VI compound, but the presence of the unfilled 3d electron shell in 

the transition element gives rise to localised magnetic moments. Large magneto­

optical effects have been observed in these materials (i.e., Faraday rotation, Zeeman 

splitting in magnetic fields) and this behaviour has been exploited in, for example, 

optical isolator devices. 

Hgt-xMnx Te (MMT) is such a dilute magnetic semiconductor having both 

semiconducting and magnetic properties. The band gap of MMT at room 

temperature varies continuously from -0.15eV for HgTe to 2.9eV for cubic MnTet, 

with the magnetic and optical properties of MMT making it a likely candidate for the 

design of magnetically sensitive infra-red devices2• 

The first bulk crystals of MMT were grown by Delves and Lewis3, who used 

elemental Hg as the source. The advantage of employing an elemental source lies in 
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the facts that elemental Hg is available in high purity at reasonable cost, has 

sufficient vapour pressure for growth and the toxicity of elemental Hg when 

absorbed into the body is several times less than that of metalorganic sources of Hg 

(e.g., dimethyl mercury). The MMT layered samples examined in this chapter were 

grown by MOVPE at the University of Durham by M. Funaki. The growth of MMT 

on the Durham University MOVPE reactor, using a direct alloy growth procedure 

(DAG) has previously been reported by Clifton4 et al. and more recently by Funakis 

et al.. The DAG technique refers to the growth of epitaxial layers using compounds 

containing the required elements (Hg, Mn and Te) which are brought together at the 

susceptor, reacting to produce directly an alloy of the required composition. The 

work of Funaki et al. describes the influence of growth conditions on the quality of 

DAG grown MMT epitaxial layers, concluding that the Mn concentration depends 

strongly upon the growth temperature and the position of the substrate on the 

susceptor, a dependence attributed to the large difference in pyrolysis characteristics 

between the Mn and Te carrying precursors, tri-carbonyl methylcyclopentadienyl 

manganese (TCMn) and di-isopropyl telluride (DIPTe), respectively5. 

Before MMT infra-red devices can become a commercial possibility (in addition to 

fulfilling other integrated optics potentials), the high quality growth of epitaxial 

MMT is essential. The following sections utilise x-ray scattering techniques to 

assess the crystalline quality of MOVPE grown epitaxial films on GaAs substrates. 

The characterisation techniques described collect both the specular and diffuse 

components of the diffracted x-ray beam, enabling the distribution of the scattered 

radiation, in addition to its intensity, to be determined. 

7.2.2 Douli>He CrystaH 'fopograpllly AnaBysjs 

The MMT samples analysed in this study were grown by M.Funaki on the University 

of Durham MOVPE reactor. Other MMT samples, grown using the same method 

and reactor, have been analysed by Hallam et al.6 using the double crystal diffraction 

(DCD) technique, where the FWHM of the diffraction peak is used as an indication 

of the crystalline quality of the MMT samples. By illuminating various different 

regions of the sample surface, it is possible to obtain some spatial information using 

the DCD technique. However, in this case the signal recorded by the detector 

corresponds to the sample diffracted signal integrated over the cross sectional area 

of the illuminating x-ray beam. For an appreciable diffracted signal to be recorded, 
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an incident beam of (at least) O.Smm2 is typically used in DCD analysis. Hence, 

spatial resolution below this size is not possible using the standard DCD technique. 

Much greater spatial resolution can be achieved by replacement of the detector with 

an x-ray sensitive photographic medium, in which case the spatial resolution of the 

x-ray analysis is limited only by the grain size of the photographic film. Media 

commonly used for the recording of diffracted images range from high resolution 

nuclear emulsion plates (undeveloped grain size of 0.25j.!m) to low resolution, but 

high speed, dental film (grain size around 1 OJlm). Since many sub-grain/crystallite 

features are of micron dimensions, double crystal topography is thus a highly 

appropriate technique for the study of the spatial distribution of crystalline defects. 

Laboratory based double crystal topography experiments were performed on a 

specially adapted Bede 150 double crystal diffractometer. The incident x-ray beam 

was obtained from the spot source of a 1.5kW Cu x-ray tube (beain dimensions 

0.8mm by 0.4mm) with a vertical slit of dimensions 30mm by 1mm replacing the 

pinhole on the end of the collimator. Beam expansion in the horizontal direction can 

be achieved by use of an asymmetric, grazing incidence (113) reflection from a (111) 

oriented Si crystal. However, this has the disadvantage of not allowing separation 

of the Ka.1 and Ka.2 components with a slit placed between the first and second 

axes. An alternative method is to utilise the (004) reflection from an (001) oriented 

Si crystal at the first axis and employ an asymmetric, grazing incidence reflection at 

the sample axis, in order to achieve significant sample coverage. This geometry 

allows the slit separation of the two Ka. lines and, compared to the first method, 

results in a more intense sample diffracted beam reaching the detector/photographic 

plate, allowing corresponding shorter topograph exposure times to be employed. 

This last point is particularly important when it is realised that exposure times in 

laboratory based double crystal topography experiments of II-VI compounds can be 

of the order of a week (using high resolution nuclear emulsion plates) or, at the 

minimum, 24 hours (using high speed, low resolution x-ray dental film). 

Fig.7.1(a) shows the double crystal topograph from a 10Jlm thick (001) oriented 

MMT layer grown on an (001) GaAs substrate above a 1Jlm thick CdTe buffer 

layer, using the direct alloy growth (DAG) technique. For the reasons discussed 

above, the (004) reflection from the Si reference crystal was chosen and an 

asymmetric sample reflection employed. The lattice parameter of the MMT layer 

(a=6.481A) is such that alignment of the sample for the (224) reflection gives an 
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Figure 7.1 (a): The (224) double crystal topograph of lOflm thick (DAG grown) 
MMT layer grown on (001) GaAs. Image recorded on dental film at 
diffraction peak maximum (magnification= x12). 



incidence angle of around only 0.5°. This results in excellent coverage of the sample 

surface by the incident, ribbon x-ray beam. 

The structure apparent in the topograph is typical of that obi:ained from other DAG 

grown MMT layers. A very clear sub-grain structure is visible, with a mean 

diameter of the individual sub-grains of 130f.!m (± 5f.!m standard error on 30 random 

measurements). Only a fraction of the grains satisfy the Bragg reflection condition 

for a particular angular setting with respect to the incident beam, but this fraction is 

distributed widely across the wafer area. While there are some regions where grains 

of a particular orientation are concentrated, the distribution is fairly unifonn across 

the wafer surface. The effect of epitaxial (i.e. coherent) growth of a mismatched 

layer on a substrate, is to strain the layer leading to a bowing or curvature of the 

sample. For significantly curved specimens, the Bragg condition is satisfied over 

only a narrow band of the sample surface. The fact that the MMT sub-grain images 

are distributed unifonnly across the wafer surface implies that bowing of the 

specimen has not occurred and hence that the substrate and layer are not coherently 

strained, i.e., the layer is virtually fully relaxed. Such a high degree of relaxation 

may be expected when the large mismatch between the substrate lattice parameter 

(5.65375A) and epitaxial layer lattice parameter(- 6.481A) is taken into account. 

Figs. 7.1 (b,c) shows the topographic images, also recorded on dental film, obtained 

when the specimen is rocked in the dispersion plane to sit successively at around half 

height on the negative flank of the rocking curve (fig.7.1(b)), a shift of -100" from 

the peak maximum, and at half height on the positive flank (fig.7.l(c)), a shift of 

+ 1 00" from the rocking curve peak maximum. If these two topographs are 

compared with that obtained from sitting on the diffraction peak maximum 

(fig.7.1(a)), it can be seen that some grains remain in contrast as the sample is 

rocked, while the diffracted intensity from others is seen to change dramatically. 

This implies that some sub-grains have a very low level of internal strain, being 

simply tilted with respect to adjacent grains. Other grains, which remain in contrast 

for all three sample settings, possess a much larger amount of internal strain. 

The internal contrast of sub-grain images can be investigated using high resolution 

nuclear emulsion plates to record the topographic image. A typical topograph, 

recorded with such a plate, is shown in fig.7.2, where the contrast associated with 

intragranular strains can be seen. The contrast is observed to vary within the grain 
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Figure 7.1 (b): The (224) double crystal topograph of lOttm thick (DAG grown) 
MMT layer grown on {001) GaAs. Image recorded on dental film at 
-10011 from diffraction peak maximum (magnification= x12). 

Figure 7.1 (c): The (224) double crystal topograph of lOttm thick (DAG grown) 
MMT layer grown on (001) Ga.As. Image recorded on dental film at 
+100" diffraction peak maximum (magnification= x12). 
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Figure 7.2 : The (224) double crystal topograph of lOf.LIIl thick {DAG grown) 
MMT layer grown on (001) GaAs. Image recorded on nuclear 
emulsion plates at diffraction peak maximum (magnification = x30). 



image, although the dislocation density is too high for individual dislocations to he 

resolved. Kt is also noted that, while the grain edges appear to be straight at low 

magnification, this is not borne out by high resolution (and high magnification) 

topographs 

Even with three topographs tal,en at widely spaced points across the rocking curves, 

there are many regions of the crystal which show no diffracted intensity. This 

suggests that there are many grains with very large rnisorientations or that the lattice 

strain within the majority of crystals is small. The former explanation is rejected as 

it would result in a very wide rocking curve. In the latter case, as the intrinsic 

rocking curve of the (perfect) sample crystal has a lFWHM of the order of 12", the 

sampling range of each topograph is small and we would expect to have to 

superimpose at least 10 topographs to obtain complete image coverage. Hence, the 

topographic evidence suggests a predominant structure for the DAG grown layer of 

misoriented grains with little internal strain. 

The contribution to the rocking curve widths from the sub-grain tilts and lattice 

dilations can be separated by use of triple axis diffraction (as discussed in Chapter 

IV). The triple axis diffractometer can be used in its highest mode of resolution by 

inclusion of a multi bounce channel cut collimator (CCC) in the scattering geometry. 

The CCC drastically reduces the angular divergence of the x-ray beam, allowing the 

first crystal to act as a "true" monochromator (the separation of the CuKa1 and Ka2 

components is sufficiently large, 300", for the first crystal to "sit" on one of these 

components only). It also reduces the size of the "beam conditioner streak" in 

reciprocal space so that when a reciprocal space map of the total sample scattering is 

recorded, the scattering seen is due to that from the sample itself and is not obscured 

by experimental artefacts. The use of the triple crystal diffractometer in its highest 

mode of resolution is appropriate to the study of relatively perfect samples (i.e. HI­

V semiconductors), where the scatter is over only a small region of reciprocal space 

and hence a high resolution is required to probe defect structure. The drawback in 

these circumstances is that the x-ray beam experiences up to 10 Bragg reflections 

before reaching the detector, and the attenuation of the beam can be severe. This is 

particularly true for experiments using conventional x-ray tube sources (which may 

have a power rating of only 1.5kW). The narrow widths of III-V rocking curves 
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mean that the intensity of the Bragg peak is high and the iarge attenuation of the x­

ray diffracted beam, as it passes through the diffractometer, can be tolerated. This i(} 

no longer true for the (relatively imperfect) H-VI compounds with the resulting 

Bragg peaks being both broad and much weaker. lin this case the eventual intensity 

of the diffracted beam reaching the x-ray detector is often insufficien~ to conduct a 

meaningful experiment The intensity of scatter away from the reciprocal lattice 

point will be less than the detector badq:';rouncl ano long range diffuse scatter wiJl ~ 

undetectable. In effect, the sample scatter in reciprocal space can be thought of as a 

kind of "iceberg" - should the total intensity be poor, then only the peak will be 

visible above the constant detector background, with the diffuse scatter (which 

contains the infom1ation of interest) hidden beneath the "surface". Thus, it is 

su·ongiy reconm1ended that if a conventional laboratory x-ray tube and generator are 

to be used as the x-ray source in the study of relatively imperfect samples, the total 

intensity should be boosted by removal of the CCC, with a conventional pinhole 

collimator being used in its place. The resolution of the diffractometer will be 

worsened by this action, with the introduction of a beam conditioner "streak" in 

reciprocal space. However, as will be seen, for some H-VI compounds the sample 

scatter can extend some way from the exact Bragg position (i.e. at the reciprocal 

lattice point) so that the "streak" is dominated by the sample scatter and its presence 

can be ignored. 

The use of a pinhole collimator means that the first crystal will simultaneously 

diffract the CuKa1 and Ka2 components, so that it is then necessary to remove the 

Ka2 line by placing a slit between the first and sample crystal axes. 

Triple axis measurements have been performed on an 8f.lrn thick MMT layer (5.8% 

Mn), grown (by the DAG process) on an (001) oriented GaAs substrate. The 

sample scatter, recorded around the 004 reciprocal lattice point, is shown in fig.7.3. 

Note that the contours on this, and all subsequent reciprocal space plots, represent 

the logarithm of the diffracted intensity. The diffuse scattered intensity remains high 

some distance away from the exact Bragg condition and thus there is no evidence of 

the weak beam conditioner and analyser streaks, which are visible in equivalent data 

(i.e., using the same diffractometer configuration) taken from a relatively perfect 

GaAs crystal (fig.4.5). The tilt distribution is symmetric with respect to the origin in 

&Qy and is greatly extended over that seen from a nearly perfect crystal. A 

transverse scan in reciprocal space through the maximum intensity position, 
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Reciprocal space plot of the scatter around the (004) reciprocal lattice 
point of an 8~tm layer of Hg.942Mn.058Te on (001) GaAs. 



recorded by scanning only the specimen for a fixed analyser position, has a FWlHlM 

of 168". This measures the range of the tih distribution independently of the lattice 

dilations, which influence the scattering only in the ...1Qz direction. Very significant 

asymmetry is seen in the intensity distribution about the reciprocal lattice point in the 

L.lQz direction. The FWHM of the longitudinal scan, measuring the lattice dilation 

distribution, is 44". Note that the absolute intensity of this "asymmetric" b.Qz 

scattering is weak, with the asymmetry visible only when the scatter is plotted on the 

logarithmic scale of (fig.7.3). When plotting the transverse and longitudinal scans 

on a linear scale (fig.7.4), the asymmetry of the (narrow) 8/28 scan is much less 

visible. lFig.7.4 further displays graphically how the spread of sub-grain tilts within 

the crystal is much larger than the lattice dilation distribution. A double axis 

diffraction experiment, where the detector is open, corresponds to a scan in the .1.Qy 

direction integrated along a line inclined at the Bragg angle to the ..1Qy axis. Thus 

the triple axis plots reveal quantitatively that the major contribution to the rocking 

curve width is from the tilt distribution, a conclusion supported by the topographic 

evidence presented in Section 7 .2.2 above. These results show a similar pattern to 

triple axis measurements obtained by Keir7 et al. for two CdTe on GaAs samples. 

Although they did not make full reciprocal space maps, they found FWHM values of 

40" and 44" in coupled 8/28 scans, compared to widths of 277" and 580" recorded 

in transverse scans (i.e. rocking of the specimen for a fixed detector position) 

Fig.7.5 shows an equivalent set of iso-intensity contours for a 7jlm thick MMT layer 

grown on the (001) surface of a Ccto.96zn0.04Te (CZT) substrate. The FWHM of 

the transverse and longitudinal scans are 207'' and 68", respectively. The scattering 

distribution is remarkably similar, despite the fact that the lattice mismatch between 

MMT and CMT is small (very much lower than that between MMT and GaAs), with 

the tilt distribution significantly greater than the (asymmetric) lattice dilation spread. 

The asymmetry in the 8-28 scan arises because of excess scattering being recorded 
with scattering vectors, g_, larger than that observed at the exact Bragg peak. These 

larger scattering vectors correspond to diffraction from lattice planes smaller than 

those which would be observed in the perfect crystal. The x-ray beam will penetrate 

to a depth of 2-3 11m beneath the sample surface, and the information gathered refers 

to the san1ple structure within this near surface region. The nature of the Bragg 

peak asymmetry can be used to deduce the nature of the microdefects present within 

the sample. If the diffracted intensity is greater on the high angle side of the Bragg 
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peak (i.e., corresponding to larger scattering vectors) then the microdefects are of 

an interstitial nature. For Bragg peaks exhibiting excess intensity on the low angle 

side of the Bragg peak (corresponding to scattering with a smal.ler scrmering vec~or) 

then the rnicrodefects are of vacancy character. 

The asymmetry in the longitudinal direction for the MMT sample may be caused by 

either a high concentration of lattice interstitials (resulting in an effectively smaller 

lattice spacing) or an increase near the surface in the concentration of the binary 

alloy (Hg'fe) whose lattice parameter is smaller than its binary partner (Mn'fe) in the 

ternary alloy (MMT). The information content of the triple crystal diffraction data is 

formed by integrating the diffracted signal from the entire volume of the crystal 

sampled by the x-ray beam. The triple crystal technique is not able to yield 

compositional information as a function of depth and use of a technique such as 

SIMS (Secondary Ion Mass Spectroscopy) would be required to test the hypothesis 

that an excess of HgTe is found near the surface, compared to within the bulk of the 

crystal. 

The difficulty experienced in growing a spatially uniform layer of MMT has been 

attributed to the difference in the pyrolysis temperatures of the Mn and 'fe 

precursors, TCMn and DIPTe, respectively. Funaki5 et al. propose that the 

pyrolysis rate of the DIPTe precursor decreases dramatically along the gas flow 

direction, while that of the TCMn precursor decreases only slightly. At a substrate 

temperature of 380°C, the TCMn/DIPTe pyrolysis ratio was found to increase by a 

factor of five along the susceptor, resulting in an increasing Mn concentration in the 

epitaxial layer, along the direction of the gas flow, which contradicts the supposition 

above that an increase in the Hg(Te) concentration near the surface leads to the 

asymmetry in the 8-29 scan. However, the asymmetry may be explained by 

evaporation of Hg from the surface, which is possible due to the relatively high 

vapour pressure of Hg. This process could generate a significant amount of mercury 
vacancies, which would then help to explain the excess of high q_ scattering 

observed in the LlQz direction. The large reduction in the pyrolysis rate of the 

DIPTe is also thought to account for the non-uniform thickness of the MMT layers 

grown by Funaki et al.. As the pyrolysis rate of the DIPTe decreases along the flow 

direction a corresponding reduction in the growth rate will occur, leading to a 

decrease in epitaxial layer thickness in the direction of gas flow. Double axis 

diffraction area maps show these effects dramatically8. 
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The problem of non-uniform layer composition and thickness has previously been 

reported by researchers working on the growth of Cadmium Mercury Telluride 

(CMT) and was solved, in that instance, by use of the interdiffuse-Ai multilayer 

process (IMP)9,Io. The IMP process involves the grow~h of very thin alternate 

layers of the constituent binary compounds (e.g., CdTe and HgTe, or, MnTe and 

HgTe) under the optimum deposition conditions for each compound. By holding 

the MOVPE reactor for a short period (- 10 minutes) at the growth temperature at 

the end of each growth run, complete interdiffusion of the alternate binary alloys 

results in the production of a (hopefully) homogenous, ternary alloy. The 

composition of the ternary alloy is then determined by the thickness ratio of the 

individual constituent binary layers. 

MMT samples have been grown by M.Funaki on the University of Durham MOVPE 

kit, using the IMP process11 • Thin, alternate layers of MnTe and HgTe were 

deposited onto a (001) GaAs substrate with a 1J.Lm thick CdTe buffer layer. The 

growth cycle was repeated up to 100 times in order to grow a layer of total 

thickness around 3~.l.m. 

The double crystal topographic image obtained from a 5J.!m IMP grown MMT (15% 

Mn) layer on GaAs is shown in fig.7.6. The experimental configuration for this 

topograph was similar to that used in the case of the DAG grown MMT, i.e., a Si 

reference (symmetric) reflection with the sample (224) reflection imaged (giving an 

incidence angle of 0.5°). Note that in this case no mosaic structure is observed and 

a large portion of the IMP grown sample is imaged onto the photographic medium 

(dental film). This wide area imaging of the sample surface implies a reasonably 

high degree of uniformity in the crystalline quality across the surface of the IMP 

grown sample. While dislocation structure is visible in the topograph, no subgrain 

boundaries are visible, indicating a great reduction in the amount of lattice tilting for 

the IMP sample. It should be realised that the IMP grown layer analysed here is 

thinner than the DAG grown samples characterised in sections 7.2.2 and 7.2.3. 

Bearing in mind that the crystalline quality of the DAG grown structures has been 

found to deteriorate with sample thickness (with thin DAG samples having very 

wide DCD rocking curves), this serves to further emphasise the improvement in 
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Figure 7.6 : The (224) double crystal topograph of a Sf.Uil thick (IMP grown) 
HgMnTe layer grown on (001) GaAs. Image recorded on dental film at 
diffraction peak maximum (magnification= x19). 



crystalline quality of IMP erown MMT over that grown by the DAG technique. 

These findings are in agreement with those of Hallam12, who found that the DCD 

diffraction FWHM were significantly less in the case of liMP grown MMT, 

compared to samples fabricated using the DAG method. A possible explanation for 

the improvement in crystalline could lie in the large number of thin layers grown. As 

a small mismatch exists between the HgTe and MnTe layers, it may be reasoned that 

the lattice strain is relieved by the presence of threading dislocations, which are bent 

over at the interface between the two binary compounds. Since the total structure 

consists of around 100 HgTe/MnTe interfaces, the probability that threading 

dislocations, bent over at the interfaces, will interact and annihilate each other, will 

greatly increase, leading to a significant reduction in the layer dislocation density 

with the formation of subgrain boundaries inhibited. 

While the double crystal topographic (DCT) data is useful in determining the spatial 

distribution of crystal defects, the triple crystal technique gives information on the 

type of defect, although this is averaged over the incident area of the x-ray beam. 

Historically, the double crystal topography method has been extensively employed 

for materials characterisation, with the triple crystal technique being less popular 

with material scientists. Work presented in the remainder of this chapter involves 

using triple crystal methods to obtain information which would be complementary to 

that gained from topography. 

Cdt-xHgx Te (CMT) is a semiconductor alloy with a narrow band gap energy. For 

mercury fractions of around 0.8, the material is used in infra-red detectors operating 

at 77K (in the second atmospheric window)13• In order to achieve high detector 

performance, it is important that high quality crystalline material is used as the 

presence of grain and sub-grain boundaries has been found to have an adverse effect 

on the electrical properties of detectors14•15,l6• As well as finding applications in the 

fabrication of infra-red detectors, CMT has also been proposed as a suitable 

candidate for solar cells, optical waveguides1 7, amplifiers and mixersl8, high 

frequency devices (such as microwave oscillators), electrically controlled optical 

switches, heterojunction bipolar transistors for ultrahigh speed VLSI circuits19, 

optically bistable devices20, light emitting devices21 (in the 2 - 4 J.Lm range), and 

double heterostructure lasers22• The possibility of the development of ultra low loss 

113 



fluoride glass fibres has siimulated interest in the use of CMT optoelectronic devices 

in the 2- 5 IJ.m band23. CM'f has also been recognised as potentially offering several 

advantages over conventional HJ[-V and IV compounds for the 1.33 jlm24 and 1.55 

- 1.6 IJ.m25 silica fibre systems. 

CMT has been deposited usinr; various thin film growth techniques including 

MBE26, sputtering27, MOCVD28 and LP£29,3°. For sample purity, control of 

composition and compositional uniformity, liquid phase epitaxy (LPE) is considered 

to have the highest potential for future practical applications28. 

For the growth of high quality epitaxial CMT the choice of substrate is critical. 

Dislocations may occur in the CM'f layer as a result of a difference between the 

lattice parameters of the substrate and the CMT layer (misfit dislocations). 

Although misfit dislocations are the most efficient means by which misfit strain is 

relieved, they are not the only form of dislocation found in epitaxial layers. In the 

Matthew-Blakeslee model for lattice relaxation of epitaxial films, dislocations which 

extend through from the substrate into the layer itself (threading dislocations) also 

eliminate some of the layer strain. Driven by the lattice strain, the vertical segments 

of the threading dislocation in the substrate and layer move in opposite directions, 

leaving a segment of misfit dislocation lying in the plane of the substrate/layer 

interface. In an epitaxial layer, provided their are sufficient threading dislocations to 

relieve completely the strain, the threading dislocation density of the substrate 

should correlate with the final density of misfit dislocations in the layer. To ensure 

low layer dislocation density the quality of the substrate itself must therefore be high 

(to minimise the threading dislocation density) and the lattice mismatch between the 

substrate and layer sufficiently low so that a dense network of misfit dislocations is 

not nucleated at the interface. 

Substrates commonly used for the epitaxial growth of CMT are CdTe and Cd1_ 

xZnx Te. CMT layers grown on these two types of substrate have previously been 

studied using destructive TEM31 and etch-pitting32 techniques. The work presented 

in this and following sections examines the crystalline quality of CdTe/Cd l-xZnx Te 

substrates and CMT layers using non-destructive, triple crystal x-ray diffraction. 

The CdTe substrates were sourced from GEC Marconi Infra-red, Southampton and 
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were grown using conventional vertical Brideman techniques. The CdZnl'e 

substrates were also obtained from GEC Marconi Knfra-red but these were originally 

growlll (under a Cd overpressure) using conventional Bridgman techniques by the 

Nippon Mining Co., JJapan. 

For the triple crystal analysis the diffractometer was configured in the high 

resolution, non-dispersive setting, with a four bounce Si (022) CCC used to pre­

condition the beam, and a symmetric (111) Si reflection employed at the 

monochromating stage. The sample and monochromating crystals were in the 

parallel position with the sample diffracted beam then undergoing a four bounce 

reflection from a Si (111) analyser. The complete experimental configuration is 

similar to that depicted in fig 4.1, with the final configuration being ( +,-,+,-,+,-,+,­

,+,-). The use of the diffractometer in such a high resolution setting, with 10 Bragg 

reflections in all, results in a relatively low diffracted intensity from the 

CdTe/CdZnTe substrates. However, unlike the case of the MMT layered samples, 

the final diffracted intensity recorded by the scintillation counter was sufficient to 

provide meaningful statistics, although long scanning times were required (around 

12 hours for a full reciprocal space map). This fact in itself implies a relatively high 

degree of crystal perfection (certainly when compared to the DAG grown MMT 

material studied by triple crystal diffraction in the previous section). In addition to 

full reciprocal space maps of the substrate scatter being collected, individual e and e 
/28 scans were carried out to measure diffraction peak widths in the transverse and 

longitudinal directions, respectively. The 2-D reciprocal space maps, obtained from 

around the (333) reciprocal lattice points of the (111) oriented CdTe and 

Cdo.96Zno.04Te (CZT) substrates, are shown in Fig. 7.7(a,b). The transverse and 

longitudinal scans' FWHM are given in Table 7 .1. 

§n.nlbs~nn~e !RoclknHllg Cruurve 1I'r~msverse ILmngn~mllfimnll 

1I'yJPe IF'WlHIM IF'WIH!M (mts) IF'WIH!M ( dlnllaftnOH11S) 

Cdi1I'e 31" 25" 11" 

Cdln o,;ZH1ln n& 1I'e 17" 8" 9" 

Table 7.1 : FWHM data foohe two different types of substrate. 
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Xn order to ease comparison, the reciprocal space maps of the CdTe and 

Cdo.96Zno.04 Te substrates are plotted to the same scale. 

Knspection of figs.7 .'/(a,b) shows that the scatter from both substrate types extends 

over a roughly equivalent region of reciprocal space. However, the sharpness of the 

diffracted peale is greater in the case of the Cdo.96Zno.04 Te substrate, particularly 

along the (horizontal) ,1Qz=O direction. 

For comparison, the FWHM's of a "good" piece of GaAs, known to produce high 

quality, epitaxial layers (whose reciprocal space map is shown in Fig. 4.5) are 11" 

(rocking curve), 7" (transverse) and 8" (longitudinal). The FWHlVI for the 

longitudinal (lattice dilation) directions are roughly the same as that for the "good" 

GaAs crystal, indicating a very narrow lattice parameter distribution for both the 

CdTe and Cd0.96Zn0.04 Te substrates. 

The main difference between the CdTe and Cdo.96Zno.04 Te substrates arises in the 

amount of lattice tilt within the two samples. The transverse width of the CdTe is 

three times larger than for the Cdo.96Zn0.04 Te substrate, indicating a more mosaic 

structure within the CdTe crystal. These findings are contrary to those reported by 

Dean et al. 33 who used topographic synchrotron radiation techniques to analyse 

CdTe and Cd0.955Zno.04s Te substrates, concluding that more severe lattice 

distortion was apparent in the Cd0.955zn0.045 Te substrate. Although the values for 

the transverse widths of the CdTe based layers are significantly greater than in the 

case of the Cdo.96Zno.04 Te based CMT layers, the absolute value of the widths are 

still small when compared to the large values observed in other II-VI systems (i.e., 

the MMT layers studied in section 7.2). Comparison of the substrate TCD data in 

this section also shows a significant difference in the value of the lattice distortion 

compared to that reported by Dean et al., who had to step their substrate through an 

angle of some 250" in order to obtain "comer to corner" topographic sample 

imaging using synchrotron radiation, implying that the crystallinity of the CdZnTe 

substrates employed in their experiments was significantly worse than the CdZnTe 

substrate analysed here. 
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Having investigated the crystalline quality of the two substrate types, layers of CMT 

were grown by LPE and analysed using the same diffractometer setting employed in 

the analysis of the substrates. The orientations of the layers grown were similar to 

those of the substrates, i.e., (111) and the scatter around the (333) reciprocal lattice 

point recorded. Diffraction measurements were first performed on thick ( -lOpm) 

layers of CMT, grown on CdTe and Cdo.96Zno.04 Te substrates similar to those 

analysed in the preceding section. The layers were then etched back using a 0.5% 

bromine in methanol solution, and their crystalline quality re-assessed using triple 

crystal diffraction methods. The layer growth, etching and layer composition 

measurements (using optical transmission techniques) were conducted by 

C.C.R.Watson34 of Durham University. 

The CMT layer thicknesses (both initial and post-etching) are recorded in Table 7.2, 

together with the peak widths of the sample rocking curves, transverse and 

longitudinal scans. The reciprocal space maps representing the x-ray scatter 

recorded from each sample are displayed in figs. 7.8(a-d). 

§amplle ILayer Roclldllllg Cll!lrve 1f'mllllsverse ILmngn~mllfillllall 

1I'lhlncllmess IFWIHIM IFWIHIM ( ~ms) IFWlHIM (i[]]filla~fioml§) 

(± (JD.liJlm) (± 211) (± 2") (± 2") 

CM1!'/CI[]]1f'e 10 50 39 12 

CM1!'/Cdl1I'e 2 52 46 13 

CM1!'/CZ1!' 12 35 29 12 

CM1!'/CZ1!' 5 46 36 14 

Table 7.2 : FWHM for CMT layers. 

Again, the plots shown in fig. 7.8(a-d) are all drawn to the same scale (a similar one 

to that employed in the plotting of the substrate scatter) so that direct visual 

comparison can be made of the scatter from both substrate-only and layered 

samples. 
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Figure 7.8 (a): Reciprocal space plot of the scatter around the (333) reciprocal lattice 
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Tne scatter from the CM1' on CdTe samples (figs.7.8 a,b) externds over a roughly 

similar range in the &Qz direction to that observed for the Cdl'e substrate only 

(fig.?.'/ a). The main difference between the layered and substrate only samples 

exists in the distribution of i:he scatter in the (horizontal) .1.Qy direction, with scai:ter 

being observed over a much grea~er range for the layered samples. The distribution 

of scatter for the lOJ.!m and 2!-.J.m layers is, however, similar although the contours 

on fig (7.8 a) indicate a much sharper diffracted peale. This finding is supported by 

the data in table 7.2, which show that the lattice tilts FWll-lM increase as the layer is 

etched back. lit should be mentioned that a comparison of the "sharpness" of 

diffracted peaks should be made by analysis of the spacing of the contour lines only, 

and not the absolute value of the maximum contour. While the measurement of the 

peak widths in Table 7.2 is accurate to around 1" (obtained from individual small 

step size scans), peak widths are not well represented by the logarithmic scale of the 

reciprocal space plots. Further, the grid used in the construction of the contour 

maps is coarse in comparison to the width of the diffracted peaks (so that the exact 

maximum of the peak can be "missed" by the contour mapping software), but 

appropriate to the plotting of the diffuse scatter which extends over a much further 

angular range. 

Data for the samples grown on CZT show similar trends to those reported for the 

CdTe based layers. The FWHM of the CMT layers are broader than those measured 

for the substrate due mainly to an increase in the lattice tilts (and hence dislocation 

densities). Inspection of Table 7.2 reveals that peak FWHM increase as the layer 

thickness decreases with a very significant "tail" of scatter appearing for the 5Jlm 

layer (fig.7.8 d) 

For all samples, the values for the longitudinal width are only very slightly greater 

than those for the corresponding substrate only system. From this, it can be inferred 

that the compositional homogeneity of the CMT layers, grown on CdTe and 

Cdo.96Zno.04 Te, is good. For layers grown on both types of substrate, an increase 

in the overall rocking curve width is seen to occur as the layer is etched back to a 

smaller thickness. This increase is represented almost solely by an increase in the 

transverse width of the diffraction peaks, indicating larger tilt distributions (and 

dislocation densities) in thin layers of CMT when compared to thicker layers. 
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Tne data in Tabie 7.2 aiso shows that the quality of the layer material grown on 

Cdo.96Zno.04 Te substrates is, in general, superior to that grown on CdTe. This 

could be attributed to the superior quality of the initial Cdo.96Zno.041'e substrate and 

the lower mismatch of the Cdo.96Zno.04 Te/CMT system, with the density of misfit 

dislocations nucleated being less than in the case of the CdTe/CMT system. 

Defect selective etching studies have been performed by Watson34 on the CMT 

layered samples, using saturated aqueous ferric chloride and Hahnert etches, to 

investigate the dislocation density as a function of the distance from the 

substrate/layer interface. 

Fig.7.9(a) shows the variation of etch pit density of a thick Cdo.24Hgo.76Te layer 

grown on a CdTe substrate. Fig.7.9(b) shows the equivalent plot for a layer of 

similar composition grown on a Cd0.96Zn0.04 Te substrate. These results reveal that 

the dislocation density decreases with increasing layer thickness, for film thicknesses 

up to -6~m. Beyond this value the dislocation density settles out to a "constant" 

background level of9 x lo4 cm-2 for the CMT/CZT system and 3 x 1Q5 cm-2 for the 

CMT/CdTe system. Both of these values are significantly greater than the 

dislocation density found in the substrates only, which were measured to be 3 x 104 
cm-2 for each substrate type. 

Although the FWHM in Table 7.2 indicate that the crystalline quality of the CZT 

substrate is superior to that of the CdTe substrate, the defect etching results report a 

similar defect density for both substrate types (3 x 104 cm-2). The major difference 

between the two systems lies in the greater lattice tilt distribution observed on the 

CdTe. The incorporation of 4% of Zn into the lattice appears to result in a less 

dense dislocation network, although increased diffuse scatter (at low intensity levels) 

is observed in the (vertical) .1Qz direction (fig.7.7 b). This extra scatter could be 

linked to possible point defect structure arising from imperfect incorporation of the 

Zn into the crystal lattice, in the form of Zn vacancies and interstitials. The presence 

of these additional point defects in the CZT substrate, may explain why the defect 

density revealed by the etching studies is then similar for both the CdTe and CZT, 

whereas analysis of the FWHM data in Table 7.2 would suggest that a lower 

dislocation density would be expected in the CZT system. 
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Both the triple crystal and etchinr; data show that the dislocation density (and hence 

degree of lattice tilt) of the CMT layered samples is hir;her than in the case of the 

substrate only systems. Hence, it may be concluded that the dislocation density of 

the CMT layers does not shadow that of the substrates, a finding which is contrary 

to that reported by Yoshikawa35, who states that the CdTe and CZT substrate 

dislocation density is preserved in LPE grown CMT layers. 

In section 7.3.1. the Matthew-Blakeslee model36 for lattice relaxation of epitaxial 

films was briefly discussed, with lattice strain being relieved by threading 

dislocations so that the dislocation density observed in the substrate correlated with 

that in the layer. The fact that the CMT layer dislocation density is greater than that 

in the substrates implies that lattice relaxation is occurring by mechanisms other than 

relief by threading dislocations. Such a possible process is the half loop 

mechanism37, which considers the nucleation of a dislocation loop at the layer 

surface. This loop glides to the substrate/layer interface, giving two threading 

dislocations linked by a misfit segment. Hence, two threading dislocations are 

introduced for each segment of misfit dislocation, and the dislocation density in the 

layer will be greater than that in the substrate. 

However, it should be recognised that the samples investigated by Yoshikawa were 

grown on substrates whose initial dislocation density (3 x 1Q5 cm-2) was an order of 

magnitude greater than those examined in this study. If the substrates used by 

Yoshikawa had sufficient density of threading dislocations to relieve fully the lattice 

strain, without the need for formation of dislocation half loops, then the layer 

dislocation density should indeed shadow that of the substrate. Hence, it may be 

concluded that a critical threshold exists for the dislocation density, above which a 

sufficient density of threading dislocations exists to relieve layer strain, resulting in 

matching of the dislocation densities in the layer and substrate. 

Assuming that the substrates used in this study have a dislocation density below this 

threshold value, so that relief of lattice strain occurs by some other mechanism (such 

as the half loop mechanism mentioned above), then the larger (transverse) tilt 

FWHM recorded for the CdTe based samples suggests that more dislocations are 

formed in layers grown on this substrate type compared to CZT based samples. 

This conclusion is supported by Watson's measurement of the dislocation densities 
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as a function of thickness14, which quantitatively show a more dense dislocation 

network exists in CdTe based layers with respect to a layer of equivalent 

composition and thickness grown on CZT. This difference in dislocation density can 

be attributed to the difference in mismatch of the two substrarre/layer systems. The 

mismatch between CdTe and Cd.z4HB:;6Te is 0.3% compared to 0.01% between 

the CdZnTe and Cd.24H8.?6 Te system. Hence, nucleation of more misfit 

dislocations (by the half loop method) is required to relieve lattice strain in the CdTe 

samples, resulting in a larger dislocation density (and hence lattice tilt FWHM) being 

recorded for CdTe based samples. Again, this finding is contrary to that of 

Yoshikawa who reports that the dislocation density is independent of the 

substrate/layer mismatch but proportional to the substrate dislocation density. 

I ,.2J Trnjplle A~n§ Clhlar2!dern§2!~norrn Olf Low Temjper2l~ll.lltre Grrowrrn GaA§ lE!Jlln~2!~nall 

lFnllms 

MBE grown epitaxial layers of GaAs are usually grown with substrate temperatures 

in the range 550°C to 600°C, in order to optimise their optical and electrical 

properties. Layers grown using substrate temperatures below 300°C exhibit high 

electrical resistivity and degraded optical properties, which would seem to limit their 

usefulness in semiconductor devices. However, recently GaAs layers grown at low 

temperature (commonly referred to as LT-GaAs) have attracted great attention for 

their possible application as an insulating buffer layer in field effect transistor 

devices38• Such low temperature buffer layers have been shown to improve the 

performance of GaAs electronic devices/integrated circuits and are a suitable 

material for the fabrication of ultrafast photoconductive switches39,40•41 • There has 

also been evidence of superconductivity at low temperatures in layers ofLT-GaAs42. 

A series of epitaxial GaAs layers have been grown on GaAs substrates, at the 

University of Crete. Different substrate temperature were employed during each 

growth run, with some of the samples being grown by MBE (molecular beam 

epitaxy) and the rest by ALE (atomic layer epitaxy) in the same MBE reactor. The 

sample identifiers, together with their corresponding growth technique and substrate 

temperature (during growth) are detailed in Table 7.3 
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732 300 ALE 2.51J.m No 

734! 200 ALE 2.5J..Lm No 
~~~~·------ -~--~~----------~r----~--~r----c-~ ~--

~=~/3:;,:6~=~==6~0;,;0==d'===~AL=E~=L'==-=2=.5===J..L=m~---'-j'---- ___ 1\lo _ = 

The thermal treatment for the two annealed samples (711 and 712) was heating at 

600°C for 15 rnins., under excess As pressure. Triple crystal analysis of the LT­

GaAs samples was performed using the diffractometer in the high resolution, non­

dispersive setting (as described above in the study of the CMT on CdTe/CZT 

system). Full reciprocal space maps were recorded (total data collection time of 

around 12 hours), with individual transverse and longitudinal triple crystal scans also 

performed. Table 7.4 lists the FWHM of the longitudinal and transverse scans for 

each sample investigated. 

§amjpllte 1f'Iralllll§Vt!.'ll"§t!.' ILollllgn~Mdlnllllall 

lFWIHIMI (tnllts) JFWIHIM ( dln~atnons) 

/~li (MBE) 15 (15) 16 (12) 

709 (MBE) 28 14 

7li~ (MBE) 16 (15) 15 (13) 

/H (MBE) 24 20 

/U (MBE) 9 15 

730 (ALE) 8 11 

732 (ALE) 8 11 

734! (ALE) 13 (9) 14 (11) 

736 (ALE) 8 9 

Ta.ble 7.4 : FWHM values for the low temperature GaAs samples. 
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Following the conventio:1 adopted in previous sections, the reciprocal space maps 

for ~he LT-GaAs samples are plotted to the same scale. 

Inspection of the reciprocal space maps (Fig.7.10(a-h)) shows that two separate 

diffraction peaks are recorded from the samples (710 and '/34), whose layers were 

grown at the lowest temperature (200°C). Xn these cases, the first figure in Table 

7.4 refers to the width of the LT -GaAs layer peale, while that in brackets 

corresponds to the observed width of the substrate peak. A previous smdy on MBE 

grown L T -GaAs43 found that, although crystalline layers are formed, the final 

stoichiometry of the layer could include up to 1% excess of As, which is 

incorporated as antisite defects. This non-stoichiometric ratio will lead to a slight 

change in the lattice parameter of the deposited layer, leading to a splitting of the 

layer and substrate peaks, and this is indeed observed in flg. 7.1 O(b,g), for the 

samples grown at low temperature by both MBE and ALE. For layers grown above 

200°C, only one diffraction peak: is recorded. 

In Fig. 7 .lO(b ), (g) the "substrate" peak: corresponds to the upper of the two peaks 

visible, i.e., the peak with the largest scattering vector (more positive value of &Qy)· 

The (rocking curve) peak: splittings for samples 710 and 734 were measured as 194" 

and 124", respectively. These peak: splittings can be converted into a mismatch by 

use of the differential fom1 of Bragg's law (Eqn. 7.1), 

oa 
- = -cote 8 (58 8 (7 .1) 
a 

where a is the GaAs lattice parameter, e 8 the Bragg angle, se B the peak: splitting (in 

radians) and <5a the difference between substrate and layer lattice parameter. 

Substitution of the above peak splittings into eqn. (7 .1) yields effective lattice 

mismatch values, m*, of 1447 ppm (sample 710) and 925 ppm (sample 734). Using 

equation (1.4), real mismatch values, m, of 761 ppm (sample 710)and 486 ppm 

(sample 734) are obtained. 

Growth of GaAs layers at high temperatures (600°C) results in layers of excellent 

quality with narrow peak: widths (sample 736, fig. 7.10 h). This is not altogether 

surprising as GaAs is usually deposited at temperatures of between 550°C to 600°C, 

where it exhibits excellent optical and electrical properties in addition to high 
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Figure 7.10(a): Reciprocal space plot of the scatter around the (004) reciprocal lattice 
point of a 2J!m layer of GaAs grown on Ga.As (sample 709). 
Growth temperature = 300°C 
Growth method = MBE 
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Figure 7.10(d): Reciprocal space plot of the scatter around the (004) reciprocal lattice 

point of a 2J.!m layer of GaAs grown on GaAs (sample 712). 

Growth temperature = 300°C (Annealed at 600°C for 15 mins.) 
Growth method = MBE 
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Figure 7.1 0( e): Reciprocal space plot ofthe scatter around the (GD4) reciprocal lattice 
point of a 2.51-lm layer of GaAs grown on GaAs (sample 730). 
Growth temperature = 450°C 
Growth method = ALE 
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Figure 7.10(t): Reciprocal space plot of the scatter around the (004) reciprocal lattice 
point of a 2.5fJ!.m layer of Gai\s grown on GaAs (sample 732). 
Growth temperature = 300°C 
Growth method = ALE 
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point of a 2.5~-tm layer of GaAs grown on GaAs (sample 734). 
Growth temperature = 200°C 
Growth method = ALIE 
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point of a 2.51-!m layer of GaAs grown on GaAs (sample 736). 
Growth temperature = 600°C 
Growth method = ALE 



crystalline quality. Tne aim in the growth of LT-GaAs layers is to deposit material 

with a similar high degree of lattice perfection, while tailoring specific, desired 

insulating electrical properties. 

The data gathered for the LT-GaAs samples shows, in general, that the crystalline 

quality increases as the growth temperature is raised. A guide on the relative 

perfection of the various L T -GaAs samples can be obtained by comparing their 

diffraction peak widths with those expected from a "good" (i.e., high quality) 

conventional GaAs specimen. By defming the "good" GaAs sample to have widths 

of approximately 7" (transverse) and 8" (longitudinal), Table 7.4 shows that ALE 

samples grown at temperature as low as 300°C have very nan·ow peak widths 

(sample 732, fig.7.10 f), indicating high crystalline perfection. In the case of MBE, 

growth at an equivalent temperature (sample 709, fig.7.10 b), gives peak widths 

significantly larger, although the diffuse scatter at very low intensity levels extends 

slightly further in reciprocal space for the 300°C, ALE grown sample. This suggests 

that although the dislocation density (and hence extent of sub grain tilt) is less for 

the ALE sample, a significant level of point defects still exists within sample 709. 

As the growth temperature for the ALE samples is increased above 300°C, the 

diffraction peaks become very narrow, approaching the width of an "ideal" piece of 

GaAs. Interestingly, an appreciable amount of diffuse scatter, away from the main 

Bragg peak, is still observed, with the diffuse scatter from sample 730 (growth 

temp. 450°C) exhibiting asymmetry, corresponding to point defects of an interstitial 

nature. 

The samples grown by MBE (709 and 710) have much broader diffraction peaks 

although they display slightly less diffuse scatter away from the main peak. 

Specimens 711 and 712 correspond to annealed samples of 710 and 709, 

respectively. Taking the samples grown at 200°C first (710 and 711), it can be seen 

that the effect of annealing is to relax the layer material, with one broad diffraction 

peak being recorded. The diffuse scatter from the annealed sample (711) extends 

over a large region of reciprocal space, indicating a high point defect concentration. 

For the layer deposited by MBE at 300°C (sample 709), the effect of annealing is to 

again introduce considerable point defect scattering, although, in this case, the 

extent of lattice tilting (as represented by the transverse FWHM) reduces 

considerably to only 9". This small transverse width indicates a large reduction in 
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the mosaicit'; of the LT Gal\s layer, which may be atuibuted to the interaction, and 

subsequent annihilation, of dislocations, which are highly mobile at elevated 

temperatures. The influence of annealine has previously been reported as causing 

the excess As to form small precipitates, which may explain the wide dlistribution of 

diffuse scatter in reciprocal space44• 

The data in Table 7.4 also shows that the layers grown by ALJE have narrower tilt 

and lattice dilation distributions, and are generally of a higher crystalline quality than 

layers grown at corresponding temperatures by MBE. Kn particular, all specimens 

grown by MBJE display some variation of lattice parameter, in excess of that which 

would be expected from a "good" quality sample. This contrasts with the samples 

grown by ALE which exhibit excellent compositional unifonnhy (i.e., a narrow 

lattice dilation distribution). 

Double crystal topography studies of direct alloy growth (DAG) MMT layers show 

that the layers are highly mosaic, with a typical grain size of (130 ± 5) fl.m, with little 

internal strain within each sub-grain. This conclusion is supported by triple crystal 

diffraction analysis of the MMT layers which shows that the principal contribution 

to the layer rocking curve width arises from the tilt (i.e., mosaicity) of the layer sub­

grains. Topographic studies of MMT grown by the interdiffused multilayer process 

(IMP) show that this sample does not exhibit a mosaic structure, and although 

heavily dislocated, the IMP sample is essentially single crystal, with the complete 

sample surface being imaged in the topograph. 

Triple crystal diffraction studies of CdTe and Cd0.96Zn0.04 Te substrates show the 

Cdo.96Zno.04 Te substrate to be of higher quality with larger tilt distributions 

observed in the CdTe sample. Subsequent layers of CMT grown on these two types 

of substrate reveal that: 

i.) The dislocation density (and tilt distribution) of the CMT layer increases as 

the layer thickness decreases. 

ii.) The main contribution to the rocking curve width arises from the lattice 

tilts within the sample. The values for the longitudinal scan width for all of 
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ilie CM'f samples examined are smali, indicating a high degree of 

compositional homogeneity (narrow lattice dilation distribution). 

iii.) The layers erown on Cd0.96Zno.04 'fe substrates are generally of a higher 

quality, as attested by the triple crystal diffraction peak widths, than those 

grown on Cd1re substrates. This is due to the higher initial quality of the 

Cdo.96Zn0.04 'fe substrates and the smaller mismatch ("" 0.3 %) of the 

Cdo.96Zno.04 Te/CMT system, compared to the CdTe/CMT system 

(mismatch ,3 % ). 

These findings are contrary to those reported in the literature which claim that the 

substrate dislocation density is shadowed by the layer, although studies by other 

groups relate to substrates with higher initial threading dislocation densities. These 

conflicting findings can be explained if it is assumed that a threshold dislocation 

exists above which the residual lattice strain is entirely relieved by threading 

dislocations. Below this critical value, dislocations are nucleated by some other 

multiplying process (i.e., the half loop mechanism), resulting in a larger dislocation 

density being observed in the layer compared to the substrate. 

Triple crystal XRD has also been used to assess the crystalline quality of low 

temperature grown, epitaxial GaAs layers (LT-GaAs). Diffraction measurements of 

a series of layers, fabricated with different growth temperatures, show that the tilt 

and lattice dilation distributions increase as the layer growth temperature is 

decreased. For layers grown at temperatures of 200°C, separate diffraction peaks 

are obtained from the layer and substrate material. These separate peaks are 

believed to arise from the non-stoichiometric deposition of GaAs at low 

temperatures, with an excess As concentration being incorporated into such layers. 

The excess As leads to a slightly higher lattice parameter for the L T -GaAs layer, 

resulting in a diffraction peak with a correspondingly lower Bragg angle (and hence 

smaller scattering vector). Mismatch values for layers grown at this low 

temperature were calculated to be 761 ppm (MBE) and 486 ppm (ALE). As the 

growth temperatures is increased, the layer diffraction peak "moves" closer to that 

of the relatively perfect substrate until, eventually, a single, narrow diffraction peak 

is obtained, indicating good epitaxial growth (and low defect concentration) at high 

growth temperatures. 
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Annealing of the 200°C lVIBE grown Ga.As layers for 15 rrJnutes at 600°C (with fu1 

As overpressure) leads to an improvement of the crystalline quality as indicated by 

the transverse and longitudinal FWJHM. The triple crystal diffraction data from tlhe 

annealed sample 711 (2/l.m thick, MBE grown at 200°C) shows that only one 

diffraction peak is obtained, although a significant defect concentration is still 

apparent as indicated by the relatively large spread of diffuse scatter in reciprocal 

space. For MBE grown samples deposited at a slighter higher temperature of 300° 

C, annealing under the same conditions results in a significant reduction in the 

diffuse scauer, mainly due to a large decrease in the diffraction peak transverse 

width (the longitudinal width remains essentially unchanged). This may be due to 

the annihilation of misfit dislocations, nucleated during low temperature growth of 

mismatched material, upon them1al treatment, leading to a lower dislocation density 

(and hence less mosaic tilting) with a large reduction in the measured lattice tilt 

distribution. 

Comparison of the data obtained from samples grown by two different deposition 

techniques indicates that slightly higher quality samples were deposited by the 

Atomic Layer Epitaxy technique as opposed to those deposited from MBE. In 

particular, LT-GaAs layers fabricated using ALE, with growth temperatures of as 

small as 300°C, exhibit narrow lattice dilation and tilt distributions, with small 

amounts of diffuse scatter. At equivalent growth temperatures a larger lattice 

parameter distribution is observed in MBE grown samples. The ALE technique 

appears to be an extremely attractive method for the deposition of high crystalline 

quality LT-GaAs, and represents a promising route for the fabrication of high 

crystalline quality layers which will exhibit the required insulating electrical 

properties. 
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The previous chapters have demonstrated that the coherent and diffuse scatter 

from high resolution diffraction experiments contains, in principle, extensive 

structural information. However, application of diffraction techniques is 

dependent upon a relatively perfect crystal structure in order to obtain an intense 

Bragg diffracted beam. When the sample is of poor crystalline quality, or even 

amorphous, alternative characterisation methods must be employed. As stated in 

Chapter IV, one technique which is not reliant on some degree of structural order 

within the sample is Grazing Incidence X-Ray Reflectometry (GIXR). The GIXR 

technique is particularly suited to the analysis of thin films and can be used to 

probe the abruptness of layer surfaces and interfaces. The method has recently 

gained increased popularity due not only to the increasing number of synchrotron 

radiation sources but also the availability of a dedicated commercial instrument for 

routine use within the laboratory 1. Characterisation by GIXR displays many 

parallels to analysis using diffraction in that the maximum information is extracted 

by matching simulated to experimental profiles and, while collection of the 

specular radiation is the common mode of operation, the information present in the 

diffuse scatter is currently attracting increasing interest 

The small penetration depth associated with the GIXR technique is particularly 

suited to the study of samples for which near surface information is required. 

Rabedeau2 et al. have used GIXR to study thin native oxide films of thickness less 

than 1 nm on Si (001) surfaces while' KroP et al have analysed the growth of 

InxGa1_xAs epitaxial layers on GaAs and InP substrates, concluding that the main 

factors which control the interfacial roughness are the quality of substrate and/or 

growth conditions rather than strain or lattice mismatch. GIXR has also been 

applied to multilayer systems, an example being the work of Akhsakhalyan4 et al 

who have investigated the diffusion of carbon atoms upon annealing of metal­

carbon multilayers. The application of the reflectivity technique has not been 

limited to examination of solids only. Sanya15 et al. have examined the liquid-
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vapour interface of cl:hanol at IGOil1 tcmperai:ure to r:neasme the root mean S~ll.,Jare 

flucwation of the !,~quid sur''ace and Braslat-:6 et a1 have studied the l.iquid-vapom· 

i~terface for water, ccrrbor, tetrachloride and methano~, Jjnkinr; t.hf: o0served 

smface rot.tr;hr~ess r:o the effects of therrnal.ly induced capillary waves and t~e 

dimensions of the constii:uent molecules. Other appli.cati.ons for the GKXR 

~echnique have been found m the study of adsorbed monolayers, surfactants, 

wetting films, Langmuir Blodgett films, film growth morpho!ogy, adhesion and 

surface phase transitions amongst many others. 

One of the principle features of the GIXR techni4uc is its ability to measure 

accurately the thickness of very thin, near surface layers. The presence of thin 

layers in a sample structure leads to interference or Kiessig7 fringes at angles just 

greater than the critical angle in the reflected profile. In a similar vv'ay to the use of 

ihickness fringe spacing in diffraction profiles, these measured periods can be used 

to deduce directly the layer thickness. The relation connecting the observed fringe 

period, ~<j>, with associated layer thickness, tL, is given by equation (8.1 ), and is 

deduced by considering the conditions necessary for constructive interference of x­

rays from different interfaces. Essentially it is equivalent to Braggs law with the 

interplanar spacing replaced by the layer thickness. 

~<!>= A 
2t L COS \lf 

(8.1) 

Here, A is the x-ray wavelength and 'JI the incidence angle. Since the x-rays are 

incident at grazing angles the value of (cos\jl) is approximated to unity. 

The visibility of Kiessig fringes is determined by the difference in electron density 

in going across an interface from one material to another. For single layers of high 

density grown on substrates with significantly lower densities, highly visible 

Kiessig fringes are obtained. This is demonstrated in fig.8.1, which shows the 

specular GIXR profile from a thin layer of Si3N4 grown on a Si substrate. 

Substitution of the fringe period, as measured by hand, into equation (8.1) yields a 

film thickness of (565 ± 20) nm. The reverse situation is demonstrated in fig.8.2, 

which shows the GIXR profile from an InP based HEMT structure comprising of 
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Figure 8.2: Specular GIXR profile of a GaAs HEMT structure (1 point= 10"). 
Note the low contrast of the interference fringes. 



two layers (InxGal-xAs and Alxinl-xAs) with a thin KnxGal-xAs cap. vv'hile a long 

range oscillation is observed in the GIXR data (which derives from the thin 

capping layer thickness), the Kiessip; fringes from the total stack thickness, 

superimposed upon the long range modulation, have low contrast and are only 

visible at around 2000" (i.e. 200 points). This is due to the difference in electron 

density between each of these separate layers being small and hence the magnitude 

of interfering waves from internal interfaces being weak (in the limiting case of the 

layers having exactly the same electron density, then no interference of reflected 

waves would occur, as the x-ray beam would effectively not "see" the interface). 

Thus Kiessig fringes of much smaller amplitude are obtained from this system. 

While these are still useful for the measurement of layer tl1icknesses, greater 

experimental cP.re and longer scan times are needed if the fringes are to be clearly 

observed in systems with near matched electron densities. 

If high precision measurements of layer thickness are not required then 

measurement of the fringe period by hand is adequate. Layer thicknesses may then 

be determined with an accuracy dependent upon how precisely fringe spacing can 

be measured. Kt should be noted, however, that the period of Kiessig fringes is not 

constant over the entire reflectivity profile, a contraction in the fringe period 

occurring at low angles. This is a refractive index effect and arises from the 

deviation of the x-ray wavefront on crossing an interface. If Fourier transform 

techniques are to be applied, then account of this variation of period with angle 

must be taken or erroneous results may be obtained8• Only beyond twice the 

critical angle does the observed fringe spacing become (relatively) constant, and 

manual measurement of the fringe period beyond this point leads to an 

approximate layer thickness value. For multiple layer systems, or cases where 

accurate thickness determination is needed, a simulation program is used to model 

the reflected intensity. By comparing experimental and simulated profiles, the 

thickness of single layers can often be measured to the monolayer level, though the 

quality of data in individual circumstances is obviously critical. For the simulation 

work carried out in this thesis the Bede Scientific REFS program is used, whose 

performance has been discussed elsewhere9. This program employs the Parratt 

formalism of the Fresnel equations, as discussed in Chapter II, to calculate the 

theoretical reflected intensity. The package also includes the effects of surface 

roughness on the reflected profile. Thus in addition to accurate determination of 

layer thicknesses the abruptness of layer interfaces may also be obtained. 
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Real surfaces are not ideally flat and the scattering of x-rays from rough interfaces 

has been developed by several authors 10• 11 • 12• 13 • 'faking the z-axis as 

perpendicular to the interface (i.e. in the growth direction), then the rough 

interface is represented by an ensemble of flat surfaces whose positions are 

characterised by a distribution ro(z) about an average value zo, as shown in 

fig.8.3(a). If we assume this distribution to be Gaussian, with standard deviation 0" 

then it can be shown14 that the specular reflectivity is reduced by an exponential 

damping factor (equation 8.2). 

(8.2) 

Here, Rp is the Fresnel reflectivity and \jf the incidence angle. For this model, it 

can be seen that the more grazing the incidence angle then the smaller the effect of 

roughness on the specular profile. However, it should be noted that this treatment 

does not consider diffuse scattering as the set of flat surfaces representing the 

rough interface all reflect the beam in the same direction. The model leading to the 

derivation of equation(8.2) may be visualised in another manner. The rough 

surface can be replaced by an interface in which the density, p, increases gradually, 

from an initial value, to the bulk density in such a way that the change in density 

(i.e. op/oz) has a Gaussian form (fig.8.3(b)). 

Since roughness has a damping effect upon the specular reflectivity, then by 

measuring the deviation from the "ideal" GIXR reflection profile the roughness 

may be measured quantitatively. Further, it has been demonstrated that the effects 

of roughness at buried interfaces and top surfaces have distinctive effects upon the 

reflectivity profile, which may, in principle, be distinguished15. Top surface 

roughness results in an increase in the fall off of the reflected signal with angle, 

whereas buried interface roughness leads only to a damping of the amplitude of the 

Kiessig fringes. Hence, in order to fit a simulation to an experimental data set, a 

typical strategy is to first determine layer thicknesses from Kiessig fringe periods 

and then, by matching to the overall intensity fall off and magnitude of fringe 

peaks/troughs, top surface and interface roughnesses may be determined. 
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This is demonstrated in fig.8.4 which shows the GIXR profile of a single layer of 

the alloy Ni-lFe (permalloy) grown on Si by MBE at York University by 

Dr.S.Thompson. Shown as a dashed line on fig.8.4 is the best fit simulation, with 

model parameters of 17.2 nm for the layer thickness and 0.8 nm of roughness at 

ahe top and buried interface. lin this case, the data is of a very high quality and the 

layer thicknesses and interface roughnesses may be determined with an accuracy of 

± 0.2 nm. The precision with which structural parameters may be determined 

depends upon the small changes in the reflectivity profile which can be detected by 

eye. The quoted errors are those outside of which a detectable worsening of the 

overall fit to the experimental data occurs. Spirld 16 has made the process of fitting 

simulated curves to real data less subjective by devising a computational method 

for automatic parameter fitting to GIXR data. Based on a least squares approach 

to minimise the difference between the two curves, the initial starting parameters 

are constantly changed until the global minimum in the least squares deviation is 

obtained. In this way (depending upon the layer thickness and data quality) length 

parameters such as thickness and roughness can be determined automatically to a 

precision of ± 0.1 nm, though only in special cases is it possible to detem1ine 

material constants such as compositional fractions or densities. 

The above examples demonstrate the power of the GIXR technique, in conjunction 

with a simulation program, of accurately characterising relatively complicated 

structures. Parameters such as layer thicknesses and interface roughnesses can be 

obtained with high accuracy. Since many of the new generation of electronic 

devices require the growth of epitaxial layers in the nanometre regime it is thus of 

obvious benefit to have a characterisation technique sensitive to such small length 

scales. By combining GIXR with a method of accurately measuring material 

composition, such as double crystal diffractometry (or grazing incidence 

fluorescence 17), then complete characterisation of complicated san1ple structures 

can be achieved. This combination of x-ray characterisation techniques is 

particularly useful in circumstances where the sample material is initially of high 

crystalline quality but is then severely degraded by subsequent sample processing. 

Such a situation exists in the superlattice system of Si \ SixGel-x. The SixGel-x 

alloy is finding increasing use in electronic devices because of its excellent 
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electrical properties11l,t9. A great flexibility in the design and fabrication of many 

types of high performance electronic devices is obtained by using heterostructure 

or superlattice materials. Properties that cannot be achieved in bulk materials are 

provided by quantum size effects or by the artificial modulation of superlattice 

structures:w. However, prior to its integration into existing silicon technologies the 

properties of the Si \ SixGe1_" system, before and after them1al annealine need to 

be understood. One of the features of the SixGe1_x alloy, especially where the Ge 

content is high, is that the lattice mismatch results in the production of misfit 

dislocations. As the dislocation density increases with Ge content, double crystal 

diffraction curves suffer severe degradation for large mismatched systems. As the 

GIXR technique is sensitive only to changes in electron density this method 

maintains its sensitivity as the crystalline qualily uf the alloy decreases. In the 

work presented in the following section, conducted in collaboration with workers 

at Warwick University, the GIXR technique is used to measure changes in the Si \ 

SixGe1_x multilayer stmcture induced by thermal processing, after the initial 

stmctural parameters have been determined from a combination of GIXR and 

double crystal diffraction techniques. 

The Si1_xGex samples studied were grown on Si substrates by MBE in a VG 

Semicon chamber at Warwick University by A. Powell. The substrate temperature 

during deposition was 550°C and the matrix flux deposition rate around 0.1 nm s-

1. The structures consisted of a five period superlattice with (nominally) 24 nm of 

Si and 8 nm of Si1_xGex, capped with 10 nm of Si, as shown in Table 8.1. Five 

similar structures were grown with (nominal) Si1_xGex layer compositions of 

x=O.l, 0.2, 0.3, 0.4 and 0.5. 

Composition values and layer thicknesses were determined using double crystal 

diffraction (DCD) techniques on a Bede 150 diffractometer with CuKa1 radiation. 

The angular dispersive x-ray reflectivity measurements were carried out using a 

Bede GXRl reflectometer with, again, CuKa1 radiation. Results from these two 

types of experiments were modelled with the Bede RADS and REFS simulation 

programs. 
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Table 8.1 : Nominal sample structure of pre-annealed §i \ §ixGe1_x superlattices. 

Table 8.2 shows the Ge composition as deduced by DCD and the superlattice 

period, as obtained from both techniques, for the five samples. The main period 

observable in· the diffraction and GXXR profiles arises from the superlattice period, 

i.e., the thickness of the repeat unit consisting of one Si layer and one SixGe1_x 

layer. 

-

lDloll.lllblle Crys~~ll lDlnffr~dnorrn GJIXJR 

§2!mjplle §nl.'J!Geu §ll.lljpeJrll21Uke §ll.IIJPtetrll21Wce 

Comrnposi~nmn (±1DJ~05) !Pernodl (± 0.3 llllm) !Pernmll (± 0.3 rrnm) 

2ljp]3]2 0.100 30.8 30.8 

2l!PBli«Ji 0.206 33.1 32.8 

2ljpli3]4l 0.325 32.2 31.9 

2ljpll3]§ 0.432 33.3 33.4 

2l]p ll3Il3 0.57 ± 0.05 - 32.3 
-- -

Table 8.2 : Measured composition and superlattice period of pre-annealed samples. 

DCD Data: 

The first thing to note from Table 8.1 is the excellent agreement obtained for the 

superlattice period as measured by both techniques. Double crystal rocking curves 

for the samples ap1314 (32.5% Ge) and apl313 (57% Ge) are shown in fig. 

8.5(a,b). Here, the rocking curve for ap1314 exhibits excellent peak and fringe 

structure, from which the superlattice period may be determined. However, in the 

case of ap 1313 the high lattice mismatch has resulted in the relaxation of the 
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Figure 8.5(a): DCD rocking curve of sample apl314 (before annealing). 
Ge content = (32.5±0.5)%. 
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Figure 8.5(b): DCD rocking curve of sample ap 1313 (before annealing). 
Ge content= (57±5)%. 



superlatticc structure via the nucleation of misfit dislocations. No fringe siructure 

is visible and it is not possible from this data to determine the superlaunce period. 

Even though the individual superlattice peaks have broadened beyo:nd recognition, 

recording of a second, asymmetric reflection, allows the compositnon w be 

deduced from their average position . 

.GIXRPala: 

The recorded GKXR data for each sample is shown in fig.8.6(a-e) toge~her with its 

best fit simulation. Included in the simulation models is a 2.5 nm silicon oxide 

layer, present in order to model the effects of the thermal oxide growing on top of 

the sample since it was removed from the high vacuum b1owth charnber21 • The 

large low order Bragg peaks arise from the superlattice period whereas the small 

interference (Kiessig) fringes, visible between the Bragg peaks, are related to the 

thickness of the total layer stack. For incidence angles above the critical angle, 

\jl c, the reflected specular intensity falls off as the inverse fourth power of the 

scattering vector. Hence, by subtracting the constant detector background and 

multiplying the reflected intensity by a factor of \jl 4
, the top surface roughness can 

be determined from consideration of the gradient. This form of data manipulation 

is illustrated in fig.8.7, which shows the transformed data for samples ap1314 and 

ap 1313. Having measured the superlattice period, the effects of the modulating 

envelope are examined in order to pull out the individual layer thicknesses. The 

relative ratio of the Si and SixGe1_x thicknesses affects markedly the mark/space 

ratio of the Bragg peaks. The two thicknesses are adjusted to give broad 

agreement to the observed relative peak heights. Consideration is then given to 

fine tuning the shape of the modulation envelope by introducing surface and 

interface roughening into the model. Interface roughness can be assigned to either 

of the two types of interface within the sample, the Si interface on which is grown 

SixGel-x (labelled as Si~SixGe1 _x) or the SixGe1_x interface onto which Si is 

deposited (denoted hereafter by SixGe 1 _x~Si). It should be noted that roughness 

at both the Si~SixGe 1 _x and SixGe1-x~Si interfaces is required to reduce the 

fringe amplitude as only one of the interface types needs to be sharp in order to 

define the superlattice period. A larger roughness at one of the two types of 

interface (Si~SixGel-x or SixGe1 _x~Si) alters the effect of the modulation 

envelope and a detectable change in the relative peak intensities occurs. Careful 

modelling is thus able to determine two separate values for interface roughness. 
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Figure 8.7(b) : Specular GIXR data for sample ap 1313. The reflected intensity has been 
multiplied by a factor of-uv4 (after subtraction of the constant detector background). 
The upper trace is the experimental data and the lower trace is the best fit simulation. 



The individual layer thicknesses and interface roughnesses used to obtain the best 

fit simulations are shown in Table 8.3. 

----=------:_-_::::-:::~- -_ 

c=§fi)
1
Ge 11 .. ~ ~§a I §fi lL21yerr §rr)!rGe~ o}f §5->§u)iGeJl .. )l 

§2lmm!Jlllle 1l'llun~lklllle§§ IL21ye~r IP?.Illlungllullll<e§§ IP?.IO>un~llulllle§§ 

(IrJIITiil) 'IT'uun~Clklllle§§ (!l111lllll) (ll1lmm) 

(m1l1l) 
~---~-- --

2lf!Jlll3U 23.5 ± 0.3 7.3 ±0.3 0.5 ± 0.3 0.5 ±0.3 

2l~ll3ll!5 24.8 ± 0.3 8.0 :t 0.3 0.5 ±0.3 0.5 ±0.3 --

2lf!Jl]J]4) 23.8 ± 0.2 8.1 ± 0.2 0.5 ±0.2 0.7 ± 0.3 
~--1-- ------~--

2lf!Jlli3ll5 24.6±0.2 8.8 ±0.2 0.5 ±0.2 1.0 ± 0.3 

21JPlTI3B 22.9±0.21 9.4 ± 0.2 I 0.5 ±0.2 L __ 1.0 ± 0.3 
~= 

Table 8.3 : Sample parameters of pre-annealed Si I SixGe1_x samples, as 

determined from GIXR. 

Not included in the above table is the value for top surface roughness, which was 

found to be (0.5 ± 0.2) nm for each sample. Table 8.3 shows that as the Ge 

concentration in the SixGe1_x layer is increased there is a corresponding increase in 

the roughness of one of the two types of interface. It is not possible using the x­

ray reflectivity technique to say which of the two interfaces is the rougher but the 

quality of the top surface suggests that the Si provides the smoother interface. 

This conclusion has been confirmed by TEM analysis, carried out by P.D Augustus 

of GEC-Marconi Materials Technology Ltd., which shows the SixGe1 _x~Si 

interface to possess a regular long range thickness variation. This type of 

sinusoidal thickness variation has been reported in other superlattice systems22• 

TEM micrographs demonstrating this effect are shown in fig.8.8(a,b). The 

SixGe1-x~Si interface, at the top of the darker SixGe1_x layers, has a long range 

r.m.s roughness of (1.0 ± 0.3) nm with period around 70 nm. The Si~SixGe1 _x 

interfaces in the micrograph appear to be smooth as compared to a roughness 

value of (0.5 ± 0.2) nm from the reflectivity results. This may be accounted for by 

assuming either a short range roughness too small to be observable by TEM or a 

slight grading of the Si~SixGe 1 _x interface (some compositional intermixing of Si 

and Ge has been reported for temperatures as low as 450°C)23. The specular 

GIXR technique cannot distinguish between genuine random roughness and 
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Figure 8.8(a): TEM of preannealed ap 1315 sample. Courtesy of 
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Figure 8.8(b) : TEM of preannealed ap 1313 sample. Courtesy of 
P. D.Augustus. 



interdiffusion. It seems reasonable to assume this short term roughness or grading 

must also be present at the SixGe1.J(-?Si interface, superimposed upon ~he long 

range thi.ckness variation. Reflectivity measures the total roughness which can be 

considered as the root mean square of both the long all1d short term rouehnesses 

present6• This suggests that for apl3l3 (Ge content of 57%), the SixGe1 .. x---tSi 

interface has a short range roughness of (0.5 ± 0.2) nm and a long rall1ge roughness 

of (0.9 ± 0.3) nm. The lone ranee roughness will continue to affect the peak 

intensities until the wavelength of the roughness exceeds the coherence area of the 

x-ray probe (typically lJ.!m)24. 

After carrying out the diffraction and reflectivity experiments a piece of each 

superlattice wafer was annealed under nitrogen at 850°C for one hour. These 

samples were then studied again to determine the effects of thermal processing. 

The increase in defect density, induced by annealing, is demonstrated by the 

symmetric (004) DCD rocking curves of samples ap1316, ap1314 and ap1315, 

shown in fig.8.9(a,b,c). For sample ap1315, where the Ge content in the pre­

annealed sample was over 43%, heat treatment has resulted in severe degradation 

of the superlattice peaks, indicative of the onset of sample relaxation. 

The reflectivity curves obtained after annealing, fig.8.10(a-e), show a marked 

change from the pre-annealed data, which is attributed to the onset of diffusion of 

Si and Ge atoms into and out of the SixGe1_x layer. Note, however, that no loss in 

sensitivity is suffered by the reflectivity technique even when the stmctures are 

highly dislocated, as is often the case when Si\SixGe1.x superlattices are 

annealed25• The GIXR profiles still contain a wealth of structural information. 

The main fringe period gives a superlattice period identical to the pre-annealed 

data. This is not surprising, as since the total stack thickness and number of 

constituent layers will not have changed, then there can be no change in 

superlattice period. However, the relative positions of the lowest intensity Bragg 

peaks has changed and a different mark/space ratio (i.e. the ratio of the Si layer 

thickness to the Si1_xGex layer thickness) will be needed to fit the experimental 

profile. The effect of interdiffusion can be modelled in the simulation profile by 

inclusion of thin linearly graded layers either side of the Si1_xGex layer. Linear 

grading is a reasonable approximation at this annealing temperature as the amount 
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Figure 8.10(b): GlXR profile of annealed apl316 sample. 
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of diffusion is expected to be small. Schaffler26 et al, who used SIMS to study 

diffusion in Si\SixGe1_x hetemstructures, employed an annealing time of 1000 

seconds and found significam diffusion only became visible at 950°C, a!: which 

point the superlattice becomes a homogeneously doped SixGe1_x alloy27• 

Inspection of fig.8.10 shows that the effect of the modulation envelope upon the 

annealed data is more pronounced, implying that both layer thicknesses are well 

defined. Si atoms have a higher mobility than the heavier Ge atoms28 and it is 

expected that as the sample is heated then Si rushes into and out of the SixGe1_x 

layer. This is accompanied by a small amount of Ge diffusion out of the SixGe1_x 

layer with the net result that the effective interfaces containing the SixGe1_x are 

pushed outwards. Hence, to model the annealed data increased values for the 

SixGe1_x layer thicknesses (and a thinner Si layer size) are needed. The effect of 

diffusion upon the GIXR profile will be particularly significant for high Ge content 

samples, the relative difference in electron density between the Si and SixGe1_x 

layers being large in these cases. To match the experimental GIXR profiles for 

samples ap1315 and ap1313, linearly graded layers of (2.4±0.3) nm, either side of 

the Si1_xGex layer, are necessary. In effect, the simulation model stmcture now 

contains a superlattice period with four layers, as detailed in Table 8.4. 

§fiCaJlll Mll llllmrn 

{ %Ge : I!Jl~(]_o~) §fi"Ge1_%: L:Alllllmrn 

§%. §fi)!Ge].J! ~Ullmrn 

%Ge : (]_o~)~I!Jl §llxGel-x ZAlllllmrn 

Table 8.4 : Sample structure used to simulate GIXR profiles of annealed 

Si\Si 1-xGex superlattices. 

As the Ge atoms are now spread over a larger volume a corresponding adjustment 

to the Ge fraction in the Si1_xGex layer must be made. Simulated plots, 

incorporating the parameters in Table 8.5, for the two high Ge content samples are 
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shown ii1 fig.8.11. The good fit provided by assuming linearly graded layers is 

further confim1ed by simulation of the double crystal diffraction data in fig.8.12, 

which shows the double crysta! rocking curve from the annealed ap 1316 specimen. 

This sample (%Ge'-20.6 in l:he pre-annealed state) has not relaxed (unlike ap 1313 ), 

and superlattice peak structure is still present in the rocking curve of the annealed 

structure. An excellent fit to the diffraction data is obtained by assuming the same 

parameters as in the best fit to the GIXR data ('fable 8.5). 

r=---- -~- ~~~~~- ~~- ~~----- -

§il IL21yerr §n1!Ge],jf §fi---t§n>rGeli·>r §n>rGeli·>r ---t§ll 

§2!mJPllle 1rlhlklkrrne§§ IL21yer lRoMglhlrrne§§ !Rmnglhlnlle§§ 

(rrnm) 1rlhln<elkrrne§§ (llllm) (rrnm) 

(rrnm) 
~- ~-

_2!jlllllJ1lJ 16.6 ± 0.3 10.8 ± 0.3 0.5 ±0.2 0.5 ±0.2 

21 jplllJ 1l § 18.9 ± 0.3 9.7 ±0.3 0.5 ±0.2 0.5 ±0.2 
- =~ --

Table 8.5 : Sample parameters for annealed Si /SixGe1_x superlattices 

as determined by GIXR. 

As atoms diffuse in and out of the SixGe1_x layer the long range roughness of the 

SixGe1_x---tSi interface will be "washed" out, leaving behind only the short term 

roughness or grading to affect the reflectivity profile. This is borne out by 

simulation where use of a (0.5±0.2) nm roughness at both interfaces provides the 

best fit to the experimental data. Any attempt to assign one of the interfaces with 

a larger roughness results in a detectable difference between the simulated and 

experimental plots, supporting the conclusion that the long range, periodic 

thickness variation has been masked by diffusion effects. 

The above example demonstrates well one of the chief advantages of the GIXR 

technique - the ability to probe interface morphology at the sub-nanometre level, a 

capability which is further utilised in the following section. 

Perhaps one of the most striking effects that interface roughness has on a systems 

properties occurs in the case of magnetic multilayers. The performance of these 

139 



~~""il 
-
2 -----~~----c·-----,-~~~-....--~~~lo 

!l.OI 

lglj = 

(a)ap1315 

~-~=-~ ......... ~~--.---,---,.---.---.,.--__, • = "'ijiO 

~ ~ ~ ~ = ~ ~ ~ ~ ~ 

(b) ap 1313 

Figure 8.11 : Specular GIXR profiles of the two annealed high Ge content Si l-xGex 
samples. The best fit simulations, incorporating the parameters in Table 8.4 are 
displayed as the lower curves in each plot. 



Si cap 9nm 

SiGe linear grade 20.6 · 0% 2.5nm 

SiGc 20.6% 6nm I 5 rcpea<s 

SiGc line or !;<>de 0 · ::>o 6o/c 2.5nm 

Si 21.~nm 

Si subs<ro<c 

-2000 -1500 -1000 0 
sec, Axia 2 

500 1000 

Figure 8.12: (004) DCD Rocking Curve of the annealed ap1316 sample. The best fit 
simulation, incorporating the parameters shown inset, is the lower curve. 



devices, discussed in Chapter 1, utilises the occunen.ce of the Giant Mae;neto 

Resistance (GMJR) effect in the fabrication of high density magnetic :recording 

media. To recap, Par!:dn29 has catalogued tbe occurrence of osci.llatory indrrcct 

magnetic exchange coupling in a large number of systems, concluding that this is a 

general phenomenon. 1l'he sign of the exchange coupling in a magnetic multilayer 

system is found to oscillate with variation in the non-magnetic spacer layer 

thickness, a maximum magnetoresistance being found for layer spacings 

corresponding to antifenomagnetic coupling. There is growing evidence that the 

magnitude of the GMR in these multilayers is sensitive w the roughness of the 

interfaces of the component layers30• This effect appears to be independent of the 

antiferromagnetic exchange coupling which governs the non-magnetic spacer-layer 

thickness at which GMR is obscrved·31 • Vv'hether interlace roughness increases or 

decreases the GMR is still a matter of contention. Research by Fullerton30 et al. 

concluded that the GMR is larger when the low angle peaks in x-ray diffraction 

become broader and less intense, implying that the magnetoresistance is enhanced 

by the presence of interface roughness. This finding is at odds with work carried 

out by Takanashi32 et al. who report, also from x-ray diffraction analysis, that the 

magnetoresistance increases with decreasing interface roughness. In attempting to 

explain the discrepancy between their result and that of fullerton et al., Tak:anashi 

points out that it is unreasonable to estimate the degree of interlace roughness 

exclusively from low angle x-ray diffraction analysis, as peak broadening is 

determined mainly by the irregularity of the multilayer period, rather than interface 

roughness due to lattice uncertainty and compositional mixing. For multilayers 

grown using different methods large variations in the GMR have been discovered. 

In Co-Cu multilayers grown by magnetic sputtering a room temperature 

magnetoresistance of 65% has been reported31 . Similar films grown by MBE show 

a magnetoresistance maximum at the san1e value of non-magnetic layer (Cu) 

thickness, but the room temperature magnetoresistance is only a few percent. As 

the interface morphology, which is strongly influenced by the growth technique 

used, is thought to affect the GMR then characterisation of the multilayer 

interfaces by GIXR would thus be of obvious benefit. 

The purpose of the following work is to investigate the interfacial structure of a 

variety of magnetic multilayers. Of particular interest is the analysis of samples 

fabricated using different growth methods and whether or not the interfacial 

roughness possesses distinctive features (which will affect the magnetic 
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properties). Demonstration GIXR experiments have been performed on three 

magnetic multilayer structures, the Au/Co, Ni/C and Fe/Cr systems. Initially, 

G1lXR specuiar scans were recorded in order to gauge the quality of infonnation 

available fro1:1 magnetic multilayers and these resuli:s are presented ~low, 

The Au/Co samples studied were grown by MBE at the University of Leeds by Dr. 

M.Walker. The specular GIXR scan, recorded on the Bede GXR.l, for a Au/Co 

multilayer is shown in fig.8.13(a). The reflectivity profile shows several low order 

Bragg peaks with Kiessig fringes clearly visible between peaks. One feature of the 

Au/Co (and Ni/C) system is the large difference in electron density between the 

magnetic and non-magnetic components, resulting in high contrast Kiessig fringes. 

The quality of the top surface of this MBE grown sample is demonstrated in fig. 

8.13(b), which shows the product of the measured intensity (minus detector 

background) and fourth power of the scattering angle plotted against incidence 

angle. Out to an incidence angle of almost four degrees (a scattering angle of eight 

degrees) the data remains ;llmost parallel to the abscissa, indicating an extremely 

flat top surface of the film. The GIXR scan for a second Au-Co multilayer is 

displayed in fig.8.14(a). This sample consists of an eight period superlattice of 

alternate Au and Co layers, grown on a (011) oriented GaAs substrate, with aGe 

buffer layer and thin Au layer between the superlattice and substrate. 

Measurement of the positions of the observed Bragg peaks determines the 

superlattice period while the total stack thickness is obtained from the Kiessig 

fringe spacing. The Bragg and Kiessig fringe positions are satisfactorily modelled 

by the use of the parameters in Table 8.6. The simulated profile, incorporating 

these parameters, is shown in fig.8.14(b). While the angular positions of peaks in 

the simulated profile correspond well to those in the experimental data, the 

amplitude of the Kiessig fringes, in particular, is significantly greater in the 

simulated case, where perfectly flat, abrupt interfaces are presumed. In order to 

model the size of interference fringes observed in the experimental case, a 

roughness of 0.7 nm is required at each of the Au and Co interfaces and a 

relatively large roughness of 1.5 nm at the upper surface of the Ge buffer layer. A 

simulated fit to the recorded data, incorporating the effects of roughness, is 

displayed in fig.8.14(c). While the fit between experimental and simulated GIXR 

profiles is now very good, for large scattering angles the experimental Kiessig 

141 



105 

'tOG 

~ ,_: '103 In 
r: 
Q) 

c 
Q) 

102 
0 
-1 

101 

100 
4000 8000 12000 

Incidence Ang!2 (arcsecs) 

Figure 8.13(a) : Specular GIXR scan of iln MRE grown Au/Co magnetic multilayer. The 
excellent Kiessig fringe visibility and presence of several low order Bragg peaks 
demonstrates excellent sample quality. 
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Figure 8.14(a-c): Experimental and simulated GIXR profiles of a Au/Co multilayer. 



fringes have lower contrast and the third order Bragg peak is broadened, an effect 

attributed to a smaB amount of random dispersion in ~he superlattice period. 

~']!; ( OLJDUOCJClDDCJCJCJnClO 

u. 

Table 8.6: Simulated parameters for the O:LXR profile in figure 8.14(b). 

The MBE growth technique is recognised as being capable of growing thin layered 

samples to monolayer precision. This is well demonstrated by the above specular 

reflectivity profiles of the Au/Co multilayer samples which contain a wealth of 

structural information. However, MBE is not the only growth method used to 

produce multilayer samples and fig.8.15 shows the specular GIXR profile of a 

multilayer grown using sputtering techniques. This sample, a 10 period Ni/C 

multilayer, grown by M.Player and lH.Munro of Aberdeen University, has a total 

thickness of 37.4 nm and multilayer period of 3.7 nm. As in the case of Au/Co, the 

consistency of the multilayer period and the large difference in electron density 

between the two types of component layers, results in the presence of several low 

order Bragg peaks and high contrast of the GIXR interference fringes. The high 

quality of the multilayer is confirmed by comparison with REFS simulations, which 

indicate relatively small values for r.m.s. roughness of 0.3 nm on the glass 

substrate and 0.5 nm on the multilayer interfaces. 

Not all multilayer structures yield reflectivity curves with such excellent fringe and 

Bragg peak structure. Fig.8.16 shows the specular GIXR scan from a 20 period, 

sputtered Fe/Cr multilayer system. Due to the proximity of these 3d elements in 

the Periodic Table, contrast of Kiessig fringes is poor. While some interference 

fringes are observable, only one low order Bragg peak is recorded and the quality 

of the data is much worse in this instance. To match the overall fall of intensity 

and magnitude of the solitary Bragg peak, a relatively large top surface roughness 

of 2 nm is required. It should be remembered that REFS models roughness in the 
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fmm of a density gradient, and this large value for top surface roughness probably 

arises from oxidation of the near surface layers (resulting in a significant densilty 

E,Yadieni: in 1:his region) rather than a large variation in the interface posi.~ion (i.e. 

genuine "roughness"). Although values for the total stack thickliless and Fe/Cr 

superlattice period r:nay be obtained from angular positions of interference fringes 

and Bragg peaks, h should be noted ~hat the quality of the data in fi.g.8.16 is 

insufficient to unambiguously determine the roughness of buried interfaces. 

Specular data has thus been shown to give quantitative (in ~he case of Au/Co and 

Ni/C) and qualitative (in the case of Fe/Cr) information on interface structure. 

However, it should be stressed that collection of the specular signal does not allow 

us to distinguish between "true" roughness (i.e. variation of the interface position) 

and compositional intennixing. A specular GIXR scan detects both as a change in 

electron density only and cannot separate the two components. This problem can 

be solved by collecting the diffuse scatter in a GIXR experiment. 

Collection of GIXR data in the specular mode allows rapid characterisation of a 

sample via fitting of a model structure, generated using the theory of Parratt (Ref. 

6, Chapter II), to the experimental profile. The effect of surface roughness is to 

not only reduce the specular reflectivity but also to introduce an off specular or 

diffuse contribution to the scattering. While specular reflectivity is sensitive to 

interface roughness, no infonnation on the roughness length scale is provided nor 

is the technique capable of distinguishing between genuine (random) interface 

roughness and interdiffusion. A number of workers33 •34•35 have demonstrated that 

collection and analysis of the diffuse scatter in a GIXR experiment is capable of 

solving these problems. Methods of collecting diffuse scatter in reflectivity 

techniques were discussed in Chapter IV, where the easiest way to describe the 

scattering is to visualise it in reciprocal space. Essentially diffuse scatter 

techniques are similar to triple crystal diffraction methods, except here we are 

studying the scatter around the (000) reciprocal lattice point and a narrow slit in 

front of the detector acts as a low resolution analyser. Single diffuse scans are 

carried out by either rocking the sample only for a fixed detector position 

(equivalent to moving transversely in reciprocal space), or by carrying out a 

coupled 8-28 scan with an offset from the true specular position (equivalent to 
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moving vertically, or longitudinally, in reciprocal space). The use and 

interpretation of diffuse scarm1ne has been developed by, amo~gst others, 

Vinogradov36, Hiarada37 and Sinha38• The intensity of diffuse scatter, Ict, measured 

in an experiment is related w the incident beam intensity, 10, by equation:; (8.3), 

I = l L1Q ( da ) 
d 

0 A dQ d 
(8.3) 

where A is the area of the x-ray beam and fl.Q the solid angle subtended by the 

detector at the sample. By modelling the surface roughness with a Gaussian height 

distribution, the expression for the diffuse scattering from a single, rough surface 

has been written in the distorted wave Born approximation (DWJBA) by Sinha38 as, 

with k0 the incident wave vector, n the refractive index, a the r.m.s. surface 

roughness. The factors T(a) and 'f(P) represent Fresnel transmission coefficients 

for wave vectors with incidence angles, a, and exit angles, p, respectively, as 

shown in fig.8.17. Two important results arise from this expression for the 

diffusely scattered radiation. Whenever a or p make the critical angle with the 

sample surface, then the factors T(a) and T(p) have maximum values and peaks 

occur in the diffuse scatter, a phenomena first discovered by Yoneda39, after whom 

these peaks (or "wings") are known. Secondly, the magnitude of diffuse scatter is 

seen to depend upon a factor C(x,y), which is the correlation function between 

height fluctuations along the interface. If z(O) and z(x,y) describe the random 

heights at points 0 and (x,y) on the interface then C(x,y) gives the correlation, or 

lack of independence, of these random interface heights. Alternatively, C(x,y) 

expresses the probability that identical surface heights will be found at a separation 

ron the interface, where r 2 = (x 2 + l ). A general form of C(x,y) is given by 

equation (8.5). 

C(x,y) = (z(O)z(x,y)) = a 2 exp( -(r 1 ~) 2h) (8.5) 

where ~ is known as the roughness correlation length and 0 < h < 1. For 

multilayer samples it has been found that a correlation can exist between the 
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roughness profiles from neighbouring iiiterfaces. Here, the correlation function 

between height fluctuations on interfaces i and j has been expressed by Sinha38 as 

equation 8.6. 

(8.6) 

At the specular condition, the diffuse scatter increases for increasing ~ and 

decreasing h. U no correlation exists between the interface heights at different 

interfaces, then the correlation function vanishes and the diffuse scattering is the 

incoherent superposition of the roughness scattering from each interface. If there 

is some conelation between roughness at different interfaces, then the function 

qj(x,y) is finite for even well separated points, and the roughness is said to be 

correlated, or conformal. This point is further discussed in the following sections. 

Of course, one material system which exhibited coherency in the interface structure 

was the Si/ Si l-xGex system, analysed in Section 8.4.1.. For high Ge fractions 

(>0.4 ), the interface roughness was identified as having two components, one a 

short range roughness of 0.5 nm present at both interfaces in the pre-annealed and 

annealed samples, and a second long range periodic thickness va_riation of 0. 9 nm 

present at the Si 1 _xGex~Si interface in the high Ge content pre-annealed samples. 

Longitudinal diffuse scans, collected by a carrying out a coupled 8/28 scan with an 

initial sample offset, are shown in fig.8.18(a) for the pre-annealed ap 1313 sample 

(57% Ge). These show that, far away from the specular ridge and outside the 

region affected by the instrument function, the diffuse scatter is peaked at positions 

corresponding to the Bragg condition for the superlattice period. This peaking of 

the diffuse scatter around Bragg peaks has been observed previously in AlAs/GaAs 

and W/C40 superlattices. Just as the specular superlattice peak is clearly 

recognised as arising from the constructive interference of the coherent scattering 

from the component layers, then the localisation of the strong diffuse scatter 

around the Bragg peaks indicates coherency in the diffuse component also. This 

coherency is attributed to the presence of correlated or conformal roughness in the 

sample structure35,38,40.41 . For the annealed ap 1313 sample a similar longitudinal 
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Figure 8.18(a) :Longitudinal diffuse scans from the pre-annealed ap 1313 sample. 
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Figure 8.18(b): Longitudinal diffuse scan from the annealed apl313 sample. 



diffuse scan, fig.8.18(b), shows ~hai. the struci.ure in the diffuse scatter quickly dies 

away as the distance from the specular ridge is increased. For an initial sample 

offset of 400" from the specular (i.e. 9/28) condition, the structure in the 

longitudinal GIXJR profile disappears. This can be ati:ributed to the loss of the long 

range "correlated" roughness by diffusion at the interfaces of the annealed sample. 

The longitudinal scans in fig.8.1 8(a), represent "slices" of the sample scaiter offset 

from, but parallel to, the specular ridge. By recording a series of such longitudinal 

scans, for a variety of different initial sample offsets, a psuedo three dimensional 

map of the sample diffuse scatter can be obtained (fig.8.19). This shows that 

transverse to the specular ridge (clearly identified as running down the 8::-:28 line), 

"bars" of diffuse scatter can be seen, originating from the base of the specular 

Bragg peaks. These give further evidence for the presence of conformal roughness 

in the pre-annealed sample. 

The loss of confonnality upon annealing is also demonstrated by scanning 

pependicular to the specular ridge. Transverse scans from the pre-annealed 

ap 1313 sample are shown in fig.8.20(b,c ). The asymmetry of the intensity 

distribution in these scans (i.e. the gradient in the diffuse intensity going from left 

to right) results from a smaller sample area being illuminated as the incidence angle 

is increased. In section 8.5 it was noted that peaks (or Yoneda wings) occur when 

the angles a or p make the critical angle with the surface. As well as the 

appearance of the Y oneda wings, subsidiary peaks, indicated by the arrows, are 

noted midway between the specular peak and the Yoneda wings (fig.8.20(b,c)). 

These peaks appear when the angles, a and p, are such as to satisfy a superlattice 

Bragg condition, and their existence has been reported in other multilayer 

systems38. These diffuse scatter "Bragg peaks" appear because of the "order" in 

the interface roughness of the pre-annealed ap1313 sample. The transverse scans 

shown in fig8.20(b,c) were carried out centred around the points A,B,C and D in 

the specular profile (fig.8.20(a)). Similar transverse diffuse scans from the 

annealed sample, fig.8.21(a,b,c), do not exhibit these subsidiary peaks, the 

conformal roughness of the interfaces having been destroyed by the thermal 

treatment. 
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Figure 8.19 : Pseudo 3-d plot of the scatter from the pre-annealed ap 1313 sample. 
The data was collected as a series of longitudinal scans. 
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Figure 8.20(a) : Specular scan data from pre-annealed ap 1313 sample. The transverse 
scans shown below were carried out centred on the points A,B,C and D. 
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Figure 8.20(b): Transverse scans for pre-annealed ap 1313 sample, carried out at the 
points A and B in fig.8.20(a). 



Figure 8.20(c) :Transverse scans for pre-annealed ap 1313 sample, carried out at the 
points C and Din fig.8.20(a). 
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Figure 8.2l(a): Specular scan data from annealed apl313 sample. The transverse scans 
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Figure 8.15 showed the specular scan from a 10 peri.od Ni-C sputterr..r1 multilayer, 

of ~otal thickrness 37.4 n.m and multilayer period 3.7 nm. 1lnmsverse diffuse scatter 

experiments were carried out a~ positions A and B, marked on fig.8.15. Despite 

the specular intensity at these i:wo positions being simJilar there is a remarkable 

difference in the magnitude and distribution of the diffuse scatter (fig.8.22). 

Around the Bragg peak (position B) the diffuse scatter extends over an angular 

:range of some 8000" while the diffuse scatter at position A is significant only close 

to the specular peale This behaviour suggests that, as for the pre-annealed ap 1313 

sample, conformal roughness exists through the muhilayer structure. TI1is 

conformal roughness occurs when a particular interface roughness pattern, 

adopted by the bottom layer in a superlattice structure, is replicated by subsequent 

layers grown on top as the multilayer structure is fabricated. Hence, there will be a 

correlation between height fluctuations on different interfaces, introducing vertical 

periodicity in the roughness profile. The measured diffuse intensity will then show 

structure as a function of qz similar to the specularly reflected x-rays, as a result of 

the coherent addition of diffuse scatter from each interface. 

As interface roughness has such a significant bearing on the properties of metallic 

multilayers it is of great interest to know if conformal roughness is present in other 

multilayers. Fig.8.23 is a pseudo-three dimensional contour map of the scatter 

from the Au/Co multilayer system described in Table 8.5, and whose specular 

Gl!XR profile is shown in fig.8.14(a). This data was recorded as a set of transverse 

scans with the three dimensional grid generated by feeding the scan data into the 

Golden Software program SURFER. The second Bragg peak can be clearly 

identified in the scattering map with a large bar of diffuse scatter running through 

the Bragg peak, transversely to the specular ridge. This extended ridge of diffuse 

scatter is spectacular evidence for the presence of conformal roughness in the 

Au/Co multilayer system. 

Although the work presented in this chapter is from a limited number of multilayer 

samples, it seems highly probable that conformal roughness exists in all multilayer 

samples. The diffuse scatter from multilayer interfaces can thus be separated into 

two components, that arising from conformal (correlated) roughness and genuine 

(random) interface roughness. This has important implications for the analysis of 
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magnetic multilayers where the interface roughness is believed to affect the 

magnetic properties of the sample. At present, it is not known if th~ magneto­

resistive behaviour is affected by the conformal or random roughness (or both). 

'fhe present study has demonstrated that collection of diffuse scatter in GIXJR 

experiments can be used to establish whether conformal roughness exists or not 

within a particular specimen. By analysing a series of samples, origirmting from 

different growth techniques, it should be possible, by combining GITXR and 

magneto··resistance measurements, to establish how (or if) the presence of 

conformal roughness affects the properties of the magnetic multilayer. 

The GIXR technique, in conjunction with a simulation program, has been used to 

characterise complicated multilayer structures, yielding valuable information on the 

interfacial roughness. Double crystal diffraction and GITXR have been used to 

measure the layer compositions, thicknesses and roughnesses of Si/Si1_xGex 

superlattices. For structures with x < 0.3 the roughness at both types of interface 

had an r.m.s. value of (0.5 ± 0.3) nm. For higher Ge content samples the two 

types of interface were found to have differing values of roughness. The 

roughness at the Si1_xGe1_x-tSi interface has a long range periodic thickness 

variation in addition to the short range roughness present at the other interface, a 

conclusion confirmed by TEM analysis. Upon annealing for one hour at 850°C, 

the GIXR technique is shown to suffer no loss in sensitivity. The effect of thermal 

processing is to destroy the long range roughness at the Si1_xGex-tSi interface, an 

effect attributed to the diffusion of Si and Ge atoms across the interface. Diffuse 

scattering measurements on the pre-annealed ap 1313 sample (57% Ge ), reveal 

structure in the diffuse scatter, with peaks in intensity of the diffuse component at 

the same angular position as the specular Bragg peaks. The presence of subsidiary 

peaks in transverse diffuse scans, midway between the specular peak and Y oneda 

wings is reported for a pre-annealed Si \ Si0.43Ge0.57 superlattice. These diffuse 

scatter "Bragg peaks" are further evidence for the presence of correlated or 

conformal roughness in the pre-annealed sample. For the annealed ap1313 sample, 

where diffusion effects have "washed" out the long range periodic roughness, the 

extension of diffuse scatter transverse to the specular ridge is small, confirming the 

loss of correlation between height fluctuations on different interfaces. 
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Tne potential of the GKXR technique for the <U1alysis of interfaces iri magnetic 

mUlltilayers is demonstrated. High quality specular data can be collected from both 

MBJE grown and sputtered mul.tilayers, where a large difference e;.dsts in ~he 

elecrcron density of the two elemental species. lFor 3-d, 3-d systems (i.e. lFe/Cr) ll.he 

near matching of electron densities, together with oxidation of the top surface, 

resuhs in it being more difficult to collect good specular GllXlR data. JBy collecting 

~he diffuse scatter transverse to low order Bragg peaks, the existence of conformal 

roughness has been strikingly demonstrated in the Ni/C and Au/Co magnetic 

multilayer systems. 
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'fhis thesis has applied high resolution x-ray diffraction and x-ray reflectivity techniques to 

the analysis of semiconducting and magnetic materials. Traditionally, double crystal 

diffractometry (DCD) has been extensively used in the analysis of single crystal specimens. 

The techniques of triple crystal diffractometry (1'CD) and grazing incidence x-ray 

reflectivity (GKXR) have not found such widespread use, possibly because of the lack of 

commercial instruments available which are based around these characterisation methods. 

The work presented in this thesis has shown that TCD and, particularly with regard to 

employment in a production environment, GIX.R, provide complementary information to 

the DCD technique, which can of great use in the study of growth mechanisms. 

Chapter V discussed techniques of DCD data reduction from HEMT structures which 

would allow layer thickness to be automatically extracted using Fourier transform 

methods. To obtain a clear Fourier transform the substrate peak must be excluded from 

the region analysed. The visibility of the Fourier peaks is further enhanced by normalising 

the data to an "average" envelope, in order to increase the contrast of thickness fringes, 

and applying an autocorrelation to increase the visibility of periodic components relative to 

the background noise. This method of data manipulation has been successful in producing 

Fourier transforms with clear, distinct peaks. The drawback with Fourier analysis of 

HEMT diffraction data is that there is often insufficient modulation infom1ation for 

individual frequencies (and hence layer thicknesses) to be resolved. In this instance, 

observed Fourier peaks correspond to "average" layer thicknesses. While this is 

unfortunate, the technique may still be of some use in a mass production context if 

methods of calibrating the Fourier data can be achieved. Where a particular sample 

structure is repeatedly grown, then the expected position of the "average" layer thickness 

can be calculated. The Fourier analysis technique could then be applied as a "pass/fail" 

step in quality assurance. 

Chapter VI discussed a technique for the absolute lattice parameter measurement of single 

crystals. The method uses a triple crystal diffractometer with motorised 28 circle motion 

and the ability for fine, precise rocking of the analyser crystal. One of the advantages of 

this technique is that the set-up procedure and experimental method are very similar to 

those followed in a conventional triple crystal experiment. Hence, absolute lattice 
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parameter measurements could be carried out routinely prior to the triple crystal a.1alysis 

of specimens, with only a small amount of time required to switch from one experiment to 

the other. Exemplary measurements on (horizontal Bridgman) GaAs and LEC grown 

KnAs crystals yield lattice constants of 5.65424:iD.00006A and 5.65388±0.0001 8A 
(GaAs), and 6.05864±0.00006A (KnAs). While two of these values have an absolute 

precision around 1 part in 105, the absolute traceability of the technique is around 2 parts 

in 105. 

In Chapter VH, TCD was applied to the analysis of three material systems, namely; the 

Hg1_xMnxTe on GaAs, the Cdl-xHgxTe on CdTe/Cdt-xZnxTe and the low temperature 

grown GaAs systems. By mapping the diffuse scatter in reciprocal space the extent of 

lattice mosaicity (i.e., tilting) and dilation can b.~ obtained. TCD and double crystal 

topography studies of Hg1_xMnx Te on GaAs reveal that layer material grown by the direct 

alloy growth (DAG) method has a mosaic structure with a typical sub-grain size of 

(130±5)~-Lm. Material grown by the interdiffused multilayer process (IMP) is shown to be 

single crystal by double crystal x-ray topography. TCD studies of Cd1_xHgx Te grown by 

LPE on (vertical Bridgman) CdTe and Cdo.96Zno.04 Te substrates show that higher 

crystalline quality layers are obtained for the Cdo.96zn0.04Te substrates. For both 

substrate types the layer perfection increases with layer thickness although the quality of 

the layer is always inferior to that of the substrate. The major contribution to rocking 

curve widths is from mosaicity of the samples, a result supported by the defect selective 

etching studies of Watson (Ref. 34, Chapter VII). Contrary to reports in the literature 

(e.g., Ref. 35, Chapter VII), it appears (from both etching studies and TCD) that the 

substrate dislocation density is not preserved in the layer material. However, substrates 

analysed by other workers have a higher initial dislocation density than those used in this 

study, and a "critical" dislocation density may exist above which residual lattice strain is 

entirely relieved by threading dislocations. Below this critical value, some lattice strain 

remains which may be relieved by some dislocation-multiplication process (i.e., the half 

loop mechanism), with the net result of a larger dislocation density being observed in the 

layer than in the substrate. In order to test this hypothesis, etching and triple crystal 

studies should be conducted on a series of Cd1_xHgx Te layers grown on substrates with a 

range of dislocation densities. 

TCD analysis of low temperature grown GaAs (by the MBE and ALE methods) reveals 

that layers grown on GaAs substrates at low temperatures (200°C) exhibit a larger lattice 

parameter than that of bulk GaAs. This is attributed to the deposition of an As-rich GaAs 
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layer. If the growth temperature is increased to 300°C then ALE p;rown layers are 

deposited with a relatively perfect crystal structure. ln general, for layers deposited at the 

same temperature by MBE and ALE, then the more perfect layers are grown by the ALE 

technique. Annealing of the high defect conl:ent samples (i.e., those p;rown at ?.00°C) 

significantly improves the crystalline quality of the GaAs layer. This may be attributed to 

the annihilation of misfit dislocations during the thermal treatment. 

Chapter VIH used the GIXR technique in the analysis of Si/SixGe1_x superlattices and 

metallic multilayer samples. The reflectivity technique is shown to be capable of 

measuring layer thickness to within lA for particular data sets. The method is particularly 

suited for the measurement of very thin layer thicknesses in the region lOA to 2000A. 

Perhaps the most attractive feature of GIXR is its capability to measure top surface and 

interfacial roughness (and separate the two). GIXR has been used to characterise 

Si/SixGe1_x superlattices with material parameters obtained by matching experimental 

profiles to simulated plots. In this way, superlattice layer thickness has been measured 

accurate to ±3A. GIXR has revealed that the two different types of interface in the high 

Ge content Si/SixGe1_x superlattices (the Si~SixGel-x and the SixGe1-x~Si interfaces) 

have different roughness values, the SixGe1_x->Si interface being rougher, a result which 

has been confim1ed by TEM. The reason for this growth pattern is not understood and it 

is recommended that a further series of Si/SixGe1_x superlattice be grown (under a variety 

of growth conditions) and analysed by GIXR. These structures may also be grown with 

and without buffer layers in order to investigate the effects of layer strain. 

The analysis of magnetic multilayers by GIXR reveals that peaks in the diffuse scatter 

occur at the Bragg condition for the 1-D artificial lattice formed by the multilayered 

sample. These peaks are believed to arise from conformal roughness of the layer 

interfaces, i.e., that a correlation exists between the interfacial roughness profiles of 

different layers. Maxima in the diffuse scatter at Bragg peaks are also discovered for the 

high Ge content Si/SixGe1_x superlattices. The phenomena of confomml roughness is 

believed to be a general property of multilayered samples, although further diffuse GIXR 

studies on more multilayered and superlattice specimens is required if this is to be 

confirmed. 
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lDl@Milillice CCr:y§~&nli JQJnlffi'IT'8ld([];ITil lf/&@rrlknlTilg CCDll[fV~§ 

Chapter V described a proeram which used Fast fourier Transform (JFFT) analysis 
to extract the harmonic components (and hence thickness information) from 
HIEMT double crystal reeking curve data. The program is w1iUtn using the 
MAlLAB data manipulation software package, designed by Cambridge Controls, 
and comprises one "core" routine with several sub-routines (one of which is 
written in Pascal). This "core" routine is known as "fastft.m" and is written in the 
MA 'flLAB language. To start the program the fasft.m routine is called by typing 
"fastft" from within the MA TLAB package. Kt should be noted that a pre-requisite 
for the successful running of the MA TLAB program is that the computer should 
be fitted with a numerical co-processor. The various sub-routines called from 
within fastft.m are: 

loadfile.pas 

sg.m 

trimdata.m 

logonly.m 

normal.m 

peakfind.m 

splinfit.m 

a Pascal routine which strips the"header" from rocking 
curves recorded using the Bede DCC control software. 
The angular and countrate information is passed to the 
MA TLAB program in the form of a matrix called 
TEMP.DAT. 

a MA TLAB routine which applies a Savitsky-Golay smooth 
to the data stored in TEMP.DAT. This routine was written 
by Dr. Simon Cockerton of Bede Scientific Instruments Ltd. 
(to whom due acknowledgement is given). 

a MA TLAB routine which "windows" out a user-specified 
region of a data set. 

a MA TLAB routine which takes the log of the smoothed, 
windowed data. 

this MA TLAB routine "normalises" the rocking curve by 
fitting an envelope to the raw data and dividing one by the 
other. 

a MA TLAB routine which detects the peaks in a data set. 

a MA TLAB routine which fits a cubic spline to the peaks 
detected by the peakfind routine. 
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fftplot.m a MATLA R ron tine which converts from Fourier space to 
the (layer) thickness regime. 

The code listings for each of these rou!i.nes is given be!ow. 

fonnat long e; 
clear; 
!del ':<.met; 
!dir *.x*; 
% loadfile in from as-saved Bede DCC fom1at 
!loadfile; 
%apply Savitsky-Golay smooth 
sg; 
a=TEMP(l :N-8); 
i=MDATA; 
clear TEMP; 
[p,N]=size(a); 
step:-::a(2)-a(l ); 
step=fix(abs(step )); 
disp(' '); 
semilogy(a,i); 
xlabel('Angle (arc sees.)'); 
ylabel('Log(intensi ty )'); 
pause; 
%"window" out substrate peak 
trimdata; 
%ask user if "logonly" or "normalise" method is to be followed 
m=input('(logonly) or (normal)ise : ','s'); 
eval(m); 
%subtract d.c. background 
average=mean(real(i) ); 
i=i-average; 
plot(A,i); 
title('Smoothed, windowed, logged data - de level removed'); 
pause; 
%apply auto-correlation 
i=xcorr(i,i); 
plot(i); 
title('Auto-Correlated Data'); 
pause; 
disp(' Carrying out Fast Fourier Transform ... '); 
F=fft(i); 
[N,p]=size(F); 
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lF=lF. *conj(JF); 
phi=O; 
thetab=33.034; 
thetab:--=thetab*pi/1 80; 
x:c-:(1/step )"~(O:(N/1)-1 )/N; 
~~x':'(3600':' 180/pi)':' 1.)4*sin(ther.ab+phi)/(sin(/,':'thetab )); 
disp('lReady to plot lFFf - choose range for x-axis:'); 
fftplot; 

program loadfile; 

var 
f, t : text; 
i :integer; 
filename: string[14]; 
line : string[80]; 

begin 
writeln('Name of file to be analysed : '); 
read(filename ); 
writeln(' Loading data file ... '); 
assign(f,filename ); 
reset( f); 
assign(t,'temp.dat'); 
rewrite(t); 

repeat 
readln(f,line); 

untilline='Position Count'; 
while not Eof(f) do 

begin 
readln(f,line); 
writeln(t,line ); 

end; 
close(t); 

end. 

disp('Carrying out a Savitzky-Golay smooth to the data file.'); 
disp('Please wait .... '); 
load TEMP.DA T; 
N=LENGTH(TEMP(:,2)); 
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NDATA=TEMP(:,7.); 
NDATA=NDATA+l; 
M=N-8; 
for Jcc;%:9; 
l-=I-1; 
NJP(K)=NDA'f A(li); 
end 
for!=-=l:M; 
J=I+8; 
for K:..c:l:8; 
KA=K+l; 
NP(K)=NP(KA); 
end 
NP(9)=NDA T A(J); 
NSUM=59*NP(5)+54*(NP( 4 )+NP(6) )+ 39*(NP(3)+NP(7) )+ 14*(NP(2)+ I'.JP(8))-
21 *(NP(l)+NP(9)); 
MDA TA(I)=NSUM/231; 
end 

disp('Select section of data to be analysed.'); 
amin=input('Minimum angle : '); 
amax=input('Maximum angle : '); 
A=[]; 
newi=[ ]; 
for j=l:N, 

if a(j) > amin, 
if a(j) < amax, 
A=[A;a(j)]; 

newi=[newi;i(j)]; 
end 

end 
end 
i=newi; 
clear newi; 
semilogy(A,i); 
title('Section of data selected'); 
xlabel('Angle (arc sees.)'); 
ylabel('Intensity'); 
pause; 
end 
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[N,p]=size(A); 
disp(' '); 
disp('Takine loe of data'); 
disp(' '); 
i=loglO(i); 

[N,p]=size(A); 
%find peaks in data 
peakfind; 
i=log10(i); 
Q'-'loglO(Q); 
%form "envelope" by fitting cubic spline to peaks detected 
splinfit; 
a=A; 
%second chance to window data 
trimdata; 

backgrnd= 1 ; 
sd=sqrt(backgrnd); 
e=input('No. of standard deviations : '); 
dist=input('Peak search criteria (no. points away)? '); 
sample=input('Graph Comment? ','s'); 
title1=[sample,': "o"- peak positions']; 
P::::[A(l)]; 
Q=[i(l)]; 
for j=(dist+ 1):N-(dist), 

end 

if i(j) > (backgrnd+(e*sd)-backgrnd-(e*sd)), 
if i(j) > i(j-1 ), 

end 
end 

if i(j) > i(j+ 1 ), 

end 

if i(j) > i(j-(dist)), 

end 

if i(j) > i(j+(dist)), 
P=[P;A(j)]; 
Q=[Q;i(j)]; 
end 
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P=-:[P;A(N)]; 
Q=[Q;i(N)]; 
semilogy(A,i,P,Q,'o'); 
title( title 1 ); 
xlabel('Angle (arc sees.)'); 
ylabf;l('Kntensity'); 
pause; 
clear backgmd e sdj; 
end 

Qi:-:spline(P,Q,A); 
plot(A,i,A,Qi,'o'); 
title('Cubic spline fit to the data'); 
pause; 
%divide envelope by raw data 
i=Qi./i; 
plot(A,i); 
xlabel('Theta (arc sees.)'); 
title('Normalised data'); 
pause; 

tmin=input('Min. of thickness range='); 
tmax=input('Max. of thickness range = '); 
fstep=((3600~' 180)/(step~'pi))* 1.541 *sin(thetab+phi)/(N*sin(2*thetab )); 
plot(t( (tmin/fstep) :(tmax/fstep) ),F( ( tmin/fstep ):( tmax/fstep))) 
xlabel('Thickness (Angstroms) '); 
ylabel('Fourier Amplitude'); 
pause; 
disp('To replot FFf- type "fftplot".'); 
end 

The program flow is as follows: 

a) the user runs the routine fastft.m from within MA TLAB. 

b) the data is read in by loadfile.pas and stored in a matrix called TEMP.DAT. 

c) the data is transferred to the routine sg.m, where a Savitsky-Golay smooth 
is applied. The angular and countrate data are now stored in two separate 
vectors (a and i, respectively). 
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d) the user may now window out a particular section of the rocking curve 
data (i.e., the linGaAs layer pea!() by defining mirnimum and maximum 
values of ang!e. 

At this point the user is given the option of following the "logoniy" or t:1e 
"normalise" method for data reduction (see Chapter V). The choice is made 'by 
typing either "logonly" or "normal" at the appropriate prompt. If the logonly 
method is chosen, the loe of the processed data is taken. JFor ~he normalise 
method, peaks in the diffraction profile are detected and a cubic spline fitted 
through the peak positions identified. The raw data is then divided by the 
"envelope" generated by this cubic spline fitting procedure. The user is then given 
one more option to "window" the processed region, so that any glitches which may 
have occured at the extrema of the data, as a result of the spline fil:ting procedure, 
may be eliminated. Vvhichever method is chosen, the program flow \Vill then 
continue as follows: 

e) the d.c. level is subtracted (so that the data is centred about zero). 

f) an autocorrelation is applied. 

g) a Fast Fourier Transform is applied. 

h) the data is plotted as (Fourier amplitude) v (layer thickness). 

Finally, the user is given the option of re-plotting the final graph within specified 
maximum and minimum angular values. 

At each stage in the program, a record of any graph plotted can be made by 
inserting the line 

metafilenamel.ext 

immediately after any command which plots a graph to the screen (where 
filenamel.ext is the name of the file to be generated). This command will generate 
a MATLAB meta-file which can be converted to a postscript file (for subsequent 
plotting) by the command, 

gpp \dps filenamel.ext filename2 .ext 

Here,filename2 .ext is the name to be assigned to the postscript file. 
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