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Abstract

A Vibrating Sample Magnetometer (VSM) has been designed, constructed and developed. The design specification was for a VSM to work in magnetic fields up to 15T, and provide a variable temperature environment for the sample from 4.2K to 130K. A probe has been made to protect the detection coils and provide the variable temperature environment. The detection coils have been designed using computer modelling techniques such that a 4mm long sample may be measured. A low-field insert has been used to eliminate problems with flux jumping in the high field magnet system causing extremely high noise at magnetic fields below 2T. The VSM has been calibrated against a nickel standard in fields up to 15T. Considering electrical noise, the sensitivity of the VSM is $10^4 \text{A.m}^2$. Hopefully, this may be improved upon by modifications made to the VSM that have not yet been fully tested. The temperature measurement is accurate to $\pm 200\text{mK}$ from 4.2K to 30K in a liquid helium bath and from 77K to 130K in a liquid nitrogen bath. Outside these ranges it is necessary to use a temperature sensor mounted on the sample holder to ensure accurate temperature measurement.

The VSM has been used to study the superconducting properties of two single crystals of YBa$_2$Cu$_3$O$_{7+\delta}$ grown under identical conditions. This study was done in applied fields up to 220mT and at temperatures from 77K to 95K. It is shown from the transition temperature and the magnetisation critical current densities that the crystals do not exhibit identical superconducting properties. Some high field measurements have also been performed with the VSM. Studies of multifilamentary niobium-titanium wires have been made and the information has been used to modify and develop the VSM, as have measurements on a tape of Bi$_2$Sr$_2$Ca$_2$Cu$_2$O$_x$. Magnetic hysteresis of a multifilamentary Bi$_2$Sr$_2$CaCu$_2$O$_x$ wire has been measured at 4.2K and the magnetisation critical current density determined. This agrees well with transport critical current measurements.
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1. Introduction.

1.1 History of Superconductivity.

Superconductivity was first discovered in Leiden in 1911 during studies of the resistivity of metals at very low temperatures. The resistance of pure mercury was found to drop catastrophically below the detectible limit [1] at a certain temperature known as the critical temperature, $T_c$, as shown in figure 1.1.

Since this discovery many elements and compounds have been found to be superconducting [3]. The progression in the maximum critical temperature is shown in figure 1.2. The rapid progression since the late 1980’s was triggered when Bednorz and Müller made a Nobel Prize winning discovery [4] that the ceramic compound $\text{Ba}_x\text{La}_{2-x}\text{Cu}_3\text{O}_{5+y}$ was superconducting up to 30K.

True high temperature superconductivity (HTSC) was born when $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ was discovered in 1987 [5]. This was the first compound with a critical temperature above 77K, the boiling point of the common cryogen liquid nitrogen. This has precipitated the discovery of many other groups of compounds with higher critical temperatures such as $\text{Bi}_2\text{Sr}_2\text{Ca}_2\text{Cu}_3\text{O}_{x}$ [6] ($T_c \approx 110$K), $\text{Tl}_2\text{Sr}_2\text{Ca}_2\text{Cu}_3\text{O}_{x}$ [7] ($T_c \approx 125$K) and $\text{HgBa}_2\text{Cu}_2\text{O}_{7-\delta}$ [8] ($T_c \approx 135$K).

1.2 Why study superconductivity?

The concept of zero resistance, and therefore persistent currents does raise some interesting scientific questions. What causes it? Why is it preferential to a resistive state? How can it be controlled? When does it break down?
Figure 1.1 Drop in resistivity in mercury [1].

Figure 1.2 Progression in maximum critical temperature.
The possibility of industrial applications has led to much investment in superconductivity research. The flow of current flow without energy loss may be utilised for the generation of large magnetic fields. These may be utilised in research tools or for magnetic resonance imaging [9], levitating transport [10] or superconducting magnetic energy storage systems [11]. Low current applications include high speed electronics [12] and superconducting quantum interference devices (SQUID's) [13] used for magnetic field detection.

1.3 Aims of this Thesis.

This thesis begins with an overview of general superconductivity, and then more specifically the magnetic properties. It is shown here how useful magnetisation measurements can be for studying the superconducting state of a wide range of materials.

The major work in the thesis is the extensive details of the design and construction of the vibrating sample magnetometer for studying the magnetic response of materials. The complex technicalities of building a stable, accurate and reliable variable temperature environment within a small bore are discussed in detail.

A range of low and high field measurements made with the system on a range of low and high temperature superconductors is discussed in detail. The conclusions of the work so far are given, as are suggestions for further work.

1.4 References.


2. General Superconductivity.

2.1 Introduction.

In the years since 1911 substantial progress has been made towards understanding the behaviour of materials in the superconducting state. This has been through several major advances. In this chapter these developments in understanding the superconducting state are outlined in a historical context, as each new set of ideas relies on what has gone before.

It is shown in this chapter that a superconductor is distinct from a perfect conductor as defined by Maxwell's equations. The phenomenological theories of the London brothers and of Ginzburg and Landau are covered. These describe the observed effects of superconductivity but do not give any insight into the fundamental mechanism of the superconducting state. From these theories it can be shown that there are two types of superconducting material and the differences between the two are discussed. The theory of Bardeen, Cooper and Schrieffer is highlighted. This describes a mechanism by which superconductivity may occur and provides several predictions of superconducting behaviour that may be tested. Finally a summary is given of the work discussed.

2.2 What defines a Superconductor?

As has been shown in figure 1.1 a superconductor has zero resistance. The lower limit on the decay time of a persistent current in a superconducting loop as determined by precision nuclear magnetic resonance experiments [1] is 100,000 years. However, this zero resistance could simply describe a perfect conductor. In 1933 Meissner and Ochsenfeld discovered that if a superconductor is cooled through its transition temperature, $T_c$, while in a magnetic field then the flux is excluded [2], as in figure 2.1. A perfect conductor will only oppose changes in magnetic field, and
so the flux would be trapped.

The concept of a Critical Temperature, \( T_c \), above which the superconducting state is destroyed has been introduced in chapter 1 (also seen in figure 1.1). There also exists a Critical Magnetic Field, \( B_c \), at which the superconducting state is destroyed. (There are in fact several magnetic fields that are referred to as "critical", these will be discussed in detail in section 2.5). There is a third parameter by which the superconducting state can be characterised, the Critical Current Density, \( J_c \). It is defined as that current density which destroys the superconducting state.

![Figure 2.1 Behaviour of a superconductor on cooling through \( T_c \) in the presence of a magnetic field [5].](image)

2.3 The London Equations.

In 1935 the London brothers postulated a two fluid model of superconductivity in which only a temperature dependant fraction, \( n_s \), of electrons were in the superconducting state, the rest being in the normal state [3]. They suggested that the
superconducting properties of zero resistivity and the Meissner-Ochsenfeld effect could be described by some additions to Maxwell’s equations. The first London equation describes perfect conductivity:

\[ \frac{\partial \vec{J}}{\partial t} = \frac{\vec{E}}{\mu_0 \lambda_L^2} \]

where \( \lambda_L \) is the \textit{London Penetration Depth}, defined to be:

\[ \lambda_L = \sqrt{\frac{m_e}{\mu_0 n_e e^2}} \]

where \( m_e \) is the electron mass and \( e \) is the electronic charge. The second London equation is:

\[ \nabla \times \vec{J} = \frac{-\vec{B}}{\mu_0 \lambda_L^2} \]

this describes the Meissner-Ochsenfeld effect by ensuring that any time-independent magnetic field is zero. When this second equation is combined with Maxwell’s equation:

\[ \nabla \times \vec{B} = \mu_0 \vec{J} \]

it gives:

\[ \nabla^2 \vec{B} = \frac{\vec{B}}{\lambda_L^2} \]

which when solved for field parallel to surface gives,

\[ B(x) = B_0 e^{\frac{-x}{\lambda_L}} \quad (B \neq 0) \]

i.e. the field decays exponentially within the sample within the London penetration depth. While this is a satisfactory description of what happens, it does not give any insight into the mechanisms at work. The model is also limited as it does not allow for any variation in \( n \), when the applied magnetic field or current is changed.
2.4 Ginzburg - Landau Theory.

This generalisation of the London work is in a paper written in 1950 by Ginzburg and Landau [4]. In their paper they introduced the wavefunction, $\Psi$, such that the number density of the superconducting electrons is given by:

$$n_s = |\Psi|^2$$

Minimising a general expression for the free energy of a second-order phase transition, $\Psi$ must satisfy the Ginzburg-Landau Equation,

$$\frac{1}{2m^*}(\frac{-i}{\hbar}\nabla - eA)^2\Psi + \beta |\Psi|^2\Psi = -a(T)\Psi$$

where $A$ is the vector potential and $\alpha$ and $\beta$ are constants. This is similar to the familiar Schrödinger equation, but has a non-linear term. A detailed explanation of this derivation has been outlined by Kittel [5].

From this equation a characteristic length called the Ginzburg-Landau Coherence Length, $\xi_{GL}$, may be deduced. This is the length over which the energy associated with $\Psi$ does not vary significantly.

$$\xi_{GL}(T) = \frac{\hbar}{2m^*a(T)\xi^2}$$

Near to the transition the coherence length and the penetration depth have the same temperature dependence. Therefore the ratio of the penetration depth $\lambda$, and the coherence length $\xi$, is often used to characterise superconducting materials. This temperature independent ratio is called the Ginzburg-Landau Parameter, $\kappa$, and its significance will be dealt with in the next section.

$$\kappa = \frac{\lambda}{\xi}$$
2.5 Type I and Type II Superconductors.

The Ginzburg-Landau parameter (see section 2.4) can be used to distinguish between two types of superconductors. These are called type I and type II superconductors, and are detailed below.

2.5.1 Type I Superconductors.

A superconducting material may be classified as type I if the Ginzburg-Landau parameter fulfils the condition:

\[ \kappa < \frac{1}{\sqrt{2}} \]

These materials are usually the superconducting elements such as lead and mercury.

The behaviour of the type I superconducting material may be easily seen in the magnetisation curve. This is shown as the dashed line in figure 2.2. The sample behaves as a perfect diamagnet up to a certain field, \( B_c \), at which the magnetisation drops instantaneously to zero. This field is known as the thermodynamic critical field as it is defined as the field at which the magnetic energy is equivalent to the difference in free energy between the superconducting \( f_s \) and normal \( f_n \) states, i.e.

\[ \frac{B_c^2}{\mu_0} = f_n - f_s \]

Typical values of \( B_c \) for type I superconductors such as lead (80mT) and titanium (10mT) are too low for them to be of any technological use for making magnets or power cables.
2.5.2 Type II Superconductors.

A superconducting material is considered to be type II when the Ginzburg-Landau parameter satisfies the following condition:

$$ \kappa > \frac{1}{\sqrt{2}} $$

These materials are usually alloys.

The magnetisation curve for a type II superconductor (figure 2.2, solid line) can be seen to be very different to that for the type I superconductor. The superconductor exhibits perfect diamagnetism below the lower critical field, $B_{cl}$. This field is less than the thermodynamic critical field. It was proposed by Abrikosov [6] that above the lower critical field the magnetic field is allowed to penetrate the superconductor. This is known as the mixed state. This penetration happens until the
magnetic field reaches the upper critical field, $B_{c2}$.

The flux enters the superconductor in quanta known as *fluxons*. Each of these contains a quantum of magnetic flux, $\Phi_0$, where:

$$\Phi_0 = \frac{h}{2e} \approx 2 \times 10^{-11} \text{ Wb}$$

That flux is quantised in this way was confirmed experimentally in the early 1960's by two separate groups [8, 9]. This idea has however recently been challenged [10]. Each of these fluxons consists of magnetic flux surrounded by circulating superconducting electrons. The core is in the normal state. The distribution of magnetic field around the fluxon and the values of the order parameter are shown in figure 2.3. Note that when the magnetic field is a maximum the order parameter is zero at the centre of the fluxon.

![Figure 2.3 Representation of the order parameter $\Psi$ and magnetic field $B$ around a fluxon [7].](image-url)

Values of upper and lower critical fields may be calculated from Ginzburg-Landau theory in terms of the coherence length and penetration depth in the following way:

$$B_{cl} = \frac{\Phi_0}{\lambda^2} \ln(\kappa) : B_{c2} = \frac{\Phi_0}{2\pi\xi^2}$$
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2.6 Bardeen, Cooper and Schrieffer (BCS) Theory.

It was shown in 1956 by Cooper [11] that it is possible for two electrons to attract each other. This idea was extended by Bardeen, Cooper and Schrieffer in 1957 [12] to form their Nobel Prize winning theory (referred to as BCS theory).

In BCS theory the "particle" responsible for superconductivity is the *Cooper pair*. This is a pair of electrons in a bound state with opposite spins. BCS theory provides a physical meaning to *coherence length* as the distance over which the Cooper pairs interact. The attraction of the electrons to form a Cooper pair can be described thus:

(i) An electron passes an ion in the lattice and there is mutual attraction between the two. The positive ion moves from its equilibrium position.

(ii) This locally causes an imbalance in the charge of the lattice.

(iii) Another passing electron is attracted towards the excess positive charge in the lattice.

From this it may be said that the electrons have attracted each other through the exchange of a virtual phonon. This idea is supported by the *isotope effect*, which was observed [13, 14] some years before BCS theory. These studies measured the effect on $T_c$ of the isotopic mass $M$, and the result was:

$$ T_c \propto M^\alpha $$

The constant $\alpha$ is equal to 0.5 for many superconductors as predicted by BCS theory.

From this theory it was possible to predict the zero temperature values and temperature dependencies of several superconducting properties, some of these are detailed below.
a) Critical Temperature

The BCS theory predicts that the transition temperature in zero applied magnetic field is:

\[ T_c = 1.13 \frac{\hbar \omega_D}{k_B} \exp \left( - \frac{1}{N(E_F)V} \right) \]

where \( \omega_D \) is the Debye frequency, \( k_B \) is Boltzmann's constant, \( N(E_F) \) is the density of states at the Fermi level and \( V \) is the electron-phonon coupling constant. If \( V \) is invariant then \( \omega_D \propto M^k \), which gives the isotope effect.

b) Energy Gap

BCS theory predicts that the Cooper pairs are bound with the following energy at zero temperature:

\[ \Delta(0) = 1.76 k_B T_c \]

and this energy gap has the following temperature dependence when \( T \rightarrow T_c \):

\[ \Delta(0) = 1.74 \left( 1 - \frac{T}{T_c} \right)^{1/4} \]

The validity of these predictions of the energy gap and the temperature dependence have been confirmed experimentally by infra-red absorption [15], ultrasound attenuation [16] and tunnelling experiments [17].

c) Thermodynamic Critical Field

Over the full temperature range up to \( T_c \), BCS theory predicts that the thermodynamic critical field varies with temperature as:

\[ \frac{B_c(T)}{B_c(0)} = 1 - \left( \frac{T}{T_c} \right)^2 \]

This prediction has been verified experimentally [18] for lead, mercury and aluminium.
d) Low Temperature Specific Heat

This is predicted by BCS to have the following dependence on temperature:

\[
\frac{c_s(T)}{\gamma T_c} = 1.34 \left(\frac{\Delta(0)}{T_c}\right)^2 e^{-\frac{\Delta(0)}{T}}
\]

\(\gamma\) is from the linear term in the normal state specific heat. This dependence has been confirmed for tin and vanadium [19].

Unfortunately, for the new high temperature superconductors this theory is not so successful. One of the basic effects of the BCS theory, the isotope effect, is absent in \(\text{YBa}_2\text{Cu}_3\text{O}_{x_a}\) [20]. While substituting \(\text{O}^{18}\) for \(\text{O}^{16}\) changes the lattice frequency significantly, \(T_c\) remains unchanged. It is also observed that the relation between the energy gap at absolute zero and the critical temperature predicted by BCS theory is not observed in the high \(T_c\) superconductors.

2.7 Summary.

In this chapter it has been shown that a superconductor is not simply a material that has zero resistance, as was believed prior to the discovery of flux exclusion (Meissner-Ochsenfeld effect). A phenomenological theory that described these two properties but did not give insight into the causes of them was formulated by the London brothers. This was later extended into a very successful general theory by Ginzburg and Landau. Abrikosov introduced the idea of quantised fluxons to explain the properties of type II superconductors. An explanation of the fundamental mechanism of superconductivity has been provided by Bardeen, Cooper and Schrieffer. This theory successfully predicts many properties of superconducting materials. However the new high-\(T_c\) materials are more complicated and do not conform so well to these well established theories.
2.8 References.


3.1 Introduction.

Abrikosov proposed that magnetic flux enters a type II superconductor in discrete quanta called fluxons [1]. Their existence has been shown by magnetic decoration techniques [2], and Lorentz microscopy [3]. It is important to understand how these fluxons interact with each other and the superconducting material. Another important feature of type-II superconductors is their magnetic hysteresis. These effects must be explained and it is shown how these measurements may be useful in studies of the superconducting state.

Firstly in this chapter the flux line lattice is introduced and its interactions with the material are discussed. It is seen that universal scaling laws are followed for the forces involved in these interactions. The laws have led to the development of models for the interactions and these are briefly discussed. A model that explains the magnetic hysteresis of type II superconductors is explained. This model allows the magnetisation critical current density to be calculated and this is shown too.

3.2 The Flux Line Lattice and its Interactions.

When the fluxons enter the superconducting material they will attempt to organise themselves in such a way as to minimise their energy. The array of fluxons is known as the Flux Line Lattice. In a homogeneous superconductor Abrikosov calculated that the fluxons would arrange themselves in a square lattice [1]. Kleiner and co-workers [4] corrected the calculation to arrive at a solution of a triangular lattice. An example of this triangular lattice may be seen in figure 3.1.

This regular array of fluxons can be distorted by the nature of the material. A fluxon consists of a core that is in the normal state (i.e. the Ginzburg-Landau order parameter, \( \Psi = 0 \)) surrounded by two superconducting electrons. If regions within the
material exist where the order parameter is lower than in the bulk then it may be energetically favourable for the fluxon to locate there instead of its usual position if it were only interacting with other fluxons. Examples of regions where the order parameter may be reduced are dislocations, crystal defects, twin boundaries and non-superconducting precipitates. The phenomena of such regions fixing the flux line lattice within the material is known as pinning.

The strength with which the pinning holds the flux line lattice in equilibrium is known as the volume pinning force, $F_p$, which is defined as:

$$F_p = J_c \times \vec{B}$$

therefore a higher current can be carried at a higher magnetic field if the volume pinning force is greater. In order to make commercial wires that have high critical current density, defects are often deliberately introduced [5].

![Figure 3.1 Regular array of fluxons within a superconducting material [19].](image)
3.3 Scaling Laws.

Measurements of the volume pinning force of cold-worked wires of niobium alloys [6] by Fietz and Webb lead to the discovery that the volume pinning force could be represented on a universal curve at all temperatures. They found that:

\[ F_p \propto [B_{c2}]^b f(b) \]

where \( b \) is the reduced field \( (b = B/B_{c2}) \). The function \( f(b) \) and the constants are independent of temperature.

Models have been proposed to define the function \( f(b) \). The model postulated by Kramer [7] suggests that at low values of the reduced field, line pins are the dominant source of pinning the flux line lattice. At higher values of reduced field the pinning force is due to shearing of flux lines past each other. This model, while fitting some materials very well is not general enough to account for the huge variety of superconducting materials. The form deduced from this model for the scaling is:

\[ F_p \propto B_{c2}^{2.5} b^{1/2} (1-b)^2 \]

The same problem was addressed in a more general fashion in a paper by Dew-Hughes [8]. In his paper he considered the possible pinning sites and the nature of their interaction with the fluxons. He successfully predicted the form of the scaling law for many materials. By using his model, the dominant pinning mechanism in a material may be deduced from the volume pinning force data.

While this works well for most low-\( T_c \) materials, in the new high-\( T_c \) compounds uncertainty in the determination of \( B_{c2} \) (often greater than 50T) makes the application of scaling laws difficult.
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3.4 Irreversible Magnetisation - The Critical State Model.

In 1964 a model to explain hysteretic behaviour in superconductors was proposed by C.P. Bean [9]. This model is known either as Bean's Model or the Critical State Model. The model is based around four assumptions about the superconductor that is being studied:

(i) The self-field of the sample is much less than the applied magnetic field. This ensures that the critical current is uniform in all of the sample.

(ii) The lower critical field is zero. This condition is fulfilled if the applied field is much greater than the lower critical field. Typically for type II superconductors the ratio $B_{c2}/B_{c1} \approx 1000$.

(iii) There are only three allowable current densities in the sample, 0 and $\pm J_c$, the critical current density.

(iv) The sample is homogeneous, allowing current to flow throughout the sample.

To formulate the model the four above assumptions are combined with one of Maxwell's equations:

$$ \nabla \times \vec{B} = \mu_0 \vec{J} $$

this equation may be interpreted as the field gradient is proportional to the current density, i.e.

$$ \frac{dB}{dx} \propto J $$

Consider a virgin slab of superconducting material of thickness $2a$ with a magnetic field applied perpendicular to the slab's axis as in figure 3.2. As can be seen current densities of $\pm J_c$ flow to shield out the applied magnetic field to a depth
$d = \frac{H}{J_c}$

The field has penetrated the sample with a uniform flux gradient in accordance with the first assumption.

As the applied field increased the sample is eventually fully penetrated and this is shown in figure 3.3. At this field, current is flowing in the whole sample. The current density may be related to the full penetration field, $H^*$:

$$H^* = a J_c$$

Using a geometric argument and the relationship:

$$B = \mu_0(H + M)$$

the magnetisation can be expressed in terms of the full penetration field, and hence the current density:

$$M = \frac{H^*}{2} = \frac{a J_c}{2}$$

this may be re-arranged:

$$J_c = \frac{2M}{a}$$

so the critical current density is shown to be a function of the magnetisation of the sample, a result that will be useful later.

If the applied field is further increased the field and current density profiles are represented in figure 3.4. Here the field gradient across the sample is less, and the values of the current density are lower. Eventually at $B_{c2}$ the applied field is not screened at all.
Figure 3.2 (a) Magnetic field and, (b) current density profiles for a slab shaped sample of a type II superconductor in a low applied magnetic field.

Figure 3.3 Magnetic field, (a), and current density, (b), profiles for a slab shaped sample of type II superconductor at the full penetration field, $H^*$. 
Figure 3.4 (a) Magnetic field and, (b) current density distributions in a slab shaped sample of type II superconductor at applied magnetic field $H^{*} < H < H_{c1}$.

Figure 3.5 (a) Magnetic Field and, (b) current density distributions throughout a slab shaped sample of type-II superconductor after the applied magnetic field has been slightly reduced.
Figure 3.6 (a) Magnetic field and, (b) current density distributions in a slab shaped type-ii superconductor when the applied magnetic field has been reduced to zero.

Figure 3.7 Magnetisation loop for a single crystal of YBa$_2$Cu$_3$O$_{7-δ}$ at 77K. $\Delta M$ is shown by the double-headed arrow.
Figure 3.5 represents the situation if the applied field is reversed by a small amount from an applied field less than the upper critical field. At the surface of the sample the current density, while being the same magnitude, reverses direction. This is in response to the changing magnetic field. The inner section of the sample is not affected by the change. In figure 3.6 the applied field has been reduced to zero. As can be seen there is still flux in the sample and current flowing throughout. This is hysteretic behaviour.

There are two slight adjustments that need to be made to this model. Firstly the current density in the sample does not change instantaneously, but decays over the London penetration depth, $\lambda_L$. This is not usually a problem, unless the sample is approximately the same thickness as the penetration depth as is the case in ultrafine (d<1\(\mu\)m) filaments of niobium-titanium [13].

The second correction is if the sample is not homogeneous. Campbell [14] used an A.C. technique to measure directly the flux profile within a type-II superconductor. This work showed that Bean's prediction that the current density and hence field gradient, are constant is correct within the bulk of the sample. However enhanced screening was observed in some superconductors in a thin layer at the surface. This is not a surprising result if it is recalled that stronger pinning leads to higher $J_c$ and at the surface the number density of defects and hence potential pinning sites may be higher.

3.4.1 Calculation of Magnetisation Critical Current Density.

The model can be used to calculate, $J_{cm}$, the magnetisation critical current density. Recall that:

$$J_c = \frac{2M}{a}$$
Defining $M$ as:

$$M = \frac{\Delta M}{2}$$

because this will eliminate any magnetic signal such as that from the paramagnetic moment of the dysprosium in DyBa$_2$Cu$_3$O$_{7-\delta}$. This means only the magnetisation caused by the macroscopic currents in the sample is being considered. Figure 3.7 shows how $\Delta M$ at a fixed value of the applied field is taken from a hysteresis curve. Using this the general equation may be formulated:

$$J_{cM} = \frac{\Delta M}{a}$$

Where: $J_{cM}$ is the magnetisation critical current density,
$\Delta M$ is the width of the hysteresis loop, and
$a$ is a characteristic scaling length.

The characteristic scaling lengths are dependent upon the sample geometry. These are calculated by approximating the sample to be either an ellipsoid [10, 11] or a disk [12].

This method of calculating a critical current density is very useful as it is contactless which is ideal for working on small samples such as single crystals. It also does not require the use of any D.C. transport currents.

This model of hysteresis effects in superconductors agrees well with observed behaviour in low-$T_c$ materials, except where the dimensions are small [13]. Granular effects in the high-$T_c$ superconductors are important as they violate the homogeneity assumptions. For example Zhukov [15] measured $J_{cM}$ and $J_{cT}$ (the transport critical current density) for a Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ tape and reported excellent agreement between the two at 10K, but not at 70K.
3.4.2 Effects of Magnetic Field Sweep Rate.

Due to flux creep, a phenomena by which the magnetisation of a superconductor decays with time, magnetic hysteresis measurements are made on superconductors with a constantly sweeping field to allow for this effect. If one of Maxwell’s equations is considered:

$$\vec{\nabla} \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}$$

which may be interpreted at the surface of the sample as [16]:

$$E_p = \frac{a}{2} \frac{dB}{dt}$$

where a is the sample radius. This says that the sweep rate of the applied field may be related to a specific voltage criteria as measured in transport measurements. This information may be used to construct a "V-I" trace [17] or an E-J-B surface [16]. The voltages that can be explored are between $10^5$ and $10^{11}$ V.m$^{-1}$ compared to a typical $10^3$ V.m$^{-1}$ for transport measurements of critical current density.

3.4.3 Granularity Measurements.

Magnetisation measurements can be used to probe granularity effects in superconductors [18]. If one assumes the Critical State Model to be correct it is easily seen that the observed magnetic moment of a material must scale with its size. If it does not then the material is not homogeneous.

3.6 Summary.

In this chapter it has been seen how magnetic flux enters a type II superconductor and the ways in which it interacts with the material. The critical state model, which explains hysteresis in superconductors has been explained in some
detail. This model allows calculations to be made of magnetisation critical current density, and investigations of the effect of electric field on the current density. Granular effects may also be studied using the analysis provided by the model.

3.7 References.


4. The Durham Superconductivity Group Vibrating Sample Magnetometer

4.1 Introduction.

The Vibrating Sample Magnetometer (VSM) is a commonly used instrument for the study of magnetic moments in many materials as a function of applied magnetic field and/or temperature. Its use in studies of superconducting materials arises from the ability to perform a contactless determination of the critical current density, by measuring the magnetic moment, and hence magnetisation of the sample. This is possible through the explanation of the critical state model (chapter 3). Most VSM's at present are restricted to applied fields of only 13T. A system to work up to 17T with temperature range of 2K to 150K is attempted. The system designed here has been used to measure single crystals of the high temperature superconductor YBa$_2$Cu$_3$O$_{7+delta}$ at low fields (chapter 6) and for a limited range of high field measurements (chapter 7) on both low and high temperature superconductors.

In this chapter the theory of the operation of a vibrating sample magnetometer is discussed, followed by details of the constituent components of the system. The detailed design of the probe which has been constructed in Durham for these measurements is described. The technicalities of the temperature measurement and control are extensive and, therefore, are contained in chapter 5. The construction and commissioning of a low field superconducting magnet is presented. Some issues of the system design are investigated. There have been major problems with the high field magnet system, in the context of VSM measurements. Investigations of these and their solutions are presented. The system has been accurately calibrated against a nickel standard. Finally a brief summary is given of the performance that has been achieved.
4.2 Principle of the Vibrating Sample Magnetometer

The VSM was first described in detail by Foner [1] in 1959 and many variants to this basic design have been made since (for example [2, 3, 4]). All VSM’s work by vibrating a sample between some suitably arranged detection coils. If a single detection coil is considered, the voltage induced (V) in the detection coil due to a local change in net flux follows from Faraday’s law:

\[ \oint E \cdot ds = -\frac{\partial \Phi}{\partial t} \]

i.e.

\[ V = -\frac{d\Phi}{dt} = -\frac{d\Phi}{dx} \frac{dx}{dt} \]  \hspace{1cm} (1)

Using the analysis of Zieba and Foner [5] to equate the flux (\( \Phi \)) produced by the magnetic dipole moment (\( m \)) of the sample to that produced by a current (I) in the detection coils (i.e. the Biot-Savart law):

\[ \vec{B}.\vec{m} = I\Phi \]  \hspace{1cm} (2)

and assuming that the sample is undergoing simple harmonic motion with amplitude A and frequency \( \omega \):

\[ \frac{dx}{dt} = A.\omega.\cos(\omega.t) \]  \hspace{1cm} (3)

combining (1), (2) and (3) gives:

\[ V = G.m.A.\omega.\cos(\omega.t) \]

where G is a geometrical factor. Therefore if the amplitude and frequency of the vibration are known, along with the geometric constant, the voltage induced in the detection coils is proportional to the magnetic moment and hence the magnetisation of the sample.
The detection coil geometry is extremely important. There are two aspects to be considered, signal (S) and noise, these have been detailed by Foner [6]. Consider a detection coil with turns (N), radius (r) at temperature (T) then;

$$S \propto \frac{N}{r^3}$$

so for high signal a detection coil should have many turns and a small radius.

Considering noise;

$$\text{Field Noise} \propto N \cdot r^2$$

$$\text{Johnson Noise} \propto \sqrt{RT}$$

for a low noise detection coil a small radius and low temperature are desirable.

The conclusion that may be drawn from this analysis is that VSM detection coils should: - have as many turns as possible,
- have as small radius as practical,
- be cooled to as low temperature as possible.

In an analysis by Springford et.al. [3] the voltage induced in detection coils with the sample vibrating along the detection coil axis is calculated. The relationship between the voltage induced in a detection coil ($E$) to the position of the centre of vibration along the axis ($Z$) and the radius of the detection coil ($r$) is;

$$E \propto \frac{r^2 \cdot Z}{(Z^2 + r^2)^{2.5}}$$

this is shown for a single detection coil in figure 4.1. Note that a sample vibrating about the centre of the detection coil will generate no voltage.

In a practical VSM, the signal due to the magnetic moment of the sample is generated in two detection coils which are wound in opposite senses symmetrically about the sample. If the voltage in one detection coil is equal to $V_\alpha$ then the voltage
in the other, $V_B = -V_A$. With the signal being read by a lock-in amplifier operating in (A-B) mode the signal read is $V_A - (-V_A) = 2V_A$. This arrangement also has the advantage of suppressing any noise due to the applied field as any induced voltages will be equal in magnitude but have opposite sense.

The Springford analysis may be used to design the optimum spacing along the vibration axis of two detection coils connected in the opposite sense. Ideally the total induced voltage should be independent of $Z$ over the greatest possible range. This reduces the maximum magnitude of the signal, but allows for accurate measurements to be made on large samples. The optimum centre-centre separation along the axis is:

$$2Z = \sqrt{3}r$$
4.3 Operation of the Durham VSM system.

The VSM described here is an axial type, where the vibration is parallel to the applied field. The description is split into four sections, measurement of magnetic moment, the magnetic fields, computer control and data acquisition, and thermometry. Figure 4.2 shows the components of the VSM built within the Superconductivity Group in Durham.

4.3.1 Measurement of Magnetic Moment.

This section covers the part of the VSM that is necessary to measure magnetic moment of the sample as a function of applied magnetic field, at fixed temperature. The oscillatory motion for the sample is provided by an EG&G PARC model 4500 Head Driver. This has a dedicated Head Controller, that uses feedback from the head driver to keep the vibration at a constant 85Hz with amplitude of approximately 100µm through the drive. This unit also provides a TTL reference voltage for an EG&G 5210 Lock-in Amplifier, which uses the reference for phase sensitive detection of the 85Hz component from the signal produced in the detection coils. This signal is due to the magnetic moment of the sample that is mounted on the sample rod.

As seen in section 4.2 the signal generated by the detection coils is proportional to the amplitude of the vibration. Therefore the amplitude of the vibration drive voltage is measured by DVM1.

To ensure that the detection coils are correctly centred in the magnet an A.C. method is used. The detection coils are placed axially in the centre of the magnet to which an A.C. field is applied. The objective is to find a position where the (A-B) voltage is a minimum. Balancing of better than 0.5% of the voltage from one detection coil alone can be obtained.
Figure 4.2 Circuit diagram of the Durham Superconductivity Group Vibrating Sample Magnetometer.
4.3.2 Magnetic Fields.

The magnetic field system is provided by two magnets. The Oxford 15/17T Magnet is a NbTi/Nb$_3$Sn superconducting magnet, which has a 40mm bore and is powered by the dedicated Oxford Power Supply (120A, 10V). The NbTi Low Field Insert sits inside the bore of the Oxford 15/17T magnet and provides fields up to 2T in a 20mm bore. The low field insert is powered by the Thor Power Supply (100A, 5V), programmed by a voltage from the Kepco Voltage Programmer. Current in the low field insert is monitored by DVM2 reading the voltage across a 0.05Ω standard resistor.

When the system is used as a low field VSM in liquid nitrogen the Oxford power supply is used to provide current to a copper magnet which replaces the low field insert, and there is no Thor power supply, Kepco voltage programmer or DVM2.

4.3.3 Computer Control and Data Acquisition.

The output and control of all the instruments is through the IEEE-488 interface to an IBM PC (model 35 SX), except for the Oxford Power Supply which uses the RS-232C data bus.

The whole system is controlled by dedicated code written in ASYST. The aims of the program are to:-

a) Control the fields in the magnets and prevent damage by providing safe escape routes in case of emergencies.

b) Read the output of the experiment in the format (field, voltage) at given intervals.
c) Provide real time data plotting that allows the user to check the quality of the data whilst the experiment is in progress.

d) Save the data in a format suitable for manipulation in standard analysis packages.

A flow diagram of the basic data acquisition loop is shown in figure 4.3. In an initial stage the user has to input information about the destination file for the data, along with details of the required maximum fields and sweep rates. The program prevents the user exceeding the recommended sweep rates for the Oxford 15/17T magnet. From these a frequency of data acquisition is calculated, such that there are approximately 1500 points over a full loop. There is a facility in the program for the user to abort the run. If this happens the data acquired is saved and the field reduced to zero at the maximum recommended rate to prevent damage to the Oxford 15/17T magnet.

As was shown in chapter 3 it is necessary for the magnetic field to have a well defined sweep rate. While this is straightforward when using the Oxford Power Supply (by one simple command) it is complicated with the Thor Power Supply as not only does each step need to be individually programmed, but the time taken to read DVM2 (or any device in fact) is not constant. To overcome these problems the program was made to consider how long it should have taken to do the total of steps executed, compared to how long it has actually taken. It then introduces an appropriate delay to make the overall time correct. Over a one minute period with approximately 800 steps it was found to be accurate to better than 0.1%.

Once the experiment has been started the field value is monitored to see if the maximum field has been reached, and if it is appropriate to take a data point. On taking a data point the computer records the field and the signal as measured by the lock-in amplifier, normalised to the amplitude of the vibration. This information is plotted on the computer screen. When the loop has been completed the data is saved as a Lotus 1-2-3 compatible file.
Figure 4.3 Computer Control of Vibrating Sample Magnetometer.
4.3.4 Thermometry.

There are two thermometers in the probe, a carbon-glass sensor and a ceramic capacitance sensor for control purposes, and these are shown in figure 4.5. They are read by a Lakeshore Temperature Controller. There is also a sample carbon-glass sensor (figure 4.2) on the sample rod close to the sample. This is read by DVM3 and the constant current source.

The technicalities of the thermometry are complicated and have been the subject of much work. Therefore a detailed discussion is carried out in chapter 5.
4.4 VSM Probe Design.

This section details the VSM probe designed and built in Durham. It is divided into three sections, general features of the probe design, details of the detection coil design and sample mounting.

4.4.1 General Design Features.

The probe provides support and protection for the detection coils and thermometry. An overview of the probe and head driver is given in figure 4.4. The head driver provides the oscillatory motion to the sample that is free to move within the probe and is mounted on a free standing frame, to decouple it mechanically from the magnet system.

The bellows are used to allow the vertical position of the sample to be easily adjusted whilst leaving the probe in fixed position. It is believed that the bellows' resilience helps to damp stray vibrations from the head driver.

Electrical connections for the detection coils and thermometry are through vacuum tight leadthroughs which have been hard soldered into the brass interface box. Firmly secured PTFE coated wires running down the inner support tube connect the interface box to the coils and thermometry.

The outer vacuum jacket of thin walled stainless steel provides protection for the delicate instrumentation and allows control over the gas pressure within the probe through a pumping valve in the interface box, which will also release any build up of pressure within the probe.

In order to reduce electrical noise the coil set is prevented from moving in the magnetic field. Above the coil set are several copper disks on resilient mountings ensuring that the stainless steel support tube is held centrally in the outer vacuum
jacket. Below the detection coils is a stabilising spike on the coil set that mates in to a centrally located recess in the outer vacuum jacket. A firm fit is ensured by using vacuum grease which will solidify under cryogenic conditions.

The detection coils are wound on the coil set shown in figure 4.5. It is made from tufnol which is an insulating, non-magnetic composite material. The carbon-glass sensor and capacitance sensor are held in a protective tufnol thermometry plug in the base of the coil set. The coil set is mounted on the stainless steel inner support tube with G.E. varnish.

4.4.2 Design of the Detection Coils.

The physical constraints of the system limit the scope for design. In order to have detection coils with the maximum number of turns, and the optimum separation of Springford (see section 4.2), each detection coil has the following dimensions:

- Inner Radius = 12.92mm
- Outer Radius = 15.00mm
- Length = 11.02mm

and the initial detection coil centre-centre separation was set to be 12.1mm.

To check the validity of Springford’s model the response of the detection coils was measured, by moving a small piece of vibrating permanent magnet material through the detection coils, and measuring the signal generated. The results of an experimental response profile for the 12.1mm centre-centre separation are presented in figure 4.6. As can be clearly seen the induced voltage is strongly dependent on Z over the whole range.
Figure 4.4 Overall view of the Vibrating Sample Magnetometer Probe.
Figure 4.5 Detailed View of the coil set of the Vibrating Sample Magnetometer probe. Positions of the two thermometers and the stabilising spike are also shown.
Figure 4.6 Experimental coil pick-up profile for the 12.1mm centre-centre separation.

Figure 4.7 Basis of the model used to calculate the induced voltage in the coils.
In order to understand this some computer modelling work was carried out. The model generalised Springford's work on a single coil to each turn of the detection coil. The detection coils here each consist of 5000 turns of 48SWG (0.041mmØ) copper wire, in 20 layers, each having an average of 250 turns as in figure 4.7. The computer model of the detection coil simply summed the contribution from each turn to the total induced voltage of the detection coil. Two of these were then added in opposition to simulate detection coil behaviour in a practical VSM.

Figure 4.8 shows the results of this simulation for a 12.1mm centre-centre detection coil separation compared to the data taken. There is reasonable agreement between the data and the calculation consistent with the model.

The simulation process was repeated for various values of the centre-centre detection coil separation. For values below 12.1mm the induced voltage showed a stronger dependence on Z. An optimum was found when the centre-centre detection coil separation was 18.1mm. This gave a region 4mm long where induced voltage was independent of Z. The calculation and subsequent experimental verification are presented in figure 4.9. When the centre-centre separation was further increased it resulted in a dip in the centre of the profile.
Figure 4.8 Comparison of Experimental and Calculated induced voltages for the 12.1mm centre-centre separation.

Figure 4.9 Calculated and Experimental induced voltages for the 18.1mm centre-centre separation.
4.4.3 Sample Mounting.

In order to vibrate in synchronisation with the head driver the sample has to be mounted on a holder attached to a rod that couples to the oscillations of the head driver. Coupling is provided by a purpose made brass rod provided by EG&G with the head driver. Extensions to this have been made from brass tube as it is lightweight, fairly strong and non-magnetic. Glass was not used as in other VSM’s [4], due to its brittle nature. Tufnol rod was also considered, but it is too flexible. Carbon-Fibre is a possibility [7] that has not been explored and could be used in the future.

The sample holder is made from a short piece of tufnol and is represented in figure 4.10. This has a flat area machined at one end to allow the sample to be mounted.

![Figure 4.10 Tufnol/PTFE Sample Holder.](image-url)
The PTFE sleeve is to ensure that the vibration is in a vertical manner by interacting with the PTFE guide (see figure 4.5). The thin sleeve was chosen from several designs due to:

a) **No positioning problems**- as the sleeve is 30mm long it will always sit within the guide, unlike short rings.

b) **Ease of manufacture**- thin walled PTFE is difficult to machine, and reliable thin wall sizes would be difficult to obtain.

c) **Vibrational Heating**- caused by the sleeve rubbing the coil set. This dictates that the sleeve be thin. A 9.8mm sleeve was observed to cause a 3K temperature rise from a base temperature of 4.2K (measured by a RhFe temperature sensor mounted as if it were a sample). The current 7.6mm sleeve causes a 200mK rise from 4.2K. Removing the PTFE does not eradicate the problem. At higher temperatures the effect is far less severe due to the rapidly rising specific heat capacities.

In order to mount securely the samples on the sample holder there is a choice of glues:

a) **G.E. Varnish**- is very strong, but can take up to a few hours to dry. It is also quite difficult to wash off, even with acetone, and therefore may damage delicate samples (e.g. high temperature superconducting ceramics).

b) **Polystyrene Cement**- (the type used with plastic model kits) is not as strong as G.E. varnish, but does dry faster (~ half hour). It dissolves readily in acetone and may be used with delicate samples.
4.5 Design and Construction of the Low-Field Insert.

It was decided to construct a separate low field insert coil to fit in the 40mm bore of the 17T magnet. This was wound on a tufnol former from ultra-fine NbTi wire, which allows the field to be increased beyond the 1.8T/min limit of the Oxford 15/17T magnet. The turns of this insert are packed with Apiezon N grease to protect against quenching. The dimensions of the windings are:

- Inner diameter = 23mm
- Outer diameter = 38mm
- Length = 87mm.

The insert was calibrated using a Hall Probe and the result is presented in figure 4.11, data having been taken up to just below the quench point of the magnet.

![Field/Current relationship of the low field superconducting insert.](image)

Figure 4.11 Field/Current relationship of the low field superconducting insert.
When the VSM was first used in the Oxford 15/17T magnet extreme noise below 1.6T was observed. An example of this can be seen in figure 4.12. This noise makes all data below 1.6T useless, and so it had to be eliminated. In order to discover the cause of the noise the various components in the system were replaced in a systematic way. The first targets for investigation were the solder joints in the probe, the thin wire of the detection coils and the thermometers. All these causes were eliminated. External components such as the Oxford power supply and the lock-in amplifier were also eliminated. After noticing that voltage kicks on the analogue display of the Oxford power supply happened momentarily before large noise spikes, the Oxford 15/17T magnet was found to be the cause.

Upon consultation with the manufacturer\(^1\) it was discovered that the inner sections of the Oxford 15/17T magnet were made from a particular type of Nb\(_3\)Sn known as "Jelly Roll". In this type of material the superconducting filaments are not continuous in the wire (as in NbTi) but are in the form of many short overlapping strands. This is done as a method of making Nb\(_3\)Sn of high critical current density at minimal cost. Unfortunately this material is unstable at low fields and is prone to flux jumping\(^2\).

To overcome this it was decided to take data for a sample in two loops;

a) **Low Field Data** - take this in the first loop which is 0T—\(\rightarrow\)2T—\(\rightarrow\)0T.

b) **High Field Data** - second loop of 0T—\(\rightarrow\)\(B_{\text{max}}\)—\(\rightarrow\)0T taken immediately afterwards with the low field section ignored.

---

\(^1\) Oxford Instruments Limited, Eynsham, Witney, Oxon. OX8 1TL. U.K.

\(^2\) For a detailed discussion of flux jumping see Appendix A.
Figure 4.12 Effects of flux jumping in high field magnet sections on a typical sample.

Figure 4.13 Hysteresis trace when effects of flux jumping in the high field system are removed. Compare to previous figure to see improvement.
In the first instance it was proposed to use the stable NbTi section of the Oxford 15/17T magnet for the low field data, and both sections of the Oxford 15/17T magnet to run the high field data. This could easily be achieved by taking an extra current lead from the join between the sections of the magnet and employing a separate power supply for the low field loop (in this case the Thor power supply). This did not work as it was impossible to ensure that current did not flow through short circuits provided by the power supplies and sections of the magnet. Therefore the separate low field insert was used to provide the low field loop.

The improvement in data quality using the low field insert is demonstrated by comparing figure 4.12 and figure 4.13. Note how the major and minor loops are consistent in figure 4.13, showing the quality of the data.
4.7 Calibration of the System.

The output from the VSM is in volts. However, the aim is to measure the magnetic moment of the sample. By measuring the magnetic moment of a well known sample then a calibration between volts and A.m$^2$ can be calculated. To do this the saturation magnetisation of nickel [9] was measured in high fields at 4.2K for several samples of different masses. A typical trace is shown in figure 4.14, the saturation voltage being that on the flat section of the trace.

Several of these give a plot of saturation magnetic moment against the saturation voltage. This plot is shown in figure 4.15. As can be seen it is a straight line and gives the result:

$$\text{Calibration Constant} = 0.240 \pm 0.001 \text{ A.m}^2 \cdot \text{V}^{-1}$$

The sensitivity of the system is determined not only by the calibration constant, but also by the noise levels. In the high field magnet system the noise level is 20$\mu$V, giving a sensitivity of approximately $5 \times 10^4$A.m$^2$ for fields above 2T. Below 2T this noise is reduced by a factor of five, and so the sensitivity is $10^4$A.m$^2$. When the low field, liquid nitrogen system is used the noise level is reduced to 1$\mu$V, giving a sensitivity of $2.5 \times 10^7$A.m$^2$. 
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Figure 4.14 Typical hysteresis loop for nickel.

Figure 4.15 Calibration of VSM signal using the saturation magnetic moment of several nickel samples.
4.8 Summary.

A vibrating sample magnetometer system has been assembled to allow contactless determinations of critical current densities of superconducting materials. While most of the constituent components of the system have been bought from external manufacturers, a probe with detection coils has been designed, built and commissioned at Durham.

Major successes with the work have been the advancement of detection coil design, and adaptation of the system to take high quality data in a flux jumping Nb$_3$Sn magnet.

The system has been calibrated against the saturation magnetic moment of nickel giving $(0.240 \pm 0.001)$A.m$^2$.V$^{-1}$. The sensitivity at high magnetic fields ($B > 2$T) is $5 \times 10^6$A.m$^2$, and at low magnetic fields ($B < 2$T) the sensitivity increases to $10^7$A.m$^2$. This is not very good compared to $10^8$A.m$^2$ commonly quoted [7] for an Oxford Instruments 12T VSM in magnetic fields up to 13T.
4.9 References.


5. Thermometry

5.1 Introduction.

This chapter details a major investigation of closed gas thermometry for use in magnetic fields up to 17T from 4.2K to 130K within a 20mm bore. Many VSM's (e.g. [1]) use a gas flow cryostat. This works by drawing cryogen from the bath through a needle valve in the bottom of the cryostat, which is then passed through a heat exchanger made of copper that has been heated to the appropriate temperature. The sample in the gas is assumed to be at that temperature. However this is not an ideal system as needle valves at 4.2K can be unreliable. Due to the nature of the measurement the sample under test is several centimetres away from the well defined temperature of the heat exchanger, which raises questions about accuracy of temperature measurement, and in this respect the flow rate of the gas is crucial [2]. Finally a gas flow cryostat would have taken all 40mm bore of the 17T magnet.

The advantages of the small bore closed system are that the thermometer is closer to the sample, and additional inserts within the magnet bore may be used. The aim is to achieve a stable and uniform temperature within the VSM probe. Using the ideas developed, variable temperature measurements have been made on single crystals of $\text{YBa}_2\text{Cu}_3\text{O}_7$ from 77K to 95K (chapter 6) and from 4.2K to 10K on NbTi multifilamentary wire (chapter 7).

The chapter begins with details of the components of the thermometry system, such as temperature sensors, temperature and pressure controllers, heaters and thermal insulation. This is followed by the major part of the work, the investigation of temperature differences between the temperature sensor and the sample, along with how these problems have been dealt with. The use of a thermocouple and carbon-glass temperature sensor to measure directly sample temperature is investigated. Finally there is a summary of what has been achieved.
5.2 Temperature Control and Measurement in the VSM.

This section details the hardware of the variable temperature system in the VSM probe. It is split into two parts, the first covering aspects of cryogenic design of the probe and the second dealing with temperature measurement and electronic systems. An overview of the system is shown in figure 5.1.

5.2.1 Design of Thermal Environment.

There are two heaters that are connected in parallel within the probe as shown in figure 5.1. The foil heater is around the inside of the coil set and has a resistance of 45Ω. A 27Ω wire heater is wound around the outside of the stainless steel support tube, electrically insulated from it by cigarette paper and G.E. varnish.

The purpose of this arrangement is to provide uniform temperature profile across the whole area at the bottom of the probe. The external variable resistor is used to alter the currents (and hence power dissipated) in each heater. The need for this is highlighted in section 5.3. The currents in each heater are measured using DVM4 and DVM5.

The end of the probe where the sample sits has been thermally isolated. This was done as it is believed that the less heat flows in or out of the probe, the easier will be the control of the system's temperature, and to reduce the consumption of liquid helium. Radiation shielding has been provided by several layers of superinsulation (aluminised mylar film) around the outside of the coil set and the support tube beyond. Conduction heat leaks down the probe have been reduced by replacing 75mm of the brass sample rod approximately 100mm from the sample with tufnol rod. This acts as a thermal "resistor" due to its lower thermal conductivity. Tufnol tubing has replaced a 100mm stainless steel support tube section in a similar fashion.
Figure 5.1 Thermometry in the Durham Superconductivity Group Vibrating Sample Magnetometer.
5.2.2 Temperature measurement and Control.

There are two thermometers in the probe. The carbon-glass sensor is used to measure accurately the temperature of the sample space in zero applied field. This is very reproducible [3], and good at low temperatures ($T < 100K$) where its high negative differential resistance makes it very sensitive. The carbon-glass sensor is dependent upon magnetic field and so the capacitance sensor is used as the control sensor of the system. Ceramic capacitance sensors have virtually no magnetic field dependence [4], but the value of capacitance at a particular temperature is not reproducible upon thermal cycling. Both sensors are mounted in the tufnol thermometry plug within the coil set and thermally connected to the heater by silicone vacuum grease.

The Lakeshore temperature controller maintains the temperature within the probe. This reads both the temperature sensors and powers the heater for the probe. Care must be taken with this instrument as it does not measure the resistance of the carbon-glass sensor correctly. The systematic error is presented in figure 5.2. The user has control on the proportional (P), integral (I) and differential (D) parameters of the feedback in the controller, ensuring that the controller goes to the correct set-point and eliminating problems with long term drift. These parameters change with temperature, namely when temperature increases the proportional parameter has to be reduced and the integral time increased. Rate is not used in this system as it is a safeguard against overshoot.

The pressure of helium gas within the probe is important, as it provides the main method of heat transfer between the heaters and the sample, as well as having an impact on the time response of the system. The helium gas used is passed through a liquid nitrogen trap to remove any water vapour or oxygen from it that may affect the system. Pressure of helium transfer gas is controlled within the probe by the use of an MKS self-tuning valve pressure controller, which by the use of separate sensing units has two ranges 1-1000Torr ($\pm 1$Torr) and 1-1000mTorr ($\pm 1$mTorr).
Figure 5.2 Systematic error in resistance measurement of the Lakeshore temperature controller. Line is a guide to the eye.
5.3 Temperature Differences.

Even in the closed gas, 20mm bore system described above the sample and the sensor are not in exactly the same place, and therefore may not be at the same temperature. This can be allowed for if a thermometer is placed on or near the sample. However this is not desirable in a VSM as extra signal due to this thermometer will be detected. In order to measure this difference a calibrated rhodium-iron (RhFe) temperature sensor was mounted as if it were a sample. The temperature difference, $\Delta T$, is defined as:

$$\Delta T = T(\text{RhFe}) - T(\text{CG})$$

therefore if $\Delta T > 0$ the sample is too hot,

$\Delta T < 0$ the sample is too cold.

This section is split into three parts that formed essentially separate investigations of the temperature differences in different conditions. The first is temperature differences at temperatures between 77K and 130K. Temperature differences at 4.2K and above are dealt with in two parts, those between 4.2K and 30K, and those from 4.2K to 120K.

5.3.1 Temperature Differences from 77K to 130K.

Initially it was thought that the temperature difference could be controlled using just the foil heater and by varying the pressure of helium gas within the probe. The results of this exercise are presented in figure 5.3. From this it is obvious that there is no single pressure that is useful. The probable reason for the offset on the 1 Torr and "0" Torr (below the $4 \times 10^{-2}$mbar limit of the Pirani gauge) data is that the heat leak down the probe is significant at low pressures.
The next stage of the development was to add a second heater (see figure 5.1), wound non-inductively with constantan resistance wire. Figure 5.4 presents the results of this exercise for various heaters in series with the foil heater. The conclusion to be drawn from this is that no single heater will be suitable over the full range of temperatures.

To allow for this in use a 27Ω wire heater is placed in parallel with the foil heater. The relative power dissipated through each heater is changed in-situ by an external variable resistor which may be put in series with either heater. To discuss results gained this way, the term ratio (of heater current) has to be defined:

\[
Ratio = \frac{I_{\text{foil}}}{I_{\text{wire}}}
\]
Figure 5.4 Temperature differences when different fixed value second heaters are used in the VSM probe.

Figure 5.5 Several measurements of temperature difference with a heater current ratio of 0.5.
Figure 5.5 shows six different experiments at 25 Torr with a ratio of 0.5, these were done to check how reproducible was the system. As can be seen from the figure it is not reproducible. It was noted that the power delivered from the Lakeshore temperature controller was not reproducible either. Therefore in order to characterise the system properly *power* had to be measured, and it is defined as:

$$\text{Power (W)} = (I_{\text{foil}})^2 \times 45 + (I_{\text{wire}})^2 \times 27$$

Graphs of $\Delta T$ against power as a function of ratio at fixed temperature and pressure were produced.

Six experiments were performed at 5 Torr for the ratios 0.750, 0.925, 0.970 and 1.050 at 85, 90, 100, 110, 120, 130K. The plots of $\Delta T$ against power are presented in figures 5.6-5.11. A criteria for acceptable temperature difference was set to be $\pm 200$ mK, and this is represented on the graphs with horizontal dotted lines. The lines joining the data in the graphs are polynomial fits as guides to the eye.

The data at 85K is presented in figure 5.6. All measured temperature differences were less than 1K. The graph shows well that if the power is increased at a fixed ratio then the sample temperature increases also. In figure 5.7, at 90K, the magnitudes of the temperature differences are greater, and it can be seen that if the ratio of the heater currents is increased at fixed heater power the sample temperature decreases.

At 100K (figure 5.8) none of the data points fall within the $\pm 200$mK acceptable range. However, the data show the same predictable trends as those at 85K and 90K. Therefore it is reasonable to use the data to extrapolate the ratios that have been measured, or suggest ratios that may give the acceptable limit. Figure 5.9, at 110K is similar to the data at 100K. Here the maximum temperature difference is 4K, which follows the pattern of increasing temperature leads to increased temperature differences.
Figure 5.6 Temperature differences at 85K and 5 Torr as a function of power at fixed heater current ratio. Lines are a guide to the eye.

Figure 5.7 Temperature differences at 90K and 5 Torr as a function of heater power at fixed heater current ratio. Lines are a guide to the eye.
Figure 5.8 Temperature differences at 100K and 5 Torr as a function of heater power at fixed ratios of heater current. The lines are as a guide to the eye.

Figure 5.9 Temperature differences at 110K and 5 Torr as a function of heater power at fixed ratios of heater current. The lines are as guides to the eye.
Figure 5.10 Temperature differences at 120K and 5 Torr as a function of heater power at fixed ratios of heater currents. The lines are guides to the eye.

Figure 5.11 Temperature differences at 130K as a function of heater power at fixed ratios of heater currents. The lines are guides to the eye.
Figures 5.10 and 5.11 are graphs of temperature difference at 120K and 130K respectively. These data show the strong trends of those at lower temperatures. Again there is very little data within the ±200mK zone, but interpolations may safely be made.

From all of these graphs combinations of power and ratio can be extracted for each temperature that give the acceptable ±200mK temperature differences, and these are presented in table 5.1. Where "higher?" is indicated the experiments did not explicitly check the maximum allowable power.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>Ratio</th>
<th>Lower P(W)</th>
<th>Upper P(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>0.925</td>
<td>0.30</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>0.965</td>
<td>0.42</td>
<td>0.62 (higher ?)</td>
</tr>
<tr>
<td></td>
<td>1.050</td>
<td>0.45</td>
<td>0.60 (higher ?)</td>
</tr>
<tr>
<td>90</td>
<td>0.925</td>
<td>0.85</td>
<td>1.15 (higher ?)</td>
</tr>
<tr>
<td>100</td>
<td>0.925</td>
<td>1.80</td>
<td>2.20 (higher ?)</td>
</tr>
<tr>
<td>110</td>
<td>0.925</td>
<td>2.50</td>
<td>3.20 (higher ?)</td>
</tr>
<tr>
<td></td>
<td>0.970</td>
<td>3.00</td>
<td>3.30 (higher ?)</td>
</tr>
<tr>
<td>120</td>
<td>0.925</td>
<td>2.70</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>0.970</td>
<td>3.40</td>
<td>3.70</td>
</tr>
<tr>
<td></td>
<td>1.050</td>
<td>3.90</td>
<td>4.50 (higher ?)</td>
</tr>
<tr>
<td>130</td>
<td>0.925</td>
<td>3.10</td>
<td>3.40</td>
</tr>
<tr>
<td></td>
<td>0.970</td>
<td>3.30</td>
<td>3.60</td>
</tr>
<tr>
<td></td>
<td>1.050</td>
<td>4.40</td>
<td>5.10</td>
</tr>
</tbody>
</table>

Table 5.1 Values of ratio and power that will give ±200mK temperature differences at 5 Torr in a liquid nitrogen bath.
After the success at 5 Torr in finding combinations of ratio and power in the heaters that will give \pm 200\text{mK} temperature differences, the experiment was repeated at atmospheric pressure. The advantage of this is that use of the pressure controller is unnecessary. Experiments were done with ratios 0.750, 0.775, 0.800, 0.825 and 0.850, at 85, 90, 100, 110, 120 and 130K. Figures 5.12-5.17 show $\Delta T$ against power at fixed temperature and ratio. The acceptable criteria of $\pm 200\text{mK}$ is represented by the horizontal dotted lines.

In figure 5.12, which is at 85K, it is seen that the temperature differences are all less than $\pm 1\text{K}$. Also if the ratio is increased the temperature of the sample decreases, as with the 5 Torr data. At 90K (figure 5.13) similar behaviour is seen. The dependence of the temperature difference with power is somewhat different to that seen at 5 Torr. Here at low powers the temperature difference is high and positive, it dips to be negative, and then at high powers is again high and positive.

The data at 100K (figure 5.14) has less pattern to it. Unlike the 5 Torr work polynomial fitting could not be applied to this more "noisy" data. It would be very difficult to use this data to predict any trends, as the scatter on the data is approximately 400\text{mK}. In figure 5.15 (110K) the data is less scattered and this could be confidently used to extract combinations of ratio and power for acceptable thermal gradients.

Both of figures 5.16 and 5.17 (at 120K and 130K respectively) show data with scatters of approximately 1K or 2K. Clearly this data cannot be used to find conditions for acceptable thermal gradients.

In summary the atmospheric pressure data shows that while the system is simpler at atmospheric pressure than at 5 Torr, the temperature differences are not as easy to predict as at 5 Torr. Therefore for thermometry within a liquid nitrogen bath a pressure of 5 Torr is used and heater ratio and power are set using the external variable resistor in accordance with table 5.1.
Figure 5.12 Temperature differences as a function of heater power at fixed ratio of heater currents.

Figure 5.13 Temperature differences as a function of total heater power at fixed ratios of heater currents.
Figure 5.14 Temperature differences as a function of total heater power at fixed ratios of heater currents.

Figure 5.15 Temperature differences as a function of total heater power at fixed ratios of heater currents.
Figure 5.16 Temperature differences as a function of total heater power at fixed ratios of heater current.

Figure 17 Temperature differences as a function of total heater power at fixed ratios of heater currents.
5.3.2 Temperature Differences from 4.2K to 30K.

The temperature differences were considered separately in this range as it will cover the range of low temperature superconductors, for example NbTi ($T_c=9$K), Nb$_3$Sn ($T_c=18$K) and PbMo$_6$S$_8$ ($T_c=14$K). A helium gas pressure of 100Torr was used as it gives faster response in the system, and at these low temperatures does not significantly increase the boil-off rate of the liquid helium. Measurements of $\Delta T$ against heater power were made at a helium gas pressure of 100 Torr. Two ratios were measured, 0.700 and 0.770, from 10 to 30K in 5K steps. The results are presented in figures 5.18-5.22. The horizontal dotted lines on the graphs are at $\pm 200$mK, which again is the criteria for an acceptable temperature difference.

Figure 5.18 presents the data taken at 10K. The scatter of the data is approximately 100mK. The two ratios are seen to occur in distinct groups. These data were taken over two days, at many different cryogen levels. From this it may be assumed that the system is much more repeatable than that from liquid nitrogen temperatures and above. This is re-inforced by the data at 15K which is shown in figure 5.19.

Similar behaviour is seen in figure 5.20 which is at 20K. Note from this that increasing the ratio causes the sample temperature to decrease, as seen in section 5.3.1. The same is true in figure 5.21 (25K) where one may see that the higher the power, the higher is the sample temperature. Figure 5.22 confirms all the trends that have been seen before at 30K.

The conclusion that may be drawn from this exercise is that these data are very repeatable, despite having been taken over two days and at a range of cryogen levels. This is probably due to the superior nature of the cryostat provided with the Oxford 15/17T magnet. Table 5.2 summarises the combinations of heater power and ratio needed at 100Torr for acceptable temperature differences between 4.2K and 30K.
Figure 5.18 Temperature differences at 10K as a function of power at fixed ratios of heater current.

Figure 5.19 Temperature differences at 15K against heater power at fixed ratio of heater current.
Figure 5.20 Temperature differences at 20K against heater power at fixed ratios of heater current.

Figure 5.21 Temperature differences at 25K against heater power at fixed ratios of heater current.
Figure 5.22 Temperature differences at 30K against heater power at fixed ratios of heater current.

<table>
<thead>
<tr>
<th>Temperature Range (K)</th>
<th>Ratio</th>
<th>Power Range (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2 → 17</td>
<td>0.770</td>
<td>0.0 → 0.6</td>
</tr>
<tr>
<td>17 → 30</td>
<td>0.700</td>
<td>0.8 → 2.0</td>
</tr>
</tbody>
</table>

Table 5.2 Criteria for acceptable (±200mK) thermal gradients below 30K in a 100 Torr helium gas atmosphere.
5.3.3 Temperature Differences from 4.2K to 120K.

This range of temperature is considered separately to the 4.2K to 30K range, because it is impractical to use pressures of 1 Torr and above at temperatures of 60K and greater due to the excessive boil-off rate of the liquid helium.

Initially the helium gas within the probe was not pressure controlled, but was continuously pumped by an Edwards 12m³hr⁻¹ rotary pump. The use of a diffusion pump was unnecessary as the boil-off of liquid helium at high temperatures was not excessive. Use of the very low pressures increases the response time of the system, leading to temperature control problems which in this case prevented any data being taken at 100K and 120K. Measurements were taken of ΔT against power with fixed ratios at 20K intervals from 20K-80K. The results of this series of experiments are presented in figures 5.23-5.26.

At 20K (figure 5.23) and 40K (figure 5.24) if the ratio is increased then the sample temperature increases. Both of these data sets show well defined lines for each different ratio and this may be used for interpolation purposes to find a combination of ratio and power that would give an acceptable (±200mK) temperature difference.

The data in figure 5.25 (60K) and figure 5.26 (80K) are somewhat different. The trends are less smooth, typical scatter being 2K in the worst case in figure 5.25. While combinations of power and ratio may be found they are not of much practical use. This is because at fixed ratio the rate of change of thermal gradient with respect to power is very high. For example if during an experiment at 60K and a ratio of 0.515, the power required for heating changes from 1.2W to 1W then the temperature difference would change by 4K. At 80K the situation is worse.
Figure 5.23 Temperature differences at 20K as a function of heater power at fixed ratios of heater current in low pressure helium gas.

Figure 5.24 Temperature differences at 40K as a function of heater power at fixed ratios of heater current in low pressure helium gas.
Figure 5.25 Temperature differences at 60K as a function of heater power at fixed ratios of heater current in low pressure helium gas.

Figure 5.26 Temperature differences at 80K as a function of heater power at fixed ratios of heater current in low pressure helium gas.
Above 40K better control over the conditions in the system is needed. The temperature difference above 40K need not only to be made less dependent upon power, but be as systematic as those below 40K.

A series of experiments have been performed with the helium gas atmosphere within the probe being held at 50mTorr by the Pressure Controller. The choice of pressure was constrained by the need to have the pressure low enough to keep liquid helium boil-off acceptable and enough helium gas present to ensure good thermal contact between heater and sample along with good control of the temperature. Again temperature difference was measured as a function of heater power at fixed ratios of heater current. The results are presented in figures 5.27-5.32.

From figures 5.27 and 5.28 it is seen that the 20K and 40K data are not as systematic as those taken with continuous pumping. At 60K and 80K (figures 5.29 and 5.30), while the temperature differences are much more systematic than in the continuously pumped system, they still have almost the same dependence on power ($\approx 6KW^{-1}$). The 100 and 120K (figures 5.31 and 5.32) data could be said to be random, and no useful trends can be extracted.

In summary, acceptable temperature differences cannot be systematically reproduced in a closed 20mm bore system in a liquid helium cryostat for the temperature range 40 to 120K.

Measuring the sample temperature each time the experiment is run is the only way of eradicating the problem of not having systematic temperature difference behaviour. To do this a temperature sensor has to be mounted on the sample or sample holder. As discussed earlier this has signal implications, but if magnetisation is strongly dependent upon temperature in the range of the measurement any VSM data would not be valid if the temperature is only known to an accuracy of $\pm 2K$, or worse.
Figure 5.27 Temperature differences at 20K, 50mTorr as a function of heater power at fixed ratios of heater current.

Figure 5.28 Temperature differences at 40K, 50mTorr as a function of heater power at fixed ratios of heater current.
Figure 5.29 Temperature differences at 60K, 50mTorr as a function of heater power at fixed ratios of heater current.

Figure 5.30 Temperature differences at 80K, 50mTorr as a function of heater power at fixed ratios of heater current.
Figure 5.31 Temperature differences at 100K, 50mTorr as a function of heater power at fixed ratios of heater current.

Figure 5.32 Temperature differences at 120K, 50mTorr as a function of heater power at fixed ratios of heater current.
5.4 Possible use of a Thermocouple to measure sample temperature.

It has been demonstrated in section 5.3.3 that it is very difficult to ensure reproducibly that the sample is at the same temperature as the sensor in the probe. Therefore it is necessary to measure directly the sample temperature. This may be done using a thermocouple.

The thermocouple works by generating a potential difference between two junctions at different temperatures. To use it to ensure that in this probe the sample temperature is equal to the temperature of the carbon glass sensor one junction should be placed on the sample, and the other in the silicone vacuum grease next to the carbon-glass sensor. When a voltmeter between the junctions registers zero volts then the two regions must be at the same temperature. This method avoids the need to calibrate the thermocouple.

There are a range of thermocouples on the market [5], and not all are suitable for this purpose. Some have low sensitivity at temperatures below 100K (e.g. chromel-CuFe and chromel-gold/iron). All thermocouples contain iron, chromium or nickel, all of which are ferromagnetic. Type T (copper-constantan) was chosen as it has good sensitivity below 100K and can be economically and easily manufactured.

The thermocouple will not be used in the VSM system, primarily because it would have been awkward to use without any breaks. Breaks would constitute extra junctions, introducing extra signal to the measurement.
5.5 Use of a Carbon-Glass Resistor to measure Sample temperature.

In order to measure the sample temperature directly, the need for which has been detailed in section 5.3.3, a carbon glass resistor has been mounted in a tufnol sample holder so it is in thermal contact with the sample. This has been done as the use of a carbon glass sensor is a simple four terminal resistance measurement. The measurement leads may be connected in sections using micro PCB connectors for ease of use when removing or inserting samples from the probe. The background signal of this has been measured as a function of magnetic field. A typical result is presented in figure 5.33.

Inspection of figure 5.33 shows a problem, i.e. a hysteretic background signal. This is a problem as the Bean model (see chapter 3) uses the hysteresis width to calculate the magnetisation critical current density, $J_{cm}$. As this background is reproducibly hysteretic it may easily be subtracted from any measurement.

In use the probe temperature is set and stabilised using the Lakeshore temperature controller. The sample sensor resistance (and hence temperature) is monitored using the DVM and current source. Then by use of the external variable resistor the ratio of current in the heaters is adjusted until the temperatures are the same. The DVM and current source are detached and the magnetisation measurement run.
Figure 5.33 Signal of passive carbon-glass sensor at 77K.
5.6 Summary.

A system has been developed to make variable temperature VSM measurements on superconducting samples in a 20mm diameter closed bore. The VSM probe has been designed to keep the heat required to a minimum, saving on boil-off of the expensive liquid helium. Two temperature sensors are used, a carbon-glass sensor for accurate measurements in zero applied field and a capacitance sensor for control of the system in magnetic field. A specialist temperature controller is used for reading the sensors and providing the heating.

The problem of the sample and the sensor not being at the same temperature has been addressed. A method of working has been developed that will give temperature accurate to ±200mK when used from liquid nitrogen temperature (77K) up to 130K. This method has been successfully applied to the range 4.2K to 30K, where the same level of accuracy has been achieved. For experiments that require temperatures in the range 4.2K to 120K there is a problem. The dependence of the temperature difference between sample and sensor on power and ratio is not reliably reproducible. Therefore it has been necessary to develop a method for measuring the sample temperature directly to ensure that it is the same as the probe sensor temperature. This has been done using a second carbon-glass sensor.
5.7 References


6.1 Introduction.

In March 1987, YBa$_2$Cu$_3$O$_{7-\delta}$ was discovered to be the first superconductor with critical temperature, $T_c$, above the boiling point of liquid nitrogen [1]. The reported critical temperatures were between 80K and 93K and upper critical fields, $B_{c2}(0)$, between 80T and 180T were estimated by resistive extrapolation. These high values compared to those of Nb$_3$Sn, a commonly used high field superconductor with $T_c$=18K and $B_{c2}(0)$=22T, should mean that the YBa$_2$Cu$_3$O$_{7-\delta}$ system has many possibilities for high field applications. Unfortunately, like the earlier lanthanum based compounds of Bednorz and Müller [2] these compounds are brittle ceramics, making fabrication of useful devices difficult. Granularity in YBa$_2$Cu$_3$O$_{7-\delta}$ can limit the current carrying capabilities of the material rendering it unsuitable for many applications.

The unit cell for YBa$_2$Cu$_3$O$_{7-\delta}$ has been determined by x-ray diffraction [3], and is shown in figure 6.1. This is an orthorhombic, perovskite type unit cell where some oxygen atoms have been removed from the structure. The lattice parameters are related in the following way:

\[ a = b = \frac{c}{3} \]

Studies of the upper critical field in untwined crystals [5] suggest that there is little or no difference between the $a$ and $b$ directions. However the upper critical field along the $c$ direction is very different. This anisotropic behaviour has also been seen in other electro-magnetic properties [6, 7, 8]. It is necessary to study the properties of high quality single crystals to probe the intrinsic behaviour of YBa$_2$Cu$_3$O$_{7-\delta}$.

Measurement of the magnetisation critical current density is important for single crystals of YBa$_2$Cu$_3$O$_{7-\delta}$ as it is very difficult to make transport measurements.
of the critical current density on such samples due to problems with making contacts to the sample.

This chapter describes low field magnetic measurements made with the VSM on two single crystals of the ceramic superconductor YBa$_2$Cu$_3$O$_{7.4}$. Firstly details of the manufacture of the samples at the National Crystal Growth Facility for Superconducting Oxides are presented before explanation of the experiments performed. These were studies of the magnetic hysteresis as a function of the sweep rate of the magnetic field and magnetic hysteresis as a function of temperature at and above 77K in magnetic fields up to 220mT. The data from these experiments is presented. The data has been analyzed using the critical state model and the magnetisation critical current density ($J_{cm}$) calculated. The implications of these results with reference to other work is discussed. A summary is given of the work that has been carried out.

Figure 6.1 Unit cell of YBa$_2$Cu$_3$O$_{7.4}$ [4].
6.2 The Single Crystals.

The crystals used in this study were grown at the U.K. National Crystal Growth Facility for Superconducting Oxides, at the University of Birmingham. A mixed halide (NaCl/KCl) flux method was used [9], which can be summarised as follows: Powders of yttrium, barium and copper oxides were mixed in the appropriate molar ratios and reacted to make YBa$_2$Cu$_3$O$_{7-\delta}$ powder. This was then mixed with an amount of NaCl-KCl (50% by weight of each) flux. The mixture was placed in an alumina crucible and reacted in a muffle furnace to make single crystals which could be extracted from the melt. The samples were given a post growth annealing to ensure high oxygenation which increases $T_c$. The largest crystals grown to date are $8 \times 7 \times 2$ mm$^3$. Their size depends on the amount of flux used and the heat treatment cycle.

Two crystals have been studied and their dimensions are summarised below in table 6.1. The c-axis is along the shortest dimension of each crystal.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>Dimensions (mm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F21</td>
<td>4.4 x 4.0 x 1.5</td>
</tr>
<tr>
<td>F42</td>
<td>3.9 x 3.8 x 0.5</td>
</tr>
</tbody>
</table>

Table 6.1 Single Crystals used in low field measurements.

The samples have been confirmed as single crystals by Laue X-ray diffraction at Birmingham. The two crystals were grown with identical conditions such as heat treatment and amount of flux used, but not necessarily at the same time. Therefore they should have nominally identical electromagnetic properties.
6.3 Experimental Measurements.

The measurements of magnetic hysteresis have been made using the low field vibrating sample magnetometer as described in chapters 4 and 5. Two studies have been carried out, the dependence of magnetic hysteresis on the field sweep rate and the dependence of the magnetic hysteresis on the temperature.

6.3.1 Magnetic Hysteresis as a Function of Field Sweep Rate.

As has been shown in chapter 3 the magnetisation of a superconducting sample depends on the sweep rate of the applied field. Sample F21 has been measured at three sweep rates, 0.25, 0.5 and 0.9 mT.s\(^{-1}\), at 77K with field perpendicular to the c-axis. The upper sweep rate limit was defined by the Oxford power supply, the lower by time constraints. The hysteresis loops are presented in figure 6.2. It can be seen that the faster the sweep rate, the greater is the hysteresis.

![Figure 6.2](image.png)

**Figure 6.2** Effects of field sweep rate on hysteresis loops at 77K. Sample is YBa\(_2\)Cu\(_3\)O\(_7\)\(_\delta\) single crystal F21 with B\(_{h,c}\).
6.3.2 Magnetic Hysteresis as a Function of Temperature.

Magnetic hysteresis has been measured for both samples at 77, 80, 85, 90 and 95K, in fields up to 220mT. All of these measurements were made with a field sweep rate of 0.5mT.s\(^{-1}\) so that valid comparisons could be made between the data sets taken. This exercise was performed for both samples in two orientations, namely with the applied magnetic field perpendicular to the c-axis of the crystal, and with the applied magnetic field parallel to the c-axis of the crystal. Following the discussion in section 6.1 different results were expected.

The hysteresis measurements are presented as volume magnetisation and magnetic moment against applied magnetic field in figures 6.3-6.6. Volume magnetisation is the correct way to compare and contrast the data as the samples are not the same size.

Figure 6.3 shows magnetic hysteresis data for sample F21 with applied field parallel to the c-axis. The magnetic hysteresis decreases for increasing temperature at all fields, with no magnetic hysteresis observed at 95K. At 77K the magnetic hysteresis (\(\Delta M\)) decreases from \(\Delta M(0\text{mT})=25000\text{A.m}^{-1}\) to \(\Delta M(40\text{mT})=20000\text{A.m}^{-1}\) after which the value of \(\Delta M\) is approximately field independent. Similar behaviour at lower values of \(\Delta M\) is observed at all other temperatures.

The data taken for the orientation of sample F21 where applied field is perpendicular to the c-axis is presented in figure 6.4. As in figure 6.3 the magnetic hysteresis decreases for increasing temperature at all fields and no magnetic hysteresis was observed at 95K. The magnetic hysteresis decreases at all fields and temperatures with no plateau seen. The peak value of the magnetic hysteresis at 77K is \(\Delta M(0\text{mT})=8000\text{A.m}^{-1}\).

Magnetic hysteresis of sample F42 with the applied field parallel to the c-axis is presented in figure 6.5. Again as temperature is increased at a particular field the magnetic hysteresis decreases. No hysteresis is observed at 90K and above. Magnetic
hysteresis decreases from $\Delta M(0\text{mT}) = 35000 \text{A} . \text{m}^4$ to $\Delta M(60\text{mT}) = 25000 \text{A} . \text{m}^4$ at 77K and then remains steady until it increases at fields above 100mT. Similar behaviour at lower values of $\Delta M$ is observed at 80K. The 85K data does not show this rise in either quadrant where field magnitude is increasing. In the field magnitude decreasing quadrants at 85K magnetisation increases rapidly from $\pm 180\text{mT}$ to $\pm 120\text{mT}$, and then remains constant down to $\pm 40\text{mT}$. Two spikes are observed in each negative field quadrant. These have been attributed to random noise in the system from an unknown source.

Figure 6.6 presents magnetic hysteresis of sample F42 with the applied field perpendicular to the c-axis. No magnetic hysteresis was observed at 90K. Generally, an increase in temperature corresponds to a decrease in magnetic hysteresis, except at fields below $\pm 40\text{mT}$ where the 80K magnetic hysteresis is slightly larger than that at 77K. The values of magnetic hysteresis decrease with increasing field magnitude, although much faster at low field magnitudes. The spikes observed in the 77K and 80K data in the negative field increasing quadrant were accredited to unknown external noise sources.
Figure 6.3 M(B) data for sample F21 from 77K to $T_c$ with applied field parallel to the c-axis of the crystal.

Figure 6.4 M(B) data for sample F21 from 77K to $T_c$ with applied field perpendicular to the c-axis of the crystal.
Figure 6.5 M(B) data for sample F42 from 77K to $T_c$ with applied field parallel to the c-axis of the crystal.

Figure 6.6 M(B) data for sample F42 from 77K to $T_c$ with applied field perpendicular to the c-axis of the crystal.
6.4 Magnetisation Critical Current Density ($J_{cm}$).

Using the critical state model [10] (see chapter 3) magnetisation critical current densities have been calculated for both samples in both orientations from the magnetic hysteresis curves that were presented in section 6.3. The hysteretic background of the carbon glass thermometer mounted on the sample is accounted for as detailed in section 5.7. Recall from the critical state model:

$$J_{cm} = \frac{\Delta M}{a}$$

A suitable choice has to be made for the value of $a$, the appropriate length scale for the flow of current.

This will be different in each crystallographic direction. From an analysis by Peterson [11], for applied field perpendicular to the c-axis:

$$a = \frac{1}{2} l_i \left( 1 - \frac{l_1}{3l_2} \right)$$

where $l_i$ and $l_j$ are the dimensions of the sample perpendicular to the applied field and $l_i > l_j$. If the applied field is parallel to the c-axis of the crystal then [12]:

$$a = \frac{d}{3}$$

where $d$ is a geometric mean of the sample dimensions perpendicular to the applied field. This analysis may only be applied if the applied field is greater than the self field. In this case if $B > 20\text{mT}$ then the condition is fulfilled.
6.4.1 Magnetisation Critical Current Density as a Function of Field Sweep Rate.

The results of the analysis of the data taken in section 6.3.1 on sample F21 at 77K are shown in figure 6.5. At all values of applied field the magnetisation critical current density increases linearly for increasing sweep rate. Increasing the sweep rate by 350% causes an approximate increase in the magnetisation critical current density of 8% at all fields. As the applied field is increased at a fixed sweep rate the magnetisation critical current density decreases.

![Figure 6.7 Dependence of $J_{CM}$ values on magnetic field sweep rate for YBa$_2$Cu$_3$O$_{7-x}$ single crystal F21 at 77K with $B_{h.c.}$](image-url)
6.4.2 Magnetisation Critical Current Density as a Function of Temperature.

All the variable temperature data taken in section 6.3.2 has been analysed within the critical state model and the results are presented in figures 6.8-6.11.

The analysis for sample F21 is shown in figure 6.8 for applied field parallel to the c-axis and figure 6.9 for applied field perpendicular to the c-axis. When the field is orientated parallel to the c-axis of the crystal the magnetisation critical current density is almost independent of applied field over the range 40mT to 160mT at all temperatures. The data at 80K may have a small local minimum at 100mT, but this feature is not identifiable at any other temperature, and is not believed significant. As the temperature is increased the magnetisation critical current density decreases at all fields. For applied field perpendicular to the c-axis the magnetisation critical current density is a very strong function of applied field at low fields ($B < 100\text{mT}$), but not as strongly at higher fields for all temperatures. The curves all have the same basic shape. No local minima are observed. As with the other orientation if the temperature is increased at fixed applied field the magnetisation critical current density decreases.

Comparing the two orientations of sample F21 the dependencies of magnetisation critical current density are different. At 77K and 80K higher magnetisation critical current densities are observed with the applied field perpendicular to the c-axis orientation below 80mT, whereas above 80mT the applied field parallel to the c-axis orientation has higher magnetisation critical current densities. The values of the magnetisation critical current density are similar for both orientations at 85K and 90K.

Figures 6.10 and 6.11 present the analysis of sample F42 for applied fields parallel and perpendicular to the c-axis respectively. In figure 6.10 it is seen that magnetisation critical current density decreases rapidly at all temperatures for fields up to 80mT. Above this however the data at 77K and 80K start to increase again at higher fields, and are still increasing at the highest field. The 85K data approaches
current density decreases. When the applied field is perpendicular to the c-axis at all temperatures there is a sharp decrease in the magnetisation critical current density up to 100mT, but then there is no increase just a slower decrease. Below 40mT the values of magnetisation critical current density are slightly higher at 80K than at 77K. Above 40mT if the temperature is increased the magnetisation critical current density decreases, as has been observed in all other data.

Comparing the two orientations for sample F42, the magnetisation critical current densities are higher for field applied perpendicular to the c-axis than for applied field parallel to the c-axis at all temperatures.
Figure 6.8 $J_{cm}$ data for sample F21 from 77K to $T_c$ with applied field parallel to the c-axis of the crystal.

Figure 6.9 $J_{cm}$ for sample F21 from 77K to $T_c$ with applied field perpendicular to the c-axis of the crystal.
Figure 6.10 $J_c$ for sample F42 from 77K to $T_c$ with applied field parallel to the c-axis of the crystal.

Figure 6.11 $J_c$ for sample F42 from 77K to $T_c$ with applied field perpendicular to the c-axis of the crystal.
6.5 Discussion.

While the two crystals have been manufactured under nominally identical conditions, it is easily seen through the difference in transition temperature that their superconducting properties are not identical. Sample F21 shows small hysteresis at 90K, which has disappeared at 95K as seen in figures 6.5 and 6.6. However figures 6.7 and 6.8 show that sample F42 displays no hysteresis at 90K, independent of orientation to the magnetic field.

The work on magnetic hysteresis as a function of magnetic field sweep rate agrees with similar data taken by Caplin et.al [12]. The effects of flux creep in the sample are more pronounced at lower field sweep rates and cause the observed magnetic moment to be lower at lower magnetic field sweep rates. Magnetisation critical current densities deduced for sample F21 show that the critical current density is defined by the sweep rate. Caplin and co-workers point out that "critical current" is an arbitrary choice and that in general a three dimensional E-J-B surface is mapped out. While they are correct, plots of J-B are valid for comparison provided that the magnetic field sweep rate is identical in all the traces that are to be compared. In order that the variable temperature measurements made on the crystals could be properly compared they were all made at a magnetic field sweep rate of 0.5mT.s⁻¹. Plots of the derived critical current density against the sweep rate (or effective voltage criteria) may be used to construct a "V-I" trace at constant applied field, similar to those taken in transport current measurements. A good example is in work by Oussena et.al [13] on single crystals of Tl₂Ba₂CaCu₂O₈ and Bi₂Sr₂CaCu₂O₈. To construct Oussena's traces magnetic field sweep rates of up to 20mT.s⁻¹ were used, much higher than those used here. This type of analysis can be applied to the data in figure 6.7, but not much information may be gained as the relationship between magnetisation critical current density and magnetic field sweep rate is simply linear within the range measured.

It may be seen from the variable temperature magnetic hysteresis work that for both samples the volume magnetisation is larger for field parallel to the c-axis (figures
6.3 and 6.5) than for field perpendicular to the c-axis (figures 6.4 and 6.6) by a factor of approximately 3-4. This agrees with the data taken on similar crystals of YBa$_2$Cu$_3$O$_{7-6}$ by Yang et.al [14] within the range studied. At 77K Yang's crystal shows a minimum in magnetic hysteresis when applied field is parallel to the c-axis, as has been seen here in sample F42. This effect has been widely reported in YBa$_2$Cu$_3$O$_{7-6}$ [15,16,17], and also in Bi$_2$Sr$_2$CaCu$_2$O$_{8+}$ [17].

Values of volume magnetisation for the samples studied are typically in the range of $10^3$A.m$^{-1}$ and $10^4$A.m$^{-1}$ for applied field perpendicular and parallel to the applied field respectfully at 77K. This compares to $10^3$A.m$^{-1}$ and $10^4$A.m$^{-1}$ quoted for the crystal of Yang [14]. This difference could be accounted for by a difference in the magnetic field sweep rate (as detailed above), unfortunately it is not quoted by Yang and co-workers.

Magnetic hysteresis curves taken at low fields on polycrystalline samples of YBa$_2$Cu$_3$O$_{7-6}$ [18] also display a local minimum in magnetisation as a function of applied field. The magnetisation of this polycrystalline sample was approximately $10^3$A.m$^{-1}$ at a temperature of 82K.

Values of the magnetisation critical current density were derived using the critical state model from the variable temperature magnetic hysteresis data. Firstly considering the orientation where applied magnetic field is perpendicular to the c-axis of the crystal it is seen that the magnetisation critical current density falls asymptotically at all temperatures. The highest value of magnetisation critical current density at 77K for sample F21 was nearly 1000A.cm$^{-2}$ and for sample F42 was 3000A.cm$^{-2}$.

The orientation of applied magnetic field parallel to the c-axis of the crystal is that most studied as the anomalous magnetisation effects happen in this orientation (see above). At 77K the magnetisation critical current densities for the samples measured were between 400A.cm$^{-2}$ and 900A.cm$^{-2}$. Rough comparisons may be made with other workers as their data usually covers much greater ranges of applied field.
Data taken by Däumling et.al [17] in 1990 shows single crystals of YBa$_2$Cu$_3$O$_{7+4}$ at 80K with magnetisation critical current densities of the order of $10^4$A.cm$^{-2}$ in the low field region. In 1992 Ren et.al [15] measured the magnetisation critical current density in similar single crystals of YBa$_2$Cu$_3$O$_{7+8}$ at 80K to be of the order of $2 \times 10^3$A.cm$^{-2}$.

Transport critical current density measurements on films of YBa$_2$Cu$_3$O$_{7+4}$ deposited by a pulsed laser technique at 75K [19] give critical currents densities in excess of $10^6$A.cm$^{-2}$, much higher than that measured for single crystals. This could be due to a greater defect density within the film. Microstructure has been shown to be very effective in pinning in films of YBa$_2$Cu$_3$O$_{7+4}$ [22].

In polycrystalline YBa$_2$Cu$_3$O$_{7+4}$ there will be a very large number of defects and grain boundaries that may act as good pinning sites. Penn et.al [18] found magnetisation critical current densities of approximately $200$A.cm$^{-2}$ at 77K and fields below 25mT. Transport critical current measurements on samples of aligned polycrystalline YBa$_2$Cu$_3$O$_{7+4}$ give values for critical current measured along the a,b plane (so it is analogous to a magnetisation critical current density with applied field parallel to the c-axis) of $100$A.cm$^{-2}$ at 77K and a field of 0.1T [20]. These values of critical current density are similar to those found in a similar system studied by Nakagawa and co-workers [21]. While there are many potential pinning sites in the polycrystalline material their low values of critical current density suggest other problems.

Magnetisation critical current densities along the c-axis, i.e. those here measured with magnetic field perpendicular to the c-axis, while higher than those within the a-b plane, i.e with magnetic field parallel to the c-axis, are not in general measured by other workers.

The difference between the values of magnetisation critical current density in the crystals measured here and others quoted in literature could be due to one or both of the following effects.
(i) Different magnetic field sweep rates being used in the measurements. Neither of the groups measuring single crystals quote the magnetic field sweep rate for their measurements.

(ii) Improvements in crystal quality. As the science of growing crystals of $\text{YBa}_2\text{Cu}_3\text{O}_y$ improves, the density of defects and dislocations within the crystal decreases. This means that there are fewer potential pinning sites available, leading to a lower critical current density.

The first reason cannot be properly tested here, but data from crystals of $\text{Tl}_2\text{Ba}_2\text{CaCu}_2\text{O}_8$ and $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8$ [13] suggest that these effects may make only a factor of two or three difference to the magnetisation critical current density, and not an order of magnitude. The second explanation may be more attractive and its validity may be probed by looking at results obtained for the critical current density of other forms of $\text{YBa}_2\text{Cu}_3\text{O}_y$. The thin film data supports this suggestion as the higher critical current density may be attributed to more potential pinning sites, whereas data from polycrystalline samples would seem to suggest otherwise.
6.6 Summary.

Magnetic hysteresis measurements have been made on two single crystals of YBa$_2$Cu$_3$O$_{7-5}$ prepared under identical conditions at the U.K National Crystal Growth Facility for Superconducting Oxides at the University of Birmingham.

The first part of the study looked at the effect of magnetic field sweep rate on the magnetic hysteresis of a sample. One of the samples was measured at 77K with the applied field perpendicular to the c-axis, at three magnetic field sweep rates. Analysis of the data showed that the measured magnetisation critical current density increases for increasing magnetic field sweep rate. In order that valid comparisons of the data taken on subsequent runs could be made they were all performed at a unique magnetic field sweep rate of 0.5mT.s$^{-1}$.

Both crystals were measured at variable temperatures with the field parallel and perpendicular to the c-axis. Volume magnetisation was shown to be higher in both samples for applied field parallel to the c-axis. The two crystals were shown to have different transition temperatures and therefore are not identical as their manufacture route would suggest. The field dependence of the volume magnetisation was very different for applied field parallel or perpendicular to the c-axis. Some evidence of the widely reported local minimum in magnetisation as a function of field is seen in one of the crystals.

Magnetisation critical currents have been derived from the magnetic hysteresis data in accordance with the critical state model. For applied field perpendicular to the c-axis they are of the order of a few 10$^3$A.cm$^2$. When the magnetic field is applied parallel to the c-axis the magnetisation critical current densities are all below 10$^3$A.cm$^2$, lower than any values at similar temperatures and fields that were found. This may be due to improved crystal quality. The magnetisation critical current densities also showed that the crystals did not have the same superconducting properties.
6.7 References.


7. High Field Magnetisation Measurements.

7.1 Introduction.

In order to characterise and understand the superconducting state it is necessary to study superconducting materials over as wide a range of applied magnetic field and temperature as possible. Analysis such as this is also vital for assessing the suitability of new materials for use in high magnetic field applications. Magnetisation measurements made with a vibrating sample magnetometer can be very useful for such analysis. As has been shown in chapter 3 the critical current density of the material under question may be determined as a function of applied magnetic field and temperature without the complication of contacts on what are often small samples. This method does not require D.C. transport currents of up to several hundred amps, which have many problems associated with them [1].

This chapter presents magnetisation data from several superconducting materials taken in the Durham high field magnet system, and various problems that have been encountered with the measurements are highlighted. Early magnetisation measurements are presented on a multifilamentary wire of the low temperature superconducting alloy niobium-titanium. This material has been widely studied previously and the implications of these measurements on the system is discussed. Magnetisation measurements on the same wire with and without the copper matrix, taken after improvements to the VSM are presented and discussed. A silver clad tape of a bismuth based high temperature cuprate superconductor has also been measured at high fields. While this material is not comprehensively understood the data do point to some problems with the apparatus. The final measurements that are presented were made on a high temperature Bi$_2$Sr$_2$CaCu$_2$O$_x$ superconducting multifilamentary wire. The magnetisation data has been used to calculate the magnetisation critical current density by using the critical state model. This is compared and contrasted to transport critical current density data. At the end of the chapter there is a summary of the work, and the conclusions that may be drawn.
7.2 Niobium Titanium Multifilamentary Wire.

Niobium Titanium (NbTi) is an alloy of two elements, the superconducting properties such as critical temperature and upper critical field of the alloy are dependent upon the composition. The maximum critical temperature is approximately 10K for a Nb70at%Ti composition, and the upper critical field peaks at about 11T when the composition is Nb40at%Ti. Niobium-titanium alloys are used extensively in low temperature, high field superconducting applications. The wire measured here consists of 61 filaments of 28μm diameter Nb46.5wt%Ti within a copper matrix. It is from the same batch of wire used by Friend [2] for transport studies.

7.2.1 Early Experimental Measurements.

Measurements have been made on twenty 5mm lengths of the wire, complete with the copper matrix. The samples were aligned perpendicular to the applied field so that the current induced by the magnetic field would be along the length of the wire. These measurements were made before the low-field insert had been commissioned. Magnetic hysteresis was measured at 4.2K in the liquid helium bath, and in a 5Torr helium gas atmosphere every Kelvin from 5K to 9K. The first group of measurements were in applied magnetic fields up to 7T at a magnetic field sweep rate of 1.8T.min⁻¹. Representative data from 4.2K and 6K are presented in figure 7.1. The data at 4.2K shows monotonically decreasing hysteresis up to 7T, and the loop does not close. The hysteresis in the 6K data is zero to within the noise level at fields above 4.5T.

Figure 7.2 presents data on the wire samples at 4.2K and 6K in applied magnetic fields up to 13T, taken at a magnetic field sweep rate of 0.36T.min⁻¹. The data at 4.2K is fully reversible above 7.2T, which is well below 11T, the upper critical field for this wire measured through magnetoresistance [2]. At applied fields between 7.2T to 10T the reversible magnetisation shows curvature, but then the
reversible magnetisation has a discontinuity. Above 10T the magnetisation is linear. This behaviour is mirrored in the 6K data, but at lower applied magnetic fields.

7.2.2 Discussion of Early Measurements.

In all the measurements that were taken very high noise at low magnetic fields (B < 2T) was observed. This has been attributed to flux jumping in the Nb3Sn sections of the Oxford 15/17T magnet. This problem was solved in later measurements by the use of a low field insert (see chapter 4).

At applied magnetic fields below 4T the data sets taken with magnetic field sweep rate of 1.8T.min⁻¹ agree with commonly found magnetisation behaviour for multifilamentary NbTi wires as reported elsewhere [3]. Fully reversible magnetisation is seen at applied magnetic fields above 4.5T at 6K. This is similar to the so-called "irreversibility line" seen in the high temperature ceramic superconductors. There is also a discontinuity in this reversible magnetisation. For the data taken with the magnetic field sweep rate of 0.36T.min⁻¹ the features of both reversible magnetisation and a discontinuity in the reversible magnetisation are seen at both 4.2K and 6K.

It was observed at the time of the above experiments that the out of phase signal detected by the lock-in amplifier on the VSM was rather high, and sometimes higher than the in-phase signal. To check if this reversible magnetisation effect was due to setting the incorrect reference phase on the lock-in amplifier the magnetisation of a nickel sample was measured up to 15T. Above the magnetic saturation field the signal should be perfectly in phase. This was observed to be the case, and so the reference phase of the lock-in amplifier was eliminated as a cause of the observed reversible magnetisation behaviour.
Figure 7.1 Magnetic moment of Nb46.5wt%Ti multifilamentary wire at 4.2K and 6K as a function of applied field.

Figure 7.2 Magnetic moment of Nb46.5wt%Ti multifilamentary wire as a function of applied magnetic field.
7.2.3 Improved Experimental Measurements.

After the previous measurements the low field insert was commissioned in response to the high noise in the low magnetic field range. As further investigation into the high magnetic field effects a sample of identical wire that had its copper matrix removed was measured. The copper matrix was removed by immersing a length of the wire overnight in a 50:50 solution of nitric acid and distilled water. The sample consisted of 8 sets of the 61 filaments of niobium titanium, each set being 5mm long.

Figure 7.3 presents the magnetisation curves taken at 4.2K in applied magnetic fields up to 11.6T at a magnetic field sweep rate of 0.9T.min\(^{-1}\). The solid trace is data from the same sample as measured in figures 7.1 and 7.2. Here the magnetisation becomes reversible at approximately 9T. The dotted line represents the results given by the sample with the copper matrix removed. At applied magnetic fields below 7T the volume magnetisation is slightly higher for the wire without the copper matrix. The magnetisation becomes reversible at the same field as the wire with the copper matrix. Curvature on the reversible sections is not seen in either sample. A discontinuity in magnetisation is seen at approximately 10T in the sample with the copper matrix. No such discontinuity is seen in the sample without copper matrix.

7.2.4 Discussion of Improved Measurements.

Data in the low magnetic field region has much lower noise due to the use of the low-field insert. For both samples the low-field and high-field sections of the hysteresis curve are consistent showing the quality of the measurements. There have also been improvements to the high magnetic field data. The magnetisation becomes reversible at 9T, and there is no large curvature on the reversible magnetisation. While this is better than without the low-field insert it is still somewhat below the reported \(B_{c2}\). It is thought that this improvement in the high magnetic field data is due
to the low-field insert restricting motion of the probe within the Oxford 15/17T magnet.

The measurement of the wire with the copper matrix removed was performed to check if currents in the copper were causing the reversible magnetisation effect. The data taken show that there is no difference in the onset of reversible magnetisation within the limit of the noise on the data. Therefore it is unlikely that the copper matrix is the cause. A discontinuity is seen in the reversible magnetisation for the wire with the copper matrix, at approximately 10T, but no such discontinuity is seen in the wire without copper matrix.

![Graph showing comparison of NbTi wire with and without copper matrix.](image)

**Figure 7.3** Comparison of NbTi wire with copper matrix and without copper matrix.
7.2.5 General Discussion.

It may be noted from all the data sets obtained that the magnetisation curves are not qualitatively the same at different values of magnetic field sweep rate for the same sample. (Compare figures 7.1, 7.2 and solid trace in figure 7.3). The magnetisation of multifilamentary NbTi wires has been reported elsewhere [3, 5] to depend not only on the magnetic field sweep rate but the twist pitch of the filaments. However, it is unlikely that these effects are caused by these variables, as they point to the wire being unstable above a certain sweep rate. Here it is observed to be similar at low and high sweep rates and different at an intermediate one.

The reversible magnetisation and discontinuity in reversible magnetisation shown in figure 7.3 may be seen in the data of Zheng [4]. The onset of reversible magnetisation occurs at 9T, a lower field than that the 9.5T found by Zheng for multifilamentary NbTi wires of unquoted composition. The discontinuity in the reversible magnetisation according to Zheng is a signature of the upper critical field. The value here is 10T at 4.2K. This is lower than the reported value of 10.5T [4]. There is reasonable agreement and so this point may be a signature of the upper critical field. If the discontinuity in the reversible magnetisation is a signature of the upper critical field then the result may be consistent with the data of Friend [2] for the identical wire, where removing the copper matrix is observed to increase the upper critical field of the wire.

In conclusion, improvements have been made to measurements on NbTi multifilamentary wires by addition of the low-field insert to the system. These improvements have eliminated the low-field noise due to flux jumping, and have restricted the motion of the probe relative to the Oxford 15/17T magnet at high magnetic fields.
7.3 Bi, Sr, Ca, Cu, O, Tape.

The group of superconducting ceramics of which Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ is a member was discovered in 1988 [6]. Its high critical temperature ($T_c \approx 110$K) gives many possibilities for applications. This material is very anisotropic and for high current applications it is desirable to align the grains of superconducting material such that the current can flow along the a-b plane of the material. This can be achieved mechanically by making a flat tape sheathed in silver. This process is commonly known as the "powder in tube" method [7]. Using this method, lengths of tape measuring up to many metres carrying $10^4$A.cm$^2$ have been made [8].

The section of tape measured here was made via the powder in tube method by BICC Ltd. [9]. The dimensions of the tape were $4.0 \times 4.0 \times 0.5$mm$^3$ with the silver sheath, the superconductor itself was $4.00 \times 2.33 \times 0.02$mm$^3$. It had previously been measured for transport critical current density [10] and displayed a sharp increase in transport critical current density at applied fields below 1T and temperatures below 10K. The measurements here were intended to study this further by measuring the magnetisation critical current density.

7.3.1 Experimental Measurements.

Magnetic hysteresis was measured for the tape at 4.2K in two orientations. The first had the surface of the tape perpendicular to the applied field. The second had the tape surface parallel to the applied magnetic field, unfortunately it was not noted whether the drawing direction of the tape was parallel or perpendicular to the applied magnetic field.

Figure 7.4 presents the data taken on the tape with the applied magnetic field perpendicular to the tape surface. In this configuration the induced current will be in the plane of the tape, which is analogous to the transport measurement. In the low applied magnetic field ($B < 1.5$T) section the noise level is much higher than that in
the high applied magnetic field data. The major and minor loops are not consistent in both halves of the trace which does imply that the operation of the low field insert and the associated power supply and control system may not be correct.

The magnetic hysteresis observed when applied magnetic field is parallel to the surface of the tape is presented in figure 7.5. The noise is at a level of approximately $4 \times 10^4 \text{A.m}^2$, which is about five times greater than that seen at high fields in the other orientation. The magnetisation is effectively reversible at applied magnetic fields above 3.5T. At 9T there is a discontinuity in the magnetisation. Again it is seen that the major and minor loops do not agree.

7.3.2 Quality of the Data.

The noise observed in the low applied magnetic field data when the tape surface was perpendicular to the applied field is similar in form to flux jumping in YBa$_2$Cu$_3$O$_7$ [11]. However as these features are confined to the section of the measurement on which the low field insert was used the problem should be assumed to arise from the low field insert. The hypothesis of the low field insert being the cause is strengthened by noting that in neither figure 7.4 or 7.5 are the major and minor loops consistent.

Very high noise has been found when the tape was measured with the applied field parallel to the surface of the tape. It is felt that this noise level may be caused by the detection coils moving with respect to the Oxford 15/17T magnet and the low-field insert. The discontinuity in magnetisation may suggest a sudden shift of position of components of the VSM relative to each other. Other data taken with the same sample did show definite jumps in the magnetisation at random values of high magnetic field. A possible solution for this is to prevent all components of the system moving relative to each other. This may be achieved through the addition of the stabilising spike and copper disks, as in chapter 4.
7.3.3 Discussion.

The purpose of the measurements was to look for a sharp increase in the magnetisation below 1T. From the analysis of the critical state model this would correspond to a large increase in transport critical current density observed in earlier measurements. This large increase in the magnetisation (and hence critical current density) is not seen when the surface of the tape is perpendicular to the applied magnetic field, the induced current being in the plane of the tape. Therefore the magnetisation data does not support the transport measurement in this instance, but further investigations are needed fully to investigate the effect. The magnetisation critical current density has been calculated to be $4 \times 10^4 \text{A.cm}^2$ at 3T. This is similar to the critical current density as measured by transport current. This would discount a theory by which intragranular currents were responsible for most of the magnetisation critical current density.
Figure 7.4 Magnetisation of a Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ silver clad tape with applied field perpendicular to the tape surface.

Figure 7.5 Magnetisation of a Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ silver clad tape with applied field parallel to the tape surface.
7.4 Multifilamentary Bi$_2$Sr$_2$CaCu$_2$O$_x$ Wire.

In parallel with the developments of tapes of Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ tapes (see previous section) there is also effort to make wires of the material that may be used for high current applications. For mechanical reasons silver is the preferred material for the matrix. The wire measured here was fabricated by Vacuumschmelze GmbH [12]. Single core silver sheathed wires are made from the appropriate oxide powders, in a similar procedure to the powder in tube method used to make Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ tapes [7]. These are then bundled together in another silver tube which is drawn to make the multifilamentary wire.

7.4.1 Experimental Measurements.

Magnetic hysteresis has been measured for the wire at 4.2K. The wire was laid with its axis perpendicular to the applied magnetic field, in this orientation the induced current will be along the filaments of the wire. The measurement was done with an applied magnetic field sweep rate of 0.9T.min$^{-1}$ and the maximum applied field was 11T.

The measurement is presented in figure 7.6. The high field noise is approximately $5 \times 10^4$A.m$^{-2}$. The magnetic hysteresis decreases monotonically at all fields, hysteresis being non-zero at the maximum applied magnetic field. Unlike the measurements on the Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ tape (section 7.3) the major and minor hysteresis loops show excellent agreement with each other.
Figure 7.6 Magnetic hysteresis of a 19 filament Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ wire at 4.2K.

Figure 7.7 Comparison of transport and magnetisation critical current densities for a 19 filament Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ wire at 4.2K.
7.4.2 Data Analysis.

Figure 7.7 presents magnetisation critical current density as derived from the magnetic hysteresis data. This was done using the critical state model [13] (see chapter 3). The magnetisation critical current density is related to the magnetic hysteresis by the equation:

\[ J_{cM} = \frac{\Delta M}{a} \]

An appropriate value has to be chosen for \( a \), the length scale. In this case the sample is approximated to a bar 4.00x0.53x0.53mm\(^3\). Then the length \( a \) is given by:

\[ a = \frac{1}{2} l_1 \left( 1 - \frac{l_1}{3l_2} \right) \]

where \( l_1 < l_2 \) both being dimensions of the bar perpendicular to the applied magnetic field.

Also presented in figure 7.7 are transport critical current density data taken on the same section of wire by Friend [10]. The transport critical current data was determined at a voltage criteria of 2\( \mu \)V.cm\(^{-1}\). Using the analysis of Caplin et.al [14] the effective voltage criteria for the magnetisation measurements is 4.5\( \times 10^2 \)\( \mu \)V.cm\(^{-1}\).

7.4.3 Discussion.

The measurement of the magnetic hysteresis of the wire shows that the combination of the high field magnet and low field insert is good. Noise in the measurement could probably be improved upon, following the suggestions of the stabilising spike and copper disks made in the previous section.
The calculations of magnetisation critical current density are of the same order of magnitude (10^9 A/cm^2) as the transport critical current densities. These are similar to the values quoted for similar wires elsewhere [15]. At fields below 9T the magnetically derived critical current density is higher than the transport, but at higher fields they are in agreement. It would be expected that the magnetisation critical current density is higher than the transport critical current density in a granular material such as this. The transport measurement measures only the current that can flow along the whole sample. The magnetisation arises from both currents flowing over the whole area of the sample and also within any individual grain.

Both measurements of critical current density have similar dependencies on the applied magnetic field, although the magnetisation critical current density decreases a little faster with magnetic field. Below 3T both measurements show an increase in the rate of change of critical current density with applied magnetic field.

7.5 Summary.

The vibrating sample magnetometer built in Durham has been used to make magnetisation measurements on several superconducting materials at high magnetic fields. High magnetic field measurements are necessary for a complete understanding of the superconducting state.

Early measurements made on a multifilamentary wire of NbTi were not successful due to two reasons. Firstly, there was very high noise observed in the low applied magnetic field region and secondly the magnetisation became reversible at fields much below the upper critical field. The copper matrix on the wire and the reference phase of the lock-in amplifier have been eliminated as causes of the problem at high magnetic fields. The addition of the low-field insert into the system eliminated the high noise in the low magnetic field range, and improved the high magnetic field data. The variable temperature work done on this wire up to T_c did show that as temperature increased the magnetic hysteresis decreased and the upper
critical field shifts to lower fields as expected.

The Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_x$ tape sample that was measured showed up some problems with the measurement. These measurements suggest that the low field insert system may not be fully functional at all times and therefore investigations are needed of its smoothness and speed of magnetic field ramping. The noise was very high on the measurements. It is suggested that a solution may lie in ensuring that none of the constituent components of the system (detection coils, low field insert and Oxford 15/17T magnet) are able to move relative to each other. This has been attempted by the addition of the stabilising spike and copper disks to the probe. The work on the tape is inconclusive and other measurements will need to be done to see if the enhanced transport critical current density seen below 1T and 10K is accompanied by a similar enhancement in the magnetisation critical current density.

The 4.2K measurement on a sample of a multifilamentary Bi$_2$Sr$_2$CaCu$_3$O$_x$ wire showed that the system does work. The minor and major magnetisation loops were consistent with each other. Calculations of magnetisation critical current density are similar to transport measurements on the same sample, and wires measured by other groups.

7.6 References.
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In this thesis it has been shown that a superconductor is not simply a material with infinite electrical conductivity. The phenomenological theories of the London Brothers and Ginzberg and Landau have been covered. A description of the mechanism of superconductivity provided by Bardeen, Cooper and Schreiffer was introduced, along with predictions of superconducting properties that it made. However evidence suggests that this successful theory is not valid for the high-$T_c$ superconductors.

The nature of magnetic flux entering a superconductor and its interactions with the material have been detailed. The Critical State Model, which describes magnetic hysteresis in superconductors has been covered in detail. It has been shown how this model may be used along with magnetisation measurements for a contactless determination of the critical current density.

The major part of this work has been the construction of the vibrating sample magnetometer (VSM) and its associated thermometry. Mathematical modelling of detection coil response has been very successful and resulted in excellent detection coil design, saving much time in development work. A probe has been designed and built that provides physical protection for the detection coils and the necessary electrical connections to them. A major noise problem due to flux jumping in the Nb$_3$Sn sections of the Oxford 15/17T magnet has been overcome by use of a low-field insert within the bore of this magnet. The VSM has been calibrated against the saturation magnetic moment of nickel. Consideration of the calibration and the noise levels achieved leads to the conclusion that the VSM's sensitivity is $10^4$A.m$^2$.

The other purpose of the probe is to provide a closed variable temperature environment for the sample, within a 20mm diameter. The probe has been designed to minimise the heat leaks out of the sample space in order to reduce the boil-off rate of liquid helium. The greatest difficulty has been ensuring that the sample and the probe's temperature sensors are in thermal equilibrium. This has been investigated
length. A method of ensuring temperature measurement accurate to ±200mK has been found to work over the following ranges: 77K to 130K from a liquid nitrogen base and 4.2K to 30K from a liquid helium base. For measurements in other temperature ranges it is necessary to mount a carbon-glass temperature on the sample holder itself.

The VSM has been used to study the magnetic response of single crystals of YBa$_2$Cu$_3$O$_7$+, grown at the U.K. National Crystal Growth Facility for Superconducting Oxides at the University of Birmingham. They were measured from 77K to 95K in applied magnetic fields up to 200mT. From measurements of the critical temperature and the magnetisation critical current density it is concluded that crystals grown under identical conditions do not have identical superconducting properties.

A limited range of magnetisation measurements have been made on several materials with the VSM in high magnetic fields. Studies of multifilamentary niobium-titanium wires have prompted major improvements to the VSM, namely the addition of the low-field insert which has reduced both low field and high field noise. Apart from eliminating the flux jumping in the Oxford 15/17T magnet it restricts relative motion of the detection coils and magnetic field. The need for further restriction has been highlighted by measurements on a Bi$_2$Sr$_2$Ca$_2$Cu$_2$O$_{x}$ tape that displayed discontinuities in the magnetisation. This further restriction has been supplied by copper disks and the stabilising spike. The measurements on the tape also raise questions about the reliability of the low-field insert system. The final group of measurements were made on a multifilamentary Bi$_2$Sr$_2$CaCu$_2$O$_{x}$ wire. Transport and magnetisation critical current densities for the same wire compare well, as they do with values for other wires.

Future work on the VSM should focus on fully testing temperature measurement and control when the carbon-glass sensor on the sample holder is used, and improving the sensitivity of the magnetic moment measurement. Sensitivity may be improved by the addition of the copper disks and the stabilising spike, which have not yet been tested at high magnetic fields. These will prevent the detection coils
moving relative to the outside of the probe. It may also be advantageous to ensure that the probe, low-field insert and Oxford 15/17T magnet cannot move relative to each other.

To make operation of the probe easier the length of the probe and the sample rods should be reduced as much as possible. This along with replacing the brass sample rods with rods made of carbon fibre should help to ensure that the vibration of the sample is truly vertical, which may result in enhanced sensitivity of the instrument. Carbon fibre is a possibility for sample rods that has not been investigated. As carbon fibre is both light and non-flexible it may be better than the brass currently in use.
Appendix A - Flux Jumping in Superconductors.

A1. What is a Flux Jump?

A flux jump is a spontaneous, violent movement of flux into a sample [1] (c.f. flux creep which is a gradual process [2]). The effects of a flux jump may be seen on an M(B) trace as in figure A.1.

Figure A.1 Flux Jumping in a bulk sample of YBa$_2$Cu$_3$O$_{7-\delta}$ [3].

There are two properties of the superconductor that contribute to this effect [4]:-

a) the critical current density ($J_c$) decreases as the temperature (T) increases,

b) flux motion in the sample generates heat.

If one considers a slab of superconductor given a small heat pulse then the resulting temperature rise causes the critical current to fall, forcing the screening currents to decay. This allows magnetic flux to penetrate further into the slab, the flux motion leading to heat input feeding the process. Once this has started the process will avalanche and a flux jump results.

The adiabatic theory assumes that there is no heat exchange with the surroundings, i.e. the magnetic diffusion time is much less than the thermal diffusion time. This is an extension of Bean's Critical State Model [5], called the adiabatic critical state [6]. There are two ways of analysing the model, both assuming that \( J_c(T) \) is linear, the first being a field dependent analysis [7]. This predicts a "fluxjump field" \( (B_0) \) above which there is a danger of flux jumping.

\[
B_f \geq \sqrt{3\mu_0 c(T_c - T_0)}
\]  

(1)

An alternative analysis by Wilson [4] is based on a dimensional approach. If the "stability parameter" (\( \beta \)) is greater than 3 then flux jumps may occur.

\[
\beta = \frac{\mu_0 J_c^2 a^2}{C(T_c - T_0)}
\]  

(2)

If one re-arranges (1) and (2) then equates:

\[
B = \mu_0 J_c a
\]  

(3)

i.e. the critical field is equal to the full penetration field. What this means is that if full penetration can be reached without flux jumping then the danger of flux jumping decreases. This means that stability may in theory be achieved by the use of fine wires. For NbTi the critical diameter at 6T is 230\( \mu \)m, while at 1T it is 68\( \mu \)m. This is not very practical.


The specimen size may be reduced below the critical dimension by using multi-filamentary wires. These consist of many fine filaments of the superconductor within
a copper matrix. To prevent coupling between the filaments they are twisted, such that the E-field between the filaments reverses every half twist pitch.

Another advantage of the copper in the multi-filamentary wire is that it may act as a heat sink to the helium bath, conducting heat away before the jump avalanches. This is helped by the fine nature of the filaments within the wire as the greater surface area allows more efficient heat transfer.

The final method for eliminating flux jumps is to make a material such that:

$$\frac{\partial J_c}{\partial T} \geq 0$$

i.e. an increase in temperature gives an increase in $J_c$. An example of this is an alloy of (57 at.% Pb, 22 at.% In, 21 at.% Sn) [8].
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