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Experiments In A Turbine Cascade For The
Validation Of Turbulence And Transition Models

H. Moore

Abstract

This thesis presents a detailed investigation of the secondary flow and boundary
layers in a large scale, linear cascade of high pressure turbine rotor blades. ‘The
puropose of the data is to provide a suitable test case to aid the design and valida-

tion of the turbulence and transition models used in computational fluid dynamics.

Hot—wire measurements have been made on a number of axial planes upstream,
within and downstream of the blades to give both the mean flow conditions and
all six components of Reynolds stress. Suitable inlet conditions have been defined
at one axial chord upstream of the blade leading edge where the velocity and
turbulence have been measured in both the freestream and endwall boundary layer.
The turbulence dissipation rate has also been measured in order to define fully the

inlet flow, a quantity that is usually missing in other data.

Measurements through the blade show that the turbulence generation associated
with the secondary flows is considerable and that all three shear stress components
are significant. Intermittency measurements close to the endwall and blade surfaces
show that the boundary layers are mostly laminar or transitional. The new endwall
boundary layer, that forms behind the separation line, was found to be initially
laminar. On the suction surface transition occurs over the latter part of the blade

and on the pressure surface the accelerating flow causes relaminarisation.

A number of calculations using a mixing length and high and low Reynolds number
k—e calculations show that reasonable overall results may be obtained. The lack, or
failure, of transition modelling caused profile losses to be generally overpredicted
and there was little evidence that the more sophisticated models produced better
results. No model accurately predicted the individual turbulence quantities largely
due to the inadequacy of the Boussinesq assumption for this type of flow. Good
transition modelling appears to be more important than turbulence modelling in

terms of the overall results.
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Chapter I

Introduction

In the field of fluid mechanics increasing use is being made of computer based meth-
ods for the design of components. Within the gas turbine industry Computatioﬁal
Fluid Dynamics (CFD) is now used for the design and analysis of all major engine
components — intakes, nacelles, fans, compressor blading, combustion chambers,
turbine blading, turbine cooling systems, mixers and exhausts and wing—engine
installations. Its use enables engine design to be undertaken in a shorter time, at
reduced cost, and to increasingly demanding specifications in terms of efficiency,

component life, pollutant emission levels, noise levels, etc.

In most engine components the fluid flow is complex and either partially or wholly
turbulent. In compressors and turbines, in particular, the state of the flow and
the location of transition are of crucial importance to the performance of the
component so these must be accounted for in the CFD code. Since the Navier-
Stokes equations represent the flow exactly they will, in principal, account for both
phenomena but solving them directly is usually impractical for all but the simplest
flows. This is because there are very small length and time scales associated with
turbulent dissipation which implies the need for a very fine discretisation of the

flow field and so is computationally very expensive.

Currently the most popular method of reducing the computational cost of CFD
is to time average the Navier-Stokes equations and solve for the mean properties
of the turbulence. As these vary more gradually than the instantaneous details,
the discretisation can be less fine so fewer calculations are needed. The difficulty,
however, is that time averaging introduces unknown second order correlations into
the equations so that they no longer form a closed, soluable set. Equations may be
derived for these unknowns but they, in turn, contain further unknown higher order
correlations. This 'closure’ problem is usually dealt with by approximating the

unknowns with a number of empirical equations which attempt to model turbulence

and sometimes transition.
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Many models have been proposed of varying sophistication but those currently in
use on a routine day-to-day basis are still fairly simple. This is partly due to the
speed and cost of computer time and partly because of the limited level of knowl-
edge and understanding of the physical processes involved. As increasing computer
power allows more complex models to be used, their development requires detailed
- experimental data both to provide an insight into the physics involved and to test
their performance. The aim of the current work is to provide such suitable data

and to carry out some comparisons with existing models.’

In general, the data used for validating CFD models should be representative of
the type of flows that the code will be used to predict. The current work is directed
towards external blading flows, so the experiments have been carried out in a linear
cascade of High Pressure (HP) turbine rotor blades. This is a particularly suitable
geometry for this task because it has a complex and highly three—dimensional flow
with significant laminar, turbulent and transitional regions. Though simplified
compared with engine compressors and turbines, the flow in a cascade still exhibits

most of the important features and provides a severe test of CFD capabilities.

Whilst this type of flow has been the subject of much previous research, most
has been aimed at understanding its nature rather than being suitable for the
validation of CFD codes so the experimental results presented here will be unique.
Rather than taking measurements over the whole of the flow, as has been done
previously (e.g. Cleak [1989]), the current work concentrates on the boundary layer
and secondary flow regions since these are the most difficult to predict. Secondary
flows are large scale vortices generated by the turning of an initially sheared flow
and are found in the endwall regions of the blade row. They are responsible for a
significant proportion of the generated loss and also produce a non-uniform exit
flow angle which, in a real machine, must be taken into account when designing

subsequent blade rows.

The boundary layers also generate loss, the amount of which depends largely on
their state (laminar or turbulent). This also has a considerable effect on the rate
of heat transfer to the blades and endwalls, so is of particular interest to engine
designers. Unfortunately one of the weaknesses of the simpler turbulence models

currently used in CFD codes is that they are not capable of predicting transition.
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It is, however, possible to specify its location and the effect this has on the re-
sults of a calculation using such a model has been examined. More sophisticated
turbulence models are theoretically‘able to predict transition and one, the low
Reynolds number k—€ model, has been tested. A variety of other calculations have
also been made, the aim being to understand the effect of individual aspects of
existing turbulence and transition models rather than to develop new models or,

indeed, produce accurate results.

The structure of the remainder of this thesis is then as follows. First a general
description of the flow in turbines is presented in Chapter 2 along with a review of
the measurement techniques that may be used. This chapter also covers the flow
prediction methods used in the design process and the data requirements for their
validation. Chapter 3 gives a detailed description of the experimental apparatus
and techniques. Chapter 4 then describes the measurements that have been taken
and presents the experimental results. Next Chapters 5 & 6 describes the com-
putational work and compares the results with the experimental ones. These are
then discussed in Chapter 7 and finally some conclusions and recommendations for

further work are given in Chapter 8.
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2.2

2.2.1

Chapter II

Review of secondary flows and computational techniques

Introduction

This chapter reviews experimental investigations of the flow through a turbine
blade row and the methods used to calculate such flows. The first section describes

the main flow features, the mechanisms of loss generation and its distribution.

. This discussion is restricted mainly to the simplified flow found in linear cascades,

though the differences between this and that found in a real turbine are also briefly
covered. The intention is to highlight which areas of the flow are important with

respect to loss production, and which require investigation in more detail.

The next two sections discuss the merits of various mea.suremen't techniques and
the methods of calculating such flows. This latter section starts with a description
of the traditional techniques used the initial design of blades before moving on to
the various full, three-dimensional flow solvers used for the final design. Particular
emphasis is given to the turbulence and transition models used within these codes
since they have a big effect on their accuracy. Finally the data requirements for

the validation of these models are discussed.
Description of secondary flows

Flow features in a turbine cascade

The flow through a turbine blade row is complicated and highly three-dimensional
due to the presence of large regions of secondary flow. These are transverse velocity
components which are produced when a non-uniform velocity profile is turned.
They are of interest because of the variations they cause in the outlet flow angle
and the losses they generate within the blade row (which may account for as much

as half the total loss in a low aspect ratio cascade without a tip gap).
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Over the last twenty years there have been many experimental investigations of the
flow in turbine blade rows, for example: Marchal and Sieverding [1977], Langston,
Nice, Hooper [1977], Gregory—Smith and Graves [1983] and Zunino, Ubaldi, Satta
[1987]. In 1985 Sieverding [1985] summarised the results of previous studies and
presented a detailed description of the secondary flow structure and its effect on
boundary layers and loss growth. This structure is shown in Figure 2.1 and the

main features are briefly described below.
The passage vortex

The most dominant flow feature within the blade row is the passage vortex. It
is generated by the cross—passage pressure gradient that is produced as the flow
is turned by the blades. The pressure gradient produced by the ‘freestream’ flow
is greater than that which would be produced by the slower moving fluid in the
endwall boundary layer. To maintain this pressure gradient this boundary layer
fluid must turn on a tighter radius and so migrates towards the blade suction
surface. Since the fluid cannot collect in the corner, it then flows along the suction
surface, away from the endwall, before returning back across the passage and to

the endwall so setting up a circulation.

As it progresses through the cascade, the passage vortex grows in size and migrates
towards the suction surface. It is initially centered close to the endwall but in the
latter part of the cascade it begins to move up the suction surface away from the
endwall (e.g. Gregory-Smith and Cleak [1990], Harrison (1989]). This movement
then continues for some way downstream of the trailing edge as the vortex begins
to decay (Kawai et al. [1985], Perdichizzi et al. [1992]).

The horseshoe vortex

Where the endwall boundary layer meets the leading edge of each blade a horseshoe
vortex is formed with a leg that runs down each side of the blade. The pressure side
leg rotates in the same sense as the passage vortex and crosses the blade passage
to merge with it. Though the fluid in the pressure side leg of the horseshoe vortex
has been shown to emerge from the blade row at the core of the passage vortex
(e.g. Moore and Smith [1984], Sieverding and Van den Bosche [1983]) it is not

believed that the horseshoe vortex initiates the passage vortex. Indeed, Turner

Description of secondary flows 2.2
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[1957] showed that the passage vortex develops even in the absence of an inlet
boundary layer and Boyle et al. [1989] modified a turbine blade passage into a
duct and found little change in the passage vortex. In both cases the horseshoe

vortex does not form.

The suction side leg of the horseshoe vortex rotates in the opposite sense to the
passage vortex and appears to be convected around it (e.g. the coloured smoke
visualisations of Sieverding and Van den Bosche [1983]). La.ﬁgston et al [1977)
thought it remained in the suction surface/endwall corner whilst Marchal and
Sieverding [1977] and Moore and Smith [1984] found it on the mid-span side of
the passage vortex. Hence, the final location of this vortex is thought to depend on
the strength of the passage vortex which, in tﬁrn, depends on the blading design

and flow conditions.
Corner vortices

A further vortex may also be found in the corner between the endwall and blade
suction surface. It exists between the endwall separation and suction surface reat-
tachment lines due to the passage vortex and rotates in the opposite sense (see
for example, Gregory-Smith and Graves [1983] who found it produces a reduction
in overturning near the endwall). Endwall visualisation by Belik [1975] show the
vortex to originate where the endwall crossflow is nearly perpendicular to the blade
surface possibly implying that it is formed by a stagnation process similar to that
which forms the horseshoe vortex. He also comments that a similar vortex may
form in the endwall/pressure surface corner due to the downwash of the pressure

surface boundary layer. This is not often reported, however, possibly due to its

probable small size.

Shed vortices

Downstream of the cascade a final vortex is evident in the blade wake to the
midspan side of the passage vortex. This shed vortex rotates in the opposite sense
to the passage vortex and can crudely be thought of as resulting from the large
- radial component of velocity in the flow shed from the suction surface reacting
with the much smaller (and opposite) component from the pressure surface. More

formally it results from the trailing filament and trailing shed vorticity predicted

Description of secondary flows 2.2
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by classical secondary flow theory (e.g. Hawthorn [1955], Came and Marsh [1974],
Marsh [1976]). This theory gives an expression for the streamwise component of

vorticity for a steady, inviscid flow which, downstream of a cascade, has three

components.

The first of these is a distributed secondary circulation which is due to the turning
of a non-uniform flow and, in turbomachinery, is generally called the passage
vortex. The second is the trailing shed circulation, which arises from the spanwise
variation of circulation around the blade, and the third is the trailing filament
circulation. This is due to the stretching of the vortex filaments in the blade
wake as those passing over the suction surface arrive at the trailing edge before
the corresponding filaments that pass over the pressure surface. These latter two

components then form a vortex sheet which rolls up to form the vortex that is

visible in the blade wake.

Boundary layers

The effect these secondary flows have on the boundary layers is considerable, par-
ticularly on the endwall and blade suction surface. On the end wall the initial,
relatively thick boundary layer is completely stripped away by the passage vortex
and rolled up to form a loss core (Langston et al [1977]). Behind the separation
line of the pressure side leg of the horseshoe vortex a new, thin and highly skewed
boundary layer forms. Though most workers have found this too thin to determine
its state, measurements by Harrison [1989] using hot-film gauges have shown it to
be initially laminar except close to the blade suction surface where it is indistin-
guishable from the loss core. Transition of this new laminar boundary layer was

found to occur near the trailing edge plane.

Measurements of the blade suction surface boundary layer have also been carried
out by various researchers. Halstead; Okiishi and Wisler [1990] used a single hot-
film sensor mounted on a mylar strip that was wrapped around the blade, thus
allowing the sensor to be moved over the surface, to take detailed measurements
of the boundary layer state. For a low level of inlet turbulence (Tu < 1%) they
found the boundary layer to be laminar until shortly after the point of maximum
freestream velocity where separation occurred followed by a turbulent reattach-

ment. Similar results were reported by Gregory-Smith, Graves and Walsh [1987]

' - - Description of secondary flows 2.2
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and Walsh and Gregory—Smith [1987] for two slightly different blade profiles using

surface flow visualisation.

The low level of inlet turbulence used in these experiments is not, however, typical

of a real turbine where turbulence would be much higher (Tu 4-7%). Halstead et al

- [1990] also reported results at these higher levels and found the same initially lam-

2.2.2

inar boundary layer but this time followed by a region of natural transition rather
than a separation bubble, as did Gregory—Smith and Cleak [1990]. Measurements
of suction surface boundary layer profiles by Mee, Baines and Oldfield [1990] (using
a pitot probe mounted on a traverse buried within the blade) again show similar

results but with some indication of a small unsteady separation bubble.

A study of the importance of boundary layers and transition in gas turbine engines
has been presented by Mayle [1991] and has been further discussed by Walker
[1992]. Both highlight the importance of transition, particularly its effect on heat
transfer and loss generation, and recommend further research into boundary layer
flows. Cleak, Gregory-Smith and Birch [1991] have also shown that the assumed
location of transition has a large effect on the results of computational predictions,
so further demonstrating the importance of the boundary layer flows. Despite
this there is still relatively little detailed data on the state of the boundary layers

within blade rows (particularly velocity profiles) with which to compare the results
of CFD calculations.

Loss generation and distribution

Classically losses in turbines are split into ’profile losses’, ’secondary losses’ and
'leakage losses’. Profile loss is the loss that would be generated by the blade profile
in a purely two—dimensional flow such as is found well away from the endwalls.
Secondary loss is that which arise from the secondary flows and leakage losses are
those due to flow through any clearance gap between the blades and the endwall.
Whilst the latter exists in real machines, cascades do not necessarily have tip gaps
so it is often not present. The relative magnitudes of each of these three losses
depends on the blading design but, in his review of loss mechanisms in turboma-

chines, Denton [1993] states that in many machines they are often approximately

equal.
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Profile loss

Profile loss is taken to be the loss away from the secondary flow regions so is an
essentially two—dimensional feature. Tt is partly caused by the viscous dissipation
. of energy within the blade boundary layers and is very dependent on the bound-
ary layer state. Denton [1993] shows that, at transitional Reynolds numbers, the
dissipation in a turbulent boundary layer is between 2 and 5 times as large as
in a laminar one and so concludes that boundary layer loss is dominated by the
location of transition. Furthermore, he shows that the suction surface boundary

layer is the dominant producer of loss.

There are two other sources of loss generation included in the profile loss, separation
and trailing edge loss. Separation, if it occurs, causes losses to increase by é,n
amount depending on the extent of the detached region (Schlicting [1978] p773).
The larger the separation bubble the greater the loss. The trailing edge loss is
due to turbulent mixing of the blade wake. For subsonic flow over a blade with a
thick trailing edge it can contribute typically 1/3 of the total profile loss and for a

supersonic flow this proportion can rise to about 50 percent (Mee et al. [1992]).

Secondary losses

Secondary losses are usually taken to include all the losses in the endwall region of a
blade row and as such are sometimes called endwall losses. Upstream of the cascade
the only loss is due to the endwall boundary layer which is generally turbulent and
relatively thick. Downstream of the cascade the new endwall boundary layer is
much thinner, though still containing loss, and there are three further loss cores
due to the secondary flows (e.g. Langston et al. [1977], Gregory-Smith et al.
[1988]), Gregory—Smith and Cleak [1990] and Zunino et al. [1987]). These loss cores
are particularly evident in high turning cascades as these produce the strongest

secondary flows.

The first loss core is located on the endwall and is due to the corner vortex that
develops in the endwall/suction surface corner. The second loss core is associated
with the passage vortex and is located away from the endwall and to the suction
surface side of the blade wake. This is composed of fluid from the inlet endwall

boundary layer and pressure side leg of the horseshoe vortex (Langston et al [1977)
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and Moore and Smith [1984]) along with extra loss from the passage walls within
the blade row. The third loss core is found close to the blade wake on the midspan

side of the passage vortex and is associated with the shed vortex.

All three loss regions also exhibit a high level of turbulence. Moore et al. [1987)
studied the flow downstream of a replica of the UTRC cascade (Langston et al.
[1977]) and discovered a peak level of turbulence of 25% of inlet velocity. Zunino
et al. [1987] found 12% turbulence close to the throat of their rotor blade passage
and a peak of 15% downstream of the cascade. Gregory—Smith et al. {1988}) found
turbulence levels of 29% in the passage vortex core and Cleak [1989] found levels
of 22% in a slightly different HP turbine rotor cascade. In each case, however,
the turbulence level only accounts directly for a small proportion of the total loss
(10-25%) but this is largely because its rate of dissipation is generally of the same
" order of magnitude as production (Tennekes and Lumley [1978]).

All the above measurements imply that the action of the secondary flows in rolling
up the endwall boundary layer causes significant turbulence generation. Moore et
al. [1987] used their measured Reynolds stresses to calculate the rate of production
of turbulent kinetic energy and showed that this accounted for the majority of the
secondary loss. Gregory—Smith and Cleak [1990] and Gregory-Smith and Biesinger
(1992] carried out similar calculations (though they could not include all the terms)
and found broad agreement. Both also found a considerable contribution from the
normal stresses as well as the shear stresses and showed the effect of laminar

viscosity to be minor.

Gregory—Smith and Cleak [1990] and Gregory—Smith and Biesinger {1992] also cal-
culated the eddy viscosity for their two measured shear stresses (7w was not mea-
sured). Whilst Gregory—Smith and Cleak [1990] concluded that the eddy viscosity
was fairly isotropic downstream of the blades, the more extensive measurements of
Gregory-Smith and Biesinger [1992] showed that this was not the case within the
blade passage and, indeed, found regions of negative eddy viscosity. This and the
contribution of normal stresses have considerable implications for the prediction of
turbulence, and hence losses, since neither are allowed for by the Boussinesq eddy

viscosity concept used in many turbulence models.

Description of secondary flows 2.2
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Real turbines

The above discussion has been restricted mainly to the simplified flow in low-
speed, linear cascades. The flow in real turbines is significantly different as there
are several other flow phenomena present. Probably the most obvious is that the
blades are arranged radially in an annulus and that alternate rows rotate. This
leads to a radial pressure gradient which causes low momentum fluid to migrate

from casing to hub in fixed blade rows (and vice versa in rotating rows). Boletis

- [1984] investigated this effect in an annular cascade with the same blade profile

as used by Marchal and Sieverding [1977] and found significant changes to the

secondary flows and increased losses at the hub.

The relative motion between rotor and stator blades also means that annulus wall
boundary layers will be skewed, relative to the mainstream flow, when crossing
between them. In a turbine the direction of this skew is such as to reinforce the
secondary flows and increase losses (e.g. Boletis [1984], Walsh and Gregory—-Smith
[1987]). The latter took took their measurements in a linear cascade with the skew
pfoduced by a moving endwall. They also investigated the effect of skewing in the
opposite direction and found a significant reduction in the secondary flows and

losses.

Another consequence of rotating blades is that they require a clearance gap be-
tween their tip and the endwall. Even if the blades are shrouded there is some flow
through this gap which distorts the flow and increases losses (e.g. Bindon [1989)).
Modern turbines may also be transonic and so will contain shocks with their associ-
ated losses. However, in turbines, these are usually oblique and weak (Denton and
Cumpsty [1987]) so the losses will be small. More significant is their interaction

with boundary layers where they can cause separation and induce transition.

Also, with the exception of the first blade row, the flow in a real turbine is unsteady
due to the periodic shedding of wakes from upstream stages. In addition to this HP
blades are often cooled due to the high temperature of the exhaust gasses from the
combustor. This is achieved by circulating cooler air, bled from the compressor,
through the engine core and blades. Some is also injected through holes in the

blade and endwall surfaces to reduce heat transfer. Whilst all these phenomena

Description of secondary flows 2.2
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can be modelled to some extent in a cascade, the effect they have on the flow is

beyond the scope of the current work.
Measurement techniques

Pressure measurement

The most common type of measurement made in a flow is probably that of pressuré.
Single or multi-hole pitot probes provide a simple and accurate method of finding
the flow velocity and are the only method of measuring losses. One of their main
limitations, however, is they are larger than most other measuring devices so have

lower resolution and can disturb the flow more. Distortion of the flow, however, is

_generally only significant close to walls, tyﬁically within 2 head diameters, (Treaster

and Yocum [1979]) but does restrict their use to some extent. A second potential
problem With pitot probes is that turbulence produces an over-reading of the total
pressure (Dominy and Hodson [1992]) but the effect is only significant at high

turbulence levels.

Whilst standard pitot probes are not suitable for unsteady measurements due to
the damping effect of the column of air between the probe head and transducer,
this can be achieved using miniature surface mounted transducers (e.g. Kulite
transducers). An arrangement of several transducers on a traversable probe allows
Reynolds stress measurements to be made with a comparable accuracy to more
conventional hot-wire techniques (e.g. Ruck [1988]). The main drawbacks of
the technique are poor spatial resolution and flow blockage due to the size of the
probe which make it unsuitable for complex, rapidly varying flows. The probes are,

however, considerably more robust than hot-wires so do have some applications.

Hot—wire anemometry

The hot—wire anemometer is probably still the instrument most widely used for
unsteady flow measurement. Its design and principle of operation are described in,
for example, Bradshaw [1975] and will not be repeated here (though see Appendix
A which describes the technique used in this work). The hot-wire probes them-

selves, may have a variety of configurations with one, two or three sensors arranged
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at various angles or as surface mounted films. Their suitability for turbulence mea-
surement is due to the small size of the sensing element (typically 5um dia. and
1mm long) which gives the required features of rapid response, fine resolution and
slight disturbance of the flow. The disadvantages are that the probes are fragile
and prone to contamination by airborne particles and that complex analysis of the

anemometer output is required.

This analysis usually follows a technique developed by Jgrgensen [1971] who related
the three components of velocity to an effective cooling velocity and hence to
the wire voltage. For triple sensor probe this equation may be solved for the
instantaneous velocity components (e.g. Lekakis, Adrian and Jones [1989]). For
single sensor probes several readings must be taken with the wire at different
angles and, since readings are taken at different times, the equations must be time
averaged. This makes them harder to solve (usually requiring some assumptions
to be made) and allows the use of a variety of different methods, e.g. Perdichizzi,
Ubaldi and Zunino [1990] and Rodi [1975).

An alternative to using the Jgrgensen equation is to carry out a direct calibration of
the wire by recording its response at points over the whole range of flow velocities
and angles. This produces a ‘look—up’ table which may then be used to find
the mean flow velocity (and the Reynolds stresses for a triple wire probe). The
advantage of the direct calibration methods are that they require no assumptions
to be made about the response of the wire. Their disadvantage is that they usually
require a large amount of data to be stored since first and second derivatives are
often needed to interpolate between data points (though there are methods that
do not require this e.g. Browne, Antonia and Chua [1989]). A combination of
the two techniques (direct calibration and equation solving) may also be used to

provide both mean flow and Reynolds stresses.

Other techniques

The first acrodynamic flow measurements can be traced back to Dr. Ludwig Mach
who, in 1893, observed and photographed flows using silk threads, cigarette smoke
and glowing iron particles. These techniques are all still in use today, smoke
injection, in particular, is widely used (e.g. Mueller [1983]) and is now often

combined with laser light sheets to show only the flow on a particular plane (Véret
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[1983]). For boundary layer studies, surface flow visualisation, using tufts (Crowder
[1982]), oil/dye mixtures (e.g. Stark and Bross [1995]) or liquid crystals (e.g. Mee
et al [1991]) may be used. These give an indication of the boundary layer state,

the location of transition and, in the latter case, heat transfer or skin friction.

A second category of flow visualisation techniques are those which rely on changes
" of refractive index due to changes in air density. Examples include interferome-
try, Schlieren photography and shadowgraphs (e.g Pankhurst and Holder [1968]).
Though most suited to high speed flows, they can be applied to low speed flows in
conjunction with spark discharges or some other method of changing the refractive
index. Examples of the type of results that can be achieved by flow visualisation

are given in Van Dyke [1982].

Historically, these methods have given only qualitative results but image pro-
cessing techniques are beginning to allow some quantitative data to be obtained
(Kobayashi et al. [1983], Balint et al. [1983]). Direct quantitative results may
also be obtained from liquid crystals (Stinebring [1983]) and from smoke injection
(Dominy [1990]). This latter technique is in many ways similar to tracer gas mea-
surements (e.g. Moore and Smith [1984]) where the concentration of an injected
gas is measured at pointé on a downstream plane. Whilst all these methods have
their applications, better quantitative results are usually obtained from pressure

measurement, hot—wire anemometry or various optical techniques.

Pressure measurement and hot-wire anemometry have been described in previous
sections. One disadvantage of both techniques is that they are intrusive so disturb
the flow to some extent. They are also unsuited to harsh conditions, such as
combustion, which could damage the probes. Optical techniques, such as laser
doppler anemometry, LDA, (Drain {1980]), laser two focus, LTF, (Schodl [1980])
and particle image velocimitry, PIV, (Adrian [1986] & [1991]) avoid these problems.
They do, however, have disadvantages including the cost and complexity of the
equipment, the need for a clear optical path and, sometimes, the need for seeding
of the flow. For three-dimensional Reynolds stress measurements within a blade

passage these can often outweigh the advantages, so making hot—wire anemometry

the better choice.
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2.4 Prediction of flow and losses

24.1

2.4.2

Theoretical and empirical methods

Early attempts at predicting the flow and losses in turbomachinery blading were
based on empirical correlations derived from experimental data. Ainley and Math-
ieson [1951], for example, produced a correlation for the deviation of exit yaw angle
in an axial turbine. They and many others have also proposed loss correlations, a
number of which have been reviewed by Dunham [1970]. They all, however, only
give a single, averaged value rather than any indication of the distribution and are

of limited applicability due to the range of data from which they were derived.

Theoretical calculations of secondary flows have also been developed (Squire and
Winter [1951], Hawthorn [1955]). These derive expressions for vorticity assuming
an incompressible, inviscid flow with zero inlet vorticity and low turning. Hawthorn
and Armstrong [1955] extended the theory slightly to calculate the spanwise vari-
ation of lift and circulation in a linear cascade of turbine blades and found fair
agreement with experimental measurements. Since then the work has been con-
siderably extended by a number of researchers and a good review has been given
by Horlock and Lakshminarayana [1973]. More recently an alternative approach,
based on Kelvin’s Circulation Theroem, has been proposed (Came and Marsh

[1974]) and extended to annular cascades (Glynn and Marsh [1980]).

Unlike the empirical correlations these calculations allow the spanwise distribution
of exit yaw angle to be approximated but do not give the loss. Gregory-Smith
[1982] added a loss model to the secondary flow calculation of Glynn and Marsh
[1980] and obtained reasonable agreement with experimental results. This was
further improved by modifying the calculation of vorticity to allow for convection
of the Bernoulli (constant stagnation pressure) surfaces (Gregory-Smith and Okan
[1991]) to give a technique suitable for use in the preliminary design of blading
(Okan and Gregory-Smith [1992]). Alternative loss prediction methods have been
described by Sharma and Butler [1986] and Harrison [1989)].

Computational fluid dynamics

Computational fluid dynamics (CFD) deals with the numerical solution of the gov-
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erning equations of fluid motion. To solve these equations (the unsteady Navier-
Stokes equations) directly (direct numerical simulation, DNS) is usually imprac-
tical, due to the need for a very fine discretisation of the flow in both space and
time, but has been achieved for simple flows (e.g. Rai and Moin [1991], Spalart
[1988]). Large—eddy simulations similarly solve the unsteady Navier-Stokes equa-
tions but employ a low-level model for the small-scale turbulence (e.g. Yang and
Voke [1993]). Excellent results may be obtained with these techniques, Yang and
Voke [1993] for example, present results for a flat plate boundary layer that closely
match measurements by Roach and Brierley [1992]. At present, however, their
usefulness is restricted to providing a better understanding of the physics of tur-

bulence and transition.

Practical CFD requires some approximations to be made to the Navier—Stokes.
equations in order to obtain solutions at acceptable cost. These approximations
relate to the physics of the flow rather than those made in the discretisation of the
equations and their subsequent numerical solution. Whilst these latter approxi-
mations can affect the stability, speed and accuracy of calculations, they will not
be considered in any detail. A good introduction to the mathematics of CFD is
given by Anderson [1986] and a comprehensive review of numerical techniques can
be found in Hirsch [1990]. The remainder of this discussion will be restricted to
the physical modelling of the flow since this clearly has a considerable effect on the

performance of CFD calculations.

Approximations to the unsteady Navier—Stokes equations may be made at various
levels. Increasing the number of approximations generally decreases the accuracy
or applicability of the solution but increases its speed. Some common approxima-
tions are Reynolds averaging, where the equations are time averaged, thin layer
Navier-Stokes, which neglect streamwise diffusion, the inviscid (Euler) equations,
which neglect all viscous terms and potential flow models. Details of each are
given by Lakshminarayana [1991] along with an assessment of various solution
techniques. Reynolds averaging is currently the approach used for the detailed
design of engine components, the other techniques though may be used in the ear-
lier stages. Inviscid calculations, in particular, are often used as part of quasi-3D
systems (e.g. Hirsch and Warzee [1979], Wang et al [1985]) which combine blade-

to-blade and throughflow calculations to approximate the three-dimensional filow.
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Turbulence modelling

The process of time averaging the Navier-Stokes equations introduces unknown
second order correlations, the Reynolds stresses. Transport expressions may be
derived for these stresses (e.g. Bradshaw et al [1981]) but they in turn contain
triple correlations and equations for these contain higher orders still. This leads
to the problem of ’closure’ which is solved by approximating, or modelling, the
unknown terms with a series of algebraic or partial differential equations. This
turbulence modelling is a large and rapidly developing subject so no attempt will
be made here to describe all the various types. Reviews of existing models may be
found in Lakshminarayana [1986] (eddy viscosity models), Patel et al [1984] (low
Reynolds number k-¢), Sieger et al [1992] (low Reynolds number k—¢) and So et
al [1991] (second order closure).

Most of the more complex models are still computationally too expensive to be
used on a day-to—day basis. In turbomachinery design most 3D calculations still
use an algebraic mixing-length model such as Baldwin-Lomax [1978] (Coupland
and Stow [1993], Dunham [1995]). The limitations of such models are well known
(e.g. Lakshminarayana [1986]) but it is by no means clear that more sophisticated,
higher order models produce better overall results (Dawes [1990], Gregory—Smith
[1995]). Further evaluation of such models is required, as is the validation of new
models, but these are hampered by the lack of suitable experimental data (Cou-
pland and Stow [1993]). Whilst some data is available for two-dimensional flow
(e.g Roach and Brierley [1992], Elazar and Shreeve [1989]) there is still a need for

complex three~-dimensional flow data typical of turbomachines (Lakshminarayana
[1991]).

Transition modelling

The importance of transition on the flow in aeroengines has been described by
Mayle [1991] and further discussed by Walker {1992]. Its location and extent has a
significant effect both on aerodynamic loss and heat transfer so must be accounted
for within CFD calculations. This is made difficult by the number of factors that
affect transition. These include Reynolds number, freestream turbulence, pressure
gradient, flow unsteadiness, surface curvature and surface roughness. Attempts

have been made to produce empirical correlations for transition, such as that of
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Abu-Ghannam and Shaw [1980], but these are limited by their range of applica-
bility. A systematic evaluation of transitional models for turbomachinery flows
is being carried out under the ERCOFTAC SIG (European Research Community
On Flow Turbulence And Combustion; Special Interest Group) on Transition (see
Savill [1994]). ' o

The simpler turbulence models, such as mixing length, cannot predict transition so
its location and extent must be prescribed. More sophisticated models however can,
the most commonly used being the low Reynolds number k—€ formulations. Sieger
et al [1993] evaluated a number of these models for their ability to predict transition
and found the best results were obtained using the Lam-Bremhorst [1981] model
and its PTM extension (Schmidt and Patankar [1988]). Other studies (Patel et
al [1984], Savill [1993]) have found the Launder~Sharma [1974] model to give the
best overall results. Transition has also been predicted with varying success using
one—equation and Reynolds stress transport models, large eddy simulation and
direct numerical simulation (Savill [1993]). The latter, in particular, is often taken

as producing better results than experimental measurements.

CFD codes

The governing equ.ations of CFD may be formulated in two distinct ways by con-
sidering either a finite volume of the fluid or an infinitesimal fluid element. The
former leads to the integral form of the equations and the latter to the differential
form (e.g. Anderson [1986]). Discretisation of the integral form of these equations
leads to finite volume techniques (such as Hah [1984]) whilst the differential form
leads to finite difference methods (e.g. Chima [1985]). There is also a third ap-
proach, finite element (e.g. Laskaris [1975]), though this is not as widely used as
the other two.

The discretised equations are usually solved by one of two main methods, time
marching or pressure correction. In time marching techniques (e.g. Denton [1975],
Dawes [1991]) the unsteady terms in the Navier-Stokes equations are retained,
even if only the steady solution is required, so the equations are hyperbolic for
- all types of flow. An initial guess is then made and the calculation is marched
forwards in time until the boundary conditions cause the solution to settle to a

steady state. Many schemes have been developed to do this, such as MacCormack
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& Crank-Nicolson (e.g. Anderson [1986]) and may be classed as explicit or implicit

depending on the type of discretisation used.

Explicit solvers (such as Denton [1975]) ate relatively simple (since any value at
time n depends only values at time n— 1) but must use small time steps in order to
remain stable and so may be slow to converge. Implicit methods allow larger time
steps but are more complicated (any value at time n depends on other values at
time n so the whole flowfield must be solved for at once) and so need to make more
calculations per step. If only the steady state solution is required, convergence of
explicit techniques may be accelerated by the use of different time steps for each
control volume. Alternatively a multigrid technique (e.g. Denton [1982]) may be
used where calculations are initially carried out on a ’coarse grid’ before moving

to more refined grids after the initial large transients have been removed.

One limitation of either time marching technique, however, is that they are not
suitable for incompressible flows (Lakshminarayana [1991]). This is because they
solve for density which remains virtually constant at low Mach numbers. This prob-
lem is most commonly overcome by running low speed calculations at an elevated
Mach number (typically ~ 0.3). Alternatively the problem may be coped with
by making modifications to the algorithm such as in the pseudo—compressibility
technique of Chorin [1967].

In pressure correction methods (such as Hah [1984] & Moore and Moore [1985]) the
pressure field is first assumed and then updated using an auxiliary equation. At
each step the velocity field is found by solving the momentum equation but does
not initially satisfy continuity so a correction is made to the pressure by solving
the auxiliary equation. The velocity field is then re-calculated and the process
is repeated until the pressure correction is sufficiently small. There are many
variations on this basic method some of which are reviewed by Lakshminarayana
[1991]. Unlike the time marching techniques, pressure correction codes are suited

to low speed, incompressible flows and so are more suitable for the current work.

2.5 Code validation

Before any new CFD code or turbulence model can be used with confidence its

Code validation 2.5
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performance must be validated against detailed experimental data. Development
and initial testing is usually carried out against simple two—dimensional flows such
as that over flat plates (e.g. Roach and Brierley [1992]). The results of direct
numerical simulations and large eddy simulations Ama,y also be used to refine the
turbulence and transition models, for example, Yang et al [1994]. For complete
. testing, however, complex three-dimensional flows must be modelled. Ideally these
tests would cover the range of conditions, Reynolds number, freestream turbulence
level, etc., found in the types of flow the code will eventually be used to predict.

For turbomachinery flows much of the data needed can be obtained from large-scale
cascade tests, though rotating rig measurements would be needed for centrifugal
effects. Whilst many studies of this type of flow have been made (see section 2.2),
most are incomplete in terms of the information needed for code validation. Most
commonly the inlet conditions are not sufficiently well defined or there is a lack of
detail of the flow within the bounda,ry layers. The need for further measurements
of this type of flow, specifically for validation purposes, has been identified by

Lakshminarayana [1991] and Coupland and Stow [1993] amongst others.

The data requirements for steady three-dimensional blading flows can be sum-
marised as follows (Coupland [1992]). At inlet (which must be defined well up-
stream of the leading edge) the freestream velocity, turbulent stresses and length
scale must be provided along with the boundary layer velocity and turbulence pro-
files. On the blade surfaces the static pressure distribution, skin friction and/or
heat transfer are required. Within the blade passage, particularly within the
boundary layers and secondary flow region, the normal and shear stress are needed
along with the velocity and pressure distributions. Downstream of the blades area
traverses are required of total and static pressure, velocity and turbulent stresses.
Whilst not exhaustive, this list does give an indication of the amount of detail

required for full code validation.
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Chapter ITI

- Experimental apparatus and methods.

Introduction

This chapter describes the apparatus, instrumentation and methods used to obtain
the experimental data presented in this thesis. Since the current work forms part of
a continuing program of turbomachinery flows at Durham University much of the
apparatus has been used and described by previous workers. Graves [1985] started
the work with a study of secondary flows and losses in a turbine cascade. This
was followed by Walsh [1987] who studied the effect of inlet skew in the endwall
boundary layer on the development of secondary flows. The boundary layer skew
was created by replacing part of the working section endwall with a moving belt.

He also replaced the entire cascade and changed the blade profile.

Cleak [1989] then took a series of measurements through the cascade and used
them to validate various three-dimensional viscous calculations. He also added
a turbulence grid to make the inlet turbulence more representative of that found
in an actual high pressure turbine. Next Beisinger {1993] investigated methods of
reducing secondary flows and experimented with injecting air tangentially into the
endwall boundary layer. In order to do this he, again modified the cascade, this

time to include an injection slot just upstream of the blade leading edge.

The present author has also made several modifications to the apparatus but rather
than just describing these changes, as previous authors have, a full description of
the equipment will be given here. This is done in the interest of clarity and to

avoid any confusion as to the current state of the apparatus.

The Durham low speed wind tunnel
Air supply

The main piece of apparatus consists of a cascade of blades mounted on the exit

of a large, low—speed, blowing wind tunnel. The air is supplied by a double entry
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centrifugal fan (Keith Blackman Series 28) driven by a variable speed motor (Fuller
KB25). The fan and motor are enclosed in a housing, three of whose walls each
contain six 457mm square Vokes general purpose filters. These remove dirt and
dust from the air which might otherwise contaminate instrumentation, particularly
hot—wires. Air from the fan first passes down a short parallel walled section and
then enters a large settling chamber through a diffuser containing 5 gauze screens.
The flow is then accelerated through a contraction, to produce a uniform, high
speed flow, before entering the rectangular, parallel walled working section via a

honeycomb flow straightener.
The working section

The working section is shown diagramatically in Figure 3.1. It is initially 700mm
high by 460mm wide but is reduced to 400mm wide by a false endwall which allows
the existing tunnel boundary layer to be bled off. When used by Walsh [1987], this
endwall consisted mainly of the moving belt he used to provide inlet skew. This
had been taped down by more recent workers but was removed by the author and
replaced by a smooth wall because it was thought that the edges of the belt, which
'lap’ slightly, could significantly affect the endwall boundary layer.

Only one side of the wind tunnel has a false endwall to bleed off the boundary
layer so the working section is slightly asymmetric. Accordingly, measurements
are only taken in one half of the cascade, the other side providing access for the
instrumentation. The boundary layer bleed is located close to the start of the
working section, (1250mm upstream of the blade leading edge) its position origi-
nally being determined by the width of the belt. The false endwall has an elliptical
leading edge with two static pressure tappings, one located on either surface, just
behind it. An adjustable baffle partly covers the bleed slot and is positioned so
that the pressure at both tappings is equal. This ensures that the boundary layer

is removed cleanly without any separation on either surface.

The turbulence grid

Just upstream of the bleed there is a grid of bars designed (by Cleak [1989]) to

raise the freestream turbulence level to a value more representative of that found
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in actual gas turbines. Its position was, again, fixed by the presence of the belt

which meant that it could not easily be located any closer to the blades.

The grid is made up of 25mm diameter bars spaced at 80mm when measured in
a plane perpendicular to the flow. There is.also an additiona.l 8mm diameter bar
located 25mm from the endwall. This fills in the gap between the grid and endwall
just upstream of the bleed and was needed to stop a ’jet’ effect in the flow close
to the endwall. The grid is set parallel to the leading edge plane, so that it is
a constant distance (1400mm) from the blades, (as is the boundary layer bleed)
which means that it is at an angle to the flow (42.75°). One effect of this is that it
causes a slight deflection of the flow but this was thought to be better than having

an unequal level of turbulence across the blade pitch.

‘The advantages of locating the turbulence grid so far upstream of the blades are
that there should be sufficient time for the jets of flow between the bars to thor-
oughly mix out and for the turbulence to become isotropic. The large distance
should also prevent significant decay of turbulence within the blade passage but
does mean that the turbulence generated by the grid must be considerable to avoid
it decaying too much by the time it reaches the blades. The predicted turbulence
characteristics at the blade leading edge (estimated by the method reported by
Roach [1987]) are given in the table below.

Streamwise direction | Orthogonal directions
Turbulence intensity 46% 4 4.1%
Macro/Integral scale 38mm 19mm
Micro/Dissipation scale 4.4mm 3.1mm

Table 3.1 — Predicted inlet turbulence characteristics

Instrumentation

In order to measure the velocity in the working section a pitot-static probe is

located at mid-height, 700mm upstream of the leading edge. In addition to this,
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three slots have been added to allow instrumentation upstream of the blades (see
Figure 3.2). The slots are each 250mm long by 12mm wide and are aligned parallel
to the working section. Their downstream ends are 172mm upstream of the blade
leading edge plane and each is aligned'wit-h a different position relative to the
bars of the turbulence grid. Their location was chosen to allow measurements to
be taken at one axial chord upstream of the blades which may then be used as
the inlet conditions for CFD calculations. Their different alignments relative to
the bars of the turbulence grid is to allow the uniformity of the turbulence to be
checked. '

3.3 The Durham linear cascade

Geometry

The cascade is mounted on the exit of the wind tunnel and exhausts to the atmo-
sphere. It consists of six high pressure rotor blades with a profile (Figure 3.2) based
on the RT60 model turbine but modified slightly for operation at low speed. The
purpose of this was to give a similar aerodynamic behaviour at low speed as the
RT60 profile gives at transonic speeds. The blades are cast in epoxy resin from an
aluminium master using a technique similar to that of Gregory-Smith and Marsh
[1971]. Full details are found in Walsh [1987] but the critical design parameters

are reproduced below.

Inlet Dynamic Head 215Pa
Design inlet Flow Angle 42.75°
Blade Exit Angle —68.7°
Blade Chord 224mm
Blade Axial Chord 181lmm
Blade Pitch 191mm
Blade Half-Span 200mm
Zweifel loading coeficient 0.97
Reynolds Number (Cay and Vexit) [4.3 x 10°

Table 3.2 — Cascade design data

One endwall of the cascade contains eleven tangential traverse slots, through which

various probes may enter the cascade, (Figure 3.2) whilst the other consists mainly

The Durham linear cascade 3.3



Experimental apparatus and methods ' 26

of a perspex plate. Both the plate and the traverse slots are aligned with the
central blade passage where all measurements are taken. Four of the slots are
located outside the blade passage and cover slightly more than one pitch, whilst
the remainder run from blade to blade. When not in use, the slots are closed off
by wooden inserts that fit flush to the inside of the endwall and when in use they
- are covered by a pair of flexible brushes to reduce leakage whilst still allowing the

probe to move.

Blade pressure tappings

Two of the blades are instrumented with static pressure tappings. These take the
form of hypodermic tubing laid just below the surface with holes drilled into them
at several spanwise locations. When in use all but one set of holes are covered with
thin tape. There are 14 tappings on the suction surface and 10 on the pressure
surface at each of 6 spanwise locations. Little use has been made of these tappings

as the pressure distribution has been measured previously by Cleak [1989)].

Operating conditions

To ensure consistent results the cascade is operated at constant Reynolds number
taken from a ’standard day’ set of atmospheric conditions. Variation from these
conditions are corrected for by adjusting the upstream dynamic head and correcting

all measurements relative to this. The ’standard day’ conditions are given in the

table below.

Density of air 1.179 kg/m*®
Ambient temperature [ 19.0°C
Dynamic viscosity 1.814x10~° Ns/m?

Table 3.3 — Standard day conditions

3.4 Instrumentation

3.4.1 The traverse

The main instrumentation is mounted on a traverse unit originally constructed by

Instrumentation 3.4
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Graves [1985] but modified several times since. It consists of a pair of linear slides
(Time and Precision 'Unislide’ series A) one mounted on the other (Figure 3.3).
The fixed slide is mounted on a back plate which in turn is clamped to two 'T”
slotted mounting brackets. These brackets may be bolted onto either the cascade
or the wind tunnel working section, allowing the traverse to be used in all the
access slots. The fixed slide provides motion along the slots, which is tangentially
in the cascade slots and streamwise in the upstream slots, whilst the other slide

provides spanwise movement.

Both slides are of the leadscrew type with a 1mm pitch and each is driven by a
Mclennan HS23 stepper motor. These produce 200 steps per revolution giving a
linear step size of 0.005mm. To hold the probes themselves, either a motorised or
a manual rotary stage may be mounted on the spanwise traverse. The motorised
stage (Time and Precision A375TSP) is driven by a 200 step per revolution stepper
motor with a 90:1 gear ratio giving an angular resolution of 0.02°. The manual
(Time and Precision A375TS) stage has a vernier scale which gives a possible

resolution of 5/60°.

The probes

Various probes may be mounted on the rotary stages, the most common being
hot—wire probes and three and five-hole pitot probes. Three different probes have

been used in the current work, two hot—wire probes and a three-hole pitot probe.

The rotatable single wire probe

Most of the measurements have been taken using the hot—wire probe shown in
Figure 3.4. It consists of a hollow probe sﬁpport, mounted in the rotary stage,
which is usually free to slide and rotate in an outer sleeve. The hot-wire probe
is mounted coaxially on the end of the support so can be moved tangentially,
radially and be rotated about its axis by the traverse. The outer sleeve may be
clamped to the probe support to increase its stiffness and reduce vibration but for
measurements close to the endwall a better method is to use the locating pin. This
fits to the sleeve and presses against the endwall to provide support at both ends
of the probe rather than just one. It is more effective at reducing vibration but

does restrict the area over which the wire may be traversed.
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One limitation of this probe is that that its diameter restricts how close to the
blade surfaces the hot—wires may be located. This is particularly bad close to the
trailing edge where the blade surfaces are at an acute angle to the traverse slots.
Here, when the probe is as close to the surface as possible, the wire may still be
several tens of millimeters away, measured in the tangential direction (though the.
shortestldistance to the surface is much smaller). This results in an apparently
large gap between measured data and the blade surface when presenting results
on an axial plane. Though this problem is relatively minor, having the hot-wire
aligned with the axis of the probe does mean that it can never be held close enough

to the surface to take measurements within the blade boundary layers.

The cranked single wire probe

In order to measure close to the blade surfaces a second, cranked, hot-wire probe is
used (see Figure 3.5). This has a solid probe support, for stiffness, with the probe
holder mounted at 45° to the spanwise direction. It is used in conjunction with a
slanted wire probe (Dantec 55P02) so that the sensing element is parallel to the
blade surface. As with the other hot—wire probe a locating pin is used to reduce
vibration but in this case it presses against the blade rather than the endwall.
The limitation of this probe is that the hot-wire cannot be rotated so cannot be
used to measure the Reynolds stresses. It is only used for the measurement of

intermittency in the blade surface boundary layers.

The three-hole pitot probe

A three-hole pitot probe has been used to measure the midspan yaw angle within
the cascade. It is a cranked probe with a conical head of 1/4” dia. and an included
angle of 60°. The head is aligned vx;ith the axis of the probe so that it remains
stationary in space when rotated by the traverse. The two outer tappings are
connected across an oil filled micro-manometer and the yaw angle is measured
by rotating the probe until the pressure difference is zero. An initial calibration
showed the pressure difference between the tappings to vary almost linearly with

angle at 15.5 Pa (2.0mm) per degree over the range of £20°.
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Control and data acquisition

Traverse control

The traverse is controlled from a 386PC using various add-on circuit boards. Each
stepper motor is driven by a 4 phase bipolar driver board (RS 342-051) which
are in turn controlled from a 48 channel Input/Output board (Amplicon Liveline
PC14AT) installed in the computer. The motors are driven in half step mode and
are accelerated and decelerated slowly to ensure accuracy of movement. A typical

traverse will return the probe to within 2 steps (0.01mm) of its original start point.

The I/0 board is also used to control a servo-valve (RS 723-674) which links the
upstream pitot-static probe to a pressure transducer (CMR 200-008) to monitor
the inlet dynamic head. The valve switches both sides of the transducer to the
same pressure to allow the zero offset to be measured. This is necessary to keep
the transducer in calibration during long experiments (for accuracy the transducer
is calibrated against a micro-manometer rather than assuming a linear output)
since its offset varies slightly with temperature. Depending on the type of traverse
the offset is measured at between 5 and 20 minute intervals. It could be measured
before each individual hot-wire measurement but this would considerably increase

the traverse time and is much more frequent than necessary.

Data acquisition

Data acquisition is carried out using one of two Analog to Digital (A/D) converters.
Both have 12 bit resolution and take a 5V input. The standard one (PC-LabCard
PCL-812PG) will sample 16 channels at speeds of up to 30kHz. Normally only
two channels are used, one to monitor the inlet dynamic head and the other to
take readings from a single hot—wire. The second A/D converter (Strawberry Tree
Inc. Flash-12) is used where higher sampling rates are required and operates at

speeds of up to 1MHz. Its main use is for measurements of intermittency within

boundary layers.

The hot-wire equipment itself consists of a TSI IFA-100 control unit used in
conjunction with Dantec gold plated hot-wires. The control unit contains three
channels each consisting of a MODEL 150 constant temperature anemometer and

a MODEL 157 signal conditioner, though only one channel is used. In addition to
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normal probe operation, the anemometer allows the cable and probe resistances
to be measured, the operating resistance to be set and the frequency response
to be optimised. The signal conditioner applies an offset and gain to the output
signal to amplify it to a level suitable for input to the A/D converter. The offset
approximately subtracts a voltage half way between the minimum and maximum
to allow a large gain to be used (since only the fluctuating component is then

amplified) and so improve the resolution of the signal.

Traversing and data acquisition have been automated as far as possible to speed
up the taking of measurements. The only operation that still has to be carried
out by hand is releasing the endwall locating pin, if it is used, to allow tangential

movement of the probe. During a traverse, sampled data is only processed as far

-as is necessary to reduce storage requirements. This usually involves converting

a set of A/D readings to a pressure or effective velocity (see next section) and
calculating the mean and r.m.s. (root mean squared). These values are then saved
to disk and transferred to a workstation for further processing. A typical traverse,
however, will still take between three and seven hours to complete depending on

the number of measurements it contains.

Hot—wire techniques

Two types of hot—wire measurements have been carried out, the first to give the
full set of velocities and Reynolds stresses at a point and the second to measure
intermittency. The former requires two traverses, each with a single rotatable

wire and the latter a single measurement with a fixed wire. Both techniques are

described below.

Reynolds stress measurement

Governing equations

Reynolds stress measurements are carried out using the rotatable single wire probe
(Figure 3.4). If a hot—wire is held at a point in the flow and rotated about its axis
the amount it is cooled varies with its angle to the flow. Taking several measure-
ments at different angles then allows the flow velocity and Reynolds stresses to

be determined. Though in theory enough information to do this can be gained
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from measurements with a single wire, the equations this produces are very ill
conditioned and so, in practice, readings are taken from two separate probes with

different wire configurations:.

For the probe shown in Figure 3.6 in a flow defined by the velocity vectors Uy,
Uy & Us the following equations may be derived by inserting exressions for these

velocity components into the Jgrgensen [1971] equation and expanding the various

terms:
T, =X Z%—Q(ny (3.1)
ulsy = -%-2 (Biu + Bju} + B3u} + 2By Byurws + 2B1 ByUiws + 2B, Byw3)
(3.2)
Where:

Kz =A11U§ + A227§ + A33-[7§ + A19U U + A13U 103 + AU U3 (3.3)

Yy =2411T1u1 + 242U 2us + 24330 3us+
A12(U1U2 + _U—2U1) + A13(Ulug + U3U1) + Azg(Uzu;; + U3u2) (3.4)

22 =A11;L? + Azzg + A33-’LL_§ + A19T1us + A13T7U3 + A23usus (3.5)

And:

A = cos® a + k?sin’ a

Asy = cos? 9(sin2 o + k% cos? a)+ h%sin? 6

Agz = sin® 8(sin® & + k? cos? @) + h® cos? §

App=(1- k?) sin 2cr cos

A1z = (k* — 1)sin2asin

Agz = sin26(— sin? o — k% cos’a + h2) (3.6)
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— 1 — 1 —_
By =AnUi + §A12U2 + -A13U3

2
1 — — 1 —
By = §A12U1 + AgpUs + §A23U3
1 — 1 — —
B; = §A13U1 + §A23U2 + A33U3 (3.7)

Here U and u are the mean and fluctuating components of velocity such that the
instantaneous velocity, U = U + u. The suffixes 1,9 & 3 refer to three mutually
perpendicular directions and the suffix . refers to the effective cooling velocity.
This is the velocity which, if applied normal to the wire, would cause the same
amount of cooling as the actual velocity. The angle of the wire normal to the probe
stem is o (and is different for the two hot-wire probes) and its orientation relative
to the U, direction is §. Finally k% and h® are 'constants’ from the Jgrgensen
equation. The full derivation of these equations is given in Appendix A.1 and they

have been derived previously by Perdichizzi et al [1990).

Calibration -

When using the equations above two problems are encountered. The first is what
values to take for the 'constants’ k2 & h2. For an ideal, infinitely long wire £ = 0
and A = 1 but taking these values produces poor results. Also, neither is truly
constant but vary with the magnitude and direction of the flow relative to the wire.
The second problem is to convert the measured wire voltage, E, to the effective
velocity, Uy, used in the equations. The relationship is sometimes described by
Kings heat transfer law, B> = A+ BUZ;; where A, B & n are constants. If this is
used, the constants must be determined (King gave n = 0.5 but n = 0.45 is often
considered better) but even so the relationship is not truly accurate. A better
method is to determine this relationship and the ’constants’ by calibration of each

individual hot—wire probe.

To do this the wire is held in a flow of variable velocity and its response is measured
at a series of different orientations to the flow. Knowing the velocity and the angle
of the wire to the flow and making some assumptions about the variation of k2
& h? the approprate realtionships can be determined. Since these take the form
of values at discrete velocities and angles, splines are fitted to the data to allow

interpolation at any flow condition. Full details of the calibration technique are
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presented in Appendix A.2 but the results are three relationships, one that converts
E to Uesy and one each that gives k? & h? for any flow velocity.

Practical technique

" The two types of probes used are a slanted wire (Dantec 55P02) which has a wire
angle, o, of 45° (Figure 3.6) and a normal wire (Dantec 55P01) with a = 0°. Seven
readings are taken with the slanted wire at 25° intervals (of 8 in" Figure 3.6) and
five are taken with the normal wire, again at 25° intervals. To ensure that the

wires are not rotated into the wake of one of their prongs they are initially aligned
| close to the flow direction and are rotated to angles either side of this. At each
point readings are taken both from the hot-wire and from the pressure transducer
connected to the upstream pitot-static probe. Sampling is carried out at 10kHz

for a period of 1 second.

The output of the pressure transducer is converted to a pressure via a calibration
against a micro-manometer. The mean and 99% confidence limit are then calcu-
lated and if these exceed preset limits the measurement is repeated. The individual
voltage readings from the hot~wire are each then converted to effective velocities,

using the E to Uy calibration, before the mean, Ueff, and mean squared (of

the fluctuating component), u? ¢5» are calculated. The effective velocities are then
corrected for variations in the inlet dynamic head by multiplying by the ratio of
required to actual velocity. This is done to improve the accuracy of the solution

but is only valid for small variations in velocity and temperature.

For each point in the flow this produces 12 values of U, #f and ug £ Which may be
inserted into equations (3.1) and (3.2) to give 2 sets of overdetermined simultaneous
equations. Solution of these equations is not straightforward but is achieved using

an iterative method based on the following steps.

Step 1.  To start the iteration a guess is made for Uy, Uz & Us. These are used
to find k2 and A2 from their calibrations and initial values of the 'A’
coefficients (eqn. (3.6)) are calculated. The initial guess does not have
to be good, it is usually taken as Uy = Us = 0 & Uy = 10 m/s (since
the hot—wires are initially aligned close to the flow, Uy is almost the

streamwise velocity).
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Step 2. The equation -(75 ff= X’ is solved to give a first approximation for Uq,
Us & Us. This is a simplified version of eqn. (3.1) which is only, strictly,
valid for low levels of turbulence where 22 & Yy tend to zero. However,
since turbulent fluctuations are generally small compared to the mean .

flow, it does give a reasonable solution for Uy, Uy & Us.

Step 3. . For this solution k? & h? (from their calibrations) and the A’ coefficients
(from eqn. (3.6)) are recalculated along with X (from egn. (3.3)) and
the 'B’ coefficients (from eqn. (3.7)).

Step 4. Equation (3.2) is solved for the Reynolds stresses. X~ and the "B’ co-
efficients are known from the previous step and ugff comes from the

experimental data.

Step 5. The Reynolds stresses are used to calculate Yy (3.4) and 2% (3.5) and
equation (3.1) is solved for Uy, Uz & Us.

Step 6. This process is then repeated from Step 3 until the mean flow and
Reynolds stress solutions have converged. In practice this takes in the

order of 3-5 iterations.

Equation (3.2) is linear in six unknowns (the Reynolds stresses). Since twelve
measurements are taken at each point it is also overdetermined and so a least
squares approach may be used. Solution is by a routine from the NAG library
(FO4AMF) which involves QR factorisation followed by iterative refinement using
backsubstitution. The advantage of solving an overdetermined set of equations is
that accuracy is improved and the effect of bad experimental data is reduced. It
also allows an indication of the likely accuracy of the solution to be obtained by

inserting the solution back into the equation and looking at the size of the error.

Equation (3.1) is less easy to solve since it is nonlinear. The approach used is
to minimise a sum of squares function derived from the equation using the NAG

library routine EO4FDF. This minimises F(z) where:

F(z)= 3 [fi(2))® | (3.8)
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by estimating successive points, from an initial guess (of Uy, Uy & Us), based on
the curvature of F(z). The values of U, Uz & Us, at this minimum, are taken to
be the mean flow solution. Ir this case fj(z) is the residual found by rearranging

eqn. (3.1) as:

—_ \2 =2
fi(e) =X +22 - —5(Vy) - Uy (3.9)

Ideally f;(z) = 0 but in practice it will have a small value. The equations are
again overdetermined, with all the advantages that implies, and an estimate of the

accuracy is provided by the value of F(z) at the solution.

The velocity components and Reynolds stresses calculated by this method are
based on a coordinate system defined by the initial alignment of the hot-wire
probes (i.e. close to the local flow direction). This is not usually the coordinate
system in which the results are presented but since all the stresses are present the
coordinate set may be rotated to whatever is required. In practice the Reynolds
stresses are presented in a streamwise coordinate system where the streamwise
direction is defined as that found at midspan at each particular pitchwise posi-
tion. This involves a rotation of the stresses about the spanwise direction which is

achieved using the equations given in Appendix A.3.

Intermittency measurement

Intermittency measurements have been carried out in the cascade close to the
endwall and blade surfaces using a single wire probe. Measurements close to the
endwall used a normal hot-wire (Dantec 55P01) mounted in the rotatable probe
holder, whilst those close to the blades used a slanted wire (Dantec 55P02) mounted
in the cranked probe holder. When using the rotatable probe, the wire was held
at 90° to the flow to maximise its response. This was not possible for the cranked
wire probe, since it does not rotate, though at most locations at which it was used

it would not have been far from perpendicular.

The principle of intermittency measurement is then straightforward, the signal
from the hot—wire is sampled for a period of time and the portion for which the flow

is turbulent, characterised by large fluctuations, is calculated. In practice, however,
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it can be difficult to distinguish between the laminar and turbulent portions of the
raw signal so some processing is often required. The technique used here is based
on the TERA (Turbulent Energy Recognition Algorithm) method of Falco and
Gendrich [1990] which has been found to work well even in regions of adverse

pressure gradient and high freestream turbulence (Walker and Solomon [1992)).

The sampled wire voltage is first converted to effective velocity and then the func-
tion Iu‘i—;‘ / —lf| is calculated where U is the mean effective velocity and u is the
fluctuating component. A rolling average is then used to smooth the data and
a threshold is chosen above which the flow is taken to be turbulent. The in-
termittency is then calculated as the fraction of time for which the function is
greater than this threshold. This differs slightly from the TERA method which
uses (udu/dt)
found to give a more constant threshold and the arithmetic mean was used because

ms Over a small window. The divide by U was added because it was

taking the rms was found to give too much bias to single large values.

Data is logged at 50kHz with 8192 samples being taken at each point. To take
more samples than this in one go is not possible due to PC memory limitations
but testing showed that this is sufficient to give repeatable results. Calculation
of the derivative in the function was by achieved by forward differencing and the
rolling average was carried out over 20 samples (400us). An example of the effect
of this processing is given in Figure 3.7 which shows a typical raw trace, the result
of applying the function and the effect of the rolling average. Whilst it is difficult
to distinguish anything from the raw trace the rolling average clearly shows the
laminar and turbulent portions. The choice of the threshold value is then made by
inspection of this trace (Figure 3.7c). This is not ideal but the various attempts

to devise a more formal method have not been successful.

An investigation of the effect of varying both the threshold and window size showed
results similar to those found by Walker and Solomon [1992]. Beyond a certain level
the averaging window size had a fairly small effect, unless taken to an excessively
large size, but with threshold the intermittency varies continuously with no plateau
" or break to indicate a suitable value. Other functions, such as du/dt and d?u/dt?,
were tried but produced results that were either similar or worse. In consequence

there is a certain margin of error associated with these results but if the same
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criteria is always used when choosing the threshold they should be reasonably

consistent within themselves.

Experimental accuracy

Positional

All measurements have been carried out using probes mounted on the traverse
apparatus. This is driven by stepper motors with a 0.005mm or 0.02° step size
and is accurate to within +2 steps over the whole traverse. The initial positioning
of the probe has an estimated error of £0.1mm but it is deflected slightly by the
flow so the error in the axial and tangential directions could be up to £0.5mm.
The use of the probe locating pins does reduce this deflection particularly for

measurements close to the surfaces.

Data acquisition

Both A/D convertors have an input range of 5V with 12 bit (2.44mV’) resolution.
The PCL-812PG card has a stated accuracy of =1 bit and a linearity also of +1
bit. The Flash-12 card self-calibrates against an internal voltage source and has
an overall accuracy of £0.05%. In order to reduce noise, all electrical components

have mains filters and coaxial cable was used wherever possible.

Upstream velocity

Accuracy of the upstream pressure measurements was ensured by calibrating the
pressure transducer against a micro-manometer and measuring its zero offset at
regular intervals. The individual measurements were estimated to have an accuracy
of +£0.5Pa. Multiple samples were taken in sequence with measurements from the
hot—wire anemometer and the dynamic head and 99% confidence limit (Kreyszig
[1983], pp.947) were calculated. Measurements were repeated if the dynamic head

exceeded 2% of the required value or if the confidence limit was greater than

0.5%.
Pitot probe yaw angle

The pitot probe was used to measure the midspan yaw angle at each traverse slot.

Measurements were taken by hand by rotating the probe to zero the reading on
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a micro-manometer and a resolution of less than 40.1° was easily obtainable. In
addition to this, however, there will be an error due to the initial alignment of the

probe which was estimated to be within +0.5°.
Rotatable Hot—Wire measurements

" Errors in the results of hot—wire measurements arise from two sources, uncertainty
in measured values when calibrating the wires and the approximations involved
in the time averaging technique. Following Yavuzkurt [1984] the errors in the
calibration were estimated to be within 1% over the velocity range encountered but
decrease with increasing speed. Yavuzkurt [1984] also estimated the uncertainty in
Reynolds stress measurements in a 2D flat plate boundary layer, using a technique
similar to that used in the present work, as being 5-10%. This agrees well with an
indication of the accuracy of the upstream boundary layer measurements (Section
4.2.2) obtained by calculating the residuals of eqn. (3.2) as a fraction of the left
hand side.

Within the blade passage this measure of the likely error of the Reynolds stresses
gives values of less than 10% over most of the traverse but rising to 20% in the
regions of high turbulence. This does not, however, give any indication of the
relative size of the errors for the different stresses. An estimate of this can be
obtained from Predichizzi et al [1990] who carried out a sensitivity analysis of
eqn. (3.2) for a very similar technique. They found the spanwise component to
be four times as sensitive to error as the streamwise component with the others
ranged between the two. In a later paper (Perdichizzi et al [1992]) they quote the

maximum uncertainties as follows;

Mean velocity +3%

Flow angles +1.5°
Streamwise and transverse normal components | £10%
Spanwise normal component +30%
Shear stresses . . £20%

Table 3.4 — Uncertainties in hot—wire measurements

Hot—wire techniques 3.5
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The uncertainty in the mean flow measurements may be compared with the value
of F(z)in eqn. (3.8). This is generally less than 2000 but again increases in regions
of high turbulence. Whilst this value may seem high it corresponds to a mean value
of f;(z) ~ 13 (eqn. (3.9)) which is only 1-4% of Uesz (which is typically of the
~order of U?) so agrees well with the estimate of velocity in the table above (£3%).
Thus, it seems reasonable to take these values as the maximum likely error in the

hot-wire measurements.
Intermittency measurements

It is virtually impossible to estimate the error in the intermittency measurements
due to the difficulty in selecting the threshold value and the unquantifiable effect of
the data processing used. However, taking several measurements at a single point
in the flow gave results that were within £4% of the mean value which suggests
reasonable repeatibility. Also, the variation of intermittency with threshold is such

that 0.1 should be a reasonable estimate of the accuracy.

Hot—wire techniques 3.5
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Chapter IV

Experimental results

4.1 Presentation of results

Area traverses

Area traverses may be taken on a number of axial planes, called slots, the location
of which are given in the table below (see also F igure 3.2). The results are presented
either as contour or vector plots and, where appropriate, the location of the blade
surfaces are shown, the suction surface being on the left and the pressure surface on
the right. For the later slots in particular there appears.to be a large gap between
the data and the suction surface. This, however, is due to the acute angle between
the blade surface and the tangential direction, the distance normal to the blade

surface is only slightly larger than the diameter of the hot-wire probe.

Slot | Axial position| Slot | Axial position
number | mm | %C.x | number{ mm | %Cax
1 -197 -9 6 -52 71
2 -170 6 7 -24 87
3 -141 22 8 -5 o7
4 -112 38 9 29 116
5 -81 55 10 51 128

Table 4.1 — Location of tangential traverse slots

A total of eleven graphs are plotted at each tangential location - total velocity,
yaw angle, pitch angle, secondary velocity vectors, turbulent kinetic energy and
the six Reynolds stresses. The secondary velocities are defined as those on a plane
perpendicular to the midspan flow direction at that pitchwise position and for

plotting this vector is first projected onto the tangential plane. The turbulent
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kinetic energy and Reynolds stresses are all plotted as non-dimensional values
defined in Appendix B.

Boundary layer parameters

Boundary layer shape parameters are obtained by numerical integration of the
boundary layer profile using a four point, cubic interpolation scheme due to Gill
and Miller [1971]. A problem arises, however, between the wall and the first data
point where the profile is not defined. The momentum thickness profile should
have a peak where the velocity is half that of the freestream but this occurs well
inside the first data point and so is not captured. Unfortunately its location has
a considerable effect on the values of both displacement and momentum thickness
so it must be defined. This is achieved by extrapolation of the data to the wall

assuming a viscous sublayer and log law profile (see Figure 4.9).
Pitch and area averaging

Pitch and area mass averaging of data is carried out using the same numerical
ihtegra,tion scheme as for the boundary layer integral parameters (Gill and Miller
[1971]). Integration is carried out over the range of data across the pitch rather
than extrapolating to the surfaces. This is because the distance involved may be
relatively large and large gradients may be present (and possibly incorrect due
to erroneous data) so extrapolation may introduce significant errors. When area
averaging, however, the data is extrapolated to the endwall to make the values
more comparable with those from calculations where the data covers the whole
flow. This is reasonable because the distance is generally smaller and it is pitch
averaged values that are extrapolated which, being averages, are less susceptible
to error. Outside the blade row mixed—out parameters may also be calculated if
pressure traverse results are available. Definitions of the various parameters are

given in Appendix B.

Upstream measurements

In order to define accurately the cascade inlet conditions, measurements have been
made at the three upstream traverse slots (see Figure 3.2). These slots cross a

plane one axial chord upstream of the blade leading edge which is sufficiently far

Upstream measurements 4.2
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from the blades for the flow to be undisturbed by their presence. As such it is
a suitable location at which to define the inlet conditions for CFD calculations.
The three slots, A, B & C, are aligned with the edge, halfway between and with
the centre of the bars that make up the turbulence grid to allow the homogenity
of the flow to be checked. Two sets of measurements have been taken, one of the

freestream flow and the other of the endwall boundary layer.

Freestream

In each upstream slot, freestream measurements have been made with both the
3-hole pitot probe and the hot-wire anemometer. The 3-hole probe was first used
to measure the midspan yaw angle at each of 11 axial locations covering 200mm in
the flow direction. Hot-wire measurements were then taken on a grid consisting of
6 radial points, from 100mm to 200mm from the endwall, at each of the same 11
axial positions. The hot-wires were initially set parallel to the tunnel axis by first
aligning them with the flow (using the routine developed for wire calibrations) and
then rotating them by the measured yaw angle. At the point where this was done,
therefore, the hot—wire solution for the yaw angle should equal the angle measured

by the pitot probe so any difference gives an indication of the likely error.

Measurements were taken as described in section 3.5, using two hot-wires and a
total of 12 angles at each point. For presentation, the results have been projected
onto a tangential plane and scaled by the blade axial chord (Ca.x). The zero on
the graphs corresponds to 1.0 Cax axially upstream of the leading edge (i.e. the
inlet plane for CFD calculations) and the results cover approximately 0.8 Cax. The
most upstream measurement location is approximately 40 bar diameters (1016mm)
downstream of the turbulence grid and the predicted turbulence intensity (Roach
[1987]) at -1.0 Cax is 5.7% in the streamwise direction and 5.1% in the orthogonal

directions.

Figure 4.1 shows the mean flow results for each slot, along with the yaw angle
measured with the pitot probe. The results have been averaged over the spanwise

direction to give a single value (an indication of the variation across the span is

~ given in later plots). As can be seen, the total velocity decreases in slot A, stays

fairly constant in slot B (and is also too high but this is due to the tunnel being

run slightly too fast) and increases in slot C. This implies flow is moving towards

Upstream measurements 4.2



Experimental results A ' 49

the bottom of the tunnel, decreasing the speed at the top and increasing it at
the bottom, and this is confirmed by the yaw angle plots (a positive yaw angle is

downwards).

The hot—wire yaw angle results at each slot follow the same shape as those mea-
sured with the 3-hole probe but are approximately 0.4° higher. This difference is
clearly a systematic error introduced either by the calibration or by the solution
method but is within the stated accuracy. The positive yaw angle is thought to.be
due to the flow being deflected by the turbulence grid which is not perpendicular to
the axial direction. The pitch angles at slots A & B are in reasonable agreement but
those at slot C are approximately 1° higher. Again they are within the expected
accuracy of the measurements but may, in part, be due to the non—symmetrical

endwall boundary layers in the working section.

The results for the three turbulence intensities and the turbulent k.e. coefficient
are given in Figure 4.2. All have been non-dimensionalised by the inlet velocity
as defined in Appendix B. The streamwise and cross-stream results for each slot
agree reasonably well, whilst the radial turbulence intensity shows more scatter.
This is probably due to the lower accuracy of the radial measurement rather than
a true variation between slots. All 3 intensities, however, seem to decrease in a
fairly linear manner with the radial component being largest and the cross-stream

component the smallest.

To obtain a single set of results for each parameter the data from all the slots
were combined. At each tangential position the data was averaged and the r.m.s.
variation was calculated. A best fit (least squares) quadratic was fitted to each
set of data and the results are plotted in Figures 4.3 & 4.4. The error bars show
the r.m.s. variation at each point, rather than the range of values, because this
is representative of all the data whe;ea.s the total variation simply shows the two

extreme points. Typically, the r.m.s. value is about half of the total variation.

The large r.m.s. for the total velocity is due both to the slightly high velocity in
slot B and to the fact that the velocity profiles are different in each slot. This
means that averaging them all to get a single profile is not particularly relevant
and the result is not used. The results for the yaw angle (both hot-wire and

pitot) are reasonable and give an indication of the true inlet flow angle. The pitot

Upstream measurements 4.2
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probe measurément is the more accurate one and gives an angle of 0.72° at 1.0
Cax upstream of the blades i.e. a slight positive incidence. The large scatter on
the pitch measurements are due to the slot C results but the angle will be taken

to be 0° when defining inlet conditions.

The averages of the turbulence intensities and kinetic energy coefficient give val-
~ues (at -1.0 Cax) of 5.1%, 4.9%, 5.6% and 0.0083 for the streamwise, cross-stream
& radial intensities and the turbulent k.e. coefficient, respectively. These com-
pare reasonably well with the predicted values of 5.7%,. 5.1%, 5.1% and 0.0085
(Roach [1987]) though the radial turbulence intensity is higher than predicted and
the streamwise value is lower. Cleak [1989] found similar results at -14% Cax
(4.1% (streamwise), 3.9% (cross-stream) & 4.7% (radial)) where again the overall
agreement was reasonable except that the radial intensity was the highest and the

streamwise value the lowest.

The main reason for measuring the freestream flow over a range of streamwise lo-
cations was to allow the turbulent dissipation rate, €, and freestream mixing length
scale, Lo, to be calculated. Note, L is not the same as the micro/dissipation
length scale found from Roach [1987] (section 3.2) but is the one used within turbu-
lence models (see Cha.ptér 5). Lo and € can be calculated by equating convection

and dissipation e.g.

ok ok
Vua—x = —€= ——"iIT' (41)

Where 8k/8z & k are obtained from the curve fit in Figure 4.4d and C, = 0.09.

The results at -1.0 C,x are summarised in Table 4.2 below.

As a comparison with the predictions from Roach [1987] the micro/dissipation
length scales may also be calculated from the measured turbulence intensities. At
—1.0Cax these are 4.1, 3.7 & 3.1mm in the streamwise, cross—stream and radial
directions which agree reasonably well with the predicted values of 4.0mm in the

streamwise direction and 2.8mm in the orthogonal directions.

Upstream measurements 4.2
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Inlet yaw angle 43.47°
Streamwise turbulence intensity 5.12%
Cross—stream turbulence intensity | 4.95%
Radial turbulence intensity 5.62%
Turbulent k.e. coefficient 0.0083
Turbulent k.e. (vVk/Va) 6.44%
Freestream mixing length scale 9.36mm
Turbulent dissipation rate 32.7 m?/s®

Table 4.2 — Freestream flow conditions at -1.0 Cyy

4.2.2 Endwall boundary layer

Measurements of the endwall boundary layer profile have been made in each of the
three upstream slots at -1.0 Cax. Each traverse consisted of 26 measurements from
1.5mm to 60.0mm from the endwall. Cleak [1989] measured the boundary layer
thickness to be 40.0mm at 14% upstream of the leading edge so these traverses were
expected to extend well into the freestream. Measurements were taken with the
hot—wires initially aligned with the flow direction and the results were then rotated
(typically by less than 1.0°) to align them with the tunnel axis (see Appendix A.3).
The reason for this was to allow the results from each slot to be presented in the

same coordinate system (the flow angle at each slot being slightly different).

The velocity profiles for each slot are presented in Figure 4.5. They have been
normalised with the freestream velocity (taken as the average of the outer 3 velocity
measurements) and, as can be seen are all very similar. The shape of the profile
does not, however, correspond to a 1/ 7h power law or to the universal log law,
though the inner part of the boundary layer does follow a log relationship. The
reason for this is believed to be due to the turbulence grid which is located 150mm
upstream of the endwall bleed. It is thought that, despite attempts to avoid it,
there is a ’jet’ effect in the flow between the bars that results in a non—uniform

velocity profile at the start of the false endwall and so distorts the boundary layer
shape.

The three turbulent kinetic energy profiles are shown in Figure 4.6. Though the

Upstream measurements 4.2
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data shows some scatter, there are no consistent differences between the slots which
suggests the flow is essentially uniform and the variations are due to experimental
error. This is confirmed by the 6 velocity correlations shown in Figures 4.7 & 4.8.
These, again, seem to show a large amount of scatter but this is mainly due to the
scale of the graphs. As with the freestream measurements, the largest variations
are found in the radial (w?) components and again this is due to the hot-wire

technique.

The results, themselves, are very much as expected, with the streamwise (?)
and cross-stream (v?) turbulence intensities increasing towards the endwall. This
gives the peak in turbulent k.e. that is found'in a turbulent Bounda.ry layer though,
unfortunately, it was not possible to take measurements close enough to the wall
‘to capture the subsequent decrease. Two of the cross—correlations, 7o and 7w
remain roughly at zero, as expected, whilst the 7w velocity correlation becomes
increasingly negative towards the wall. This corresponds to the positive shear

stress which produces the velocity gradient through the boundary layer.

The main reason for taking these upstream measurements is to provide suitable
inlet conditions for CFD calculations. In order to do this the boundary layer
. profiles must be extended to the endwall to allow the velocity and turbulent k.e.
to be defined on all calculation planes (a 3D calculation will need several planes
closer to the endwall than 1.5mm). Whilst simple linear interpolation could be
uéed, a better method would be to fit the known profiles for a turbulent boundary
layer to the experimental data. In order to do this the wall shear stress, 7y, is

required to determine the width of the viscous sublayer and the extent of the log

law region.

The value of 7, can be estimated by fitting a pélynomial to the Tw velocity cor-
relation and extrapolating to the wall. A quadratic was found to produce the best
fit and gave a value of 7, = 1.25N/ m?. There is however a considerable amount
of scatter of the data which means this value may not be very accurate. A rough
check can be made by calculating the the local skin friction factor, C’}, and com-

paring with an approximation based on a 1/ 7t power law profile (e.g. Schlicting

[1978] pp. 638) where;

Upstream measurements 4.2
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r
C; = %p’{’/f (4.2)

and for a 1/ 7t power law profile;
C} = 0.0576 (Rey)™/° (4.3)

Here the Reynolds number is based on the surface length (1.04m). This gives a
value of C'f = 0.0058 for the measured boundary layer which is slightly higher than
C} = 0.0035 for the 1/ 7t power law profile. Using this calculated value of 7,

y* (= /PTwy/ 1) and Ur (= 4/Tw/p) may be calculated and used to produce a log
plot of the velocity profile (Figure 4.9).

The profile is then defined in four parts. In the viscous sublayer (y* < 8) the
relationship U/U, = y* is used. For the log law region (y* > 30) a log relationship
has been fitted to the first 11 data points. This is used up to the first data point
(1.5mm, y* = 100) after which a sixth order polynomial is used to the edge
of the boundary layer. Finally, in the transitional region (8 < y* > 30) linear
interpolation, in terms of U/U, and In(y), between the values of /U at y* =8
and yT = 30 is used. Whilst this does not quite agree with experimental data
(which follow a slight curve) the difference is not likely to be significant.

This velocity profile may then be used to calculate the 99% boundary layer thick-
ness, the displacement thickness, 6*, and the momentum thickness, §. The latter
two are calculated by numerical integration of the experimental data along with
an additional point at half the freestream velocity the location of which (0.45mm)
was found from the velocity profile. The results are shown in the table below along
with the shape factor, H (= 6*/6).

Finally the boundary turbulent k.e. profile was found by fitting a polynomial to the
experimental data and extending it from yT = 30 until k£ drops to the freestream
value. For yT < 30 k is taken to decrease in proportion to the square of the

distance from the wall. These two equations are given in the table below and

shown in Figure 4.10.
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99% thickness 39.9mm
Displacement thickness | 2.788mm
Momentum thickness |2.281mm
Shape factor . . 11.222

Table 4.3 — Boundary layer thicknesses.

Span (mm) Turbulent k.e. profile (z in mm)
z=0.00 —» 0.45mm | k/Kfree = 9.1282°
z = 0.45 — 49.33mm | k/kgee = 1.855x100 — 3.288x10722 + 3.154x10™42?

Table 4.4 — Boundary layér turbulent k.e. profile.

4.3 Area traverses

Area traverses have been carried out in 6 slots, 1 upstream of the blade (slot 1
at -9% Cay), 4 within the blade passage (slots 3, 5, 6 & 8 at 22%, 55%, 71% &
97% Cayx respectively) and 1 downstream of the trailing edge (slot 10 at 128%
Cax). With the exception of the slot 10 traverse all measurements have been taken
on 21 radial planes from 1.5mm to 60.0mm from the endwall. By restricting the
measurements to this region the endwall and secondary flow features are obtained
in considerable detail. Traverses to midspan at some of these slots have been made
previously by Cleak [1989] and Biesinger [1993] but do not give sufficient detail

near to the endwall.

The traverse at slot 1 consists of the same 17 tangential locations as used by
Cleak [1989] (though the slot was moved by Biesinger [1993] to make room for his
"blowing slot’ so they are not strictly comparable) and cover approximately 1.3
pitches. The 4 traverses within blade passage each consist of 16 equally spaced
tangential locations. The downstream traverse at slot 10 has 27 tangential and
30 radial locations covering just over 1.4 pitches from 5.0mm from the endwall to
- midspan. This is a repeat of a traverse by Cleak [1989] and was carried out mainly

as a check of the hot—-wire technique but does add the 7w velocity correlation that

he could not measure.

Area traverses 4.3
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In addition to these hot—wire measurements, the midspan yaw angles at all but
slot 10, were measured with a 3-hole pitot probe. Measurements were taken at
each of the tangential traverse Jocations and the results were used to calculate the
secondary velocity vectors and secondary kinetic energy coefficient. At slot 10 the
midspan yaw angle was obtained by averaging the hot—wire results from the planes

closest to midspan.

Slot 1 (-9% Cax)

The results at slot 1 are shown in Figures 4.11 & 4.12. Figures 4.11a—d shows
the mean flow results, Figures 4.11e-k the turbulence results and Figure 4.12 the
pitch averaged values. The mean flow results clearly show the upstream potential
effect of the blades away from the endwall, while closer in the development of the
horseshoe vortex can be seen, causing flow towards the surface. These results agree
well with those of Cleak [1989] though the secondary velocities and angles are all
larger. This, however, is because the slot position was moved 5%C,x closer to the

leading edge by Biesinger [1993] so the effect of the blades will be greater.

Since the flow at slot 1 is still relatively undisturbed the velocity may be pitch
averaged to obtain the boundary layer profile. The results are presented in the
table below along with those at —1.0C,x and those from Cleak [1989] (labelled
JGC). As can be seen the boundary layer has grown slightly but is thinner than
found by Cleak [1989]. It would appear then, that replacing the moving belt by
a solid wall has slightly reduced the boundary layer growth in the tunnel working

section.

HM JGC
, -100% -9% -14%
99% thickness 40mm | 42mm | 43mm

Displacement thickness | 2.8mm [ 2.9mm | 3.7mm
Momentum thickness |2.3mm |2.4mm |3.1mm
Shape factor 1.22 1.18 1.20

Table 4.5 — End wall boundary layer parameters
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Measurements of the turbulence quantities at slot 1 show away from the wall the
expected decay in turbulence from the upstream traverse position. At 60mm away
from the endwall the pitch averaged turbulence intensities are 4.5, 4.3 & 5.1% in
the streamwise, tangential and spanwise directions respectively which agrees rea-

sonably well with the design values of 4.6% (streamwise) and 4.1% (orthogonal)

- and the measurements of Cleak [1989] (4.1, 3.9 & 3.7%). As with the upstream

4.3.2

measurements, the spanwiée turbulence intensity is the largest. Their behaviour
towards the endwall also follows the upstredm measurements with the streamwise
intensity almost doubling, the tangential intensity increasing slightly and the span-
wise intensity remaining virtually constant. The turbulent k.e. coefficient reaches

a peak of almost 0.016 close to the endwall and drops to approximately 0.0065 at

60mm.

Close to the endwall the Tw velocity correlation is predominately negative (positive

shear stress) as expected in a boundary layer. The w0 and ¥w correlations are

‘generally small other than near to the endwall directly in front of the leading edge

where there is a region of negative Tv correlation associated with the horseshoe
vortex. The secondary flow caused by the horseshoe vortex also appears in the
pitchwise mass averages (Figure 4.12) as an increasing yaw angle and secondary
k.e. coefficient. Unlike the rise in the turbulent k.e. coefficient which starts at
the edge of the boundary layer, the rise in these two mass averages occurs entirely

within 10mm of the endwall and is due entirely to the horseshoe vortex.

Slot 3 (22% Cax)

The results of the traverse at slot 3 are shown in Figures 4.13 & 4.14. The main
flow features are shown best by the secondary velocity vectors (Figure 4.13d). The
passage vortex can be seen towards to the pressure surface while in the suction
surface/endwall corner the suction side leg of the horseshoe vortex can be seen. It
should be noted here that the vertical scale of the area plots is magnified relative to
the horizontal scale so that the vortices are more 'squashed’ than they appear. The
passage vortex is centered approximately 15mm from the endwall and is already

much larger than the horseshoe vortex.

The total velocity vectors show a large cross—passage velocity gradient has formed

due to the pressure gradient between the blade surfaces. Beneath and behind (i.e.
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towards the pressure surface) the passage vortex the contours are distorted by
the secondary flows. The yaw angle contours show that the flow here is skewed,
towards the suction surface, by up to 60° from the remainder of the flow. The

pitch averaged yaw angle plot (Figure 4.14a) also shows this overturning, though

- to a lesser degree, and the effect of this cross—flow can also be seen in the pitch

4.3.3

averaged secondary k.e. which rises sharply within 5mm of the endwall.

The action of the vortices can also be seen in the turbulent k.e. and turbulence
intensity plots (Figures 4.13e-h). The more turbulent fluid in the endwall boundary
layer has begun to be rolled up into two distinct cores, a large one due to the passage
vortex and a smaller one due to the suction side leg of the horseshoe vortex. The
peak level of turbulent k.e. has also increased, in both cores, to approximately 14%
of the inlet dynamic head. Towards the pressure surface the turbulence decreases
to freestream levels (7%) due to the passage vortex convecting mainstream fluid
down to the endwall. The pitch averaged turbulent k.e. profile (Figure 4.14c) still
rises towards the endwall but is also beginning to develop a second peak associated

with the turbulent core of the passage vortex.

The v velocity correlation (streamwise/cross—passage) is positive over the whole
traverse corresponding to a negative shear stress. Outside the suction surface
boundary layer this is consistent with the strong negative velocity gradient across
the passage. Within the suction surface boundary layer, however, the shear stress
should be positive (though if the boundary layer is laminar the values will be small)
but it is probably too thin to extend into the measured region so no negative v
values are seen. The Tw correlation still shows negative values close to the endwall
upstream of the passage vortex (i.e. towards the suction surface side). Behind
the passage vortex the values are very close to zero which is consistent with the
initially thick, turbulent endwall boundary layer having been stripped away. The

results do not, however, give any clear indication of the state of the new boundary

layer.

Slot 5 (55% Cax)

The results at slot 5 are shown in Figures 4.15 & 4.16. Between slots 3 & 5 a
large amount of turning of the flow occurs as a result of which the passage vortex

crosses the passage to the suction surface and increases in strength (Figure 4.15d).
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The suction side leg of the horseshoe vortex is no longer visible and the yaw
angle contours show that the flow within 15mm of the endwall is now all highly
skewed towards the suction surface. This is confirmed by the pitch averaged yaw
angle (Figure 4.16a) which shows a maximum overturning of almost 40°. The .
total velocity contours show the cross—passage velocity gradient to have increased

slightly and give no indication of an endwall boundary layer.

The turbulent k.e. contours (Figure 4.15¢) show.that the endwall boundary layer
has now been completely removed and rolled up into a turbulent core close to the
suction surface. The peak level of turbulence has also increased to 35% of the inlet
dynamic head. The individual turbulence intensities (Figures 4.15f-h) all show a
similar pattern to the turbulent k.e. with peaks of 20-34% of inlet velocity and are
in reasonable agreement with previous measurements by Cleak [1989]. Behind the
passage vortex the turbulence close to the endwall remains low at about the level
of the mainstream. The pitch averaged turbulent k.e. (Figure 4.15c) now has its

peak at just under 10mm from the endwall and drops by almost two thirds before

the surface.

The three velocity correlations ( Figures 4.15i-h) now also exhibit a significant peak
associated with the passage vortex. The Tv correlation is still entirely positive and
has increased considerably in the passa,gev vortex region. The Tw correlation is
mainly negative with a strong peak towards the suction surface side of the passage
vortex center. There is also a smaller positive region close to the endwall giving a
sign change across the vortex. This is similar to that found by Cleak [1989], though
the negative region is larger and more intense. The values on the endwall behind
the passage vortex are still close to zero. The 7@ correlation is predominately

negative but generally exhibits lower levels than the other two.

Slot 6 (71% Cax)

The results at slot 6 are shown in Figures 4.17 & 4.18. The passage vortex has now
moved slightly closer to the suction surface and is just beginning to move away
from the endwall. Most of the turning of the flow has been completed by this point
so the cross—passage velocity gradient (Figure 4.17a) is beginning to decrease. The
velocity contours have become distorted close to the suction surface, particularly in

the endwall corner where there is a small region of slower moving fluid. This region
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is also evident in the angle contours (Figures 4.17b—c) where it causes a reduction
in overturning and a decrease in pitch angle. It is caused by the formation of a
corner vortex which rotates in the opposite direction to the passage vortex and
is just visible in the secondary velocity vectors as a reduction in the tangential

component in the endwall/suction surface corner.

The peak in turbulent k.e. (Figure 4.17¢) associated with the passage vortex has
continued to grow and now reaches a maximum of 41% of the inlet dynamic head.
In addition to this there are two further regions of high turbulent k.e., one in the
endwall/suction surface corner and the other spread along the suction surface to-
wards midspan of the passage vortex. The peak close to the endwall is generated
by thé action of the corner vortex whilst the region on the suction surface may in-
dicate that the boundary layer here has become turbulent. Away from the passage

vortex, the level of turbulence close to the endwall still remains low.

The three turbulence intensities (Figures 4.17f~h) are all similar to the turbulent
k.e. The \/ﬁ (spanwise) intensity has the largest peak at 42% of inlet velocity
whilst the \/ﬁ (streamwise) is smallest at 24%. The three velocity correlations
(Figures 4.17i-k) still have their largest values associated with the passage vortex,
though there are also significant regions associated with the corner vortex and the
suction surface boundary layer. The W0 correlation has decreased considerably in
magnitude within the passage vortex region and now has negative values associated
with the corner vortex and suction surface boundary layer. In the latter region
these negative values are consistent with a turbulent boundary layer and their

absence in earlier slots suggests that transition occurs between slots 5 and 6.

The Tw correlation is still almost entirely- negative and shows no significant values
other than close to the suction surface. In particular there are no negative values
on the endwall that might suggest a turbulent boundary layer, though it is possible
that it is still too thin to be detected'(e.g. < 1.5mm). Finally the 7@ correlation is
negative in the passage vortex region and positive in the corner vortex and suction
surface boundary layer. In the passage vortex its magnitude lies between the v

and Tw correlations and, as with these, is negligible away from the suction surface.

The pitch average profiles (Figure 4.18) show the secondary flows are beginning to

decay by this point. The maximum overturning has dropped to approximately 25°,
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though this is in part due to the passage vortex having moved further away from
the endwall. The peak of secondary k.e. coefficient has also decreased, by about
25%, but extends further away from the endwall. The turbulent k.e. coefficient
rises to approximately the same level as at slot 5 but the peak has moved out to
13mm from the endwall. There is now also a rise in turbulent k.e. close to the

endwall due to the turbulence generation in the corner vortex.

Slot 8 (97% Cax)

The results at slot 8, just before the trailing edge, are shown in Figures 4.19 &
4.20. The total velocity contours show that the cross—passage velocity gradient has
almost disappeared and the yaw angle contours show much less skew close to the

endwall. The secondary velocity vectors (Figure 4.19d) show the passage vortex

‘has moved a considerable distance from the endwall, so much so that it is no longer

entirely captured in the traverse. Figure 4.19d also shows the passage vortex to
have grown in size but the pitch averages secondary k.e. (Figure 4.20b) shows it
has weakened considerably. Close to the endwall the secondary k.e. coefficient has
dropped by almost 65% from slot 6 through there is now a second peak (which

unfortunately is not entirely captured) to the midspan side of the vortex center.

The peak turbulent k.e associated with the passage vortex (Figuré 4.19) has
decreased to 32% of the inlet dynamic head but there may be higher values closer to
the suction surface. The turbulence associated with the corner vortex is now clearly
separate from the passage vortex and has also decreased in strength. Elsewhere
the turbulence levels remain low. The individual turbulence intensities (Figures
4.19f-h) all follow the same pattern as the turbulent k.e. and have reduced in
proportion. The \/-z_u_; intensity is still the largest, with a maximum of 32% of inlet
velocity, while the other two have a similar peak of 22%.

The @7 velocity correlation (Figure 4.19i) shows a considerable change from slot 6
with the positive peak associated with the passage vortex no longer evident. The
values where it was expected to be (i.e. coincident with the peaks of the other
stresses) are close to zero which implies the decay seen between slots 5 & 6 has
continued. Close to the suction surface there is a negative region, consistent with
a turbulent boundary layer (remembering that this slot is at quite an acute angle

to the blade surface so the perpendicular distance to the surface is much smaller
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than it appears), which extends well away from the surface towards midspan. This
is in marked contrast to the results of Cleak [1989] which still show a consider-
able positive peak extending well across the passage and no negative region. The

remainder of the v correlation follows the pattern of the previous slots with a

‘negative region associated with the corner vortex and negligible values elsewhere.

The Tw correlation (Figure 4.19j) also follows the pattern of the previous slot with
negative values along the entire of the suction surface. As with the other turbulent

quantities, the peak associated with the passage vortex is no longer clearly defined

“because it appears to extend into the region close to the suction surface where

measurements could not be taken. However, this again differs from the results of
Cleak [1989] which show a positive region around 60mm away from the endwall
and only a weakly negative region closer in. The 7w correlation (Figure 4.19k)
follows the pattern of the Tv correlation with the negative peak associated with
the passage vortex disappearing and the positive region on the suction surface

growing.

It is difficult to explain the differences between the present measurements and
those of Cleak [1989] particularly as the agreement is much better at slot 5 and
slot 10 (see below). The present results, however, do seem to be more consistent, in
terms of the development of the velocity correlations through the cascade especially
when also taking into account the changes to slot 10. Here Cleak [1989] found a
very rapid sign change in the peak of WU correlation associated with the passage
vortex which he had difficulty explaining. In the present results the change is much
more gradual and takes place from slot 5. Zunino et al [1987] also found a similar
behaviour, though comparison is not easy as their measurements were taken on

planes perpendicular to the blade surfaces rather than on axial planes.

Slot 10 (128% Cay)

The results at slot 10 are shown in Figures 4.21 & 4.22. Unlike the earlier slots,
this traverse consist of 27 tangential and 30 radial locations covering just over 1.4
pitches from 5.0mm from the endwall to midspan. It is a repeat of a traverse by
Cleak [1989] and was carried out mainly as a check of the hot-wire technique but
does also add the 7w velocity correlation that he could not measure. Due to a

leak in the piping from the upstream pitot probe it was also carried out at an inlet
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velocity 15% lower than intended. The effect this has on the results is difficult
to quantify but is not expected to be large. Where values have been scaled by
velocity (e.g. all the turbulence quantities) the actual inlet velocity has been used

so the results should be comparable with previous slots.

~ The mean flow results (Figures 4.21a-d) show that the passage vortex has moved
further away from the endwall and now has its center at a spanwise distance of
approximately 65.0mm. The endwall/suctidn surface corner vortex is just about
visible in the secondary velocity vectors but is more easily seen in the pitch angle
and total velocity contours. A third vortex is also visible in the secondary velocity
vectors to the midspan side of the passage vortex. This is shed from the trailing
edge of the blade and is due to the unequal velocities on the pressure and suction
surfaces. The blade wake is clearly visible in the total velocity contours and is

approximately 50mm thick.

The non—dimensional turbulent k.e. contours (Figure 4.21e) show the turbulence
associated with the passage and corner vortices to have decreased considerably.
The peak value in the passage vortex is now 22% of the inlet dynamic head though
is merged with a peak due to the shed vortex that is slightly higher at 26%.
There is also a band of increased turbulence associated with the blade wakes.
The individual turbulence intensities (Figures 4.21f-h) all follow a similar pattern
though the \/.5_7 intensity is a little messy. They have all dropped by roughly the
same proportion from slot 8 to 20% for the streamwise and tangential intensities

and 24% for the spanwise intensity.

The velocity correlations (Figures 4.21i-k) continue the changes seen over the
previous slots. The wv correlation is now clearly negative in the passage vortex
region though there is now a positive region roughly coincident with the shed
vortex. Across the blade wake there is a sign change in the correlation consistent
with the shed boundary layer profiles from the two surfaces. The Tw correlation
is still negative in the passage vortex region though has weakened slightly and
as with the @ correlation there is now a smaller positive region to the pressure
surface side of the wake. The negative region due to the corner vortex is still visible

but has spread along the endwall possibly indicating the onset of transition in this
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boundary layer. Finally the 7w correlation is now positive in the region associated

with the passage vortex though is negative in most of the wake.

The pitch averaged yaw angle (Figure 4.22a) shows a peak of underturning to the
midspan side of the passage vortex as well as the overturning seen close to the
endwé,ll. The midspan yaw angle, found as the average of the last three measure-
ments, is slightly more than —68° and is virtually constant from 140mm. The
secondary k.e. coefficient (Figure 4.22b) initially falls from the endwall before ris-
ing to a peak just before 80mm. Continuing the trend from slot 5, however, the
peak values have decreased considerably. The turbulent k.e. coefficient (Figure
4.22c) shows a similar pattern though the peak is further out at 85mm and has
increased from slot 8. Both these factors appear to be due to the turbulence added

by the shed vortex as the rise in k.e. close to the wall has continued to drop.

Despite being taken at a slightly low inlet velocity the area plots generally appear
to agree well with those of Cleak [1989]. Though the total velocity contours are
slightly low they show a very similar pattern as do the angle contours and the
secondary velocity vectors. The turbulence k.e. and the individual turbulence
intensities are also in very good agreement. The biggest difference between the
results is in the @w velocity correlation (Figure 4.21j) where the negative region
is considerably larger than found by Cleak [1989]). The %o correlation, however, is

again in good agreement between the two sets of results.

Unlike the previous slots these results extend to midspan so it is possible to area
mass—average the various parameters. This has been done and the results are
presented in the table below along with hot-wire and 5-hole pitot probe mea-
surements from Cleak [1989] (JGC) and 5-hole pitot probe measurements from
Biesinger [1993] (TB). These latter values (JGC & TB) have been re—alculated
from the raw data to ensure consistency of method (see section 4.1) with the
present results so may differ slightly from previously publications. Pitch averages

for the JGC & TB measurements are also presented (see Figure 4.22).

The results from Biesinger [1993] agree well with the present ones whilst those of
Cleak [1989] are not so close. The cause of the differences is not certain though
there is believed to be a systematic error in the JGC yaw angle measurements which

are significantly lower than expected. The correlation of Ainley and Mathieson
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HM | JGC TB
Yaw angle —68.3° | —67.0° | —68.3° |
Midspan yaw angle |—68.4°|—67.4°|—68.3°
Secondary K.E. 0.016 | 0.029 | 0.017
Midspan secondary K.E. | 0.001 | 0.001 | 0.000
Turbulent K.E. 0.023 | 0.029 -
Midspan turbulent K.E. | 0.012 | 0.016 -
Loss - 0.180 | 0.170
Midspan loss S - 0.096 | 0.097
Mixed out loss - 0.206 | 0.189
Midspan mixed out loss - 0.096 | 0.098

Table 4.6 — Slot 10 mass averaged results

[1951], for example, gives an exit flow angle of —68.9° which is in reasonable
agreement with the HM and TB measurements but is ~ 1.5° aWay from that of
JGC. An incorrect yaw.angle will also affect the calculation of mixed—out loss

which may explain why the midspan value is no higher than that at slot 10.

One possible cause of the differences in the JGC results is that the endwall belt
(Walsh [1987]) was taped down by Biesinger [1993], because he found it affected
his measurements, but may not have been by Cleak [1989]. If it flapped slightly, as
is likely, it may well be the cause of the thicker inlet boundary layer he found than
did either Biesinger [1993] or the present author (see Table 4.5). A thicker inlet
boundary layer results in an increased overall loss and greater secondary k.e. (as
predicted by classical secondary flow theory, found experimentally by Cleak [1989]
and modelled by Moore {1985] & Cleak [1989]) which would explain the differences
between JGC and those of TB and HM. Overall, since the agreement between the
HM and TB results is good it seems reasonable to assume that these are correct

and so will be the values used in the remainder of this work.
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4.4 Intermittency measurements

4.4.1

Intermittency measurements have been taken close to both the endwall and the
blade surfaces using the technique described in section 3.5.2. On the endwall 17
measurements were taken at slot 1, 16 at slots 2 to 8, 20 at slot 9 and 21 at slot
10. Those at slot 1 were taken at the same tangential positions as the previous
measurements whilst the others were all evenly spaced. On the blade surfaces 16
measurements were taken at each slot (slots 2-8) from 1.5mm to 100.0mm from

the endwall. All measurements were taken at a distance of 1.0mm from the surface.

Endwall

The results for each slot are shown in the graphs in Figure 4.23. For those slots
within the blade passage (2-8) the edges of the graph indicate the location of the
blade surfaces, with the suction surface on the left. At slot 1 the intermittency
is high (7 > 0.8), corresponding to the turbulent inlet boundary layer, with a dip
towards the centre of the blade passage away from the horseshoe vortex. At slot
2 (6% Cax, —170mm) there is a distinct peak close to the suction surface in the
region of separation caused by the suction side leg of the horseshoe vortex and
high values (7 > 0.9) towards the pressure surface due to the passage vortex. The
drop in intermittency adjacent to the suction surface corresponds to the region of

reattachment caused by the horseshoe vortex.

This drop is still evident at slot 3 (22% Cax, —141mm) as the passage vortex is
only just beginning to cross the passage (see Figure 4.13d) by this point. The peak
of intermittency now corresponds to the point of separation of both the horseshoe
and passage vortices but it remains high under most of the passage vortex. Behind
the passage vortex (close to the pressure surface), where the new boundary layer
forms, the intermittency decreases. This continues as the passage vortex moves
towards the suction surface so that’by slot 7 (87% Cax, —24mm) the flow over
much of the endwall is essentially laminar (7 < 0.3). Close to the pressure surface,
however, the intermittency rises rapidly due to the effect of the passage vortex and

corner vortex, once the passage vortex has moved away from the endwall.

Downstream of the blades there is high intermittency associated with the turbulent

blade wakes and corner vortex. Away from these the intermittency is lower but
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increases from slot 8 to slot 10 (128% Cax, 51mm) indicating transition in the new
endwall boundary layer. A clearer picture of the boundary layer state is obtained
by converting these results to a contour plot on the plane 1.0mm from the endwall.
This is shown in Figure 4.24 along with one of the turbulent k.e. at 1.5mm from the
endwall in Figure 4.25. Figure 4.24 shows clezirly the bands of high intermittency
associated with the horseshoe and passage vortices and the much lower levels in
the new endwall boundary layer. The onset of transition after the trailing edge

plane is also visible.

The turbulent k.e. plot (Figure 4.25) shows broad agreement with the intermit-
tency contours. High levels of turbulence are found close to the suction surface,

due to the passage and corner vortices, but elsewhere the values are low. The

‘main difference between the two plots is there is little evidence of a band of high

turbulence crossing the passage from the pressure surface side of the leading edge.
This may be because the turbulence measurements were taken further away from
the endwall or more simply that, though turbulent, the intensity here is not that
great. Overall the results are in broad agreement with the hot-film measurements
of Harrison [1989] who also found the new endwall boundary layer to be initially
laminar, away from the passage vortex, with transition occurring near the trailing

edge plane.

Suction surface

The suction surface intermittencies at slots 2-8 are shown in Figure 4.26 along with
a contour plot in Figure 4.27. This latter plot shows the variation of intermittency
with axial position, not surface length, starting at 6% of axial chord and ending
at 97%. In the spanwise direction measurements extend over one quarter span.
The total velocity contours (section. 4.3) and surface static pressure distribution
(Cleak [1989]) show the flow accelerates rapidly over the first 25% Cax before
generally decelerating more slowly to the trailing edge. The spanwise component

of velocity caused by the passage vortex does, however, cause a further increase of

~ total velocity over part of the span further down the blade.

The strong initial acceleration ensures the boundary layer remains initially laminar

away from the endwall. Close to the endwall first the horseshoe vortex and then
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the passage vortex keep the flow turbulent and cause the rapid rise in intermit-
tency evident in Figures 4.26 & 4.27. This region becomes wider as the passage
vortex grows in size and begins to move away from the endwall. From slot 5 (55%
Cax, —81mm) onwards the corner vortex and passage vortex produce two distinct
peaks with a drop in intermittency between them. This is also evident in the
turbulent k.e. plots (section 4.3) which show the two vortices becoming separate
features from this point. Towards midspan the intermittency begins to rise from
slot 6 (71% Cax, —52mm) indicating transition in the boundary layer. This agrees
reasonably well with both the stress measurements (section 4.3) and the location
of the separation bubble that was found with low freestream turbulence (Walsh
[1987]).

Pressure surface

Pressure surface intermitfency ﬁleasurements were obtained in the same way as
those on the suction surface and are shown in Figures 4.28 & 4.29. On this surface
the flow initially decelerates slowly to approximately 40% Ca.x before accelerating
at an increasing rate to the trailing edge. A slight initial acceleration around the
leading edge causes the boundary layer to maintain some laminar characteristics
at slot 2 (6% Cax, —170mm) leading to n = 0.6 but this has increased to 0.8 by
slot 3 (22% Cax, —141mm) due to the adverse pressure gradient. From here to
the end of the blade the intermittency drops steadily over most of the surface as

relaminarisation occurs in the accelerating flow.

The exceptions to this are in the endwall corner where there is a growing peak
and a small rise evident at slots 5 to 7 between 20 & 30mm from the endwall.
The former is consistent with the formation of a corner vortex by the action of
the secondary flow which separates from the pressure surface a short distance from
the endwall. That it remains much smaller than the corresponding vortex in the
suction surface corner would be due to the strong acceleration of the flow from slot
4 (38% Cax, —112mm) onwards. However, the design of the blades is such that
there is a small gap (3.0mm) between them and the endwall which is filled by a

felt pad and it is possible that this is causing some turbulence to be generated.

The other rise in intermittency may be due to experimental error (particularly at

slot 7) but the region where it occurs does correspond to the position of maximum
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negative pitchAa,ngle on the pressure surface. This happens where the secondary
flow due to the passage vortex just impinges on the pressure surfaces so may disturb
the flow sufficiently to cause the intermittency rise. By slot 8 (97% Cax, —5mm)
the secondary flow extends over the whole of the measured region giving a fairly

uniform, slightly skewed, flow so no peak is evident.

Endwall profiles

On the endwall behind the passage vortex, where the new boundary layer is very
thin, any growth in its thickness would Considerably alter the relative position
of the measurements in the boundary layer. Since intermittency varies through
the boundary layer this could have an effect on the results. In order to test this,
intermittency profiles were taken at slots 5 (55% Cax) and 8 (97% Cax) to see how
it varies with distance from the surface. Seventeen measurements were taken at
each of 6 tangential locations at slot 5 and 4 at slot 8 from 1.0mm to 5.0mm from
the endwall. The results are shown in Figures 4.30 & 4.31, the numbers in the key
referring the the tangential position of the profile.

At slot 5 the profiles towards the pressure surface side of the passage (low in-
termittency) show, if anything, a slight decrease away from the surface, though
there is some scatter of the data. The profiles closer to the passage vortex increase
away from the wall as they extend into the turbulent core. At slot 8 the intermit-
tency remains virtually constant except for the profile closest to the suction surface
which increases fairly rapidly close to the surface. This may reflect the turbulence
generated by the corner vortex but it is also possible that there is some error in
the results closest to the wall since they are considerably higher than the values
found in the endwall traverse (section 4.4.1). Overall, however, it appears that the
distance from the surface at which the measurements were taken had little effect

on the results.
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Figure 4.1 — Upstream mean flow conditions.
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Figure 4.2 — Upstream turbulence quantities.
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Figure 4.3 — Averaged upstream mean flow conditions.
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Chapter V

Modelling results

5.1 Numerical method

5.1.1 The CFD code

All calculations have been carried out using a code based on the algorithm of
Moore and Moore [1985]. This is an elliptic, finite volume pressure correction
code based upon Patankar’s SIMPLER algorithm and is described in detail in
Moore [1985a,b]. In this formulation the continuity equation is integrated over
a cell—centered control volume using linear interpolation of the velocity at each
corner (grid point) to obtain the mass flux through each side. The momentum
equation is integrated over upwinded control volumes and finite difference forms
of the convection and pressure terms are then obtained by central differencing of
linearly interpolated variables. The use of upwinded control volumes stabilises the
finite difference equations without the need for upwind differencing and results in
a second order accurate scheme with no numerical mixing (Moore [1985b]). On
poorly aligned grids, however, the technique can result in some artificial cross—

convection of conserved quantities.

One effect of numerical mixing (viscosity) is that it generally acts to dissipate sec-
ondary kinetic energy and hence increases losses (Moore and Moore [1985], Carey
et al [1992]). Stow [1985] stresses the importance of eliminating it and comments
that before it is possible to validate turbulence models, grid independence from nu-
merical viscosity must be achieved. For any code, the use of a sufficiently fine grid
makes this possible but at the cost of increased CPU time and memory require-
ments. However, a comparison of various calculations of the loss in Langston’s
cascade (Lakshminarayana [1991]) showed that the Moores’ code produced the
best results despite using the most coarse grid (28 x 19 x 13 for Moore and Moore
[1985], 53 x 31 x 20 for Hah [1984]). At least part, if not most, of the differences

may be attributed to numerical mixing (Moore and Moore [1985]).
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Turbulence modelling

Three turbulence models have been used in the present work, a mixing length
model, a high Reynolds number k¢ model and a low Reynolds number k—¢ model. -
In addition to this a modification to the k—e models', called here the S—{) modifi-
cation, has also been used. Each is described below but only as far as necessary

as to describe any non-standard features.

Mixing length model

The mixing length model is based on the Prandtl formulation;

L = min (K.y , \.6) (5.1)

where K = 0.41, X = 0.08, y is the distance to the nearest surface and ¢ is the shear
layer thickness which is based on a vorticity test function. Outside a boundary
layer or shear layer the length scale varies linearly to the specified freestream

length scale, L, at a slope that is no greater than K. From the length scale, the

turbulent viscosity is set using;

ur = pLESFZ, (5.2)

where S is the magnitude of the strain rate and Fyq is the near wall Van Driest

damping function.

For grids where the viscous sub-layer is not resolved a wall function is used to set

the near wall viscosity and wall shear stress consistent with the near wall velocity.

The function used is;
yt=UT+ % (exp (KU*)-1- KU - -;- (kU+)’ - % (KU+)3) (5.3)

where;

Ut =(U-Uy)/U; y* = pUry/u Ur = \/Tw/p (5.4)

in which U is the velocity at the flow point, Uy, is the wall velocity and E = 8.8.

Numerical method 5.1
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In the limit this profile tends to Ut = y* for y* < 5 (e.g. the viscous sub-
layer) and U+ = & 1n (Ey+> for y* > 40 (the logarithmic region) and compares
well with the measured turbulent profile from the RRASL flat plate experiments
‘(Roach and Brierley [1992]) up to y* = 200. Its advantage over many other wall
functions is that it smoothly merges the viscous sub-layer, buffer and logarithmic

regions of the boundary layer and so will work with a wide range of grid spacings.
High Reynolds number k—¢ model

The second turbulence model available is a high Reynolds number k—e formulation.
As with the mixing length model it is used in combination with a wall function
to describe the boundary layer flows. Away from walls the turbulent viscosity is

obtained from;
pr = pC,,,k2/e (5.5)

where C;, = 0.09 and k & ¢ are the turbulent k.e and dissipation rate which
are found by solving two partial differential equations (e.g. Jones and Launder
[1972]). Equation 5.5 is only valid where the direct influence of molecular viscosity

is negligible so within boundary layers the following wall function is used,;
1 1
pCIET (U — Uy) 1w = = In(ER,) , (5.6)

where;

1
R, = PCIM%?//# (5.7)

Given the velocity and % at a near wall point, equation 5.6 may be solved for 7,

and the turbulent viscosity is then found from;

7w = (4 pr)(U = Uw)/y (5.8)

Because the wall function used here does not accommodate the buffer region or
the viscous sub-layer and because the standard k—-e model has no low Reynolds
number near wall damping, it is important that the near wall grid points are within

the logarithmic region (12 < R, < 200) for acceptable results to be obtained.

Numerical method 5.1
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Low Reynolds number k—e model

The low Reynolds number k~¢ model used is that due to Launder and Sharma
[1974]. Whilst there are a number of other low Reynolds number formulations var-
jous reviews (Patel et al [1984], Sieger et al [1992], SavillA[1993]) have found this to
be one of the best. Since it does not use wall functions it requires a very fine cal-
culation grid (typically y* < 1) in order to resolve the boundary layer sufficiently
well. This increases the computational time needed to run such calculations but
has an advantage over the previous models in that it is, in principle, capable of

predicting transition.

Kato—Launder S—) modification

‘One weakness of conventional k—¢ models is that they can predict excessive levels

of turbulence due to the fact that irrotational strain terms in the turbulence energy
equation act to generate turbulence irrespective of their sign. This is particularly
significant in impingement regions, such as at the leading edge of a blade, where
it can trigger early transition. The S—{2 modification of Kato and Launder [1993]
provides a method of alleviating this problem by replacing the strain, S 2 in the

production term with S{(1 — )S + af)] where Q2 is the vorticity and o has a value

in the range of 0 — 1.

This modification has been added to both the high and low Reynolds number k-€
models described above. If & = 0 they revert to the standard form but otherwise
setting 0 < o < 1 implements some fraction of the modification. In practice,
however, only values of @ = 0 or 1 have been used. Whilst this modification can
be very successful (see later), it is important to remember that it is not physi-
cally accurate but introduces an inconsistency between the approximation of the
Reynolds stresses in the Reynolds—averaged Navier-Stokes equations and, via the

Boussinesq relations, in the turbulence energy equation.
Computational setup

Grid geometry

All calculations have been carried out on structured 'H’ type grids. These were

created first in two—dimensions (axial & tangential) and then stacked on parallel

Computational setup 5.2
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spanwise planes to make a full three—dimension@l grid. One feature of the grids is
that a number of axial grid lines pass through the blade causing some nodes to be
located within it. This is done to improve the orthogonality of the cells near the
leading and trailing edges where they can otherwise be very highly skewed. Two
main grids have been used, a coarse grid and a fine grid, though a third medium

grid was used for one two—dimensional calculation.

Coarse grid

The coarse grid is shown in Figure 5.1. It consists of 89 axial and 38 tangential
nodes and was designed for use with models that employ wall functions. This
requires the first cell centres away from the blade to lie within the log-law region
of the boundary layer (y* = 30 — 100). This was achieved by testing the grid with
a two—dimensional mixing-length model calculation and modifying it as necessary.
To convert the grid to three—dimensions it was stacked on 29 spanwise planes giving
a total grid size (89 x 38 x 29) of 98078 points. The first plane is 0.4mm from the
endwall (chosen to give a suitable y*) and this expands to a spacing of 10.0mm

at midspan which is similar to the spacing in the other directions.
Fine grid

The fine grid is shown in Figure 5.2. It consists of 99 by 55 nodes and has a much
finer near wall spacing (y* < 3) than the coarse grid. As can be seen this makes
it much less smooth and leads to some distorted and high aspect-ratio cells. This
is unfortunate but cannot easily be avoided with 'H’ type grids unless embedded
meshes are used. Alternately 0O’ and 'C’ grids, particularly as part of multiblock
schemes, can also produce better meshes but were not available. To convert to
three—dimensions the grid was stacked on 42 spanwise planes with an initial near
wall spacing of 0.01mm increasing to 8.0mm at midspan. This gives a total grid
size of 228690 points (99 X 55 x 42) which is 2.33 times the size of the coarse grid.

Boundary conditions

Ihlet plane

The inlet conditions are defined at one axial chord upstream of the leading edge.

The velocity, turbulent k.e. and dissipation rate are set to the measured values as

Computational setup 5.2
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defined in Chapter 3. This includes the measured endwall boundary layer profiles
for the three—dimensional calculations. Inlet static pressure (which, with the veloc-
ity, gives the stagnation pressure and flow angle) and density (which is constant)

are also set according the the standard day conditions.

~ Solid surfaces and edges

5.2.3

The calculation grid covers one pitch and is centered on the blade so that its edges,
the mid-passage planes, are defined with repeat conditions (e.g. flow out of one
enters the other). For 2D calculations, 2 spanwise planes are defined and are both
taken to be planes of symmetry. For 3D calculations the grid runs from the endwall
to midsi)an with the midspan plane again being defined as a plane of symmetry.

On the endwall and blade surfaces no slip conditions are enforced.

Exit plane

The calculation exit plane is located one axial chord downstream of the trailing

edge and the calculation is run to a constant mass flowrate.

Convergence criteria.

A number of criteria are used to test for convergence of a calculation. Firstly the
r.m.s. change of parameters (e.g. velocity, pressure, turbulent kinetic energy etc.)
between passes is monitored. At a minimum this value is expected to drop by two
orders of magnitude and, even if it drops by more, the calculation is run on until
it ceases to drop. At regular intervals the integrated total pressure and mass flow
on each axial grid plane are also written out. Once the solution has converged the
former should not change as more passes are made whilst the latter should have

the same value on each axial plane (since mass flow must be conserved).

5.3 2D results

A number of two—dimensional calculations have been carried out in order to test
various aspects of the grid design and the effect of altering certain parameters.
The inlet conditions to all the calculations are based on the measured freestream
flow at one axial chord upstream of the blades (section 4.2.1) so the results may

be compared with the measurements at midspan. The calculations, however, do

2D results 5.3
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not take into account the effect of the endwall boundary layers on the flow at
midspan where the blockage they cause will tend to increase the mass flowrate.
This is unlikely to be significant, thqugh, since the pitch averaged slot 10 (128%

Cax) results of Cleak [1989] show no significant increase in midspan axial velocity

 which suggests that the blockage is minimal.

Grid design and independency

In CFD it is important to ensure that the grids on which the calculations are
run are suitable. The are two aspects to this, the first is that the grid must be
sufficiently fine for the solution to be reasonably independent of it and the second
is that the near wall spacing must be suitable for the turbulence model used. This
latter constraint is the reason why two main calculation grids have been created,
one for turbulence models that use wall functions (the coarse grid) and one for
those that do not (the fine grid). The former generally require the first grid points
to lie in the log-law region of the boundary layer whilst the latter require a much
closer spacing. An exception to this is the mixing length model whose wall function
will work with the first grid point at any distance from the surface (up to the outer

edge of the log-law region).

To test for grid dependency a mixing length calculation was carried out on three
grids, the coarse and fine grids (section 5.2.1) and a third 'medium’ grid. This
grid consists of 99 x 47 grid points and was an early design that was neither
coarse nor fine enough for use with or without wall functions. Since the main
difference between the grids lies in their near wall spacing, whilst towards mid-
pitch all three are fairly similar, they are not ideal for testing grid dependency but
should give some indication. The inlet conditions were taken from the experimental
measurements (section 4.2.1) except for the freestream length scale which was
reduced by a factor of ten to 0.936mm (for reasons that will be discussed later).
The calculations were run on a Silicon Graphics 'Indigo 2’ workstation for between

400 and 500 passes and in each case convergence was reasonable.

To compare the three calculations the surface static pressure coefficients, Cp;, are
plotted in Figure 5.3 and various slot 10 (128% C,x) area averages are given in
the table below. The static pressure profiles show very similar results for all three

calculations and reasonable agreement with the experimental measurements (from

2D results 5.3
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Cleak [1989]). The main difference is that the two finer grids do not have a smooth
profile on the suction surface whilst the coarse grid does. This is probably due to
the much higher aspect ratio cells close. to the blade surface on the finer grids
(compare Figures 5.1 & 5.2) which are not ideal for carrying out calculations.
Whilst this could be avoided by adding more tangential grid lines, at the cost of
increased computational times, the problem is fundamental to 'H’ grids because
they are very inefficient at dividing up the flow when fine near-wall spacing is
needed (see Figure 5.2). ’

Yaw angle| Cpo | Cpoec
Experiment | —68.36° |0.097 | 0.098
Coarse grid | —69.02° [0.171( 0.182
Medium grid | —68.83° |0.192| 0.202

Fine grid —68.89° [0.188] 0.192

Table 5.1 — Slot 10. Effect of grid size.

- The area (mass) averaged yaw angle, total pressure loss, Cpp, and mixed-out total
pressure loss, Cpgoc, at slot 10 are in reasonable agreement for the three grids. It
is interesting that there is no systematic change in any of the parameters with grid
size, as would be expected if there were significant grid dependency, but this may be
because the medium grid is of a slightly poorer design. It is clear, however, that the
differences due to the grids are small compared with those between the calculations
and the experimental results, which will be due mainly to the turbulence modelling,

so the grids should be satisfactory from this point of view.

The calculations have also been used to plot the near wall y* values for the coarse
and fine grids (Figures 5.4a & b). It varies around the surface because the grid
geﬁeration program sets the first grid lines at equal and constant distances from
both surfaces so y* then depends on the wall shear stress. On the coarse grid it is
in the range 10 — 80 and so mostly lies within the boundary layer log-law region
whilst on the fine grid y7 is generally less than 2.5. Though ideally this should be
lower for models that do not use wall functions, reducing the grid spacing further
seriously affected its quality, particularly at the leading and trailing edges, so could
not be done. Also plotted in Figure 5.4a is the near wall Reynolds number, R,

2D results 5.3
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from a high Reynolds number k-¢ calculation on the coarse grid. As can be seen,

R, > 12 everywhere which is necessary for this turbulence model (see section 5.1.2).

Effect of freestream length scale

One of the limitations of the mixing length model is that the freestream length
scale, Lo, remains constant whereas, in reality, it should vary. A previous fully
turbulent mixing length calculation by Cleak [1989] used a length scale of 3.32mm
(which was based on the blade pitch and slot 1 turbulence level) and gave high
losses and a poor prediction of the location and shape of the passage vortex. It
seems that too much turbulence was being produced which dissipated the the
secondary k.e and increased the losses. Since the turbulent viscosity, ur, is pro-
portional to L? (eqn. 5.2) and the turbulent dissipation rate, ¢, is inversely propor-
tional to ur increasing Lo to the measured value of 9.36mm is likely to produce ‘
worse results. Conversely, reducing the freestream length scale may improve the

results so the effect of varying it has been investigated.

To do this three 2D mixing length calculations have been carried out on the coarse
grid with length scales of 9.36mm (the measured value at —1.0Ca), 0.936mm and
0.0936mm. In all cases the remaining inlet conditions were as measured experi-
mentally. Area mass—averaged values at slot 10 are presented in Table 5.2 below
along with the experimental results and the results of the calculation by Cleak
[1989] (JGC). These are actually midspan results from a three-dimensional cal-
culation on a different grid and with slightly different inlet conditions so are not
strictly comparable. They are included because they have a different length scale

which is the default value that has been used in all previous calculations carried

out at Durham.

As expected reducing the freestream length scale reduces both the turbulent vis-
cosity, ur, and the loss. Excluding the JGC result it also increases the yaw angle
slightly and increases the difference between the total pressure loss and the mixed
out loss. The latter is simply because the amount of mixing is decreased so the
flow is further away from its mixed out, uniform, state. The increased yaw angle
is likely to be because the wake becomes thinner so, since it is shed more from the
suction surface (which has a thicker boundary layer) than the pressure surface, the

reduced blockage allows the flow to turn further.
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Length scale |Yaw angle| Cpo | Cpoo |pT/Ht
Experiment —68.36° |0.097 [ 0.098 ~
9.36mm ~68.94° 10.494| 0.499 | 700
3.32mm (JGC)| —69.20° |0.248 | 0.264 -
0.936mm -69.02° {0.171{ 0.182 13
0.0936mm —69.13° [0.104| 0.121 | 0.24

Table 5.2 — Slot 10. Effect of freestream length scale.

The results show that even the shortest length scale tested gives a higher loss than
found experimentally. Whilst reducing the length scale further would appear to
improve the agreement (though not by much since pr is already small), in reality

the calculations should show a higher than measured loss. This is because they

assume the flow is fully turbulent whereas the experimental results (section 4.4)
show that over much of the blade the flow is either laminar or transitional. Because
of this it seems appropriate to use a length scale higher than the lowest value tested
but, for reasons discussed earlier, not as high as the measured inlet value. Since
there is no justification for any specific value within this range a value of 0.936mm

will generally be used when running mixing length calculations.

Effect of S—) modification

The effect of the Kato and Launder [1993] S-§2 modification has been investigated
in 2D by running two high Reynolds number k—¢ calculations on the coarse grid,
one with and one without it. Both calculations used the measured experimental
inlet conditions including the correct freestream length scale (9.36mm). Unlike
the mixing length model the k—¢ model allows the length scale to change, since it
is related to k and €, so there is no real justification for lowering it. The effect of
the modification is shown in Figure 5.5 where turbulent k.e. contours are plotted

and in Table 5.3 below which gives area averages at slot 10.

Figure 5.5 shows the modification has a considerable effect on the production of

- turbulent k.e. Without it k£ can be seen to rise away from the blade to a peak

at mid-pitch and to drop as the blade wake is crossed. These are both clearly

unphysical and are due to excessive production around the leading edge. When
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. Yaw angle| Cpo | Cix |pr/12
Experiment —68.36° |0.0880.023| -
Standard k-¢ —69.05° 10.336]0.091| 908

S— modification | —68.98° [0.208 {0.014 | 283

Table 5.3 — Slot 10. Effect of S-Q modification.

the modification is apphed the results are much more as they should be with the
high values of & mainly restricted to the boundary layers and wake regions. The
roughness of the contours seen in this figure is due to the interpolation carried out

in the contour plotting routine, in reality they are much smoother.

The area averages at slot 10 show that the difference in turbulent k.e. between the
two calculations (a factor of 6.5 at slot 10) has a considerable effect on the overall
loss. Whilst both calculations produce too much loss, the S- modification gives
the lower value since less turbulence leads to less dissipation of energy. As with the
previous mixing length calculations, however, these assume a fully turbulent flow,
so the losses should be higher than the experimental value. It is also evident from
the results that the modification reduces the turbulent k.e. coefficient by too much.
This could probably be avoided by only applying a fraction of the modification (see
section 5.1.2), as done by Chen et al [1995], but this has not been tried.

Effect of VISMOD

One reason why both the mixing length and high Reynolds number k- models
predict too high a loss is because they assume the flow to be fully turbulent.
Within MEFP, however, it is possible to specify laminar and transitional regions
in the flow by modifying the turbulent viscosity, pr using the VISMOD command.
This multiplies ur at each calculation point by a factor, FT P, which has a value of
between 0 and 1. A value of FTP = 0 gives laminar flow, FT'P = 1 gives turbulent
flow and ramping FT P between 0 & 1 gives a transitional like behaviour. In this
specifying FT P can be considered to be similar to specifying intermittency. The
effect of doing this has been examined previously by Cleak [1989] using very simple

laminar blocks with instantaneous transition (FTP = 0 or 1) and was found to
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improve the results. The current work extends this by investigating a number of

different schemes initially in 2D and then in 3D (see later).

The first three schemes tested all have a constant value of FT P across the pitch.
Whilst this is not physically correct it is easy to implement and follows the ap-
- proach used by Cleak [1989] at midspan. ‘The first scheme (VA) sets the flow to be
laminar (FTP = 0) up to 80% Cax and turbulent (FT'P = 1) thereafter. This is
a repeat of the design used by Cleak [1989] and was based on surface flow visuali-
sation on the suction surface which indicated transition at about this point. The
intermittency measurements (section 4.4) show transition on the suction surface
occurring from 60% Cayx to the trailing edge so, apart from the suddenness of the
transition, this is not unreasonable. The pressure surface, however, was found to
be initially turbulent with relaminarisation occurring over the first 80% Cax so the

specification is incorrect here.

Away from the blades it is difficult to decide whether the flow should be defined as
laminar or turbulent. The flow at inlet, however, is certainly turbulent (due to the
turbulence grid) and the area traverses (section 4.3) do show some turbulence at
midspan all through the cascade so turbulent is probably correct. To test the effect
of this the second scheme (VB) is the same as the first except that the upstream
flow is defined as turbulent with a sudden relaminarisation at the leading edge.
The third scheme (VC) is again similar to the first except that gradual transition is
defined from 60% Cayx to the trailing edge (as found experimentally on the suction
surface) to test the effect of the rate of transition. Contour plots of FT P for these
three schemes are shown in Figure 5.6a—c. The contours curve because the defined
regions follow grid lines and the apparent width of transition in Figures 5.6a & ¢

is due to interpolation in the contouring software.

The calculations were all carried out on the coarse grid using the mixing length
model with a freestream length scale of 0.936mm. The results for all three are very
similar as the slot 10 area averages given in Table 5.4 below show. Whilst the losses
are still higher than the experimental values, they have dropped considerably from
the fully turbulent case (Cpo = 0.171, Cpoce = 0.181). They also show that the
specified state of the flow away from the blade, or at least upstream of it, and the

extent of the transitional region have little effect.

2D results 5.3



Modelling results

116

Length scale | Yaw angle | Cpo | Cpoco
Experiment | —68.36° [0.097 | 0.098
VA —69.15° {0.124] 0.130
VB -69.15° 0.125{ 0.131
VC —69.15° {0.123| 0.129

Table 5.4 — Slot 10. Pitch—constant implementations of VISMOD.

The above laminar and transitional regions were defined based on the suction
surface intermittency profile with no account being taken of that on the pressure
surface in order to avoid a pitchwise variation. Three further two—dimensional
mixing length calculations have been carried out with regions based on both the
suction and pressure surface profiles. The difference between them lies in how
far across the pitch the profiles extend. The surface profiles are defined in the
table below. They follow approximately the measured intermittency variations
and extend upstream and downstream to define the flow in these regions as being
turbulent. In the regions where FT P varies (e.g. from 1 to 0 between the leading
edge and 80% Cax on the pressure surface) linear interpolation is used to set the

intermediate values.

Suction surface Pressure surface
Cax range | Variation of FTP | C,x range |Variation of FTP
-1.0—-0.0 1 -1.0—-10.0 1
0.0 — 0.05 1—0 0.0—0.8 1—-0
0.05 — 0.6 0 0.8 — 0.99 0
0.6 — 0.99 0—-1 0.99 — 1.0 0—1
0.99 — 2.0 1 1.0 — 2.0 1

Table 5.5 — Surface variations of FTP.

The first calculation (VD) has the suction surface profile extending from the suction
surface across 90% of the pitch and the pressure surface profile extending to 5%
of the pitch away from the pressure surface. Over the remaining 5% of the pitch

the two profiles merge together (see Figure 5.6d). The remaining two calculations
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have the surface profiles ramping to fully turbulent (FTP =1) at 10% (VE) and
5% (VF) of the pitch away from the surfaces (see Figures 5.6e & f). The area

averaged results at slot. 10 for the three calculations are given in the table below.

Length scale | Yaw angle | Cpo | Cpoco
Experiment | —68.38° [0.097 [ 0.098

VD —68.99° |0.092| 0.098
VE —68.97° 10.095| 0.101

VF | —68.95° |0.114 | 0.120

Table 5.6 — Slot 10. Pitch-varying implementations of VISMOD.

The calculations VD & VE give very similar results which tends to confirm the
conclusion from the first two (VA & VB) that the specified state of the flow away
from the blades has little effect on the results. This is reasonable since the majority
of the loss for the 2D profile is due to the boundary layers either directly (as the
loss within them) or indirectly (in terms of their effect on the size of the wake and
hence its loss). The results from VF suggest that in this case the flow has been

allowed to become fully turbulent too close to the blade and so has increased the

loss.

Another interesting comparison is between the calculations VC and VD which
differ only in the specification of the flow close to the pressure surface. VC has the
flow being initially laminar with transition starting at 60% Cax whilst VD correctly
has relaminarisation of the flow occurring over the first 80% Ca.x. The lower losses
in the VD calculation are due to the strong acceleration of the flow over the latter
part of the blade. In VC the flow here is specified as being turbulent so the loss is
high whereas in VD it is the flow over the front part of the blade that is turbulent.
Here, however, the velocity is much lower so less loss is generated. Overall the
VE specification appears to be the best (since it seems most reasonable to restrict
the surface profiles to close to the surfaces) and certainly gives very good results.
Of course the loss also depends on the freestream length scale and since this was

chosen arbitrarily the good agreement is not that significant.
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5.4 3D results

5.4.1

A number of three~dimensional calculations have been carried out on both the
coarse and fine grids (section 5.2.1). Results have been obtained using all three
turbulence models described in section 5.1 and, in the case of the high Reynolds
number k—e model, with and without the Kato-Launder S-{2 modification. The
suitability of the three—dimensional grids, in terms of their endwall spacing, is
demonstrated in Figure 5.7 which shows y* for both grids and R, for the coarse
grid. The values are similar to those on the blade surfaces (Figure 5.4), though
on the fine grid y* is generally lower. Most importantly the value of R, for the
coarse grid is always greater than 12 so it is suitable for the wall function in the

high Reynolds number k—¢ model (section 5.1.2).

Mixing length model calculations

Four, three—dimensional mixing length calculations have been made, three on the
coarse grid and one on the fine grid. The first three calculations assume the flow
is fully turbulent and test the effect of the freestream length scale (MLA & MLB)
and the grid (MLF). The fourth calculation (MLV) used the VISMOD command
to set regions of the flow to be laminar, transitional and turbulent based on the
measured intermittency values (section 4.4). These specifications are summarised
in the table below. Other than the freestream length scale, the inlet conditions for

all the calculations were taken from the measured values.

MLA MLB MLF MLV
Grid coarse | coarse fine coarse
Length scale, Lo |9.36mm | 0.936mm | 0.936mm [ 0.936mm
Fully turbulent yes yes yes no

Table 5.7 — The mixing length calculations.

The regions for the MLV calculation are defined based on the conclusions from
the 2D calculations (section 5.3.4) that the flow should be taken to be fully tur-
bulent away from the walls (FTP = 1) with FT P tending towards the measured

intermittency value at the surfaces. A reasonable approximation to this has been
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achieved. Contours of FT P on the endwall and blade surfaces are shown in Figure
5.8 In the tangential direction FTP — 1 over 10% of the pitch which at midspan
gives a similar variation as for the VE calculation (see Figure 5.8). The endwall
profile becomes fully turbulent over 15mm which makes it slightly thinner than
on the blade surfaces but the only region of low intermittency corresponds to the

new, thin, skewed boundary layer so this was thought to be reasonable.

Area plots of secondary velocity vectors and total pressure loss coefficient are
presented at slot 8 (97% Cax) in Figures 5.9 & 5.10 and at slot 10 (128% Cax) in
Figures 5.12 & 5.13. At slot 8 the results are only presented up to 120mm from the
endwall, except for the experimental secondary velocities which were only taken
over 60mm, since they remain constant over the midspan region (100 — 200mm).
‘At slot 10 the results are presented up to midspan. Pitch averages of yaw angle,
secondary k.e. and loss coefficient at the two slots are presented in Figures 5.11 &

5.14 and area averages at slot 10 are given in the table below.

Exp. MLA | MLB MLF MLV
Yaw angle —68.33° | —68.88° | —68.91° | —68.57° | —68.88°
Midspan yaw angle | —68.36° | —68.93° | —68.83° | —68.43° | —68.89°
Csk 0.016 | 0.005 | 0.027 | 0.026 | 0.028
Cpo 0.170 0.534 0.218 0.250 0.193
Midspan Cpo 0.097 | 0.482 | 0.148 | 0.185 | 0.120
Secondary Cpo 0.073 | 0.052 | 0.070 | 0.065 | 0.073
Cposo 0.189 | 0.545 | 0.259 | 0.291 | 0.231
Midspan Cpoec 0.098 0.487 0.159 0.195 0.126

Table 5.8 — Slot 10: Area mass—averaged values.

For both experimental and calculated results pitch averaging is carried out over
the range of the data. Within the blade passage the calculated data extends from
surface to surface whilst the experimental data does not so the results are not

strictly comparable. The effect of this can be quite considerable as can be seen

" from Figure 5.9, for example, where the velocity vectors close to the suction surface

in the calculations indicate high secondary k.e. which is not included in the exper-

imental pitch average. Averaging the calculated data over the experimental data
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range improves the agreement considerably but.there is some doubt as to whether
the experimental and calculation tangential coordinates correspond exactly (the
tangential position of the suction surface, for example, varies by 30mm over the
width of slot 8). Since small variations in the data range can have a big effect on
the pitch average this may give misleading results. Pitch averaging from blade to

blade does at least ensure consistency from slot to slot.
Effect of freestream length scale

The effect of the freestream length scale can be seen by comparing the experi-
mental results with the coarse grid calculations MLA (L = 9.36mm) and MLB
(Lo = 0.936mm). The secondary velocities show that the lower length scale calcu-
lation predicts the location and extent of the passage vortex reasonably well whilst
the higher length scale prediction places the vortex too close to the wall, completely
the wrong shape and apparantly too weak. The loss contours are also significantly
different for the MLA calculation with too much loss extending over most of the
pitch. Neither result is too surprising since the two-dimensional investigation of
the effect of Lo showed that the higher value leads to a very high turbulent vis-
cosity which would act to dissipate secondary flows and increase losses. The MLB
calculation also shows too high losses within the loss core and endwall regions but
the shape of the contours are otherwise very similar to those from the experimental

results.

These results are largely confirmed by the pitch and area averages (Figure 5.11). At
both slots the MLA calculation has its peak of underturning too low and too close
to the endwall whilst the MLB calculation is much better. The MLA secondary
k.e. is also too low and fails to show the peak associated with the passage vortex.
The MLB calculation has a peak that is considerably higher than the experimental
value at both slots but at slot 8 this is largely due to the averaging range. If, for
example, the data is averaged over the experimental range, the secondary k.e. peak

becomes slightly lower than the experimental value and the yaw angle is in much

closer agreement.

A similar pattern is seen in the pitch averaged loss which is considerably too high

for the MLA calculation and only slightly so for MLB. In both cases, however,
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part of the difference close to the endwall and at midspan is because the calcula-
tions assume the boundary layers are fully turbulent when in reality they are not.
The slot 10 area averages confirm these results with the MLA calculation giving
approximately one third of the secondary k.e. and three times the loss whilst MLB
gives about 70% too much secondary k.e. and 50% too much loss. In the MLB cal-
culation much of this extra loss appears to be profile loss since the secondary loss
(taken as the difference between the full area and midspan loss) is approximately

correct.
Effect of grid

The effect of grid size on a full three-dimensional solution may be examined by
comparing the MLB (coarse grid) and MLF (fine grid) calculations. The secondary
velocities at both slots are very similar and seem to agree well with the experimental
results though the different number of vectors make them difficult to compare. In
the total pressure contours, the fine grid has a marginally higher peak loss in the
loss core than the coarse grid and the wake appears to be very slightly wider. The
differences are, however, considerably smaller than between either calculation and
the experimental results. The pitch averages show similar results with relatively
good agreement for the yaw angle, secondary k.e. and loss close to the endwall. One
exception is the secondary k.e. at slot 8 where the coarse grid peak is considerably

higher but only because of a single point.

Away from the endwall region, the loss for the fine grid is substantially higher
than for the coarse grid. From the loss contours this appears to be due to a thicker
suction surface boundary layer at slot 8 which leads to a thicker wake at slot 10.
This is reflected in the area averages where the thicker boundary layer reduces
the midspan yaw angle and increases the losses. Comparing the midspan area
averages with the equivalent 2D calculations (section 5.3.1) shows that the fine
grid results agree reasonably well (as do the high freestream length scale results)
whilst the 3D coarse grid results give significantly lower losses. The reason for this
is unknown but may be that the 3D calculations had not been run for sufficiently
long (the 2D calculations were run for much longer than was necessary). However,
the convergence histories and results at earlier passes showed no significant changes

were occuring when the runs were terminated.
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Effect of VISMOD

The final mixing length calculation (MLV) used modifications to the turbulent
viscosity, ur, (by a factor FTP) to simulate laminar and transitional regions. In
2D (section 5.3.4) this significantly reduced the profile loss to a value close to
that found experimentally. The results may be compared with both the experi-
mental data and the fully turbulent coarse grid calculation (MLB). The secondary
velocities are virtually identical to the MLB results so also agree well with the
experimental data. However, this should be expected since the flow away from
the surfaces is still taken to be turbulent so the VISMOD modifications should
not greatly affect the flow here. A similar conclusion may also be drawn from the

pitch and area averaged yaw angle and secondary k:e. which are very similar for

the MLB and MLV solutions.

The VISMOD modification does, however, have a considerable effect on the total
pressure loss close to the surfaces. At slot 8 it virtuaﬂy halves the width of the
high loss region close to the suction surface, implying a much reduced boundary
layer thickness. On the endwall it appears to have a similar effect though it is hard
to tell since the boundary layer here is much thinner. The peak loss in the loss
core, however, remains virtually unchanged. Similar results may be seen at slot 10
where the wake is much thinner and has a reduced loss than for the fully turbulent
calculation. The width is approximately the same as measured experimentally but
the loss at the wake centre is still greater. As with slot 8 the loss core associated
with the passage vortex is virtually unchanged but the second core due to the shed

vorticity has become weaker.

The effect on the pitch averaged loss is restricted mainly to the midspan region
where the inclusion of laminar and ,transifional regions has the desired effect of
reducing the losses. Closer to the endwall the loss profile changes very little. This
can also be seen in the area averaged loss where the total loss decreases but the
secondary loss (total - midspan) increases very slightly. In comparison with the
experimental value the pitch averaged loss is still slightly high and it is surprising
that, at midspan, the reduction in loss is not as great as for the equivalent 2D

case (VE). There are some slight differences between the two cases around the
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trailing edge (compare Figures 5.6e & 5.8), made necessary by the extension to

three—dimensions, but it is unlikely that this could have such a large effect.
Flow development

The development of the flow in terms of loss and secondary k.e. generation may be
shown by plotting area averaged values against axial position for the experimental
data and each of the calculations. Experimental loss results are available from
Biesinger [1993] who carried out total pressure traverses at slots 1, 5, 8 & 10 whilst
secondary k.e. results may be taken from the present measurements. To obtain
full area averages from these it is necessary to assume that the pitch averaged
value remained constant from the edge of the traverse area (60mm) to midspan
(ekcept at slot 10 where the data extends to midspan). At slots 1, 3, 5 & 6 this is
reasonable since the pitch averages have all become virtually constant well before
the edge of the traverse (see Chapter 4). At slot 8, however, the pitch averages are

still varying so it was not possible to obtain an area average here.

The results are plotted in Figure 5.15. To make them more easilly comparable
with the experiment, the results from the calculations have only been plotted at
the slots 1, 3, 5, 6, 8 & 10 rather tham more frequently so the distributions do not
appear as smooth as they should. From the loss plot (Figure 5.15a) it can be seen
that the high freestream length scale calculation (MLA) produces far too much loss
from slot 1 (-9% Cax) onwards. This leads to too much dissipation of secondary
k.e. resulting in the low values seen in Figure 5.15b. 'The remaining calculations
follow the experimental results much more closely though still generate too much
loss through the blade passage. The agreement in the development of secondary
k.e. up to slot 6 (71% Cax) is good. The lack of an experimental result for slot 8
makes the remainder difficult to compare though it does seem that the calculations

predict insufficient decay downstream of the trailing edge.

High & low Reynolds number k—¢ calculations

Three k—e calculations have been carried out, two using the high Reynolds number
version and one using the low Reynolds number model. The high Reynolds number
calculations were both carried out on the coarse grid and differ in that one uses
the standard model (KSS) and the other included the Kato-Launder [1993] S-Q
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modification (KSO). As such these are repeats of previous 2D calculations (sec-
tion 5.3.3) but in three—dimensions. The low Reynolds number calculation (LSO)
was carried out on the fine grid and again used the S-Q? modification. All calcula-
tions were carried out using the measured experimental inlet conditions (including

the correct freestream length scale).

As with the mixing length model calculations, results are presented at slots 8 and
10. Area plots of secondary velocity vectors, turbulent k.e. and total pressure
loss are presented in Figures 5.16-18 for slot 8 and Figures 5.20-22 for slot 10.
Pitch averages of these parameters (and yaw angles) are presented in Figures 5.19
& 23 and area averaged values for slot 10 are given in the table below. The
comment made about the different averaging ranges at slot 8, in the discussion
of the mixing length calculations also applies here. Pitchwise averaging is again
taken from blade to blade so these calculations may be compared with the mixing

length model results.

Exp. KSS KSO LSO
Yaw angle —68.33° | —68.96° | —68.92° | —69.15°
Midspan yaw angle | —68.36° | —69.08° | —68.94° | —69.18°
Cir 0.016 0.009 0.018 0.017
Ci 0.023 0.079 0.016 0.014
Midspan Cy 0.012 0.086 0.013 0.012
Cro 0.170 0.379 0.267 0.298
Midspan Cpo 0.097 0.337 0.208 0.234
Secondary Cpo 0.073 0.042 0.059 0.064
Cposs 0.189 0.398 | 0.297 0.328
Midspan Cposo 0.098 0.344 0.218 0.244

Table 5.9 — Slot 10: Area mass—-averaged values.

The secondary velocity vectors at both slots 8 & 10 show that the standard high
Reynolds number calculation (KSS) fails to predict the passage vortex at all well
whilst the two calculations incorporating the S—{) modification are much better.
Even for these, however, the passage vortex is centered too close to the endwall

and appears to be slightly too weak. The results from the better mixing length
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calculations (e.g. excluding MLA) are slightly better both in location and strength
of the vortex. An indication of the reason for the poor performance of the KSS cal-
culation is given in the contours of turbulent k.e. which show an excessive amount
of turbulence at midspan. This was also found in the two—dimensional calculations
(section 5.3.3) where it resulted in increased loss due to excessive dissipation of
energy from the mean flow. In three-dimensions it clearly also causes a similar
dissipation of the secondary flows and hence results in the poor prediction of the

passage vortex.

The predic‘ted turbulent k.e. from the S—( calculations, both high (KSO) and low
(LSO) Reynolds number, are much better. As with the secondary velocities they
are both quite similar and are in reasonable agreement with the experiment. The
- major differences are that the peak level of turbulence in the p;assage vortex is
considerably underpredicted at both slots and the turbulence in the wake is over-
predicted, particularly in the low Reynolds number calculation. The distribution
of loss for all the calculations is qualitatively similar to the experiment though less
so for the high Reynolds number calculation than the other two. Comparisons at
slot 8 are difficult since much of the calculated loss, found in the suction surface
boundary layer, is not captured by the experimental traverse. It does appear,

however, that the loss associated with the passage vortex is slightly overpredicted.

At slot 10 (Figures 5.20-22) comparisons are easier as the traverses cover the same
area. The KSO and LSO calculations both again slightly overpredict the loss
associated with the passage vortex and also overpredict the losses due to the shed
vortex and the wake. The KSS calculation is less good with only a single loss core
away from the endwall and excessive loss at midspan across the whole passage.
The pitch averages show similar results with the failings of the KSS calculation
most evident in the secondary and turbulent k.e. plots. The secondary k.e. fails to
rise to anything like the expected péak associated with the passage vortex whilst
the turbulent k.e. continues to rise to midspan. As expected the losses are also
grossly overpredicted over the whole of the span (though at slot 8 some of the

difference will be due to the different pitch averaging ranges).

The remaining two calculations are qualitatively in better agreement with the

experimental results and are generally very similar to each other. All the plots
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have their peak too close to the endwall due to the poor prediction of the position
of the passage vortex. Whilst the secondary velocity vectors and the pitch averaged
yaw angle suggest that the passage vortex is too weak the calculated secondary
k.e. is actually slightly greater than the experimental value. The turbulent k.e.,
however, fails to reach anything like the correct value particularly at slot 10. The
losses follow roughly the correct shape but are too high towards midspan. In
comparison with the mixing length results the predict yaw angle and losses are

slightly worse but the secondary k.e. is better.

The area averages at slot 10 (Table 5.9) confirm these results. Excluding the KSS
calculation the secondary k.e. is very similar to the experiment. The turbulent
k.e. values are some 35% low which is due entirely to the low values within the pas-
sage vortex since the agreement at midspan is good. The losses are overpredicted
both overall and at midspan which seems to be due mainly to an overprediction of
the thickness and loss within the blade boundary layers (particularly on the suctin
surface). This in turn leads to a wake which is slightly too thick and contains
too much loss. For the high Reynolds number calculation (KSO) this is expected
since the flow is assumed to be fully turbulent. The low Reynolds number model
(LSO) however can, in theory, predict transition so should do better. That it does
suggests that it has not predicted transition at all well. The secondary loss (full
area — midspan) for both calculations is slightly low which may be explained by

the low level of turbulence within the passage vortex.

Flow development

As for the mixing length calculations, the development of the flow may be shown
in terms of the area averaged loss, secondary k.e. and, additionally, turbulent k.e.
(Figure 5.24). From the loss plot it can be seen that the extra loss in the calcula-
tions is generated in the blade passage with slightly too little being generated at
the trailing edge and downstream. The standard high Reynolds number k- model
(KSS) is clearly the worst having generated almost six times the correct loss by
slot 8 (97% Cax). The two S-§0 models are better, though not as good as the
low length scale mixing length calculations (Figure 5.15), with the low Reynolds
number version (LSO) producing a slightly higher loss from slot 1 onwards. The
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difference at slot 1 may be due to the different treatment of the boundary layer or

the different grids but, excluding it, the two results are very similar.

The effect of the S—Q modification is shown most dramatically in the development
of turbulent k.e. (Figure 5.24c) where, without it (KSS), the irrotational strain
caused by the turning of the flow leads excessive generation up to slot 6 (71%
Cax)- Beyond' this point the flow is no longer being turned so the turbulence begins
to decay. Implementation of the S-Q modification (KSO & LSO) eliminates this
production but appears to have too great an effect as the turbulence now increases
too slowly. There is almost no difference between the development of turbulent

k.e. between these two models.

The development of secondary k.e. shows that all three calculations produce too
little secondary flow within the blade passage though by slot 10 (128% C.x) the
KSO and LSO calculations are approximately correct. The low secondary k.e. in
the KSS calculation is largely due to the high production of turbulence taking
energy from the secondary flows. Once this production has ceased, beyond slot 6,
the secondary k.e. decays at approximately the correct rate. The low secondary
k.e. in the other two calculations cannot be due to the same reason but suggests
that its gereration is inherently too slow. The decay from slot -6 is also too low
but this could be due to the low turbulence. As with the turbulent k.e. the results

from the KSO and LSO calculations are very similar.

Prediction of transition

The similarity between the results from the KSO and LSO calculations seems
to suggest that the low Reynolds number model finds the boundary layers to be
fully turbulent, or almost so, thus behaving in a very similar manner as the high
Reynolds number version. To test this hypothesis the boundary layer states need to
be identified and there are a number of ways that this may be attempted. Perhaps
the most direct is to look at the turbulent viscosity, pr, since this should be low
if the boundary layer is laminar and high if it is turbulent. However, very close to
the surface it should be zero, because of the laminar sublayer, so should be looked

at at some point within the log-law region of the boundary layer.

A second parameter that could be looked at is the wall shear stress, 7, or skin
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friction factor, C’}, since this should also increase rapidly through transition. Cal-
culating it also allows y* to be found which would be useful in obtaining a suitable
distance from the wall at which to lqok at pr. Though not explicitly calculated
during the calculations, the wall shear stress may be obtained from the values at

the first grid line from a surface as follows;

Tw = #% R p— | (5.9)

Where Bu/8y is the velocity gradient perpendicular to the surface which may be
approximated by the velocity at the first grid line, Uy1, divided by the perpendicular
distance to the surface, y1. This assumes that U;; has no component perpendicular
to the surface which is reasonable so long as y; is small. The skin friction factor
is then obtained from 7, by dividing by %pVﬁ where Vi, the isentropic velocity
calculated from the surface static pressure. Strictly, the freestream velocity at the

edge of the boundary layer should be used but this is difficult to obtain.

The resulting skin friction factor and y* at midspan are plotted in Figures 5.25
& 5.26 respectively. Unfortunately the high aspect ratio of the near wall cells
here lead to oscillations of the velocity which, in turn, cause oscillations of these
parameters. For plotting a two point rolling average has been used to smooth
out these oscillations but the results are still not ideal. Also plotted, in Figure
5.97 is the turbulent viscosity at the 6th and 8th grid line away from the surface.
These lie at approximately 27 and 67 times the distance from the surface as the
first grid line (for which y™ is given in Figure 5.26 so have yT values roughly in
the range 20 — 200. For comparison the turbulent viscosity from the KSO (high
Reynolds number) calculation is also plotted (Figure 5.28) for two grid lines at
approximately the same distance (though slightly further away) from the blade.

On the suction surface the initial sharp rise in Cf and the rise in pr/p both
suggest almost immediate transition of the boundary layer. Over the latter part
of the blade, however, the two seem to contradict each other with Cy decreasing
sharply from 60% Cay whilst the turbulent viscosity remains high. The graph of
Cy, however, is slightly misleading since it is plotted against axial chord rather than

surface length. This means that, towards the trailing edge, the graph is effectively
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compressed since here a small axial distance corresponds to a large surface length.
As a result the decay of C’f is not as steep as it appears and may simply be due
to the adverse pressure gradient which thickens the turbulent boundary layer and
would eventually lead to separation. The graph of ur supports this conclusion
since, in comparison with the KSS calculation, it is initially lower but rapidly
increases to similar values. By comparison the experimental measurements found

an initially laminar boundary layer with transition over the last 40% of the surface.

On the pressure surface the skin friction factor is much lower over most of the
blade. The initial high values are due to stagnation of the flow, which leads to
an almost zero Vs, and the remainder generally increase sldwly. This may be due
to thinning of the boundary layer in the accelerating flow but does not appear to
give any indication of transition. The turbulent viscosity suggests that the flow
is initially turbulent with some relaminarisation (decreasing pT) occuring between
50% & 80% Cax. By comparison the KSO results show no drop in u7 in this region
(the drop near the trailing edge is thought to be a feature of the grid rather than
the flow). The experimental results show relaminarisation occuring over the first
80% of the surface so, as for the suction surface, the prediction seems to be for the

boundary layer to be more turbulent than it should be.

The turbulent viscosity 1.0mm from the endwall is shown in Figure 5.29 for both
the low (LSO) and high (KSO) Reynolds number calculations. The value of y* at
this plane is in the region of 50 — 150 which is reasonable but the distance was
chosen mainly to allow comparison with the intermittency measurements (Figure
4.24). As with the viscosity at midspan the two calculations are fairly similar
and their shape is quite comparable with the intermittency variation. Both have
a band of high viscosity running from the leading edge to the suction surface
following approximately the path of the passage vortex. Behind this the viscosity
drops, more so in the low Reynolds number calculation, but is beginning to increase
again by slot 10 (the edge of the plots). Whilst the differences are not great, the
low Reynolds number model does seem to be predicting some laminarisation of the

flow behind the passage vortex.
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Static pressure coefficient

Y+ & Ry

Y+

Figure 5.3 — Blade static pressure distributions.
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Non—-dimensional turbulent k.e.
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Figure 5.5 — Effect of S-( modification.
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Contours of FTP (7 multiplier)
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mixing length solutions

a) Experimental . . b) MLA {coarse grid , L=9.36mm)

ss . PS S5

120~

100

4
o
1
o
=1
1

Radial focation (mm )
» (2]

o K=2

1 1

Radial location (mm }
3
1

o~
o
L

20 Q : 20
\ .

©
0 T T T T T T T 0= = - '

I 1
-175  -150  -125  -100 -75 -50 -25 0 . -175 -150  -125 -100 =75 -50 -25 0
Tangential location »(mm) . Tangentia! location {mm)

¢) MLB (coarse grid , L=0.936mm) d) MLF (fine grid, 1=0.936mm)
. P.S
120

Radial locatlon (mm )
Radial locatlon (mm )
o
o
1

; 0 "
[] 1

-175  -150  -125 100 <75 -50 -25 0 -175  -150 125 -100 <75 -50 -25 [¢]
Tangential location (mm) Tangential location (mm)

€) MLV (coarse grid , VISMOD)
. PS
120

<00~

100+

Radial location (mm )
g 3
1 1

'
o
1

20—

1 T T v
175 150 -125  -100 <75 -50 -25 0

Tangential location (mm)

Figure 5.10 — Slot 8: Total pressure loss coefficient

Figures 5



Modelling results | 139

a) Yaw angle (deg)
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mixing length solutions
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mixing length solutions
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k—e solutions
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Chapter VI

- Turbulence evaluation

6.1 Introduction

The previous chapter compared the results of the various calculations mainly in
terms of their mean flow conditions, though the turbulent k.e. was also compared
for the k€ models. Further comparison of the turbulence structure may be made by
comparing either individual shear stresses or the turbulent viscosity. The former
are available from the experimental measurements whilst it is the latter that is
obtained from the calculations. The viscosity is, however, derived from the stresses
so conversion between the two is relatively straightforward. The equation relating

the two (via the Boussinesq eddy viscosity concept) is as follows;

___ kT ou;  0U;
i = . (an + BX,-) (6.1)

Given the velocity gradients, therefore, either the experimental stresses may be
converted to turbulent viscosities (one for each stress, though all should be equal if
the eddy viscosity concept is valid) or the calculated viscosity to individual stress

components.

There is a problem, however, in calculating the axial velocity gradients from the ex-
perimental data since measurements in this direction are very sparse. A technique
to obtain them has been described by Gregory—-Smith et al [1988a] using the incom-
pressible Helmholtz equation but this requires pressure measurements as well as
the velocities and these are not available for the current work. It has been applied,
however, at slot 10 by Cleak [1989] (using his own hot—wire and pressure measure-
ments) and at slots 5 & 8 by Biesinger [1993] (using his own pressure measurements
and hot—wire results from Cleak [1989]) so some results are available. The hot-wire

technique used for these measurements only gave two cross—correlations (77 & ww)
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so only two viscosities could be calculated. Cleak [1989] also comments that, due

to the various assumptions made, the results should be treated with some caution.

To calculate the shear stresses from the calculations is more straightforward and
is the approach used here (though comparisons may still be made Wifh the exper-
imental viscosities calculated by Cleak [1989] & Biesinger [1993]). The calculation
grids are sufficiently fine for the velocity gradients to be obtained directly from
the velocity components. They are calculated in the streamwise coordinate system
used for presentation of the experimental data (Chapter 4) to give the appropriate
velocity correlations. In the axial/tangential plane the gradients at each grid node
are calculated using the Gauss divergence theorem since subsequent points along
grid lines do not necessarily lie in suitable directions to allow the gradients to be
calculated directly. In the spanwise direction however, they do, so simple central
differencing is used. As with the experimental data the velocity correlations are

non—dimensionalised by the square of the inlet velocity.

Results

The three velocity correlations and the turbulent viscosity (presented as ur/p) are
presented at slots 8 (97% Cax) and 10 (128% Cax) for four of the three—dimensional
calculations. The high freestream length scale mixing length calculation (MLA)
and the standard k—e model (KSS) have not been included since the previous results
have shown them to be very poor. The fine grid mixing length calculation (MLF)
has also not been included since it was very similar to the coarse grid solution
(MLB) and this provides a more direct comparison with the VISMOD calculation
(MLV). The results for the MLB, MLV, KSO & LSO calculations are presented in
Figures 6.1 — 6.8 and the equivalent experimental results are given in Figures 4.19
& 4.21.

Mixing length model results

The results of the two mixing length calculations show clearly the effect of the
inclusion of laminar and transitional regions. At slot 8 (Figures 6.1 & 6.3) the Tv
velocity correlation shows a negative region close to the suction surface, indicating
a turbulent boundary, that is considerably wider in the MLB calculation than in
MLV. This is consistent with the thinner boundary that would be expected when

Results 6.2
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the flow is made laminar over the first 60% of the blade. The pressure surface
also shows much less indication of a boundary layer in the MLV calculation since
the flow here has been set to be laminar.” The MLB calculation, though, has a
thin region of negative correlation close to the pressure surface which corresponds
to a region of increased turbulent viscosity. Both results are also similar to the
experimental values (Biesinger [1993]) but the lack of measurements close to the
surfaces and the uncertainty in the tangential positioning makes them difficult to

compare.

The Tw correlations both have a negative region on the endwall and low values
elsewhere. In the MLV calculation this region is thinner and stops before the
pressure surface due to the laminar specification of the flow here. The experimen-
tal results do not go close enough to the endwall to capture this region except
close to the suction surface where it is thickened by the corner vortex. The inter-
mittency measurements do, however, show the endwall boundary layer becoming
increasingly laminar towards the pressure surface. Neither calculation captures the
strong negative region close to the suction surface between 30 & 60mm from the

endwall that is associated with the passage vortex.

The final correlation (7w) is very similar for both calculations but, though quali-
tatively similar to the experimental results, the positive region associated with the
passage vortex is far too weak. The negative region close to the suction surface
is too thin to be captured by the experimental traverse. The weakness of the Tw
& W correlations in the passage vortex region seems to be due to the relatively
low turbulent viscosities predicted in both calculations. Results from Biesinger
[1993] give peak values of pup/p of —6000 — 1500 from the @ correlation and
—4000 — 3000 from the wWw correlation and are also strongly hetrogeneous (as
they are also at slot 5). None of the calculations can, of course, produce negative
values, nor do they give separate values for each stress and so seem to stand little

chance .of correctly predicting the stresses in the passage vortex region.

At slot 10 (Figures 6.2 & 6.4) similar results are observed. The differences be-
tween the calculations are essentially restricted to the @o correlation in the wake
and the Tw correlation close to the endwall. The thinner boundary layers in the
MLV calculation lead to a less distinct wake and a marginally thinner negative

endwall region. Qualitatively the results are similar to the experimental values

Results 6.2
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(Figure 4.21) except in the passage vortex reg*ion where the strong positive and
negative cores associated with the passage and shed vortices are almost entirely
missing. Again the problem appears to be due to the very low turbulent viscosity
which peaks at between 2000 & 3000 from the experimental results (Cleak [1989])
but less than 100 in the calculations. Unlike the results at slot 8, the experimen-
tal viscosity here is all positive and fairly homogeneous so there is at least the

possibility that the flow here could be calculated reasonably well.
k—e model results

The k—e results at slot 8 (Figures 6.5 & 6.7) are generally similar to the mixing
length model results. The o velocity correlation for both calculations has a neg-
ative region close to the suction surface. Whilst very similar to each other, they
differ from the MLB calculation in that this region remains wide even level with the
passage vortex rather than thinning considerably. The reason seems to be due to
the passage vortex which is less strong and has not moved as far as for the mixing
length calculations, so does not have the same effect on this part of the boundary
layer. The similarity of the k—e calculations close to this surface is a reflection of
the lack of any laminar or transitional regions in the low Reynolds number pre-
diction. On the pressure surface there is a slight diffference with lower positive
values being found in the LSO calculation. This may well be attributable to the

slight relaminarisation (or at least reduction in ur) found in the LSO calculation
(compare Figures 5.27 & 5.28).

The Tw correlations show the expected negative region associated with the endwall
boundary layer and suction surface corner vortex. It may be that there is some very
slight thinning of this region towards the pressure surface in the LSO calculation,
due to the reduced turbulent viscosity here but even so it is not as significant
as found in the MLV calculation. Away from the endwall region this correlation
again shows only small values with no sign of the strong negative region associated
with the passage vortex that is found in the experimental measurements. The
shape of the 7w correlation is again similar to the mixing length calculations but
the strength of the peak associated with the passage vortex has approximately
doubled. There is also a distinct, though weak, negative region close to the endwall

and towards the pressure surface side of the passage. This brings the calculation
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into slightly better agreement with the experimental results though the positioning
of the regions are slightly different due to the different locations of the passage

vortex.

The cause of the stronger 7w correlations can be seen in the turbulent viscosity
- plots which show peak values in this region of 200 (KSO) and 250 (LSO) which
are 4-5 times as high as either mixing length calculation. However ur increases
to even higher values towards midspan and close to the pressure surface, more so
for the KSO calculation than LSO. Whilst this variation appears to be wrong, the
experimental values in this region cannot be relied on as they are calculated as the
ratio of two small numbers (both the stresses and the velocity gradients are almost
zero) so they cannot reliably be compared with anything. Also, the turbulent
viscosity at inlet is approximately 400 times the laminar viscosity so these values

are not really high but could simply have been convected from upstream.

At slot 10 (Figures 6.6 & 6.8) the k—e results show some slight improvement over
the mixing length results. The Tv correlation, in particular, shows the wake and
vortex region more clearly, though the values in this latter region are still much
too low. The negative Tw region on the endwall is still clearly visible in both
calculations but, as with slot 8, the positive and negative regions associated with
- the passage vortex are entirely missing. Both calculations do, however, show the
positive and negative regions in the 7w correlation but at only about half the
correct strength. The LSO calculation now shows the weaker values here which is

a change from slot 8 where they were stronger.

The peak turbulent viscosity has also decayed in the passage vortex region and now
only reaches approximately 150 times the laminar viscosity compared with 2000-
2600 for the experimental values (Cleak [1989]). The rise in pr towards midspan
is still evident but this has also decayed slightly from slot 8. By comparison,
the experimental values are much lower but, again, cannot be relied on in this
region. The more important difference is around the passage vortex where the low
calculated values lead to the low turbulent k.e. and velocity correlations. These,
in turn, reduce the dissipation of the secondary velocities and result in the higher

secondary k.e. found in the calculations.
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mixing length model (coarse grid, L= 0.936mm)
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mixing length model (coarse grid, VISMOD)
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k~¢ model (high Re, S-§2)
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k—e model (low Re, S-Q)
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Chapter VII

Overview and discussion

7.1 Experimental results

The primary aim of this work has been to produce detailed experimental data
that is suitable for the validation of CFD codes and the turbulence and transition
models contained within them. The data is designed to complement work carried
out previously at Durham (Walsh [1987], Cleak [1989], Biesinger [1993]) and has
concentrated on the development of the secondary fiows and the boundary layers.
In addition to measurements through the cascade, the flow at one axial chord
upstream of the leading edge has been measured in detail to obtain suitable inlet
conditions for calculations. Previously the only upstream measurements were taken
at slot 1 where the flow is influenced by the presence of the blade leading edges

and so were not entirely suitable for this.

The upstream measurements provide not only the freestream velocity but also the
turbulence level and dissipation rate which though important, is.'rarely if ever,
quoted in the open literature. The velocity measurements showed the flow to
have a slight positive incidence due to deflection by the turbulence grid which,
when taken into account, tends to improve the calculated blade static pressure
distribution (e.g. Lien and Leschziner [1995]). The velocity and turbulence profiles
in the endwall boundary layer have also been measured. The shape of the boundary
layer does not conform to the standard log-law profile, though does exhibit a log-
law region (Figure 4.9). This is thought to be due to a non-uniform velocity at
the leading edge of the false endwall caused by a ’jet’ effect in the flow through
the turbulence grid.

Detailed hot—wire area traverses in the endwall region chart the development of the
secondary flows and, to some extent, the state of the blade and endwall boundary
layers. Whilst the latter measurements were restricted by how close the hot-

wire could approach the surface, the addition of intermittency measurements has




Overview and discussion ' 170

ensured that the boundary layer states have been fully determined. The devel-
opment of the secondary flows is perhaps best shown by the secondary velocity
vectors which, starting at slot 1 (-9% Cax), show the horseshoe vortex forming
around the leading edge. By slot 3 (23% Cax) the cross-passage pressure gradient
is well established and the pressure side leg of the horseshoe vortex has merged
with the beginnings of the passage vortex and has grown considerably. Since the
flow has only been turned a little by this point the passage vortex is still close to
the pressure surface and the much smaller suction side leg of the horseshoe vortex

is still clearly visible in the endwall/suction surface corner.

~ Between slots 3 & 5 (55% Cax) most of the turning of the flow occurs so the
passage vortex continues to grow and crosses to the suction surface. From here
onwards it begins to decay but continues to be convected towards and then along
the suction surface and continues this spanwise migration even downstream of the
trailing edge. The growth and decay of turbulence associated with the passage
vortex follows a similar pattern. Upstream of the blades the turbulent k.e. is
relatively low in the freestream and increases uniformly in the endwall boundary
layer. The action of the passage vortex rolls up the boundary layer and induces
low turbulence freestream fluid down the pressure surface. By slot 5 most of the
turbulence is concentrated in a core close to the suction surface and the peak values

have increased considerably.

As the passage vortex moves away from the endwall, the growth of the corner
vortex produces a separate turbulent peak in the endwall/suction surface corner.
The turbulence levels have also increase along the suction surface by slot 6 (71%
Cax) possibly indicating transition of this boundary layer. As with the secondary
k.e., the turbulence has decayed considerably by slot 8 (97% Cax) and continues
to do so to slot 10. At its peak the turbulence reaches 34% of inlet velocity
and has decayed to 14% at slot 10 which is consistent with the findings of others
(e.g. Moore et al [1987], Langston et al [1977], Zunino et al [1987]). The individual
turbulence intensities generally follow the same pattern as the turbulent k.e. with

- the spanwise component generally being the largest.

The cross velocity correlations are generally only significant where the turbulence

is large. The streamwise/cross—passage (@) correlation initially becomes increas-
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ingly positive within the passage vortex, then decays from slot 5 and has become
negative by slot 10. Negative regions are also found in the corner vortex and along
the suction surface at slot 6 where it is consistent with a turbulent boundary layer.
This is confirmed by the suction surface intermittency measurements which show
transition beginning just after slot 5 except close to the endwall where the horse-
shoe and the passage vortices keep the flow turbulent. On the pressure surface
the intermittency measurements show relaminarisation occurs over much of the
surface. The lack of any significant %o values on this surface is most likely to mean

that the boundary layer is too thin to extend into the traversed region.

The streamwise/spanwise (TW) correlation remains negative in the passage vortex
region, increasing in strength to slot 6 and then decaying. It is also negative within
the corner vortex and on the endwall upstream of the passage vortex separation
line. Behind this the correlation is close to zero until slot 10 where negative values
begin to appear. This is consistent with the initially turbulent boundary layer
being removed by the passage vortex and a new laminar boundary layer growing
in its place. The endwall intermittency measurements confirm this and also show
the onset of transition by slot 10. The final correlation (7w) is initially negative
in the passage vortex region but changes sign between slots 6 & 8. In terms of

magnitude it is generally greater than the %7 but smaller than the 7@ correlation.

Taken with the pressure measurements of Biesinger [1993] these results provide a
very detailed description of the flow through the Durham cascade. Unlike most
other cascade experiments, the inlet conditions are well defined and details of
the turbulent structure are available within the blade passage rather than just
downstream. This should allow the behaviour of turbulence models to be studied
in detail, rather than simply testing whether they work or not, and so aid their
design and development. It is unfortunate, however, that the slot 8 traverse was
not extended further away from the endwall to completely capture the passage
vortex. The reason for this was that 60mm was about the maximum distance that
could be traversed using the endwall locating pin to support the hot—wire probe.
Whilst traversing could be carried out without it (as it was at slot 10), this allows

the probe to deflect and vibrate more which may affect the results.

Experimental results 7.2
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Computational results
Two—dimensional calculations

Initial calculations were carried out in two-dimensions in order to test the grids

and various aspects of the turbulence models. A simple check of the grid suitability,

using three different grids, showed the results to be fairly independent of their size.

The near wall spacings for the coarse and fine grids were also shown to be suitable
for use with their respective turbulence models. The fine grid was, however, found
to produce some oscillations in parameters such as velocity and pressure near to
the blade, particularly on the suction surface. This is thought to be due to the
presenc.e of high aspect ratio cells in this region caused by the need for a very
fine spacing normal to the wall which could not be matched in the axial direction
without an excessive number of grid points. This makes the fine grid less than ideal
but cannot easilly be avoided with a simple 'H’ type grid. Either an embedded
grid or a multiblock scheme with an O or 'C’ grid close to the blade would be
better options. The latter, in particuldr, would also give more orthogonal grid cells

in the leading and trailing edge regions.

The first turbulence model tested was a simple mixing length formulation (sec-
tion 5.1.2). Though its limitations are well known (Lakshminarayana [1991]) this
type of model is still widely used in industry largely because more sophisticated
models are computationally expensive and can be more difficult to converge with-
out necessarily giving better results (Gregory-Smith [1995]). The exerience of
Cleak [1989] in running this model was that it produced too much dissipation of
the secondary flows and produced too high losses. The higher measured inlet tur-
bulence and length scale than he used would tend to exascerbate this problem so
the effect of reducing the freestream length scale was investigated. Doing this is
not unreasonable since the length scale will in reality change as turbulence grows

and decays so the inlet value is unlikely to be correct.

As expected the correct length scale produced a very high turbulent viscosity and
hence led to excessive loss. Reducing the length scale by a factor of ten and then
one hundred improved the loss prediction considerably. The latter effectively gave
laminar flow outside shear layers, so seemed to have gone too far, whilst the former

seemed more reasonable but without any secondary flows to compare it is difficult
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to draw too many conclusions. The loss even for the lowest length scale was found
to be higher than the experimental value but this is due to the assumption of
fully turbulent boundary layers. -Thié lack of ability to predict transition is a
considerable problem considering the nature of the flow both on the blade surfaces
and the endwall.

To investigate the effect of transition on the production of loss a number of two—
dimensional mixing length calculations were carried out with various regions of the
flow specified as laminar (by setting pr = 0) and transitional (by scaling ur by a
factor between 0 & 1). Defining regions that followed the measured intermittency -
on the blade surfaces was found to almost halve the loss and reduce the wake
thickness significantly. Whilst the state of the suction surface boundary layer was
thought to be the most important, since it is responsible for most of the loss, the
state of the latter part of the pressure surface also had a considerable effect. Away
from the surfaces, the specified state of the flow was found to have little effect on

the overall results, not surprising in two—dimensions since little loss is produced

here.

The two other turbulence models tested were high and low Reynolds number ver-
sions of the k—e model. The latter is, in principle, capable of predicting transition
so its performance is of particular interest. It does, however, require a much finer
grid in order to fully resolve the boundary layer and problems with high aspect
ratio and highly skewed cells have made it impossible to obtain a converged two—
dimensional solution. The high Reynolds number version uses a wall function, so
runs on the coarse grid and converged without problem. Like the mixing length
model, it assumes fully turbulent boundary layers, and so would be expected to

overpredict the losses to some extent, but should otherwise be superior.

A problem with all k—¢ models that is particularly significant when there are high
turbulence levels and a low dissipation rate (large length scale) is that irrotational
strains due to flow turning act to generate turbulence. The effect of a modification
to the standard k-e formulation, the S—Q modification (section 5.1.2), designed to
alleviate this problem has been investigated. Its effect on both the k field and the
total loss is dramatic, the generation of turbulence is restricted almost entirely to

the boundary layers and the wake and the loss is reduced by almost 40%. Overall
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its inclusion produces much better results that are also significantly better than the
high length scale mixing length calculation but slightly worse than the results with
the length scale reduced by a factor of ten. It is important to remember, however,
that this modification is not physically correct but introduces an inconsistency

between the k equation and the Reynolds averaged Navier—Stokes equations.
Three-dimensional calculations

Whilst two—dimensional calculations are relatively quick to run and provide some
information on how well profile loss is predicted, they give no information on
the ability to predict secondary flows. Three-dimensional repeats of a number
of the two—dimensional calculations have been carried out in order to examine
this. An investigation of the effect of the freestream length scale showed that the
higher dissipation associated with the high length scale (9.36mm) resulted in a
weak vortex centered at mid-passage (at slot 8) and too close to the endwall. As
expected the calculated loss is considerably higher than the experimental value
but the secondary loss is lower when it too should be higher (due to the greater
dissipation of secondary k.e.). This however, is likely to result from the way it is
calculated (full area — midspan) since the midspan loss contains a large component

in the freestream which, in the secondary flow region, ought to be included as

secondary loss.

The calculation at the lower length scale (0.936mm) gave a much better prediction
of the passage vortex in terms of its size, shape and position. It does, however,
overpredict the strength of the secondary flows which implies that the length scale,
and hence the dissipation, has been reduced too far. Being an arbitrarily chosen
value, however, it can only be a coincidence that the agreement is this good. The
total loss is still too high but this is mainly because the fully turbulent boundary
layers produce too much profile loss, the secondary loss is approximately correct.
An equivalent calculation on the fine grid produced an almost identical pattern
of secondary flow and an apparantly similar pressure loss distribution though the
midspan loss is significantly higher. Comparison with the equivalent 2D results
show good agreement for the fine grid but less so for the coarse grid. The reason

for the discrepency is not known but may indicate that the calculation was not
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completely converged. Otherwise the similarity of the results suggests reasonable

grid independency in three dimensions as well as in two.

A final mixing length calculation (MLV) extended the use of laminar and tran-
sitional regions to three-dimensions. The regions were designed to follow the
measured values reasonably well (see Figure 5.8) and followed the 2D practice of
becoming fully turbulent away from the surfaces. The effect on the development
of the secondary flows and losses associated with the passage vortex was minimal
so they remain in good agreement with the experiment. The main difference is
the reduced thickness of the boundary layers which is most evident on the blade,
where they are thickest, but can also be seen on the endwall. Since most of the loss
is produced in these high shear regions (the high turbulence in the passage vortex
mainly acts to dissipate the secondary flows) their improved prediction gives much
better loss results. It would also be interesting to look at the effect this has on the
prediction of heat transfer, since it may be considerable, but without experimental

data the results would be of limited use.

The three further calculations that were carried out used the k—e model. The
first two used the high Reynolds number version, one with (KSS) and the other
without (KSO) the S-Q modification, whilst the third used the low Reynolds
number version (LSO). The effect of running without the S-Q2 modification was
found to be very similar to running the mixing length calculation with the high
length scale. The considerable generation of turbulence in the freestream dissipates
the secondary flows, restricts the movement of the passage vortex and leads to
very high losses. Reference to the turbulent k.e. plots (Figures 5.17 & 5.21), in
particular, shows how poor this calculation is. That other k—¢ calculations, such
as that of Cleak [1989], have been much more successful is thought to be due to
the lower inlet turbulence and length scales which reduce the initial production

and increase dissipation, hence avoid the explosion of turbulent k.e.

This result (KSS) suggest that there is a problem with the standard k—e model. The
k equation is derived directly from the Reynolds averaged Navier-Stokes equations
(though with the Reynolds stresses replaced by the Boussinesq relationship) whilst
the € equation is based more on empirical data and so it is probably the latter

that is wrong. Despite this the S-{2 modification, which improved the 2D results
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considerably, alters the k equation making it physically incorrect. As a result it
may well produce poor solutions when applied to other types of flow. If instead the
same effect could be obtained by modifying the e equation, this would probably
be a better approach.

The modified k—¢ calculation and the low Reynolds number version (also run using
the S—{ modification) both produce much better results. In both cases the pas-
sage vortex has migrated well towards the suction surface but has not moved far
enough from the endwall. In this they are less good than the best mixing length
calculations but the strength of the vortex is better predicted, though still slightly
too great. This may be explained by the low levels of turbulent k.e. in the passage
vortex region which would lead to insufficient dissipation of the secondary flows.
_ The losses are slightly higher than for the mixing length calculations largely due
to the midspan values which are slightly elevated (due to high u7 values) in the
freestream as well as at the wake center. The secondary loss is slightly low for both
calculations but this seems to be due to the high midspan value since the pattern

of loss in the loss core is very similar to the experiment.

Though the low Reynolds number calculation should be able to predict transition,
the similarity between it and the high Reynolds number calculation suggests that
it does not do so very well. This is confirmed by the skin friction factor and tur-
bulent viscosity which suggest that transition on the suction surface occurs almost
immediately behind the leading edge and that there is little if any relaminarisa-
tion on the pressure surface. On the endwall there is some indication that the new
boundary layer is laminar but, again, the differences are not great. The reason
for the poor performance of the low Reynolds number model may be due to its
over sensitivity to the high pressure gradients and curvature of the flow or more
simply that the grid was not sufficiently fine or well formed. Also, another more
fundamental problem, pointed out by Lien and Leschziner [1995], is that transition
appears to be initiated by pressure fluctuations rather than diffusion of turbulence

into the boundary layer which is the mechanism relied upon by the model.

Looking in more detail at the turbulence quantities from the better calculations
(MLB, MLV, KSO & LSO) it can be seen that all yield qualitatively similar veloc-

ity correlations that generally follow the pattern of the experimental results. The
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exception is the streamwise/spanwise correlation which invariably fails to repro-
duce the negative region associated with the passage vortex. The gradients in the
boundary layers are similar for each calculation except for MLV where the spec-
ified laminar and transitional regions ciearly reduces their size. Conversely there
is no such reduction, except perhaps on the pressure surface, for the low Reynolds

number calculation confirming its failure to correctly predict transition.

Within the secondary flow regions positive and negative peaks of the velocity
correlations may be seen but all are significantly lower than the experimental
values. Furthermore the results from the mixing length calculations are typically
half those from the k—¢ calculations. The cause may be seen from the plots of
viscosity which are much lower for the mixing length model calculations than the
k—e ones. The experimental values are much higher still which explains why the
calculations produce too little turbulence and insufficient dissipation of secondary
velocities. However, within the blade passage the negative and strongly anisotropic
regions (found by Biesinger [1993]) mean that any kind of agreement was never
possible for linear eddy-viscosity models. It seems that nothing less than algabraic
or full Reynolds stress closure models will suffice in the secondary flow region if

detail of the turbulence is required.

If such details are not required it seems that reasonable results may be obtained
from both mixing length and k—e models. In terms of loss development, all the
calculations overpredict the growth through the cascade, mostly due to overpre-
dicting the loss in the boundary layers. The k—¢ models also predict too much
loss in the freestream due to high turbulent viscosities which are not found in the
low length scale mixing length calculations. The high length scale mixing length
and standard k—e calculations both give an excessive growth of viscosity in the
freestream which accounts for the I}igh losses they produce. Across the trailing
edge the calculations, if anything, underpredict the loss but since the flow off the

trailing edge is unsteady it cannot be expected to be modelled correctly.

The secondary k.e. grows rapidly in all calculations up to about 70% Cax as the
flow is turned. The growth is slightly too great in the mixing length calculations
(except MLA) due to the low turbulent viscosity and slower in the k-¢ models

since the viscosity is higher. Though the flow is no longer being turned greatly

Computational results 7.2



Overview and discussion ' 178

the calculations then show the secondary k.e. to rise slightly or remain level up
to the trailing edge but the lack of an experimental value at slot 8 (97% Cax)
makes comparisons here difficult. After this the secondary flows begin to decay
but more slowly than the experimental rate due to the lower levels of turbulence
in the vortex core. This may also be seen in the difference between loss and mixed
out loss at slot 10 where the greater value from the calculations indicate that less

that mixing has occured.

To summarise, reasonable results may be obtained using a simple mixing length
model with a reduced freestream length scale even though details of the turbulence
quantities are not, and cannot be predicted at all well. The lack of transition
modelling causes losses to be overpredicted but the use of laminar and transitional
regions can improve the results. However, the need to reduce the length scale and
prescribe these regions limits the use of this type of calculation as a predictive
tool. The high Reynolds number k-e model (with S-Q modification) performs
similarly well using the correct inlet length scale but, otherwise, suffers the same
limitations. The low Reynolds number model predicts transition too early and so
produces similar results to the high Reynolds number version though this may in

part be due to the grid. -
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Chapter VIII

Conclusions and future work

This chapter contains the main conclusions that may be drawn from the experi-
mental and computational work presented in this thesis. This is followed by some

recommendations as to work that may be carried out in the future.

Experimental conclusions
The following are the conclusions drawn from the experimental measurements. |

e Modifications to the endwall have reduced the inlet boundary layer thickness
slightly compared with results from Cleak [1989]. This is thought to be the
cause of the differences in results at slot 10 (128% Cax).

o The upstream measurements show that the inlet flow has a slight positive

incidence (~ 0.7°) due to deflection by the turbulence grid.

e The generation of turbulent k.e. and shear stresses is restricted mainly to the
passage and corner vortex regions. All three velocity correlations reach signifi-

cant levels with the 7w and 7w components being the largest.

e On the suction surface, away from the secondary flow region, the flow is initially
laminar and remains so up to about 60% C.x. Transition occurs over the

remainder of the blade so that the flow is turbulent by the trailing edge.

e Close to the endwall the flow on the suction surface is initially turbulent due
to the horseshoe vortex. After the paséage vortex has crossed the passage this
region grows in width as the vortex grows and migrates away from the endwall.
As it does so the flow behind it begins to exhibit some laminar features except

in the endwall corner where the growth of a corner vortex maintains a fully

turbulent flow.

e On the pressure surface the initial acceleration around the leading edge pro-

duces some laminar characteristics up to slot 3 (22% Cax) by which time the
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adverse pressure gradient has made the flow turbulent. From here to 80% Cax

relaminarisation occurs and the flow then remains laminar to the trailing edge.

The endwall boundary layer is initially turbulent and remains so until it is rolled -
up into a loss core by the passage vortex. The exception is a small region just
behind the leading edge and against the suction surface where reattachment of

the horseshoe vortex causes some laminarisation.

Behind and away from the passage vortex the new endwall boundé.ry layer
is very thin and highly skewed. Intermittency measurements show it to be

initially laminar with some evidence of transition begiﬁning at slot 10 (128%
Cax)- |

Computational conclusions

The following conclusions have been drawn from the various calculations.

The best results have been obtained using the mixing length model with a re-
duced freestream length scale and correctly specified laminar-and transitional
regions. The prior knowledge required, however, suggests that this type of cal-
culation may be of limited use as a design tool. The apparent lack of sensitivity
of the results to the detail of transition (at least in 2D) though, does mean that
an experienced designer may be able to specify transition well enough to obtain

reasonable results.

The laminar and turbulent regions need only be set close to the surfaces. The

state of the flow away from them has little effect on the overall results unless

“the freestream length scale is set too high. In this case too much dissipation

occurs leading to reduced secondary flows and increased losses.

If a suitable freestream length scale is chosen reasonable results may be obtained
using a fully turbulent mixing length model with the exception of the profile

loss which is considerably overpredicted.

High Reynolds number k—¢ models do not produce significantly better results
than can be achieved with a mixing length model but do so without the need

to adjust inlet parameters.
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o The low Reynolds number k—e model failed to predict transition at all well. This
may be improved with a better near wall grid but better transition modelling is
also likely to be needed. If this can be achieved, low Reynolds number models

will become a useful design tool.

e The prediction of the turbulence structure is poor for all calculations. Highly
anisotropic and negative eddy viscosities within the blade passage (Biesinger
[1993]) mean that models based on the Boussinesq concept will never succeed
in this region. If accurate modelling of these turbulence quantities is required,

at a minimum algebraic or full second order closure must be used.
Recommendations for future work

On the experimental side, there are a number of further pieces of experimental work
that would be desirable to give a complete set of data and to clear up some minor
points. The first is an extension of the slot 8 traverse in the spanwise direction
to completely capture the secondary flow region. It was unfortunate that this was
not done in the current work as it has made comparisons of the flow development
more difficult than they should have been. Also at slot 8 it would be desirable
to resolve the big difference in T velocity correlation found between the present
results and those of Cleak [1989]). Though some differences may be expected, the
better agreement at earlier and later slots suggests that one set of Tesults here are
incorrect. The present results are believed to be correct because they are more
consistent (Cleak [1989] found very rapid sign change in the passage vortex region
that he had difficulty justifying), and agree better both with others (Zunino et al
[1987]) and with the calculated results. However, the inconsistency should ideally

be cleared up.

The pressure measurements used in this work (taken from Beisinger [1993]) were
taken on a fairly coarse grid and do not approach the walls very closely. A repeat on
the same grid and at all the slots as the hot-wire measurements would be helpfull.
More useful, however, would be traverses with a minature three-hole pitot probe
in the blade and endwall boundary layers. This would improve the area averaged
results and provide data of use in the development and validation of transition
models. Similarly, hot-wire measurements within the boundary layers would be
desirable but would be difficult to achieve due to the need to rotate the probe
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about a suitable axis. Alternatively a technique such as laser doppler anemometry

could be used though there may be difficulties with optical access to some parts of

the cascade.

Further extensions to the project could include the measurement of heat transfer
since this is of great importance in high pressure turbines. This would require
heating of either the air, or more likely the blades and endwall but would allow
validation of heat transfer predictions so add to the use of the data. More simply a
tip gap could be introduced by shortening the blades and its effect on the secondary
fiows studied. This would be relatively easy to implement since the blades are
cantilevered from the far side of the cascade so few modifications would have to
be made. Tip leakage flows are, however, a bopular research topic so care would

- have to be taken to ensure previous work is not simply repeated.

One possibility would be to carry out a computational investigation of the effect
of shaping the blade tip, with the aim of reducing loss, and then to test the
predictions experimentally. On a similar theme it would be interesting to design
and then test an endwall profile that reduces secondary flows by modifying the
near wall pressure gradient. The existing perspex section of the endwall could
easilly be replaced a contoured section, or by a flexible surface whose profile could
be varied, and measurements of the secondary flows could be compared with the
present results. A computational design of something similar has been described
by Rose [1994] though his intention was to produce a uniform static pressure in

order to reduce disk leakage flows.

On the computational side, an improved mesh for low Reynolds number calcu-
lations would show whether the poor results obtained with this model were the
fault of the grid or the model itself. If it seems to be the model there are a con-
siderable number of other versions which may be tried. Sieger et al [1993], for
example, found the Lam-Bremhorst {1981] model to be one of the best though
whether any current model is is capable of predicting transition in such complex
three—dimensional flows is questionable. There is certainly a need for further work
in this area particularly as it appears to have a greater effect on the overall results
than the turbulence modelling. Ultimately, however, higher order models will be

needed if details of the turbulence, and quite possibly transition, are to be pre-
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dicted correctly. Beyond this, the whole purpose of the experimental work was to
provide data with which to design and validate turbulence and transition models

so this should be encouraged.




Appendix A 185

Inserting (A.2) into (A.1) and rearranging gives:

Uesz = A11U12 + A22U22 + A33U§ + A12U1U3 + A13U01U3 + Ag3UsUs (A.3)

Where:

A1l = cos® a + k*sin’ o

Agg = cos? t’-)(sin2 o + k% cos? a)+ h%sin? 6

Asz = sin? O(Sin2 a + k2 cos? a)+ h%cos? 6

App=(1- k2) sin 2c cos

A3 = (k? — 1) sin 2arsin §

Agy = sin 28(—sin & — k% cos® @ + h?) (A4)

For a non-steady flow each component of velocity can be split up into a steady,
U, and fluctuating, u, component where U = U + u. Inserting this into (A.3) and

multiplying out gives:

= =2 =2 2
(Uess + Ueff)2 = AnUj+ AUy + A33U3+

<2
L L X
A1pU1Ug + A13U1Us + AogUasUs+

2A11U1u1 + 2A29Uug + 24330 3us+
AlQ(UlUQ + U2u1) + A13(71’U.3 + Ugul)-i- \ Ty

Azs (Uzu;; + 73U2)+

Auu% + Agzu% + A33u§+

Arpurug + Ajzuiug + Agzuaus

Or in shorthand form:

(Tegs +uers) =X + Yy +2° (A.5)

Single rotatable wire — Theory A.l
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Taking square roots of both sides and expanding the R.H.S. using a power series

gives:

Uerf + uess =X

+.__

— = \2 —
1+19f_y+_z2>_%((¥) 2 )+J 45

Neglecting terms with triple or higher order fluctuating velocity correlations (e.g.

uugu3 OF uduy) gives:

—_— - 1 /= 1 ,— 2 ’
U +u ———X[l—i-T Yy+z2 -—Yy ] AT
eff + Ueff X ( ) 8#( ) (A7)
Time averaging (A.7):
T —X‘[l E_L(vyﬂ . (A.8)
71 oX* 8% '

Squaring and again neglecting terms with triple or higher order fluctuating velocity

correlations:

772 2, 5 1 /= \2
Ueff =X+ 22 - ﬁ(Yy) (Ag)
Time averaging (A.5):
Uepp+ulyy =X +22 (A.10)
Subtracting (A.9) from (A.10):
1 /—=\2
ul = —5(Yy All
eff 4X2( ) (4.11)

Single rotatable wire — Theory A.l
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' - \2
Multiplying out (Yy) gives an expression with 45 terms. Rearranging this and

factorizing yields:

1 — — —
Uers = <z (B%“% + Bju} + Bju} + 2B, Byuruz + 2B Bsuiws + 23233ﬂ2—%)

(A.12)
where:
By = AnU + %A12U2 + %AISUIS
B, = %AIQUI + A2272}+ %Azsﬁs
By = %Amm + %A%ﬁz + 43T (A13)

Equations A.11 & A.12 have been derived previously by Perdichizzi et al (1990).
Taking several readings at a point, with different wire orientations (#) makes A.8
& A.11 into two sets of simultaneous equations which may be solved for both the

mean flow and Reynolds stresses.

A.2 Wire calibration

The hot—wires are calibrated or two reasons, the first is to find a relationship
between E and Ugfs and the second is to find relationships for k% & h? in the
Jorgensen equation. To calibrate for the relationship between wire voltage and
effective velocity is straightforward. The the wire is placed in a variable speed flow
with the flow direction normal to the wire and the voltage is recorded at various
velocities. In this condition the effective velocity is equal to the flow velocity so

fitting a curve or spline to this data gives the relationship between E and Ugyy.

Though this has the advantage over using the Kings law in that the accuracy of
the method is limited only by experimental considerations, the relationship is only
valid if the atmospheric temperature (and the temperature at which the wire is

operated) remains constant between the calibration and subsequent experiments.

Wire calibration A.2
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Small changes in temperature, however, can be corrected for by the equation:

T, —Tc>

7 (4.14)

B2 =B (
Where suffix '¢c’ refers to the calibration, suffix e’ refers to the experiment and T},

is the wire temperature.

Calibrating for the wire constants, k? & k2, is more difficult. These vary with both
flow angle and magnitude so the calibration requires measurements to be made over
all the velocities and angles that could be encountered during the experiment. If
this includes the wire orientation where the flow is normal to the wire, this set of
.data can also be used to find the relationship between E and Uef # so this need
not be done as a separate calibration. Unlike the effective velocity calibration,

however, finding relationships for k2 & h? requires some assumptions to be made.

Calibrations are carried out using a small, purpose built free—jet wind tunnel (Fig-
ure A.2). The tunnel is driven by a 5Hp variable speed motor (Allspeeds A20-M8)
connected to a centrifugal fan (Watkins & Watson 'Discus’ blower) with a filtered
inlet. This blows air along a 305mm dia flexible tube to a short, parallel section
containing a length of honeycomb to straighten the flow. The air is then accel-
erated through a 9:1 contraction to reduce turbulence levels and passes along a
second short, straight section before exiting. The wire is located in the center of
the resulting jet at approximately 1.5 diameters further downstream along with a

pitot—static probe connected to a pressure transducer (CMR 200-032).

The traverse on which the wire is mounted was designed to take the probes used
in the wind tunnel. It consists of a long arm mounted on a 43:1 gearbox which
is driven by a 200 step/revolution stepper motor. This is used to vary the yaw
angle, ¢, (Figure A.3) of the probe relative to the flow and gives a step angle of
0.042°. Variation of the pitch angle, 6, is achieved using the same rotary stage
as used in the wind tunnel. It and the probe are transferred between the two as
a single unit which ensures that the probe always maintains the same alignment.

Variation of these two angles and the tunnel speed, then allows a full calibration

of the hot—wires to be carried out.

Wire calibration A.2
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A typical calibration consists of 15 velocities, 17 yaw angles and 19 pitch angles
and takes approximately 6 hours to complete. The probe is initially aligned with
the flow by making use of its symmetrical response about certain angles (e.g.
§ = 0° and ¢ = 45° for a slanted wire). Several readings are taken at either side
of a nominal zero and a curve is fitted to the points to find the true maxima (or
minima). This is done for both yaw and pitch and gives results that are repeatable
to within +2 steps. The angles are re-zeroed for each velocity since the flow

direction changes slightly as the speed is chdnged.

In the calibration itself measurements are taken at intervals of approximately 3m/s
and 7.5°-15°. At each point the mean wire voltage and flow velocity are found by
alternately sampling the output of the hot—wire and pressure transducer (which was
calibrated against a micro-manometer) at a rate of 10KHz for 1 second. The 99%
confidence limit is also calculated for both the velocity and voltage measurements

to ensure that there are no excessive fluctuations. If there are the measurement is

repeated.

To extract the calibration data from these results is a three stage process. First the
E vs. Ueyy relationship is found from the measurements where the wire is normal
to the flow. A spline is fitted to this data and is used to convert all the voltage
readings to effective velocities. Whilst doing this, a correction is also made for
the small fluctuations in velocity which occur between individual readings at the
same nominal velocity. This spline data is also filed for later use. The second and
third stages are to find relationships for k% & h?, the 'constants’ in the Jgrgensen

equation. These are often taken as fixed, single values but this is not the case.

The data from the calibration comprises of U, ¢, 6 (Figure A.3) and Ugs¢. From

the first three, and the wire angle, @, the wire velocities, Uy, Us & Uy can be

calculated where:

Un = U(sin ¢ cos a + cos ¢ sin a cos §)
Ui = U(—sin¢sin a + cos pcos acosf)

Uy = Ucos ¢sinf (A.15)

Wire calibration A.2
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Inserting these into the Jgrgensen equation (A.1l) leaves two unknowns, k? and
k%, neither of which can be found without first knowing the other or eliminating
it from the equation. Neither are known but each can be eliminated simply by
arranging for either Uy or Uy to be zero. In practice it is easier to make Uy = 0,
since this occurs when # = 0° (and when U = 0 but this is a trivial solution), so

- k? is found first. Taking only the calibration data where 8 = 0°, then gives k? for
all combinations of U and ¢> If k2 is also assumed to be independent of 6, fitting a
bi—cubic spline to this data allows k? = fn(U, #) to be evaluated anywhere within
the calibration range.

Using this relationship for k2, h? is then be calculated at each of the calibration
points. This gives h? as a function of three variables (U, ¢,) which makes inter-
polation difficult, though not impossible. However, h? is virtually independent of
velocity, over the range of interest, so this is reduced to h? = fn(¢,8) by averaging
over U. A bi-cubic spline surface is then, again fitted to allow interpolation be-
tween data points. The accuracy of these calibrations can then be checked by back
substitution of the interpolated values into the Jgrgensen equation and comparison
with the measured U.ss. The results were found to be very good except at the
edges of the calibration data and in regions where the wire was in the wake of one

of its supports. In a properly set up experiment, however, these conditions would

be avoided.

A.3 Transformation of stress coordinates

The normal, o, and shear, 7, stresses based on a coordinate system defined by the
suffixes 1, 2 & 3 (Figure A.4) may be rotated through an angle 6 about the o3

direction by the following equations.

Oy = 01
Oy = 09 cos? 8 + o3sin? @ + 793 sin 26
Ow = 092 sin?0 + o3 cos? 8 - T93 sin 26
Tuv = T12C0s 0 + T13sind

" Tuw = —T198in 8 + 113 cosf

1
Tow = 5(—02 + 03)sin 20 + 793 cos 20 (A.16)

" Transformation of stress coordinates A.3
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Figure A.1 — Hot-wire velocity components.
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0 - pitch angle
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Figure A.3 — Definition of calibration flow angles.
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Data procéssing

B.1 Definitions
Turbulent k.e. coeflicient, Cy

tk =
Vi

Normal, S,,, and shear, S;, stresses

u? T
Sp=+=%  Sy== B.2
n Vu S Vuz ( )
Total pressure coefficient, Cpo
Pow — Py
Coo = ———— B3
T Vi (B3)
Static pressure coefficient, Cps
P,-P
Cps = B4
Secondary kinetic energy coefficient, Cyi
- UE + U2
Co = —5—%2—— (B.5)
where
Uis = Uscos ap, — Up sinagy, (B.6)

and a,, is the midspan flow angle at that pitchwise position.




B.2

B.3
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Pitch and area mass averages

Pitch averages are designated by a single bar, &, and area averages by a double

bar, ¢.

Total pressure loss coefficient

s hs
. prOvldy - fprondydz
Tp= i I G
[Ty | [ [ Vidydz -
0 ' 00
Yaw angle
s . hs
[VaVidy.s [ [VaVidydz.s.h
& = tan"! 0—5———— % = tan~! |2 Oh (B.8)
2. . s
(Vi) (ffvldydz)
00
Secondary kinetic energy coefficient
s h s
fcskvldy . fszledydz
Cotk = 55— Car = H— (B.9)
[ Vidy [ [ Vidydz
0 00
Turbulent kinetic energy coefficient
s hs
. [ CuVaidy _ [ [ CyVhdydz
Cue = g—s—— ‘ Ci = 0—0,-1—5—— (B.10)
[Vidy [ [ Vidydz
00

Mixed out values

By using the continuity and momentum equations, the area averages on any plane
outside of the blade row may be extrapolated to a plane located at infinity. Here
the flow will have 'mixed out’ to give a uniform velocity and pressure field so
a 'mixed out’ total pressure loss coefficient, Cpooo, and yaw angle, aeo, may be

calculated.

Mixed out values B.3
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Assuming V3 = 0.
by continuity
h s 1 h s
, //ledydz = pVieoSh therefore Vieo = —h//Vldydz (B.11)
00 . § 00
equating tangential momentum
“ hs
hos [ [ViVadydz
/ / pViVadydz = pVisoVasosh  therefore Voo = - (B.12)
00 ' J fVhdyd:=
' 00
defining
h s
v J [WWVadydz.s.h
0o = tan™? [—Vj—:j gives Qg =tan”} |2 Oh - 5 (B.13)
(f J V1dydz)
00
equating axial momentum
h s h s
/ / Pdydz — Posh = pV2 sh — / / pVidydz (B.14)
00 00
also
h s
/ / C,sdydz = b V2 / / (P, — P)dydz (B.15)
00
and since P, is a constant
1 h s ) h s
oV [ [ Cosdydz = Push - [ [ Payez (B.16)
00 00
combining (B.14) & ‘(B.16)
1 h s h s
Push — Possh = pViosh + 5oV / / Cpsdydz — p / / Vidydz  (B.17)
00 00

Mixed out values B.3
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S

2
- : 0/ Vidydz (B.18)

/

Applying Bernoulli and defining the mixed—out total pressure loss, Cpooo

-1_ V2 h s
Pu—Poo=PV1200+il//Cpsdydz—_ph'
00

Pou — Pooo
gives
1 . 1 h s h s
Cpooe = 1+ T | Vibe = Vi + 5 (Vf [ [ Crsiyaz-2 | Vfdydz) (B.20)
' u 00 : 00 :

Mixed out values B.3
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