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ABSTRACT

Post-stack inversion of reflection data in seismic exploration can be used to obtain
detailed information about lithology variations in the zone of interest. Generalized
Linear Inversion (GLI) has previously been applied as a useful tool to achieve this. The
purpose of my investigation is to apply GLI to data from the Coal Measures. It is
known that in the Coal Measures the most strongly reflecting horizons are the coal
seams, which are the exploration targets. In the seismic bandwidth they are thin beds,

which causes particular problems associated with vertical resolution for the inversion.

The method is applied to a seismic line from the Belvoir Coalfield supplied by British
Coal. In order to get better relative amplitudes and to keep the same bandwidth down
the whole section, the data were carefully reprocessed using the ProMAX software.
Wireline log data from two boreholes intersected by the seismic line were edited to
generate acoustic impedance logs as functions of time. Software was developed to

implement GLI, and tested on synthetic data before applying it to the reprocessed data.

The initial guesses for earth and wavelet models at the boreholes were obtained after
systematic studies to determine the best strategy. The construction of the initial guess
for the boundary locations elsewhere on the section is very critical for the success of
the search for the global minimum. A combination of structural interpretation and the
inversion results obtained from the previous trace was found to do the best job. I have
tried to invert separately for the boundary locations, acoustic impedances and the
wavelet, with the wavelet parameterized in the frequency domain. I found that,
provided that the wavelet extracted at a borehole is a good estimate with low error
energy, the most successful strategy is just to invert for the boundary locations,
keeping the acoustic impedances and the extracted wavelet fixed. If the extracted
wavelet is not a good estimate, then parameterizing the wavelet in the frequency
domain and optimizing those parameters at the borehole is a useful approach.

None of the implemented inversion strategies produced a perfect result. Discrepancies
were due to the difficulty in obtaining true relative amplitude values on the processed
section. The inversion results and systematic studies on the field dataset indicate that
the assumptions of the convolutional model are not satisfied by the processed section.
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1 Introduction

1.1 Statement of the Problem

In the 1970s, seismic interpretation was still mainly limited to structural and
stratigraphic interpretation of the subsurface. With the advent of better recording and
processing techniques, preserving the amplitude information in the seismic data,
attention has subsequently focused on linking subsurface rock and fluid parameters to
the seismic amplitudes. 3-D seismic surveys, which have uniform areal coverage and
obvious application to field appraisal and development, pushed this requirement

further.

During recent years there has been an increasing demand for an integrated approach to
reservoir characterization for the most effective recovery of in-place hydrocarbons (Archer
et al., 1993). The characterization of reservoirs requires the integration of different data
types to define a reservoir model. Geological, well log and core data are traditionally the
most commonly used data sets in reservoir model-building (e.g. Raymer and Burgess,
1980). Well log data and core data provide detailed information about the vertical
variation of many reservoir properties, but they are restricted to regions adjacent to the
borehole. More recently, seismic data have played an increasingly important role in
describing reservoirs away from the wellbore (e.g. Martinez et al., 1992). Because of their
excellent lateral resolution, seismic data can contribute to a well-defined geometric

description of structural and stratigraphic aspects of the reservoir (Graebner et al., 1981).
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Classically, seismic exploration consists of three main stages: data acquisition, data
processing and geological interpretation. Inversion is the link between the last two stages

and is one of the most active areas of current research in exploration seismology.

This thesis is concerned with the inversion of seismic reflection data from Coal
Measures. The techniques developed are applied to synthetic data and also tested on real
seismic and borehole data from the Belvoir Coalfield. British Coal has long experience of
acquiring high resolution data of excellent quality to delineate faults for mine planning
(Ziolkowski and Lerwill, 1979; Fairbairn et al., 1986). In the UK, there has also been
much recent discussion about the potential for the development of coalbed methane (e.g.
Cardy, 1995), which has led to a limited amount of drilling in coal basins -traditionally
exploited by mining (Creel, 1995). This gives rise to the requirement for high resolution
seismic data, processed to identify the fine structures in the coal seams (i.e. washouts,
faults and pinchouts) because coalbed methane is exploited by in-seam wells. Thus the
ultimate goal of the work presented in this thesis is to develop inversion techniques for
seismic data acquired from Coal Measures strata for application both in coal mining and in

exploitation of coalbed methane.

1.2 Seismic Data Processing

Data processing is a sequence of operations which are carried out according to a pre-
defined programme to extract useful information from a set of raw (normally
observational) data (see Al-Sadi, 1980). The introduction of the digital computer in the
early 1960s opened a new world in data processing. The great processing capabilities of
computers have stimulated amazing technical advances in acquisition and interpretation as
well as processing itself, leading to seismic reflection datasets whose quality and quantity

could hardly have been imagined 30 years ago.
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According to Yilmaz (1987), there is a well-established sequence for standard seismic
data processing. The three principal processes, deconvolution, stacking and migration,
make up the foundation of routine processing. There are also some auxiliary processes

that help improve the effectiveness of the principal processes.

Data processing is done to correct for statics, to suppress horizontally travelling noise, to
correct the amplitude for spherical divergence and attenuation, to reduce distortions due
to ghosts and reverberations, to broaden the bandwidth of the signal, to overcome the
earth's attenuation, to suppress multiples and improve the signal-to-noise ratio by stacking,
and to present stacked and migrated seismic sections that can be interpreted in terms of

the underlying geology that produced the seismic response.

These procedures are general and basic in routine data processing. According to Yilmaz
(1987), even when starting with the same raw data, the result of processing done by one
organization seems to be different from that done by another organization. The differences
often stem from differences in the choice of parameters and the detailed aspects of
implementation of processing algorithms. This means that there is no single correct result
for data processing, but the aim is to produce a seismic section which represents the

subsurface geology as truly and clearly as possible for interpretation.

Based on the migrated section, inversion can be applied as an aid to interpretation.

1.3 Post-Stack Inversion

Post-stack inversion techniques have greatly developed since the beginning of the 1980s.
At present they can be mainly divided into three categories. One category is wave
equation inversion which includes the Born inversion method (Cohen and Bleistein, 1979;

Bleistein et al.,, 1985); inversion by the generalized Radon transform (Beylkin, 1984;
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Miller et al., 1987); and the generalized pulse-spectrum technique (Chen, 1985). Another
category is seismic tomography which includes ray travel time imaging (Aki, 1981);
diffraction tomography (Dines and Lytle, 1979; Pan and Kak, 1983), and both in
combination (Pratt and Goulty, 1991). The third category is generalized linear inversion

(Bamberger et al., 1982; Cooke and Schneider, 1983; Oldenburg et al., 1983).

There are some other kinds of inversion techniques in the research stages, e.g. simulated
annealing inversion (Sen and Stoffa, 1991) and genetic inversion (Stoffa and Sen, 1991).
The classical recursive inversion technique (Lavergne and Willm, 1977; Lindseth, 1979)

should be mentioned, but it is intrinsically unstable in the presence of noise.

For wave equation inversion, even though it uses all the information (travel times and
waveforms) and has a strict mathematical derivation, there are still some shortcomings in
its application: weak scattering assumption in the Born approximation and expensive
computational time. For seismic tomography, the 2-D or 3-D images are computed very
fast, but its disadvantages for surface seismic reflection data are that it generally uses only

travel time information and the source-receiver geometry is far from optimum.

1.4 Generalized Linear Inversion

The category of generalized linear inversion methods is a very wide category. All the
linear inversion methods can be drawn into it. The theory is described by Backus and
Gilbert (1967, 1968), Sabatier (1977a, 1977b), Aki and Richards (1980) and Tarantola
and Valette (1982). Previous work on it has been reported by Cooke and Schneider
(1983), Oldenburg, et al. (1983), Cornish and King (1988) and Brac et al. (1992).

Oldenburg, et al. (1983) proposed that the inversion for acoustic impedance could be

supplemented by two construction methods to find the missing high and low frequencies.
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However, they said that the reflection response to a thin bed was a situation which would
prevent them from obtaining a unique solution. Cooke and Schneider (1983) presented a
least-squares inversion method with the introduction of the block earth model which
corresponds to the method of Oldenburg et al. (1983). Furthermore, they introduced
parameterization of the wavelet in the frequency domain which makes it possible to invert
the effective wavelet simultaneously. But they had to put some constraints on the errors in
initial guess model in order to ensure the solution was within the region of convergence.
Even though both papers contained results from synthetic and field studies, they did not
consider inversion if there was no well log information available. And most importantly
they all did not try to solve the nonuniqueness of the inversion for acoustic impedance in

sections containing thin beds.

Cornish and King (1988) presented a broadband constrained inversion by using a
stochastic algorithm. Its application was shown by Martinez et al. (1992) for reservoir
characterization. Brac et al. (1992) demonstrated their work for integrated statigraphic
interpretation. All these authors concentrated on the acoustic impedance, because they
assumed the boundary locations were correct from a priori information obtained by
structural and statigraphic seismic interpretation. However, in thin bed cases such as coal
seams, the boundary locations and acoustic impedance values are not independent

(Widess, 1973).

I have been undble to find any published research about the GLI method being applied in
thin bed explgration. Also there is no case history published using GLI based on the work
of Cooke and Schneider (1983). In this thesis I investigate the application of the GLI
method based on Cooke and Schneider (1983) to seismic sections in the Coal Measures.
Previous published work (Cooke and Schneider, 1983) has failed to quantify inversion
errors satisfactorily, apart from some simple error estimations made on synthetic examples

(Weber, 1986), so a particular aim is to quantify the accuracy of the inversion results.
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I adopt the forward convolutional model (Treitel and Robinson, 1966) used by both
Cooke and Schneider (1983) and Oldenburg et al (1983). However, I do not think the
reflectivity function produced by Cooke and Schneider (1983) is necessary or appropriate
for post-stack datasets. In their article, they generated a reflectivity function in the Z-
domain by recursive application of the following formula (Cooke, 1981):

C.+R. (x, Z)Z .
J j+1 o ]
1+ C.iRjﬂ(X, Z)Z (J—n l’n 2,...,

R(x,Z) = 1,0) (1.1)

Using the above algorithm, one can generate a one-dimensional synthetic seismic trace
that includes all multiples and transmission losses for a given digitized impedance log and
a source wavelet considered to be a plane wave. However, for some inverse problems,
such as the post-stack inversion reported in this thesis, it will not be suitable because
deconvolution, NMO corrections and stacking have been applied; a principle aim in

applying these processing techniques is to suppress the multiples.

In my research, an improved GLI inversion method is presented and tested using a 2D
seismic line passing through two logged boreholes. A post-stack dataset from British
Coal, which was reprocessed using ProMAX to preserve amplitudes correctly (Yu, 1985;
Mazzotti and Mirri, 1988), was used by applying the inversion to the stacked trace for the
common depth point (CDP) gather located at one well. For this case, not only the acoustic
impedance but also the lithology were known. Then the inversion result from the first
trace was partly used as the starting model for next trace combined with some
intepretative structure information. Upon reaching the CDP gather located at the other
well, the inverted trace was compared with the known well logs. Their similarities and

differences are analysed and the errors are quantified.

To avoid the conflict between the linear problem (amplitudes of reflection coefficients)

and non-linear problem (locations of boundaries) presented by van Riel and Berkhout
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(1985), in my improved GLI inversion an alternative two-step iterative inversion method

(Redanz, 1988) is used.

Another problem in some previous work with the GLI method (e.g. Oldenburg et al.,
1983) is that there has been no inversion of the extracted wavelet. To do this, I unwrap
the phase spectrum of the wavelet (Shatilo, 1992) after extracting it as a Wiener shaping
filter. Then the wavelet is defined in the frequency domain by eight parameters: four
frequencies, a constant phase value plus linear and quadratic phase terms as functions of

frequency, and an amplitude scaling factor.

To overcome the constraint on the accuracy of boundary locations in making the initial
guess model (Cooke and Schneider, 1983), I adopt a two-part strategy. Firstly, an
‘inversion for the reflection coefficient sequence in which the Jacobian matrix is calculated
analytically (Dahl and Ursin, 1991) is used, if it is needed. Secondly, separate inversion
steps are carried out for the boundary locations, acoustic impedance values, and the

wavelet parameters.

For the thin beds encountered in coal exploration, which is the most difficult case for the
inversion, I applied my inversion method to investigate which parameters are most
sensitive to noise and which should be constrained for the inversion. Before the field data

are inverted, some synthetic examples are studied.
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2 Principles

2.1 Forward Model

A description of the least-squares inversion method begins with a definition of the
forward problem. The forward model is used to calculate the seismic response of an earth
model, in which x is the lateral coordinate and t is elapsed time. The seismic response
depends on the seismic excitation characterised by an effective wavelet w(x,t) injected at
the surface with onset at time zero. Here the mathematical model used for calculating the

surface seismic response S(x,t) is the standard convolutional model:

S(x,t)=j: r(%,t-T )w(x, T )dT 2.1)

where r(x,t) is the primary reflectivity distribution of the medium, approximately related to

the acoustic impedance distribution, A(x,t), by

r(x,t)=- —;— a/a[InA(x,t)). (2.2)

The convolutional model gives an alternative and complementary look at the seismic
reflection method (Treitel and Robinson, 1966) compared to the wave propagation model,
which describes the reflection method in terms of the laws of classical physics, i.e.,
Hooke's law and Newton's second law. It has produced an increased understanding of the
relationship between geological features, such as pinchouts, facies changes, reefs and sand

lenses, and the seismic response to such features. In addition to providing a basis for
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interpretation of seismic data in terms of fine subsurface detail, the convolutional model

has led directly to deconvolution and other time-sequence processing procedures.

The convolution model is a simplistic mathematical way to describe the physical
phenomenon as well. Seismic theory in the early 1950s regarded a seismic trace as an
entity that resulted from the solution of the wave equation with complicated initial and
boundary conditions. As Robinson (1983) said: " Earthquake seismologists had obtained
solutions in the case of very simple boundary conditions, but no comparable solutions had

been obtained by exploration seismologists for any practical situation."

The convolutional model allows the impedance to be continuous, piecewise continuous,
or discrete, and the earth's impedance is never discrete. With continuous impedance, the
major reflections come from those impedance distributions in the earth that have periods
that match the period of the effective seismic pulse. In effect, as the seismic pulse travels
into the earth, it seeks out those impedance distributions to which it is tuned, i.e., those
that have the same period as the effective pulse. One of the most significant results from
the convolutional model is its demonstration that tuned events are most prominént, and
this has laid to rest the fallacy that the largest reflections on seismic data are from discrete

layering (White and Sengbush, 1987).

In this thesis, a discrete earth model is used to simplify the inversion problem. In discrete

form the convolutional model of equation (2.1) may be written for a single trace as:
S=r*w (2.3)
where S is the digital seismogram of length m+n+1 samples, r is the reflection coefficient

sequence of length n+1 samples, and w is the effective wavelet of length m+1 samples.

Then the following summation is a general expression for the coefficients of S:
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S ’zorjwi_j ,  i=0, 1, 2, e , m+n, 2.4)

The discrete acoustic impedance distribution corresponding to the discrete reflectivity
consists of a stack of n layers, in which the two-way travel times equal the time sample
interval, bounded above and below by half spaces (Goupillaud, 1961). Thus the reflection
coefficients for particle displacement may be expressed in térms of the acoustic impedance

values as

= —rd%, j=0,1,2, ..., 0 (2.5)

2.2 Inverse Problem

Actually, we are interested in the inverse problem. Given the recorded surface seismic
section, we want to know the acoustic impedance distribution of the medium. A standard
way of proceeding is to use least squares. Given a recorded digital seismogram S™ of

length N from the processed surface section, the aim is to minimise

® =|F(A) - §=|2
=3[E(A) - S*T 26)

where F(A) is the forward-modelled seismogram. The vector A represents the set of M

'model parameters'.

For example, the acoustic impedance values in equation (2.5) could be treated as the M
unknown model parameters. Then, assuming that the wavelet is known (having been
estimated previously), the forward-modelled seismogram can be calculated using

equations (2.4) and (2.5) with an initial guess for the acoustic impedance values. In
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practice, the forward-modelling schemes used in this thesis are variants on this scheme, for
reasons given below, but the following algebraic development.is general in that it allows
for some non-linearity in the dependence of F upon A. Having guessed an initial model

A°, we linearize the relation between data and model by putting

F(A) = F(A%) + Ga, 2.7
where

G; =(%)A_A0, (2.8)
and

a=A-A" (2.9)

Puttingd = S™ -F(A®), we get

®~|d-Gal|’.

Minimizing @, the least-squares solution is found (Aki and Richards, 1980)

a" = (G'G)'G"4, (2.10)

where G” is the transpose of matrix G.

The standard linearization-iteration proceeds by constructing the second model

A' = A’ + a", revising the linear relation by putting
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F(A) = F(A‘) + Ga, (2.11)
where now

dF
G, =(6—Aj) AcAl? (2.12)

and repeating the minimization process.

In practice, the above process may not converge (Hartley, 1961). A remedy is to

construct the second model as
A' = A° +Ka", (2.13)
where 0<K=1. Even with small K, failure to converge is not uncommon.
An entirely different approach is the gradient method, in which the direction of most

rapid change of @ is obtained in the model space. Since the equation of a plane tangent to

the surface @ = constant at A = A’ is given by

9P
-(-9-137]'(15‘j -A)) =0, (2.14)

the direction of most rapid change is normal to the plane, and is given by the vector a®,

with components (- d®/dA, , - IB/IA,, ..., - dD/dA,,), evaluated at A = A°.

From (2.6),

3D - F
A, " 2% (S" - Fi(A))a—A_j
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=23 Gd, (2.15)

and a© is parallel to G"d.

Adjustment of a model by the gradient method can always be made to converge towards
a minimum for ®. The convergence, however, may be very slow. On the other hand, the
least-squares iteration converges very rapidly when it does converge. The vectors a and

a" are often nearly 90 degrees apart from each other.

It therefore seems reasonable to take an intermediate direction between a® and al.

Marquardt (1963) shows that the damped least-squares solution,
a" = (G'G + £I)'G"d (2.16)

L. and when

points in such an intermediate direction. In fact, when 82=O, a¥ = a
g’ — o, the direction of a" approaches that of G"d, and therefore of a®. For a small
g2, the process may diverge, and for a large £, the convergence may be too slow. After a

few trials, an optimal € may be found for rapid convergence.

In (2.16), G = aF,/E)AJ is called the sensitivity matrix or Jacobian matrix, € the

damping factor, and I is the identity matrix. The damping factor €> can be calculated
analytically as discussed by Marquardt (1963), or it can be chosen in an empirical manner
as was done by Cooke and Schneider (1983). The empirical method searches for the &€
that minimises the root-mean-square (rms) error between the data being inverted and the
synthetic seismogram generated from the corrected initial guess. The corrected guess, and
thus the associated synthetic, is a function of €° according to equations (2.9) and (2.16).

This method is also known as the Generalised Linear Inversion method (GLI).
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2.3 Inversion for the Reflection Coefficient Sequence

The simplest least squares scheme for inverting the observed seismograms is to use
equation (2.4) to invert directly for the reflection coefficients. This requires that an
estimate of the effective wavelet is available, so the wavelet coefficients are fixed. In this
case the relationship between the reflection coefficients and the observed seismic trace is

linear. With the notation of equation (2.4), equation (2.12) can be rewritten as

G, = (5= W, 2.17)

Then the reflection coefficient sequence r can be found by using equations (2.16) and
(2.9). Because the problem is linear, the inversion is carried out once only (without

iteration), unless it is desired to try different values of the damping parameter €.

This simple scheme does not itself invert for the acoustic impedance function. However,
in some circumstances, it is useful for obtaining an initial guess acoustic impedance model
before inverting for a parameterized wavelet and parameterized earth model, as described
in the following section. It is equivalent to designing a Wiener shaping filter,
corresponding to the reflection coefficient sequence, which does the best job in a least-

error-energy sense of shaping the wavelet into the observed trace.

2.4 Model Parameterization

The earth's impedance is a continuous function in depth or time (as it is measured here).

It is advantageous to approximate this function as a restricted number of layers in order to
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Figure 2.2 The amplitude spectrum of the cosine-tapered-box-car wavelet.
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avoid problems such as (1) singular matrices or instability in inversion; (2) excessive costs
in computer time and storage; (3) underconstrained inversion when extra model
parameters are added; and (4) vertical resolution problems caused by non-linearity in
boundary locations, which will be discussed in next section. The parameterization used in
this thesis includes both the earth model and the wavelet. The principle for the
parameterization is to use as few parameters as possible to represent the main features in

the seismic response.

The parameterization describes the earth in terms of separate blocks or lithologies and is
termed "discrete interval parameterization”. Each lithic unit has assigned to it (a) a variable
two-way time at the bottom of the block; (b) a variable impedance value at the top of the
block; and (c) a variable linear rate of change of the impedance within the block (the
impedance gradient). Figure 2.1 demonstrates this discrete interval parameterization
method with the continuous earth model. Theoretically, the introduction of the impedance
gradient makes it possible to restore the low-frequency trend of the impedance, whereas
other methods can only get it by other means (from velocity analysis or by interpolation
between wells) and not from the inversion itself. That is to say, the possible advantage of

this inversion method is that it could widen the bandwidth.

In the above section on the forward model, it is assumed that one knows the effective
wavelet that is to be convolved with the reflectivity function. This is not the case with real
seismic data, so the effective wavelet must be treated as an unknown and solved for in the
same manner as the impedance. The unknown wavelet is parameterized in the frequency
domain where it is described by the four frequencies that constitute a band-pass filter (Fig.
2.2), up to three phase parameters and an amplitude. The form of the wavelet phase

spectrum adopted here is

{D(f) = @, + o + @,f%. (2.18)
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Figure 2.3 The effect on a zero-phase wavelet of changing the constant phase @, in
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The family of wavelets used here have amplitude spectra which are cosine-tapered box-
cars defined by four frequencies (Bracewell, 1978). The cosine tapers have the effect of
suppressing the side-lobes at the cut-off frequencies in the time domain. This type of

wavelet is commonly used in seismic modelling.

The following three figures demonstrate the effect of varying each phase parameter

independently. Figure 2.3 shows how the shape of the wavelet changes as the constant

phase value at all frequencies, @,, is incremented in steps of -15 degrees starting with zero
phase. Figure 2.4 shows the effect of changing the value of ¢, in increments of -0.1

degree/Hz, which simply shifts the wavelet in the time domain. Figure 2.5 shows the effect

of changing the value of ¢, in increments of -0.001 degree/Hz?. The amplitude of the
wavelet enables us to scale the forward-modelled trace with the observed trace.

Because these parameters are implicit in equation (2.12), it is impossible to calculate the
Jacobian matrix analytically. This problem will be discussed in Chapter 3. GLI using this
type of model is called GLI with parameterization.

2.5 Vertical Resolution

The convolutional model of equation (2.1) may be rewritten for a discrete reflectivity

model as

S(t)=w(t)*1(t)
=3 Lw(t -1) (2.19)

where 1(t) is the reflectivity model consisting of N reflectors:
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r()=3, 18(t - T,) (2.20)

with reflection coefficients 1; and corresponding boundary locations (i.e. two-way times)
T,. We can see that S(t) depends linearly on the values of r;, but nonlinearly on the values

of T

According to the analysis by Van Riel and Berkhout (1985), the solution obtained by
generalized linear parametric inversion is usually superior to the resolution obtained by
inversion with a convolutional inverse filter, or at least equal to it in the worst case. In
parametric inversion the reflectivity function is represented as a parameterized earth model
with a limited number of reflectors (blocks) as fewer unknowns, whereas in wavelet
inverse filtering the reflectivity function is a regularly sampled function where every
sample point represents an unknown, so there are many more unknowns. Of course, to
formulate an initial guess for a parametric model, a priori information is required. This
information may be available from various sources, e.g., log data, data on regional
geology, or results from petrophysical analysis. The reason for the improved resolving
power of the parametric approach is that a priori information is explicitly used. The effort
of collecting sufficient a priori information is the cost of increasing resolution beyond that

offered by wavelet inverse filtering.

GLI with model parameterization and least squares inversion for the reflection coefficient
sequence correspond to these two different inversion methods. I found each method useful
in different circumstances, and in different positions in the inversion sequence. Because
inversion for the reflection coefficient sequence has lower vertical resolution, but no prior
earth information is required, it is used to search for a guess model for boundary locations
when the guess model obtained by inverting the previous trace is not suitable. It is
necessary that an estimate of the effective wavelet is available. Circumstances where it

could be used are where there is a fault or a stratigraphic change (e.g. pinchout), or even
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in some area with a low signal-to-noise ratio (SNR). After inverting for the reflection
coefficient sequence, the approximate boundary locations for each block can be obtain by
analysing the reflectivity function. The previous acoustic impedance values for each layer
are used to form the new guess model, on the assumption that there are no gross sudden
lateral changes in lithology. Then this guess model is used to continue the inversion by

GLI with model parameterization.

Recent research by Okaya (1995) shows that the spectral amplitude response of thin beds
has bands and notches whose periodicites are directly related to layer thickness. An
"optimally" tuned reflection occurs when the fundamental spectral amplitude band in the
reflectivity response is excited by a seismic source. Distinct (resolved) reflections from the
two interfaces occur when at least the fundamental and second amplitude bands are
preserved. These considerations are directly relevant to my work as coal seams are the
predominant reflecting horizons, as well as being the target horizons, and they are most

certainly thin beds in terms of their reflection response to the seismic source.

Gochioco (1992) concluded that, "High-resolution seismic surveys applied to coal
exploration indicated the existence of complex problems associated with interference
reflections in the recorded wavefield data". He showed how two dominant coal seams and
a rider seam could easily affect the resulting reflection by their thickness, separation

distance, and sequence layering.

2.6 Error Energy and Correlation Coefficient

In order to measure the quality of the least-squares inversion between the forward-

modelled trace S(t) and the observed trace X(t), an error energy function was defined by
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_ {Z[S(i) - X(M)T

E = STXGT } x 100% 2.21)

If E equal to 0 that means two traces are exactly the same, which shows that this error
encrgy also can measure the quality of the match between them. Apart from this, a

correlation coefficient is defined to describe the similarity of these two traces, especially

when they are not normalised:

o . 3SOXOF
SO

(2.22)

It is easy to see that 0 < C =< 1. When C equals-to 1 that means two traces looks
exactly the same, but may have a constant factor difference. These two concepts are useful

for later discussions.
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LINE 87-AFY-04 MIGRATED STACK
PROCESSING SEQUENCE

PROCESSED DURING JULY-DECEMBER 1987
PROCESSING SAMPLE RATE 1 MS
PROCESSING LENGTH 1.5 SECS
XXX XX XXX XX XX XXX XX XXX XXX XXX XXX XXX XXX XXX XX XXX XXXXX

1 DEMULTIPLEX AND POLARITY REVERSAL
2 SPHERICAL DIVERGENCE AND GAIN CORRECTION
3 TRACE EDIT
4 CDP GATHER
5 FIRST BREAK SUPPRESSION MUTE
6 SYSTEM RESPONSE FILTER
7 PREFILTER (25-OUT HZ HIGH PASS FILTER)
8 TIME INVARINT DECONVOLUTION (TYPE-WHITENING)
OPERATOR LENGTH 51 MSECS
DESIGN GATE :-
ZERO METERS OFFSET: 70 MS -- 1000 MS
580 METERS OFFSET : 400 MS -- 1000 MS
9 FIELD STATIC CORRECTIONS CALCULATED USING UPHOLE
STATICMETHOD (DATUM: CURVED SEE HEADSTRIP)
10 VELOCITY ANALYSIS
11 AUTOMATIC RESIDUAL STATIC CORRECTIONS
SURFACE CONSISTENT STATICS (MAXIMUM STATIC: +/- 4MS)
3TRACE PILOT CORRELATION GATES: 25 - 450 MS
12 VELOCITY ANALYSIS WITH 30 CDP CONSTANT VELOCITY STACK
13 AUTOMATIC RESIDUAL STATIC CORRECTIONS
SURFACE CONSISTENT STATICS (MAXIMUM STATIC: +/- 4MS)
3 TRACEPILOT CORRELATION GATES: 45 - 500 MS
14 NORMAL MOVEOUT CORRECTIONS
15 NORMAL MOVEOUT STRETCH MUTING
16 TIME INVARIANT EQUALIZATION
17 CDP STACK
18 TIME VARIANT DIGITAL BANDPASS FILTER
FILTER LENGTH : 401 MS
SP RANGE : 109-867

0-200MS 60 - 200 HZ
300 MS 40 - 160 HZ
500 - 600 MS 30- 140 HZ

1000 - 1500 MS 25-100 HZ

LOCUT SLOPE 4DB/HZ  HICUT SLOPE 2DB/HZ
19 TIME VARIANT EQUALIZATION ( 6 BALANCE GATES)
20 F-K FILTER
21 FD MIGRATION (65 DEGREE DIP)

XXXXXX XXX X XXX XXX XXX XX XXX XXX XXX XXX XX XXX XXX XXXXXX

Figure 3.2 The processing sequence table used by British Coal.



3 Methodology

3.1 Data Processing

3.1.1 Introduction

The seismic dataset I used is line ASFORDBY 87-AFY-04 from the Belvoir coalfield,
acquired by the British Coal Corporation who kindly supplied me with the raw data and a

fully processed section (Fig. 3.1). Its processing sequence is tabulated in Fig. 3.2.

The quality of British Coal's processing is high, but their objective was to maximize SNR
and resolution for interpretation, and not to pre-condition the stacked data for inversion.
For example, they used a time-variant digital bandpass filter after stack to improve SNR,
which will definitely have changed the amplitude spectrum along the trace, but the wavelet
should be constant for inversion based on the convolutional model. Consequently I
decided to reprocess the dataset from the field records using ProMAX in the Department

of Geological Sciences, University of Durham.

The dataset has a total of 190 shots and each shot has 116 traces with a group spacing of
5 m. The record length is 3 seconds and the sample interval is 1 ms. CDP gathers are

numbered from 206 to 1804 with a spacing of 2.5 m.

There are two boreholes on the line named Thorny Plantation and Pillbox, located at
CDPs 994 and 1230, so I concentrated on the section over this range in order to compare

the inversion results with the well logs. That is to say, only about 500 CDPs (851-1350)
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comprise the study area for testing the inversion methodology. Since the main coal seams

are all above 500 ms, the processing length I chose was 512 ms.

3.1.2 Trace Editing and Geometry Editing

First all the recorded data in SEG-Y format were input from a 8 mm data cartridge. The
"Screen Display" was used to edit out noisy traces (traces 1 and 113) and reverse traces
(trace 41) with the wrong polarity as shown in Fig. 3.3 for shot number 85. "Trace Kill"

and "Trace Reverse" were used to edit these traces.

"Geometry Editing" involves several files to edit. The files should contain information
about the elevations of sources and receivers, hole depths, uphole times and the statics at
source and receiver locations. The generating file is geom_file which can also be edited

without interpolation.

The next step is "Geometry Installation" to set up the database and initialize it with all of
the necessary geometry information. There are four steps: (1) "Header Fixup" (correct
channel number and end-of-ensemble problems in trace headers); (2) "Initialize" (initialize
a dataset and the database); (3) "Load Geometry" (load the geometry specified in
'geom_{file' to the database); (4) "Load Headers" (load geometry info from the database to
the dataset trace headers). The "Header Fixup" step is optional, and should only be used
when problems exist. The other steps are required, and should be run one at a time or run

all together by choosing "Combination".

3.1.3 True Amplitude Recovery and Trace Muting

True amplitude recovery applies a single time-variant gain function to traces to
compensate for loss of amplitude due to spherical divergence (wavefront spreading),

transmission losses and anelastic attenuation.
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Spherical divergence corrections may be based on the reciprocal of the distance that the
wavefront has travelled, using the "1/dist" option. Alternatively, corrections may be based
on a function of travel time and velocity (assuming a layered earth). The actual function
used is 1/(time x velocity )*. The velocity function is input using an editor, so that it may

be varied to suit the area. To choose between these two options, see Newman (1973).

"Trace Muting" has three different types of mute available: top, surgical and bottom.
While only one type of mute can be specified per call to this module, many mutes may
appear in any one processing flow. All data samples that are muted are set to zero. A mute
ramp is also provided to smooth the transition from live data to muted data samples.
Ramping is done to prevent undesirable side effects from the mute process, especially
following the application of filters. The trace mute file is created interactively on the
"Screen Display" of the data and is then retrieved from the database when it is to be
applied during the processing flow.

-y

Figure 3.4 shows the results of this procedure with the 85 shot gather.
3.1.4 Prefilter (25 Hz high pass filter)

A prefilter is needed to remove the effects of ground roll at shot 85 (Fig. 3.4). Since
ground roll is characterised by low frequency and strong amplitude, a high pass filter was

applied.

The process applies a frequency filter to each trace that is input. Filters are four-
frequency Ormsby or Butterworth (low frequency-low slope-high frequency-high slope)
and may be zero phase or minimum phase. In my processing, a single bandpass filter was
chose and four "corner" frequencies (20-30-500-500) were specified for the standard

bandpass filter. The four values represent sequentially the 0% and 100% points of the low-
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cut ramp, and the 100% and 0% points of the high-cut ramp (in Hz). These ramps are
formed by Hanning (cosine) tapers in the frequency domain. Figure 3.5 shows the results

after applying the prefilter to the same shot point gather as Fig. 3.4.

3.1.5 Deconvolution

Prestack deconvolution is aimed at improving temporal resolution either by compressing
the effective source wavelet to a spike (spiking deconvolution) or, less ambitiously, by

truncating it (gapped or predictive deconvolution) (Robinson and Treitel, 1980).

ProMAX has a "Decon Parameter Stack Test" which creates multiple CDP stacks with
user-specified pre-stack deconvolution applied, plus one stack with no deconvolution
applied as a control. This was used to choose the optimum parameters: operator lengths,

prediction distances and white noise levels can be varied.

Then "Ensemble Deconvolution” was used to compute a single deconvolution operator
for all of the traces in the input ensemble. This ensemble could be a shot record (in my
case), or a CDP or receiver gather. Minimum phase spiking was used for the pre-stack
deconvolution. The operator length was 51 samples and the design gate was from 70 ms
to 700 ms for zero offset and from 400 ms to 700 ms for 580 m offset. Since spiking
deconvolution broadens the spectrum of seismic data, traces contain much more high-
frequency energy after deconvolution. Because both high-frequency noise and signal are
boosted, the data need filtering with a wide band-pass filter after deconvolution. The

bandwidth was 20-30-200-250 Hz.

Figure 3.6 shows the result of deconvolution for the field record acquired at the same

shot gather as above.
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3.1.6 Field Static Corrections

In order to obtain a seismic section which shows seismic reflectors representing the
actual geological structure, the reflection times must be reduced to a defined reference
time. This is normally taken to correspond to a horizontal plane fixed at a certain known
elevation above mean sea level. The static correction is essentially a time shift applied to

each trace to reduce the observed reflection time to the datum plane.

The value of the total static correction depends on the following factors: (1) the
perpendicular distance of the source from the datum plane; (2) the surface topography, i.c.
the perpendicular distance of the detector from the datum; (3) the velocity variation of the

surface layer along the seismic line; and (4) the thickness variation of the surface layer.

Field statics were provided by British Coal, so in ProMAX either "User-defined Statics”,
which gets the input from the geometry specification, or "Hand Statics", which gets the

input from the flow input, can be used to apply them.

Though I have tried many times, "User-defined Statics" still will not work properly,
which I suspect is due to bug in the ProMAX system. Eventually, I found I could apply
the field statics using "Hand Statics", provided that "Elevation Statics" was applied first.
Even though the values of the elevation statics were zero, they were required to create

headers for "Hand Statics".

3.1.7 Interactive Velocity Analysis IVA)

In addition to providing an improved SNR, multifold coverage yields velocity
information about the subsurface. Velocity analysis is performed on selected CDP gathers

or groups of gathers. The output from each velocity analysis is a table of numbers as a
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function of velocity versus two way zero-offset time. These numbers represent some
measure of signal coherency along hyperbolic trajectories governed by velocity, offset, and

travel time.

The "Interactive Velocity Analysis" tool in ProMAX provides comprehensive interactive
velocity analysis, velocity quality control, velocity field modification capabilities, mute
analysis, and autostatics-compatible horizon picking. In my processing, the "Fully
Interactive" option was used. In this mode, the screen is divided into three windows: the
upper left hand corner is a stack display; the upper right hand corner is a semblance
display; and across the bottom is an iso-velocity contour display. Therefore one can decide
which stacking velocity is suitable for the CDP according to all three displays (Fig. 3.7).
At the same time, choosing "Yes" for "Provide Horizon Data Table" allows us to select an

autostatics-compatible horizon table for the next processing stage.
3.1.8 NMO Corrections and Autostatics

Normal moveout corrections are applied according to the following formula:
T, = T + (X/VY @.1)

where T, is the actual reflection time of the seismic event; T is the zero offset reflection

time of the seismic event; X is the actual source-receiver offset distance and V is the NMO

or stacking velocity for this reflection event (Sheriff and Geldart, 1983).

This process applies NMO corrections from a space-variant velocity field. Velocities are
interpolated for each CDP. In addition, "Direction for NMO Application" specifies
whether to apply the correction for normal moveout (FORWARD), or to remove a
previously applied correction (INVERSE) which makes it possible to repeat the velocity

analysis and autostatics processes. The stretch mute percentage was set to 30.0. The
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Figure 3.8 CDP gathers 999 and 1000: (a) without NMO corrections.
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comparision of NMO corrections applied between CDPs 999-1000 are shown in Fig. 3.82a
(before) and Fig. 3.8b (after).

Reflection times are commonly affected by irregularities in the near-surface. To improve
stacking quality, residual statics (autostatics) corrections are needed on the moveout-
corrected CDP gathers. This is done in a surface-consistent manner; i.e. time shifts are
dependent only on shot and receiver locations, not on the raypaths from shots to receivers.
The estimated residual corrections are applied to the original CDP gathers with no NMO

corrections applied. Velocity analysis may then be repeated to improve the velocity picks.

There are currently five automatic statics options available in ProMAX. All of these,
except "CDP Correlation Trim Statics", are surface-consistent solutions: "Maximum
Power Autostatics", "Model-Based Correlation Autostatics", "Differential Autostatics",
and "Summed Differential Autostatics". The Model-Based Correlation Autostatics was
applied to the data in my case. This process measures time shifts relative to a model, and
uses a modified Gauss-Seidel method to partition these time shifts into source and receiver
statics. It also performs a horizon velocity analysis as part of the estimation of the residual
NMO term, and writes these results to the database. The method is relatively insensitive to

moderate velocity errors in good quality data (Wiggins et al., 1976).

The maximum static shift allowed was set to 4 ms. The "Compare Autostatics Stack"
MACRO process was used to demonstrate the improvement due to autostatics by creating

two CDP stacks, one without (Fig. 3.9a) and one with (Fig. 3.9b) autostatics applied.

3.1.9 Constant Velocity Stacking (CVS)

The method of "Constant Velocity Stacking" of certain CDP gathers is an alternative
technique for velocity analysis. The most important reason for obtaining a reliable velocity

function is to get the best quality stack of signal. Therefore, stacking velocities are often
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estimated from data stacked with a range of constant velocities on the basis of stacked

event amplitude and continuity.

This 'process' is actually a macro consisting of following process:

Apply AGC (optional)
Constant Velocity Stacks

Screen Display (for the user to pick the CVS panel)

The velocity input option was chosen as "Calculated" for creating stack panels. This
"Calculated" option results in a set of velocities which are sampled more finely at low

velocities in order to give approximately equal increments in NMO.

- After CVS, the "Model-Based Correlation Autostatics” process was applied again using
/
this new velocity table to improve the SNR.

3.1.10 Trim Statics

After all efforts have been made to obtain the optimum statics and velocity solutions, it is
a good idea to perform a final pass of non-surface-consistent CDP trim statics. Trim
statics are used to optimize trace alignment within a CDP gather. The traces within a CDP
gather are cross-correlated against a smoothed version of the corresponding stacked trace.
The cross-correlations are used to pick time shifts which will best align the CDP gather

traces with the reference stacked trace.

ProMAX provides this tool which computes these trace-by-trace trim statics and loads
their values into the database. The resulting statics can be loaded from the database into
the trace headers and applied before CDP stacking. To do this, use the "Database/Header
Transfer Tool", followed by the "Header Statics Tool".
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The maximum static shift allowed was set to 4 ms and a horizon file was generated from
IVA process. It was found that trim statics performed better if the process was applied
twice, rather than only once, judging by the stacking results. Figures 3.10a (without trim
statics) and 3.10b (with trim statics) show the comparision. IVA was carried out for a
second time in order to get an up-to-date horizon table between the two applications of

trim statics.

3.1.11 Stacking, Trace Equalization and Filtering

In order to get a better quality of stack, a trace equalization was applied to the traces in
each CDP gather. This means that all the traces contribute equally in a CDP gather. The

details of this process will be discussed later.

The "CDP/Ensemble Stack" process vertically stacks input ensembles of traces. Vertical
stack algorithms include: (1) straight mean; (2) header value weighted; (3) sign bit stack;
(4) minimum/maximum; (5) sample value exclusion stack; (6) diversity sum; (7) median

and (8) alpha-trimmed mean.

The straight mean stack was applied, which sums the sample values and divides by the
number of samples summed raised to a user-supplied power. The value of 0.5 was

normally chosen to scale by the square root of the number of samples.

This time a Butterworth bandpass filter (Oppenheim and Schafer, 1975) was used in
which low frequency, low slope, high frequency and high slope was specified. The

Butterworth ramps defined in the frequency domain are formed by

R=1/ 1 + Bppp)” (3.2)
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where FMID is the centre frequency of the pass band and P is computed for the lower and
upper slopes to get the correct db/octave rolloff. The parameters were chosen as: low cut
- 30 Hz, 10 db/octave; high cut - 200 Hz, 20 db/octave. A Butterworth bandpass filter was
chosen to match British Coal's processing in order to make a fair comparison. However,

the lower and upper slopes are different (See Fig. 3.2).

For the purpose of the later inversion, "Trace Equalization" was performed here. This is
a trace-to-trace amplitude balancing function. This program uses a single time window for
each trace, which may be spatially varied by a primary and a secondary key. The amplitude
in the window is computed, and a scalar calculated to convert this amplitude to a constant
value. This scalar is then applied to the entire trace. In this way, variations in amplitude

between traces are reduced.

The time gate parameter was set as 851:70-500/1350:60-500/ which means that at CDP
851 the time gate was between 70 ms and 500 ms, and at CDP 1350 the time gate was
between 60 ms and 500 ms. The parameters were interpolated for other CDPs between

these two. The result of this processing is shown in Fig. 3.11.

It should be pointed that in the British Coal's processing of the data, the time-variant
digital bandpass filter and time-variant trace equalization applied at this stage in processing

were different from the time-invariant one applied here.

3.1.12 F-K Analysis and F-K Filtering

Multichannel processes can be useful in discriminating against noise and enhancing signal
on the basis of a criterion that can be distinguished from trace to trace, such as dip or
moveout. The 2-D Fourier transform is a basis for both analysis and implementation of

multi-channel processes.
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Events that dip in the (t,x) plane can be separated in the (fk) plane by their dips. This
allows us to eliminate certain types of unwanted energy from the data. In particular,
coherent linear noise (in the form of ground roll), guided waves, and side-scattered energy
commonly obscure the genuine reflections that may be present in recorded data. These

types of noise usually are isolated from the reflection energy in (f,k) space (Yilmaz, 1987).

Before F-K filtering, the "F-K Analysis" was run. This transforms the data from time and
space (t,x) sample values to frequency and wavenumber (f,k) values and displays the

results. The displays supported interactive picking of F-K filter polygons (Fig. 3.12).

For F-K filtering, the fan or pie-slice filters are specified by frequency and velocity limits.
The program allows data to be passed or rejected within the selected windows. The
maximum attenuation and the portion of the zone to be passed at 100% are also under
user control. The parameters I chose are: (1) Type of filter: fan filter; (2) Panel width in
traces: 256; (3) Fan filter parameters: -2500,4000,30,200 (velocity1-velocity2-frequency1-
frequency2); (4) Mode of filter operation: accept; (5) Percent flat for accept zones: 90; (6)

Minimum filter attenuation level: 0.001.

The result of the F-K filter is shown in Fig. 3.13. Comparing with Fig. 3.11, it is easy to
see that the noise appearing between 250 and 350 ms on the right hand of the section is

completely removed from the section.

3.1.13 Migration

Migration is the process of converting the seismic response on stacked sections into its
true structure; diffractions are migrated back to their diffraction points at faults,
multibranch reflections are migrated into their true synclinal shapes, anticlines are slimmed

down, and apparent dips are converted to true dips. For 2D data, migration can only work
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correctly if the line is oriented in the dip direction. Otherwise out-of-plane events will be

present on the section.

Since the formal solution of the acoustic wave equation in inhomogeneous media is
generally an impossibility, resort has been made to numerical methods. In particular, these
methods may be based on calculation of finite differences, and "Steep Dip FD Time
Migration" was chose for the processing. This process performed a post-stack time
migration on an input stack section using a finite difference algorithm capable of improved
accuracy at steep dips. The migration algorithm is implemented in the frequency-space
domain, i.e. (f,x,z), requiring that the input stacked section be transformed from time to

frequency (Claerbout, 1985).

The parameters were set as: (1) Minimum frequency to migrate (in Hz): 30; (2)
Maximum frequency vs. depth to migrate: 0-200,2000-160 (Depthl-Max. Frequencyl,
Depth2-Max. Frequency2); (3) Percent velocity scale factor: 50; (4) Time attenuation
factor (dB/sec): 0.2; (5) Largest angle to be properly migrated: 65 (migrated to 65

degrees).

Figure 3.14 showed the migrated section. Comparing Figs 3.1 and 3.14, the differences

between the data processed by British Coal and the reprocessed data can be seen.

Firstly, there are some obvious differences in the shallow area. In my reprocessed
section, there are no reflections above 50 ms, whereas British Coal's section contains some
strong reflections there, and the continuity of the events above 100 ms is not as good as
British Coal's. I found that these differences resulted from the different filters applied in
the processing flows. Because a time variant bandpass filter was applied in British Coal's
processing, the bandpass between 0 and 200 ms is 60 - 200 Hz whereas mine is 30 - 200
Hz along the whole trace. I have found by testing that if the lowcut frequency is increased,

the shallow data in my reprocessed section do look more similar to British Coal's section.

41




However, the continuity of the target coal seams between 300 ms and 440 ms was worse

than Fig. 3.14. Therefore, the bandpass of 30 - 200 Hz was preferred.

Secondly, the SNR of whole section is improved due to the carefully repeated velocity
analysis and autostatics. This will be discussed later in Chapter 5 where the improvement

is demonstrated by comparing their correlation coefficients with the well log.

Finally, the continuity of the two main coal seams, at 400 ms and 420 ms at CDP 994, in
my reprocessed data are better than British Coal's, especially between CDP 1175 and CDP
1196. This will be helpful for the inversion.

3.2 Use of Logging and Coring Information
3.2.1 Introduction

As is generally known, most formations are altered when a borehole is drilled through
them. The more competent formations show an imperceptible change, while the softer
formations often suffer significant, obvious alterations. Everyone who has worked
quantitatively with well logs recognizes that it is not uncommon for portions of a well log
to contain data that may be significantly different from the true, in situ formation
properties. This may be due to either log calibration problems or environmental

conditions.
Ausburn (1977) suggested that one should use three different levels of log editing, which

he called mechanical, interpretative and modelling. These log editing methods should be

carried out before time-depth reconciliation.
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Figure 3.19 Edited sonic log at Thorny Plantation borehole.
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3.2.2 Mechanical Log Editing

Due to the compensated sidewall tool used for the density log, the calibration error was
supposed to be negligible. Therefore mechanical editing included the detection of obvious
instrument/electronic noise (cycle skipping and so on) in the sonic log from Thorny
Plantation ( at 515 m and 540 m on Fig. 3.15) and obvious hole-related errors from

Pillbox (at about 500 m on Fig. 3.16).
3.2.3 Interpretative Well Log Editing

This type of editing included making judgements in both recognizing bad data values and
in substituting better ones. Because the lithologies from coring information (Fig. 3.17 for
Thorny Plantation and Fig. 3.18 for Pillbox), and other logs are available (neutron and
gamma, etc.), it is not too difficult to identify the lithology and estimate corresponding
sonic or density values. Figure 3.19 shows the edited sonic log data from Thorny
Plantation. Some smoothing was also applied in this process based on interpretative

judgement using the other available information.
3.2.4 Modelling Well Log Editing

After the above two editing procedures, the forward model (seismic response) based on
the edited acoustic impedance to compare with the observed data (seismic information)
can be calculated. It can be shown whether the editing has improved the correlation or not
by using the correlation coefficient defined by equation (2.2(21). If the edited model
produces a better result, it is accepted; otherwise some further editing is required. For
example, there are some very high sonic values gi\}ing the appearance of a thick coal seam
at about 490 m depth on the well log at Thorny Plantation borehole (Fig. 3.15), but on the

lithology profile at the corresponding depth there is only a thin (0.24 m) coal seam (Fig.
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Figure 3.21 Acoustic impedance plotted against two-way travel time at Pillbox.
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3.17). I corrected these high values to the same lower values as the surrounding rocks.
The corrections were accepted because the correlation coefficient is increased following

corrections.

This so-called modelling method is totally different from Ausburn's (1977). He used
either theoretical relationships or empirical observations of the saturated rocks to calculate
the formation density and wave velocity. In my editing, the values of real density and
velocity are more important than knowing precisely the lithological composition. This is
because his objective was to interpret the well logs in terms of lithology, whereas I am

attempting to invert seismic data.

3.2.5 Depth-Time Reconciliation

In order to get an acoustic impedance log in terms of two-way travel time for the
purpose of inversion, a depth-time transformation has to be applied. There is a major
difference between this reconciliation and time-depth transformation in seismic reflection
interpretation. In the well log, the depth interval is very fine (1 cm), so interpolation is not
required. Here the fraction of the depth interval and average value of velocities for the
integer sample period should be considered instead. The results are shown in Figs 3.20

(Thorny Plantation) and 3.21 (Pillbox).

3.3 Inversion Procedure

3.3.1 Introduction

In Cooke and Schneider's (1983) GLI method some constraints were required. Firstly, in
the initial guess model the location of each boundary must lie within a distance X of the

solution. The distance X is defined as one-half of the central lobe width of the source
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wavelet (normally less than 4 samples in the time domain). That is difficult to realise for
the reflected events in a recorded trace. Secondly, the polarity at each impedance contrast
should have the same polarity as the corresponding arrival on the seismic trace to be
inverted. This is also not easy to do, especially if there is no prior knowledge about the
wavelet. This, in my opinion, directly led to their conclusion that residual wavelet effects

are negligible, allowing them to assume a zero-phase wavelet in all cases.

A modified GLI method using a parameterized wavelet as well as a parameterized earth
model is developed here to overcome these faults. The initial guess for the model
parameters is best obtained using well data, but an alternative method based solely on the
seismic trace, which inverts for the reflection coefficient sequence, has also been

implemented.

3.3.2 Initial Guess for the Earth Model

After well log editing, I have got the acoustic impedance as a function of two-way travel
time. Based on this acoustic impedance information and the post-stack section from field
seismic data, an inversion window and the number of layers (blocks) can be selected. Of
course, this task is not an easy one and will be discussed in a systematic study of the real

dataset in Chapter 5.

Then the initial guess parameters for the earth model can be established. Starting at the
top of the model, each layer needs three parameters to describe it: the location of the
bottom boundary in two-way travel time T, the acoustic impedance p at the bottom of the
layer, and the gradient of acoustic impedance g. In the jth layer, the acoustic impedance at

each sample is given by

e =p +g(t,-i) (v,sisr) (3.3)
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According to equation (2.5), the reflection coefficient sequence r in discrete form at each

sample is expressed by

ow (3.4)

The first trace to be inverted should be at the nearest CDP to the well on which the guess

model is based.
3.3.3 Wavelet Extraction

To solve those problems mentioned in §3.3.1, the first step is to extract a fairly accurate
wavelet by applied a Wiener shaping filter (Robinson and Treitel, 1980) using the
observed trace and prior knowledge about the acoustic impedance, which in my case

comes from the well logs.

The Wiener shaping filter w is the best (m+1)-length filter, in the least-error energy
sense, which may be convolved with the (n+1)-length input reflection coefficient sequence
r (derived from edited well logs) to match an (m+n+1)-length desired output d, which is

the observed trace at the well.

The normal equations are:
; Wiaj—i = g] (i=01 1, 2’ seey m), (3.5)

where the unknown w, are the weighting coefficients of the Wiener shaping filter, the

known a;_; are the autocorrelation coefficients of the input r, and the known g; are the

cross-correlation coefficients between the desired output d and the input r. The Levinson

recursion was used to solve the normal equations.
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" In order to get the best filter (wavelet estimate), the desired output had to be shifted to
and fro in time. For each time shift, the error energy defined in (2.18) between the actual
output and the desired output was calculated. The best filter was chosen according to the
minimum error energy and the corresponding time shift was then applied to the observed
trace. There are several sources of error contributing to this time shift, some resulting
from the fact that the well logs and seismic section are referred to different datum levels. It
is assumed that this time shift will be present in all the traces along the section.

3.3.4 Wavelet Parameterization

In my inversion, the wavelet is to be defined by a maximum of eight parameters in the
frequency domain (see §2.4). The best-fitting values of these eight parameters need to be
found for the wavelet extracted by the Wiener shaping filter. These values then define the

initial guess of the wavelet parameters prior to GLI.

The amplitude spectrum A(f) of the extracted wavelet w(t) is studied for obtaining the
frequency parameters. If £ is the frequency corresponding to the maximum value A of
amplitude spectrum, then four frequency parameters are defined as follows. First, f, is the
largest frequency less than £ such that A(f,)) = 0.8 A, . Secondly, f, is the smallest
frequency greater than £ _ such that A(f;) = 0.8 A__, . Similarly, f is the largest frequency

less than £ such that a(f)=0.2 A__; and f, is the smallest frequency greater than f_,

.
max

such that A(f,) = 0.2 A_,..

In order to fit the quadratic polynomial for the phase spectrum given in equation (2.18),
it is necessary to unwrap the phase spectrum of the extracted wavelet. This can be done in
the frequency domain, as described by Shatilo (1992), using the polynomial fitting

technique (User's Manual of NAG Fortran Subroutines).
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The initial phase spectrum of the extracted wavelet w(t) may be written as

@, (f) = arctan{Im[W(D}/Re[W(D]}, (3.6)

where W(f) is the complex spectrum of w(t), for (-m/2)s®, (f)s /2. Transformation
from @, (f) to O (f) for - = @_(f)s 7 can be done by analysis of the sign
combination of Re[W(f)] and Im[W(f)]. @ _(f) is the main (or principal) value of the phase

spectrum @ (f), given by traditional spectral analysis of the phase spectrum alone. Since

the true value of the phase spectrum @ (f) lies between —00 and + 0, @ (f) and © (f) are

related by the expression

o) =D, (f)+2mnn, 3.7

where n is an integer. The transition from @ _(f) to @ (f) is called phase unwrapping (or

phase restoration).

Phase unwrapping should remove discontinuities in the phase spectrum (I)F(t). Two
types of discontinuity have been defined (Poggiagliolmi et al., 1982). The first is a
discontinuity of 2x caused by a complex vector transition from one sheet in the Riemann
surface to another, and the second is a discontinuity of & at the frequency where the
wavelet amplitude spectrum A(f) is equal to zero. The second one does not occur within
the signal bandwidth of the extracted wavelet in my examples. Therefore 1 adopted the

phase restoration presented by Shafer (1969), in which he proposed taking the phase

increment A, (Af) between two adjacent frequency points Af = f—f,

AD (AD=|D, (£) - (£, (3-8)
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It is assumed that a discontinuity of 2x exists if AD,(Af) exceeds m. The unwrapping

process starts at zero frequency and it is repeated for each consecutive harmonic. And the

sign of this 2z is the same as the sign of @ _(f,) - ©_(f_)).

Then I approximate the phase spectrum as defined in (2.18). Because @ is known, it is

possible to find @,, @, and ¢, by polynomial fitting. In order to get a better match for the
wavelet, I fit the phase spectrum only in the range between f, and f,. However, the

subroutine EO2ACF from the NAG Fortran Library treats £, as a coordinate origin in

order to get an intersection value with ordinate axis. Therefore a simple transformation of
the frequency coordinate (abscissa) is needed. After fitting, the reverse coordinate

transformation is carried out.

The wavelet is defined in the frequency domain as

W(D=ADexp[-i ()], (3.9)

where A(f) is the amplitude spectrum to be approximated by the tapered boxcars (Fig. 2.2)
defined by four frequency values, f, f,, f,, f,, and an amplitude scaling factor. The
wavelet has three phase parameters, one amplitude and four frequencies; therefore it is

called the 8-parameter wavelet.

Because my program always calculates the forward-modelled trace in the frequency
domain, it is easy to apply this 8-parameter wavelet in this domain. However, sometimes if
the inversion for the reflection coefficient sequence is used, it is necessary to transform
this 8-parameter wavelet into a wavelet of chosen length in the time domain. In my case, it
is a 32-length digital wavelet. The inverse Fourier transform and cosine tapers over 5

samples at each end in the time domain are used to get the 32-length wavelet.
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3.3.5 Initial Boundary Inversion

The boundary locations must be solved for independently of the impedance because GLI
is a procedure that minimizes the error between the observed seismic trace and the
synthetic seismic response. If a given boundary has the correct impedance contrast but the
wrong location, there are two ways to reduce the error: (1) move the location of the
boundary; or (2) change the impedance contrast. The non-linear relationship between
boundary locations and seismic response effectively means, as discussed in §2.5, that
boundary locations and acoustic impedance values are not independent model parameters.
If one tries to invert for these parameters together, each will try to reduce the error energy
independently of the other, so the change in model parameters will overshoot instead of
finding the minimum. To avoid this, the impedance are solved for only after all the

boundary locations are known.

Inversion for the boundary locations therefore has to be done independently of the other
model parameters. For the trace closest to the borehole, the first application of GLI is to
estimate the boundary locations using the extracted wavelet in the time domain. During
this first step, the wavelet was fixed; also the acoustic impedance and their gradients are

all fixed at their 'initial guess' values obtained from well log information.

In the inversion, the Jacobian matrix of partial derivatives must be computed. These
derivatives can be determined by formal differentiation if the model is simple enough. But
where the model parameters do not appear directly in the forward formula due to the
discrete parameterization, the partial derivatives may be approximated by finite differences
(Lines and Treitel, 1984). This can be computationally expensive since it is necessary to
determine the complete model responses for a change in each parameter. Then the

simplest finite difference formula is used to approximate the partial derivative by
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dF(A) [F(A + AA) - F(A)]
oA AA

(3.10)

3.3.6 Wavelet Inversion

The initial guess for the 8-parameter wavelet was obtained by fitting a polynomial to the
phase spectrum and by making an empirical approximation to the amplitude spectrum.
Therefore the next step following the initial inversion for the boundary locations is to
invert for the wavelet parameters by GLI before any further inversion for the earth model
is carried out. When the unwrapped phase spectrum is close to linear, a 7-parameter
wavelet can be defined for inversion, with @, set to be zero. The amplitude of the wavelet
scales the forward-modelled trace with the observed trace. The program also has
alternative choices for the shape of the amplitude spectrum other than the boxcar-with-

cosine-tapers shape.

After this first inversion to optimise the wavelet parameters, one can choose to fix the
wavelet for inverting the earth model parameters along the seismic section. This would be
logical if one had grounds for believing the effective wavelet in the seismic data is constant
(e.g. from consistent wavelet estimates at different boreholes). Otherwise, one can
proceed by iteratively inverting for the boundary locations, acoustic impedance values
(both the constant values at the top of each layer and the gradient in each layer,

simultaneously), and the wavelet parameters.

3.3.7 Boundary Inversion

Previous work (Cooke and Schneider, 1983) has only mentioned that the boundaries
should be inverted first because of the interference between the boundary locations and
acoustic impedance values. I have found, moreover, that it is better to invert for the
wavelet and acoustic impedance parameters separately, which does not cause any

significant extra computational cost. One of the reasons is that these different kinds of

51




parameters have different orders of the optimum damping factors. Another reason is to
avoid interference with each other. For instance, the amplitude spectrum of the wavelet
obviously affects the amplitude of the forward-modelled trace, but the same effect can be
achieved by changing all the acoustic impedance values such that all the reflection

cocfficients are scaled by the same factor.

The inversion proceeds exactly as in §3.3.5, except that the wavelet is now the 7-

parameter or 8-parameter wavelet.

Alternatively, if the previous inversion has become lost (e.g. on meeting a fault), another
procedure for obtaining the initial guess instead of using the inversion result from the
previous trace is introduced. In this case, my strategy is to take the last reliable estimate of
the effective wavelet as a 32-length digital wavelet in the time domain. This wavelet can
be an extracted wavelet or a parameterized frequency-domain wavelet which should be
first transformed to time domain. The wavelet is fixed and least squares is used to find the
reflection coefficient sequence in the time domain which gives the best fit to the observed

trace.

This estimated reflection coefficient sequence will, in general, have non-zero values at
every sample. In order to proceed using GLI with parameterization, it is necessary to limit
the number of non-zero reflection coefficients to some arbitrary number of boundaries
chosen for the parameterized acoustic impedance model. The program can automatically
locate this arbitrary number of boundaries according to the relative amplitudes in the
estimated reflection coefficient sequence. Of course, some constraints should be put on
this choice, e.g. maximum difference from the previous boundary location; otherwise

another relatively large value will be chosen within this constraint.
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Then the acoustic impedance for this new model in every layer are kept the same as for
the previous inversion result, although this does require some interpretative judgement on

the correlation between layers.

3.3.8 Acoustic Impedance Inversion

Theoretically, it is not difficult to invert for the relative amplitudes of acoustic impedance
when the locations of boundaries are correct and the thicknesses of the layers are greater
than the dominant wavelength in the data. In order to invert for the true values of acoustic

impedance, it is necessary to fix the known acoustic impedance value of at least one layer .

If the acoustic impedance above a boundary is €, + Ae,, and the acoustic impedance

under the boundary is €, — Ae,, then according to the equation (3.4), the reflection

coefficient is

[ = —b (3.11)

As long as Ae, << e, for all the interfaces, it can be assumed that the sample values of

the synthetic trace are linearly related to the acoustic impedance values.

For the real data from the Belvoir Coalfield, in order to solve the problems, only two
lithologies were taken into consideration - coal seams and country rocks (e.g. Dresen and
Ruter, 1994). It can be seen from the well logs that the acoustic impedance of coal does
not change much along the section, nor even between seams, which makes it reasonable to
fix it. For country rocks one has the option to invert for their acoustic impedance or to fix
them. In the inversion, maximum and minimum values for the acoustic impedance of the

country rocks were set according to the well logs.
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Inversion for the gradient of acoustic impedance can be considered as fine tuning of the
constant acoustic impedance values found in each layer by the previous procedure. The
maximum values for the gradients may be set according to well logs. Inversion of the
gradients can be done simultaneously with constant values of acoustic impedance taken at

the bottom of each layer.

3.3.9 Inversion of Adjacent Traces

The termination of iterations for optimising wavelet parameters and earth model

parameters is determined by one of the following factors:

(1) the error energy between the observed and forward-modelled traces is less than some

arbitrary small value;

(2) the current minimum error energy has remained unchanged after successive iterations;

or

(3) the number of iterations reaches some arbitrary maximum value.

After completing the inversion process for the starting trace closest to the borehole, the
next seismic trace can be inverted either by using the results from the previous trace as the
initial guess model or by basing the initial guess on other interpretive information, as will
be discussed in Chapter 5. Inversion then proceeds, trace by trace, along the section. The
inversion results for each trace and some useful parameters such as the normalized energy
value, are saved and therefore the program can be carried on after interruptions, which is

very useful for work with a long computation time.
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3.3.10 Summary

In general, the boundary locations are the most important parameters to invert in coal
exploration because the acoustic impedance of the coal seam is normally stable. The main
aim is to determine seam thickness, including the identification of washouts, and also to
find any seam splits or small faults. However, boundary locations are the most difficult
type of earth model parameter to invert. Furthermore, the wavelet phase parameters and
acoustic impedance parameters are all affected by changes in the boundary locations. The
difficulties and some methods for resolving them are illustrated on synthetic and real data,

respectively, in Chapters 4 and 5.
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4 A Synthetic Model

4.1 A 1-D Synthetic Example without Noise

4.1.1 Introduction

Before the field data from British Coal were processed, some tests were carried out
on synthetic data in order to prove that the programs are working. The results of the
tests also give some indication of potential problems which might arise when inverting

real data. First I consider the situation in which the data are noise-free.

Because there is no scaling problem for the synthetic example, the error energy can
be used to measure the quality of the match between the synthetic data trace and the
forwarded-modelled trace. In the real data case, the correlation coefficient may be used
to describe the similarity between the observed data trace and the forward-modelled

trace, and the error energy is used as the criterion for the inversion quality.

In the synthetic example, the sampling interval is 1 ms and the length of the wavelet is
32 ms, as they are for the field data described in Chapter 5. The length of the whole
trace is 512 ms. The inversion window is set to be between 300 ms and 470 ms. The
wavelet parameters and earth model parameters are listed in Table 4.1. There are nine
layers and eight boundaries, i.e., the top and bottom layers are treated as half-spaces.
The boundary locations are the bottom of each layer in two-way travel time. The

acoustic impedances in each layer are set at values appropriate for the thin coal scams
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Figure 4.1 Synthetic inversion results for wavelet parameters and earth model with correct initial

guess. Trace 1- synthetic wavelet; trace 2- synthetic trace; trace 3- synthetic earth model; trace 5-

initial guess for the earth model; trace 7- extracted wavelet; trace 9- estimated 8-parameter wavelet;
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forward-modell‘ed tracé; trace 13- inverted earth model.
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and thick country rocks, at 4.0 and 7.6 (g/cm’)(km/s), respectively. The model is
shown in Fig. 4.1 (trace 3).

- Wavelet Bound. Locations  Acous. Impedance  Ac. Imp. Gradient
(ms) (g/cm”)(km/s) (g/cm’)(m/s’)
f=20Hz 7.6 0.0
301
f,=30Hz 4.0 0.0
304
f,=900 Hz 7.6 -0.02
373
f,=200 Hz 4.0 - 0.0
379
a,=1.0 7.6 0.0
400
P,=90 degree 4.0 0.15
409
@,=0.1 deg/Hz 7.6 0.0
430
¢,=-0.002 4.0 0.0
deg/Hz® 435
7.6 0.0

Table 4.1 Synthetic wavelet and earth model
4.1.2 Wavelet Parameters

For the first test, the initial guess for the earth model is exactly t.hc same as the real
one. After a wavelet was extracted by a Wiener shaping filter, its phase spectrum was
unwrapped and an 8-parameter wavelet was defined. Figure 4.1 shows the parameters
of the synthetic example, the initial guess and the inversion results, ordered in the
following way. Trace 1 is the synthetic wavelet used to generate the synthetic data
(trace 2) with the reflection coefficient sequence resulting from the earth model shown
on trace 3. Trace 5 shows the initial guess for the earth model. Traces 7 and 9 are the
extracted wavelet and the estimate of the 8-parameter wavelet after phase unwrapping.

After iterative inversion, trace 10 is the error between the synthetic and forward-
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modelled trace. Traces 11 and 12 show the inverted wavelet and the forward-modelled

trace. Trace 13 is the inversion result for the earth model.

For the extracted wavelet, the error energy between the synthetic trace and the
forward-modelled trace is 0.11%. After phase unwrapping, the estimated values of the
8 parameters for the parameterized wavelet are shown in Table 4.2. For this estimate
of the wavelet parameters, the error energy between the synthetic trace and the

forward-modelled trace is 2.50 %.

f=14Hz f,=25Hz f,=121 Hz f,=172 Hz
a, =1.03 P,=89 @, =0.12 @, = -0.002
degree degree/Hz degree/Hz”

Table 4.2 The estimate for wavelet parameters

after phase unwrapping

The inversion result, following optimisation of the 8-parameter wavelet, shows that
the inverted wavelet is even better than the extracted wavelet because the final error
energy between the synthetic trace and forward-modelled trace after three iterations is

equal to 0.01%. The parameters of the inverted wavelet are shown in Table 4.3.

f =16 Hz f,=33 Hz £,=92 Hz f, =200 Hz
a,=1.0 P,=90 ¢, =0.10 ¢, =-0.002
degree degree/Hz degree/Hz*

Table 4.3 Inverted wavelet after three iterations

This test is similar to the one we will carry out on the nearest trace to the well when

inverting real data, where the initial guess for the earth model is almost correct based

on the edited well log (see next chapter). In that case, before inverting for the wavelet
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parameters, an initial inversion for the boundary locations is made using the extracted

wavelet. However, for the synthetic test, this process is omitted.

If it is not possible to obtain an extracted wavelet, because no well log data are
available, then it may be necessary to start with a guess wavelet, which could be in
error. This case does not be apply for my real-data example. However, in order to
show that problems exist in Cooke and Schneider's (1983) previous work, I give the
following example. Consider the arbitrary initial guess for the wavelet parameters
shown in Table 4.4. Its initial error energy is 42.63%. After inversion to optimise all
the wavelet parameters, the error energy between the synthetic trace and the forward-
modelled trace becomes 0.005%. The inverted wavelet parameters are listed in Table

4.5.

8-parameter Guess Wavelet

f, =20 Hz f,=30 Hz f,=90 Hz f, =200 Hz
a,=1.0 @,=45.0 ¢, =0.0 ¢, =0.0
degree degree/Hz degree/Hz?

Table 4.4 Arbitrary initial guess for wavelet parameters

8-parameter Inverted Wavelet

f=19Hz f,=31 Hz f,=90 Hz f,=200 Hz
a, =10 ©,=90 ¢, =0.1 @, = -0.002
degree degree/Hz degree/Hz’

Table 4.5 Inverted wavelet for arbitrary initial guess

From this result one can see that if the error in @, between the guess wavelet (Table

4.4) and the synthetic wavelet (Table 4.1) is quite big, GLI still can find the correct

answer for @, as well as @, and ¢,. One can also see that if the ¢, values of the
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actual wavelet and guess wavelet are different, the error energy without inversion is
rather large and cannot be neglected. That is to say, this shows that Cooke and
Schneider's (1983) conclusion (see §3.3.1) is not always correct. In the next section,

this will also be shown together with inversion for the boundary locations.

4.1.3 Boundary Locations

Before any further inversion is discussed, it is necessary to see the inversion result for
the boundary locations if there is no extracted wavelet available and just a guess
wavelet has to be used. The result shows that if there are errors in the guess wavelet,
the inversion will try to change the boundary locations to reduce the error energy even
when the guess model of the boundary locations is correct. The guess wavelet is that
given in Table 4.4. The initial error energy is still 42.63%, but the error energy after
inverting for the boundary locations is 14.20% if there is no wavelet inversion. Table

4.6 shows the results of the inversion.

However, if the wavelet inversion is carried out before inverting for the boundary
locations, the boundary locations remain unchanged and the error energy is also
unchanged at 0.005%. Thus the wavelet plays just as important a role as the other
earth model parameters in the inversion. This also shows the interference effects
between the boundary locations and the wavelet parameters. Any errors in either guess
model will affect the other, but provided one inverts for both wavelet and earth

parameters, it may be possible to reach the global minimum.

For the following examples, the guess wavelet will be the same as the inverted
wavelet in Table 4.3. Two iterations of the inversion procedure will be carried out in
each case. Let us consider the case in which the guess model differs from the real

model only in the boundary locations, as shown in Table 4.7.
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Wavelet

f =20 Hz
f,=30Hz
f,=90 Hz
f,=200 Hz
a,=1.0

P, =45 degree

¢,=0.0 deg/Hz

¢,=0 deg/Hz’

Wavelet
f=16Hz
f,=33 Hz
f,=92 Hz
f,=200 Hz
a,=1.0

¢,=90 degree

¢,=0.1 deg/Hz

¢,=-0.002
deg/Hz*

Bound. Locations

(ms)
300
303
372
378
399
407
428

434

Acous. Impedance
(g/em’)(km/s)
7.6
4.0
7.6
4.0
7.6
4.0
7.6
4.0

7.6

Table 4.6 Inverted boundary locations

for the guess wavelet of Table 4.4

Bound. Locations

(ms)
301
305
370
380
401
409
432

435

Acous. Impedance
(g/cm*)(km/s)
7.6
4.0
7.6
4.0
7.6
4.0
7.6

4.0

7.6

Ac. Imp. Gradient
(g/cm®)(m/s?)
0.0
0.0
-0.02
0.0
0.0
0.15
0.0
0.0

0.0

Ac. Imp. Gradient
(g/cm’)(m/s?)
0.0
0.0
-0.02
0.0
0.0
0.15
0.0

0.0

0.0

Table 4.7 Initial guess for the boundary locations



The initial error energy is 35.29%. Table 4.8 shows the final results after iterative
inversion for boundary locations and wavelet parameters, yielding an error energy of
0.002%. The result is quite satisfactory and all the boundary locations are moved to

the correct places.

Wavelet Bound. Locations  Acous. Impedance  Ac. Imp. Gradient
(ms) (g/cm’)(km/s) (g/cm’)(m/s”)
f=16 Hz 7.6 0.0
301
f,=32Hz 4.0 0.0
304
f,=91 Hz 7.6 -0.02
373
f,=200 Hz 4.0 0.0
379
a,=0.99 7.6 0.0
400
¢,=90 degree 4.0 0.15
409
¢,=0.1 deg/Hz 7.6 0.0
430
¢,=-0.002 4.0 0.0
deg/Hz’ 435
7.6 0.0

Table 4.8 Inverted boundary locations and wavelet parameters

It is important to estimate the reliability of this method when the differences between
the guess and real earth model are increased, e.g. the guess model listed in Table 4.9.
In this guess model, the errors in the boundary locations for the third coal seam (400 -
409 ms) are about 10 ms. I call this a "badly wrong" guess model for the boundary
locations. In this case, the initial error energy was 82.26%. After inversion for
boundary locations and wavelet parameters (Table 4.10), the final error energy was

6.5%.
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Wavelet Bound. Locations  Acous. Impedance

(ms) (g/cm®)(km/s)
f=16 Hz 7.6
301
f,=33 Hz 4.0
305
f,=92 Hz 7.6
370
f, =200 Hz 4.0
380
a,=1.0 7.6
410
¢,=90 degree 4.0
419
@,=0.1 deg/Hz 7.6
432
®,=-0.002 4.0
deg/Hz* 435
7.6

Ac. Imp. Gradient
(g/cm’)(m/s’)
0.0
0.0
-0.02
0.0
0.0
0.15
0.0

0.0

0.0

Table 4.9 Badly wrong initial guess for the boundary locations

Wavelet Bound. Locations  Acous. Impedance
(ms) (g/cm’)(km/s)
f,=20Hz 7.6
301
f,=32 Hz 4.0
304
f,=85 Hz 7.6
373
f,=205 Hz 4.0
379
a,=0.99 7.6
400
¢,=111 degree 4.0
414
¢, =-0.39deg/Hz 7.6
430
¢,=-0.002 4.0
deg/Hz* 435
7.6

Ac. Imp. Gradient

(g/cm’)(m/s’)
0.0

0.0
-0.02
0.0
0.0
0.15
0.0
0.0

0.0

Table 4.10 Inverted boundary locations and wavelet parameters

63



TRACE #

T 0.0
I
M 100.0
E
I 200.0
N
300.0
M
S
E 400.0
C
S 500.0
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The inversion failed to get the correct answer for the bottom boundary locations of
the third coal seam even though it improved on the initial guess. This indicates that the
guess for boundary locations lies outside the "region of convergence" discussed by
Cooke and Schneider (1983). This feature of the boundary locations indicates that the
boundary locations are the most difficult of all parameters to invert. I will show later
that a badly wrong initial guess for the acoustic impedance values can be correctly

solved when the boundary locations are correct.

When dealing with real data, large differences between the initial guess and the real
acoustic impedance distribution may result from faults, pinchouts, reefs or sand lenses.
Normally those features are the exploration targets. Therefore I propose an alternative
method for obtaining the initial guess of the acoustic impedance distribution. The first
step is to invert for the reflection coefficient sequence directly from the seismic data
using the best available wavelet estimate (see § 2.3). Applying this process to the
synthetic trace using the inverted wavelet from Table 4.3 gives the spiked reflectivity
shown as trace 8 on Fig. 4.2. This is equivalent to deconvolution using an optimum-lag

Wiener spiking filter.

After estimating the reflection coefficient sequence (i.e., the spiked reflectivity), the
program automatically searches for the eight most significant boundary locations. They
are: 302, 305, 374, 380, 401, 410, 431, 436 ms, respectively. Then GLI with
parameterization was applied, yielding the results shown in Fig. 4.2 and Table 4.11
with an error energy of 0.002 %. Comparing with the previous result, it is obvious that
this method is successful. The advantage of this two-stage inversion procedure is that
the boundary locations estimated from the spiked reflectivity, following deconvolution,

should lie within the region of convergence for the subsequent application of GLI.
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Wavelet Bound. Locations  Acous. Impedance  Ac. Imp. Gradient

(ms) (g/cm’)(km/s) (g/cm’)(m/s”)

f,=16 Hz 7.6 0.0
301

f,=32Hz 4.0 0.0
304

f,=91 Hz 1.6 -0.02
373

f,=200 Hz 4.0 0.0
379

a,=1.0 7.6 0.0
400

¢,=90 degree 4.0 0.15
409

@,=0.1 deg/Hz 7.6 0.0
430

¢,=-0.002 4.0 0.0

deg/Hz? 435

7.6 0.0

Table 4.11 Inverted boundary locations and wavelet parameters following

initial inversion for the reflection coefficient sequence

4.1.4 Acoustic Impedance and Gradients

In this section I will show that, if the initial guess for the boundary locations is correct
and keep fixed, there will be no limitations on the acoustic impedance guess model
because of the approximately linear relationship between the coefficients of the
synthetic trace and the acoustic impedance values as expressed in equation (3.11). And
even when there are some errors in the guess model for the boundary locations, it is

still possible to get a nearly correct solution to the problem.

The guess earth model for the first example is listed in Table 4.12. There are some
errors in the initial guess for acoustic impedance. The error energy after inversion for
the boundary locations and the acoustic impedance values reduced from 9.20 % to

0.01 %. The final solution is shown in Table 4.13. This means if the guess for the

65



boundary locations is correct and the error energy for the initial guess is not big (up to,

say, 30 %) , the correct boundary locations will remain unchanged in the inversion.

Wavelet Bound. Locations  Acous. Impedance  Ac. Imp. Gradient
(ms) (g/cm®)(km/s) (g/cm’)(m/s?)
f=16Hz 7.6 0.0
301
f,=33Hz 4.0 0.0
304
f,=92 Hz 8.6 -0.02
373
f,=200 Hz 4.0 0.0
379
a,=1.0 6.0 0.0
400
P,=90 degree 4.0 0.15
409
¢,=0.1 deg/Hz 5.6 0.0
430
¢,=-0.002 4.0 0.0
deg/Hz’ 435
7.6 0.0

Table 4.12 Initial guess for acoustic impedance values

In the next test, the initial guess for the acoustic impedance of the third layer was 3.6
instead of 8.6 (g/cm>)(km/s). For comparison this guess model can be considered as a
"badly wrong" model for the acoustic impedance because the polarities are opposite to
the true values for the a{op{lstic impedance contrasts. The initial error energy was
61.36%. The results were almost the same as Table 4.13 with 0.05% error energy but
without inversion for the boundary locations. This test shows that even though the
acoustic impedance contrasts at the boundaries of the third layer have the wrong
polarities, one can still get the correct answer as long as the initial guess for the
boundary locations is correct and fixed. If the boundary locations are inverted as well
as the acoustic impedance, they will affect each other. Table 4.14 shows the results and

the error energy is 4.73%.
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Wavelet Bound. Locations ~ Acous. Impedance  Ac. Imp. Gradient

(ms) (g/cm*)(km/s) (g/cm*)(m/s%)

f,=16 Hz 7.6 0.0
301

f,=31 Hz 4.0 0.0
304

f,=91 Hz 7.5 -0.02
373

f,=200 Hz 4.0 0.0
379

a,=1.0 7.5 0.0
400

¢,=90 degree 4.0 0.15
409

@,=0.1 deg/Hz 7.5 0.0
430

@,=-0.002 4.0 0.0

deg/Hz’ 435

7.5 0.0

Table 4.13 Inverted boundary and acoustic impedance for Table 4.12

Wavelet Bound. Locations  Acous. Impedance  Ac. Imp. Gradient
(ms) (g/cm’)(km/s) (g/cm®)(m/s”)
f=18Hz 7.6 0.0
300
f,=34Hz 4.0 0.0
‘ 304
f,=83 Hz 7.1 -0.02
373
f,=200 Hz 4.0 0.0
378
a,=1.0 7.6 0.0
399
¢,=84 degree 4.0 0.15
409
¢,=0.08 deg/Hz 7.4 0.0
430
¢,=-0.003 4.0 0.0
deg/Hz’ 435
1.5 0.0

Table 4.14 Inverted boundary and acoustic impedance

for the badly wrong guess
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In the next example, errors in the initial guess for the boundary locations, as in Table
4.7, as well as errors in the guess for the acoustic impedance and their gradients are
included. This means that there are errors in all parameter types in the initial guess
(Table 4.15). After iterative inversion for the boundary locations, the acoustic
impedance and their gradients together, and the wavelet parameters, the error energy is

reduced from 45.65% to 0.01% with the results shown in Table 4.16.

-Overall, the inversion is fairly successful with no gross errors. However, it should be
pointed out that the inverted acoustic impedance values and their gradient values
contain some errors compared to the synthetic model, even though the total error
energy is quite small. The first possible reason is that the model parameters interfere
with each other and make the problem non-unique (or close to non-unique). The
second reason for the errors in the acoustic impedance and gradients is the absence of

low frequencies in the seismic data.

Wavelet Bound. Locations  Acous. Impedance  Ac. Imp. Gradient
(ms) (g/em’)(km/s) (g/cm’)(m/s’)
f=16Hz 7.6 0.0
301
f,=33Hz 4.0 0.0
305
f,=92 Hz 8.6 0.0
370
f,=200 Hz 4.0 0.0
380
a,=1.0 6.0 0.0
401
P, =90 degree 4.0 0.0
409
¢,=0.1 deg/Hz 5.6 0.0
432
¢,=-0.002 4.0 0.0
deg/Hz? 435
7.6 0.0

Table 4.15 Initial guess for all parameter types
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Figure 4.3 Synthetic inversion results for errors in the initial guess for all types of earth

model and wavelet parameters.



Wavelet Bound. Locations ~ Acous. Impedance  Ac. Imp. Gradient

(ms) (g/cm®)(km/s) (g/cm>)(m/s?)

f=16 Hz 7.6 0.0
301

f,=32 Hz 4.0 0.0
304

£,=90 Hz 1.5 -0.02
373

f,=199 Hz 4.0 -0.01
379

a,=1.0 7.5 0.0
400

P,=92 degree 4.0 0.13
409

@,=0.08 deg/Hz 7.4 0.01
430

@,=-0.002 4.0 0.0

deg/Hz* 435

7.4 0.0

Table 4.16 Overall inversion results for initial guess in Table 4.14

Figure 4.3 shows the results of this inversion as a plot. The traces in this plot are
ordered as in Fig. 4.1 (see § 4.1.2). A satisfactory feature is that the inverted boundary
locations are correct even though there are some boundary location errors in the ihitial
guess. Such errors are bound to exist in the initial guess models for inverting real data,
so it is reassuring that the inversion methodology solves for them correctly in this
noise-free synthetic data example. As for the errors in the acoustic impedance values
and gradients, due to the missing low frequencies, they are not a big problem for
inversion of Coal Measures data because the acoustic impedance can be fixed for coal

seams. The changes in the thickness of the coal seams are the most interesting effect.
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4.2 A 1-D Synthetic Model with White Noise

4.2.1 Introduction

There is always some noise present on observed seismic traces. Now let us consider
the same model as in the previous section with 15% white noise (Gaussian distribution)
added. In this section, the error energy will still be used to show the quality of the
inversions and to measure the match between the synthetic data trace and the forward-

modelled trace.

4.2.2 Wavelet Inversion

Following the processes described in §4.1.2, the inverted 8-parameter wavelet found

after three iterations is listed in the following Table 4.17:

f=15Hz f,=36 Hz f,=89 Hz f,=201 Hz
a,=1.0 9,=89 @, =0.13 ¢, =-0.002
degree degree/Hz degree/Hz?

Table 4.17 Inverted wavelet after three iterations

For the extracted wavelet, the error energy was 2.05%, but the initial guess for the 8-
parameter wavelet gave an error energy of 4.71 %. After three iteration of inversion for
the wavelet parameters, the error energy was only reduced to 2.17 %. Unlike the case
without noise, the inverted 8-parameter wavelet is not as good as the extracted one.
Therefore, it is necessary to look at the extracted wavelet and its spectra to decide
whether it is suitable to use an 8-parameter wavelet in real data inversion. I will show in

the next section that there are no big differences in the results between using the extracted

70



TRACE #

T 20 00
, |
M 100.0 - - 100.0
E
I 200.0 -— 200.0
N

300.0 300.0
M
S
E 400.0 ~ 400.0
C
S 500.0 500.0

Figure 4.4 Synthetic inversion results with 15 % white noise on the input trace and

errors in the initial guess for the boundary locations



wavelet and the 8-parameter wavelet in my synthetic examples, even though there are

some differences in the error energy.

4.2.3 Boundary Locations

As in §4.1.3, the initial guess for the constant acoustic impedance values and
gradients is the same as for the real forward model. The differences are in the boundary
locations as given in Table 4.7. The results after inversion for boundary locations and
the 8-parameter wavelet are shown in Table 4.18, with the error energy reduced from
31.59 % to 4.37 %. Figure 4.4 shows plots of the traces, in which the meaning of each

trace is the same as described in §4.1.2.

Wavelet Bound. Locations ~ Acous. Impedance  Ac. Imp. Gradient
(ms) (g/cm’)(km/s) (g/cm®)(m/s”)
f=16 Hz 7.6 0.0
300
f,=34Hz 4.0 0.0
304
f,=86 Hz 7.6 -0.02
373
f,=204 Hz 4.0 0.0
379
a,=0.96 7.6 0.0
400
¢,=89 degree 4.0 0.15
409
@,=0.12 deg/Hz 7.6 0.0
430
¢,=-0.003 4.0 0.0
deg/Hz’ 435
7.6 0.0

Table 4.18 Inverted boundary locations and wavelet parameters

Then I fixed the extracted wavelet in the inversion and compared the results. Though

the error energy of 2.05% is a little bit better, the boundary locations were almost the

71



same, i.e. 301, 304, 373, 379, 400, 409, 430, 435 ms. Therefore, for the sake of being
able to invert for wavelet parameters on successive traces, an 8-parameter wavelet
defined in Table 4.17 is preferred and treated as the guess wavelet for the following

inversions.

Comparing these results with §4.1.3, this inversion method shows its ability to invert
the boundary locations when 15 % white noise is present on the observed trace,

provided that the acoustic impedance values are correct.

4.2.4 Acoustic Impedance and Gradients

Using the same initial guess for the earth model as in Table 4.15 and the initial guess

wavelet parameters as in Table 4.17, the final solution obtained by GLI with

parameterization is listed in Table 4.19.

Wavelet Bound. Locations ~ Acous. Impedance ~ Ac. Imp. Gradient
(ms) (g/cm®)(km/s) (g/cm®)(m/s’)
f=13Hz 7.6 0.0
301
f,=38Hz 4.0 0.0
305
f,=88 Hz 7.0 -0.01
373
f,=203 Hz 4.0 -0.1
379
a,=1.0 7.0 0.03
400
¢,=96 degree 4.0 0.09
409
¢,=-0.08 deg/Hz 6.9 0.02
430
¢,=-0.002 4.0 0.0
deg/Hz’ 435
7.2 0.0

Table 4.19 Inverted earth model and the wavelet parameters
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Figure 4.5 Synthetic inversion results with 15 % white noise on the input trace and
errors in the initial guess for all types of earth model and wavelet parameters.



For this inversion, the error energy is reduced from 41.78% to 3.52 %. The results are
also shown in Fig. 4.5. Comparing Table 4.19 with Table 4.16, one can see the inversion
almost succeeded in locating the boundaries, with only a small error in the boundary at
304 ms, even though 15 % white noise had been added. That is to say, when white noise is
present on the observed trace, if boundary locations and acoustic impedances are all in
error in the guess model, GLI with parameterization can still find the correct answer for
the boundary locations. However, the inverted values of the acoustic impedance and its
gradient are worse than the result in the noise-free case. This indicates that acoustic
impedance values are more sensitive to white noise on the observed trace than the

boundary locations and wavelet parameters are, at least when the SNR is not too poor.

4.3 Summary

A number of synthetic examples either with noise-free or with some white noise have
been presented. It can be seen that it is possible to use this GLI method to do some
inversion on post-stack seismic data in the thin bed area as long as the boundary locations
are carefully treated and the noise on the observed traces is not severe. Furthermore, for
the badly wrong initial guess for the boundary locations, it is still possible to get the
correct answer by applying an inversion for the reflection coefficient sequence and then
GLI. For the badly wrong initial guess for the acoustic impedance values, it can obtain the

correct solutions only if the initial guess for the boundary locations is correct and fixed.

In this chapter, I have reported results from several different tests on synthetic data. I
give a summary table below (Table 4.20) which shows where incorrect parameters were
assigned in the initial guess, the inversion procedure applied and the error energy in the

result. Corresponding table numbers are given for each test, as available.
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Without Noise

Table 4.3

Table 4.5
Table 4.6

Table 4.8

Table 4.10

Table 4.11

Table 4.13

Table 4.14

Table 4.16

With 15 %
White Noise

Table 4.17

Table 4.18

Table 4.19

Initial Guess Model

Earth

Correct

Correct
Correct

Correct

Bdary. locns.
wrong

Bdary. locns.
badly wrong
Bdary. locns.
badly wrong

Acoustic imp.

wrong

Acoustic imp.

badly wrong

Acoustic imp.

badly wrong
Everything
wrong

Correct

Bdary. locns.
wrong
Bdary. locns.
wrong
Everything
wrong

Wavelet  1nversion Procedure
Wavelet extraction and
None wavelet parameters
Wrong Wavelet parameters only
Wrong Boundary locations only
Boundary locations and
Wrong wavelet parameters
Boundary locations and
Inverted  yavelet parameters
Boundary locations and
Inverted  wavelet parameters
Reflection coefficient sequenci
Inverted , then as above
Boundary locations and
Inverted  4coustic impedance inversion
Acoustic impedance
Inverted inversion
Boundary locations and
Inverted  4coustic impedance inversion
Bdary. locns., acoustic imp.
Inverted  5pq wavelet parameters
Wavelet extraction and
None wavelet parameters
Boundary locations and
Inverted  \avelet parameters
Boundary locations
Extracted  jnversion only
Bdary. locns., acoustic imp.
Inverted

and wavelet parameters

Table 4.20 Brief summary of inversion tests and results

for a synthetic data example
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Error Energy
0.01 %

0.005 %
14.20 %
0.005 %

0.002 %
6.5 %
0.002 %
0.01 %
0.05 %
4.73 %

0.01 %

2.05 %
4.37 %
2.05 %

3.52%



5 British Coal's Dataset

5.1 Introduction

In this chapter, I present the results of applying inversion to the reprocessed migrated
dataset from British Coal. Due to the complexity of the stratigraphy, it was necessary to
start the inversion at a borehole and to do some systematic work to determine the most
important model parameters at that borehole. According to the well logs, two different
inversion windows were chosen for Thorny Plantation and Pillbox boreholes in order to

cover all the coal seams present.

For the real data, the scaling factor between the forward-modelled trace and the
observed trace is unknown. Furthermore, for inverting the seismic section, it is necessary
to normalise the total energy of the signal in the inversion window on each trace to the
same value. Therefore, the acoustic impedance in the coal seams was fixed to provide a
consistent scaling for all the acoustic impedance values. Then I calculated the total energy
in the chosen window on the observed trace at the borehole and took this value to

normalize the total energy in the chosen window for each trace in the section.

In addition, even though I carefully reprocessed the seismic reflection data, the
amplitude values of the reflection events on the seismic trace are still not the true
relative amplitude values, which are important for thin bed inversion. In the synthetic
examples, there are no such problems. I will point out the effect of incorrect relative
amplitude values on the inversion for the thicknesses of the coal seams in the following

systematic study.
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5.2 Systematic Study at Thorny Plantation
5.2.1 Comparison of the Two Different Processed Sections

In this section, I will first quantify the improvement achieved with the reprocessed data,
compared to the section obtained by the British Coal's original processing, by making use
of the well logs. The criterion for the comparison is the error energy between the observed
data and the forward-modelled trace obtained by convolving the extracted wavelet with

the reflection coefficient sequence generated from the well logs.

This procedure was applied for the trace at CDP 994 from British Coal's processing and
from my processing. The window on the observed trace was taken to be 331 ms to 480 ms
in each case to cover all the coal seams. For each processed trace at CDP 994, the normal
equations for a Wiener shaping filter were solved to extract a wavelet as the best filter, in
a least squares sense, for shaping the reflection coefficient sequence obtained from the
well logs into the processed trace. The length of the wavelet was chosen to be 32 ms.
Then the error energy was calculated between the forward-modelled trace and the
observed (i.e. processed) trace. Finally, these two values of error energy were compared
to see which was smaller. The results were 29.74% for British Coal's data and 24.64% for

my reprocessed data.

The optimum time shifts for the two observed traces are slightly different: the observed
trace was lagged relative to the reflection coefficient sequence by 9 ms for British Coal's

data and 11 ms for my reprocessed data.

The results imply that the reprocessed data are an improvement on British Coal's. From

now on, only the reprocessed dataset will be considered for analysis and discussion.
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Figure 5.1 Relationship between the time shift and error energy for all 31 positions of
the desired output when extracting the wavelet at Thorny Plantation borehole.
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Figure 5.2 All the extracted 31 wavelets at Thorny Plantation borehole.




5.2.2 Time Shift for the Extracted Wavelet

In the previous section, it was noted that there is a time shift associated with the
optimum extracted wavelet. After comparison of the observed trace with the well log at
Thorny Plantation borehole, the length of the maximum time shift was set to be 15 ms -
during this procedure. Figure 5.1 shows the relationship between the time shift and error
energy for all 31 positions of the desired output (the observed trace window) relative to
the input (the reflection coefficient sequence). The minimum error energy corresponds to a

time lag of the desired output by 11 ms.

The extracted wavelets do not only differ by a time shift but also have different shapes.
Figure 5.2 shows all the 31 wavelets extracted in this process, trace 1 corresponding to a
time shift of -15 ms, trace 2 to -14 ms, and so forth. Note that trace 27 is the optimum
extracted wavelet in this example. In order to compare the inversion result with the
processed section, the reflection coefficient sequence was moved back 11 ms to maich the

observed trace.
5.2.3 Identification of the Main Coal Seams

It may be seen from the well logs (Figure 3.20) that several coal seams could be
responsible for events on the seismic section. In order to use the minimum number of earth
model parameters, it was necessary to determine which are the dominant coal seams that
generated the main reflections on the observed trace, and just invert to optimize their
parameters. In this procedure, the time window between 331 ms and 480 ms was again

chosen to cover all the coal seams.

The method I used was simply to carry out a sequence of trials. Firstly, the most

dominant coal seam was determined by making a one-layer guess model for each coal
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Figure 5.3 Contributions of the various coal seams to reduction of the error energy
following inversion at CDP 940, the ncarest CDP to Thorny Plantation borehole.
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seam in turn. According to the well logs and lithology information at Thorny Plantation
(Figs. 3.17 and 3.20), there are 10 coal seams in this borehole, and the acoustic
impedances of coal seams and country rocks are approximately 4.0 and 7.6
(g/cm®)(km/s), respectively. For each coal seam, a boundary location inversion by GLI
was applied. The correlation coefficient and error energy between the synthetic trace
calculated from this inverted model and the observed trace is given in Table 5.1. The most
dominant coal seam is obviously the one at 402-409 ms as it has the largest correlation

coefficient and the least error energy.

Guess Coal Corr. Coefficient ~ Error Energy Inverted Boundary
Seams (ms)

359 -362 0.0765 99.42 % 361 - 362 (ms)
367 - 369 0.0 100.0 % 368 - 368 (ms)
386 - 391 0.4531 79.91 % 387 - 390 (ms)
401 - 406 0.7883 49.25 % 402 - 409 (ms)
422 - 427 0.4675 78.14 % 420 - 429 (ms)
435 - 438 0.0830 99.33 % 436 - 438 (ms)
447 - 450 0.0816 99.34 % 448 - 449 (ms)
453 - 454 0.0570 99.74 % 453 - 454 (ms)
457 - 459 0.0 100.0 % 455 - 455 (ms)
463 - 466 0.1273 98.79% 466 - 468 (ms)

Table 5.1 Searching for the most dominant coal seam at Thorny Plantation

The second trial was to take this dominant coal seam with each of the other nine coal
seams in turn, and use GLI to optimize the boundary locations to find which pairing is the
most dominant. Repeating this procedure for combinations of three seams, four seams,
and so on, determines the contributions of all coal seams in order. Figure 5.3 shows the

relative size of their contributions.

The ordering of the coal seams turned out to be the same as in the first trial for individual

seams. However, only after all the trials had been done could the error energy and

correlation coefficient for each optimum combination be found. From Fig. 5.3, it can be
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seen that for more than three trials, the decrease in error becomes very small. I should
point out that with five or more coal seams, the correlation coefficient and error energy
(0.8841 and 24.42 %) are even better than those obtained from the well logs (0.8729 and
24.64%). This is because there were some errors in the well logging and some noise on
the observed seismic trace. Consequently, as more and more earth model parameters are
introduced for inversion, the fit will progressively improve, and at some point will become

better than the fit from any fixed earth model.

The optimum combination of three main coal seams accounts for more than 80% of the
energy on the observed trace at Thorny Plantation borehole. Therefore, these three coal
seams were taken as the target seams to invert, together with the immediately underlying
seam, which was included to ensure to optimum inversion for the middle two thickest coal

scams.

5.2.4 Construction of Initial Guess for the Earth Model

Based on the previous discussion, the four chosen coal seams are at two-way times given
by the well log information (Fig. 3.20) as follows: Black Rake at 389 - 391 ms, Deep Main
at 402 - 407 ms, Parkgate/Tupton at 422 - 428 ms and Yard at 436 - 437 ms. In order to
get a better estimate of the extracted wavelet, a shorter time window between 380 ms and
439 ms was chosen and the optimum wavelet was again found by solving the normal
equations for a Wiener shaping filter. The corresponding time shift was a lag of the desired
output by 10 ms. The wavelet used for constructing the guess earth model was the

extracted wavelet.

The acoustic impedance values of the top and bottom coal seams were set to be 4.0
(g/cm®)(km/s) and of the two middle main coal seams were set to be 3.0 (g/cm>)(km/s),
all with gradients of zero. These values were fixed for all inversions run along the seismic

sections. The acoustic impedance values and gradients are more difficult to cope with for
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the country rocks because they are average contributions from different lithologies. When
the acoustic impedance values were treated as variable parameters, they were constrained
between values of 12.0 and 5.0 (g/cm*)(km/s), chosen according to the maximum range

of values on the well logs.

Because the initial guess earth model was to be constructed at the borehole, it seemed
reasonable to assume that the boundary locations of these coal seams and the wavelet are
almost correct. Based on this, I fixed all the parameters apart from the acoustic impedance
values of the country rocks, and inverted for them. However, the results gave acoustic
impedance values which were not at ail similar to their values known from well log
information. As a cross-check, I fixed the acoustic impedance values from the well logs
and inverted for the boundary locations. The results were also unsatisfactory because the
Deep Main seam was apparently thicker than Parkgate/Tupton. This is not true according
to the well log information. It is not possible for the seam thicknesses and the acoustic
impedance values given by the well logs to be so badly wrong. The discrepancy must
result from problems with the observed trace, which is only crudely approximated by the

simple convolutional model.

In order to make progress with inverting the seismic section, a decision had to be taken
on which parameters were the interesting ones to invert, the thicknesses of the coal seams
or the acoustic impedance values. Either an increase t]qg thicknesses of the coal seam or an
increase in the acoustic impedance contrast will cause the amplitude of the seismic trace to
increase (Widess, 1973). Therefore, I chose to fix the boundary locations and acoustic
impedance values of the coal seams from the well logs, and to invert for the acoustic
impedance values of the country rocks to get the best fit to the observed trace at the
borehole. The results comprise the initial guess for the earth model, shown in Table 5.2.
The acoustic impedance values of the country rocks obtained are not true values, but

simply the best-fitting values for the known parameters of the coal seams.
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Boundary Locations Acoustic Impedance Acous. Imp. Gradients

(ms) (g/cm®)(kms) (g/cm*)(m/s?)

6.9 0.0
389

4.0 0.0
391

9.9 0.0
402

3.0 0.0
407

6.0 0.0
422

3.0 0.0
428

5.5 0.0
436

4.0 0.0
437

7.6 0.0

Table 5.2 Initial guess earth model at Thorny Plantation borehole

If we assume that the forward-modelled trace generated by convolving the extracted
wavelet with the reflection coefficient sequence from the well logs is a signal trace, the
difference between the observed trace and this synthetic trace should be the noise trace.
The signal-to-noise amplitude ratio is calculated as 1:0.1592 (or greater than 6:1), which

is similar to our synthetic example with 15 % random noise added.

The correlation coefficient and error energy are 0.9518 and 9.12 % for this earth model
with the extracted wavelet. It is interesting to note that the error energy is less than that
obtained (10.29 %) using the complete reflection coefficient sequence from the well logs
with the same extracted wavelet. This suggests that our initial guess earth model is quite

good and also that there are some errors on the well logs.
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Figure 5.4 Amplitude and phase spectra of the extracted wavelet at CDP 940, close to
Thorny Plantation borehole.
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5.2.5 Estimation of Wavelet Parameters

The amplitude spectrum and phase spectrum of the optimum extracted wavelet are
plotted in Fig. 5.4. From this diagram, it can be seen that the boxcar-with-cosine-tapers,
defined by four frequencies, is a reasonable approximation to represent the amplitude
spectrum of the extracted wavelet. After fitting the eight parameters to these spectra
(Table 5.3) to parameterize the wavelet in the frequency domain, the error energy between

the forward-modelled and observed traces was 13.78%.

The next step was to perform GLI for the wavelet parameters for three iterations
whilst keeping the earth model fixed, as shown in Table 5.2. The error energy between
the forward-modelled and observed traces was reduced to 5.92%, which is less than
that found when using the extracted wavelet (9.12%). These optimized values (Table
5.4) comprise the initial guess for the wavelet parameters, and can be seen in Fig. 5.4

to provide a reasonably accurate representation of the extracted wavelet.

f =14 Hz f,=39 Hz f,=76 Hz f,=136 Hz
a, = 6.45 P,=26 ¢, =5.23 ¢, =-0.02
degree degree/Hz degree/Hz’

Table 5.3 Estimated wavelet parameters after fitting the spectra

f =18 Hz f,=42 Hz f,=57Hz f,=150 Hz
a, =6.17 ¢,=80 @, =3.67 ¢, =-0.01
degree degree/Hz degree/Hz?

Table 5.4 Initial guess for the wavelet parameters

after optimizing the fitted values
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5.2.6 Inversion of the Trace at the Borehole

In the preceding five sub-sections, I have described how the initial guess model was
established for the boundary locations, acoustic impedance values and gradients, and the
wavelet parameters. The earth model parameters for the initial guess are given in Table 5.2
and the wavelet parameters in Table 5.4. The next steps were to apply GLI separately for
the boundary locations, acoustic impedance parameters for the country rocks and wavelet

parameters. This was done consecutively over two complete iterations of the three-stage

inversion process.

Because of the relatively accurate information from the initial guess for the boundary

locations, there were only small changes in the boundary locations and wavelet

parameters, but some big changes in the acoustic impedance parameters. Final values are

shown in Table 5.5 and yield an error energy of 2.15 %.

Wavelet
f =13 Hz
f, =42 Hz
f, =53 Hz
f, =151 Hz
a, =6.17
P,=79 degree
@,=3.67deg./Hz
¢,=-0.01

(degree/Hz?)

Table 5.5 Inversion results at Thorny Plantation borehole

Bound. Locations.

(ms)

390

391

402

407

421

427

436

437

Acous. Impedance.
(g/cm’)(km/s)

9.1

4.0

12.0

3.0

71

3.0

5.0

4.0

5.0
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Ac. Imp. Gradients
(g/cm’)(m/s?)

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0
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Figure 5.5a Inversion results for all parameters at CDP 940.



The stability of the boundary locations with respect to their locations in the well logs is
satisfactory. Also, the 8-parameter wavelet seems to represent the extracted wavelet
satisfactorily in Thorny Plantation. However, noise on the observed trace is presumably
responsible for the discrepancy between the inverted acoustic impedance parameters and

those found from the well logs.

Figure 5.5a shows the results of this procedure for the trace at CDP 994. Trace (1) is the
extracted wavelet. Trace (2) is the estimated wavelet after phase unwrapping. Trace (3) is
the inverted wavelet. Trace (5) is the initial guess for the earth model. Trace (6) is the well
log at Thorny Plantation. Trace (7) is the inverted earth model. Trace (9) is the forward-
modelled trace calculated from the extracted wavelet and well log data. Trace (10) is the
observed trace at CDP 994. Trace (11) is the forward-modelled trace from the inverted

wavelet and inverted earth model at CDP 994.

5.3 Systematic Study At Pillbox

Similar to the work at Thorny Plantation borehole,I carried out a systematic study at

Pillbox borehole using the nearest trace at CDP 1230.

The optimum time shift calculated during wavelet extraction was a time lag of the desired
output by 38 ms compared to 11 ms at Thorny Plantation borehole. This means that there
has been some change in the datum level, either on the seismic section or between the well
logs. I think it is due to the well logs because I reprocessed the seismic data along the
section, paying particular attention to the field statics and autostatics, and judge that it is
impossible to cause such a big datum difference. In this respect, my processing was also
consistent with British Coal's. It is easy to see that the optimum time shift calculated at

Pillbox borehole is about right by locating the Deep Main horizon on the reprocessed
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section at the right hand side (350 ms - see Fig. 3.14) and comparing it with the well logs
(386 ms - see Fig. 3.21).

Then I attempted to identify the most dominant coal seams among the ten seams present
in Pillbox borehole (Fig. 3.21). The search window was between 310 and 460 ms to
include all the ten coal seams. The acoustic impedance values were set to be 4.0
(g/cm?)(km/s) for coal seams and 7.6 (g/cm’)(km/s) for country rocks, as at Thorny
Plantation borehole. Fortunately, the results were similar to those obtained at Thorny
Plantation (Table 5.6). The three dominant coal seams are the Black Rake (370 - 375 ms),
Deep Main (383 - 390 ms) and Parkgate/Tupton (399 - 406 ms). Again I chose these coal
seams as the target seams to invert, together with the immediately underlying Yard seam

(413 - 417 ms) to ensure optimum inversion for the middle two thickest coal seams.

Guess Coal Corr. Coefficient  Error Energy Inverted Boundary
Seams (ms)

347 - 348 0.3308 89.11 % 347 - 352 (ms)
355 -357 0.1624 104.2 % 355 - 356 (ms)
368 - 374 0.3997 84.08 % 370 - 375 (ms)
384 -390 0.5182 75.14 % 383 - 390 (ms)
401 - 406 0.4501 80.21 % 399 - 406 (ms)
414 - 416 0.2764 92.50 % 413 - 417 (ms)
426 - 428 0.1472 97.90 % 426 - 428 (ms)
430 - 431 0.0739 99.48 % 430 - 431 (ms)
436 - 437 0.0 100.0 % 436 - 436 (ms)
442 - 443 0.0565 99.76% 441 - 442 (ms)

Table 5.6 Searching for the most dominant coal seams at Pillbox

In order to get a better estimate of the extracted wavelet, a new shorter inversion
window was set from 331 to 395 ms, which takes into account the 38 ms time shift and
keeps almost the same length as at Thorny Plantation for comparison. The error energy
between the observed trace and the forward-modelled trace obtained from the well logs

was 24.52 %. That is to say, the SNR (1:0.3716, or less than 3:1) of the observed trace at
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Pillbox is worse than the SNR (1:0.1592) at Thorny Plantation. Also it can be seen on Fig.

5.5b that the extracted wavelet is very complicated.

The next step was to obtain an initial guess earth model for subsequent optimization of
wavelet and earth model parameters. As described in §5.2.4, a decision should be made
before constructing the initial guess for the earth model. Therefore I decided to use the
boundary locations obtained from Pillbox borehole. Then I inverted for the acoustic
impedance values to obtain the initial guess for the earth model, as shown in Table 5.7.
Due to the relatively small reflection from the Parkgate/Tupton seam at this trace, the
acoustic impedance values of the country rock above and below this seam became very

small, which does not match the well log information.

Boundary Locations Acoustic Impedance Acous. Imp. Gradients
(ms) (g/cm’)(km/s) (g/cm®)(m/s”)
5.5 0.0
372
4.0 0.0
374
1.7 0.0
384
3.0 0.0
389
5.0 0.0
401
3.0 0.0
407
5.3 0.0
414
4.0 0.0
415
6.7 0.0

Table 5.7 Initial guess earth model at Pillbox borehole

The eight parameters of the wavelet after phase unwrapping and fitting the spectra are

shown in Table 5.8. The parameters were then optimized by three iterations of GLI whilst
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keeping the earth model fixed (Table 5.7) to give the initial guess for the wavelet

parameters in Table 5.9.

f =42 Hz f,=55Hz f,=78 Hz f,=138 Hz
a, =3.62 Po=-22 ¢, =-1.16 ¢, =0.01
degree degree/Hz degree/Hz’

Table 5.8 Estimate of the wavelet parameters

after fitting the spectra

f=41Hz f,=55Hz f,=76 Hz f,=138 Hz
a, =2.80 Q,= -24 @, =-1.64 @, =0.03
degree degree/Hz degree/Hz”

Table 5.9 Initial guess for the wavelet parameters

after optimizing the fitted values

The error energy and the correlation coefficient are equal to 25.48 % and 0.8876 for the
initial guess wavelet in Table 5.9 and for the earth model in Table 5.7. It can be seen that
the wavelet obtained at Pillbox borehole is different from that at Thorny Plantation
borehole (Table 5.4). Comparing the two sets of well logs (Figs. 3.20 and 3.21) and
lithology information (Figs. 3.17 and 3.18), there are no big differences in the four coal
seams apart from the small changes in the separation between the coal seams. Therefore, I
infer that the differences resulted from different noise contributions in the observed traces
at each borehole. Hence I regard the inverted wavelet at Thorny Plantation borehole as
being more reliable because the error energy is less. In the next section, I will show the

different inversion results obtained using these two different wavelets.
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Using the initial guesses for the earth model (Table 5.7) and wavelet (Table 5.9), two
iterations of the three stage GLI process were carried out, inverting successively for the
boundary locations, acoustic impedance values, and wavelet parameters. The inversion
results are listed in Table 5.10. The error energy and correlation coefficient for this

inverted model are equal to 14.96% and 0.9365, respectively.

Wavelet Bound. Locations. Acous. Impedance. Ac. Imp. Gradients
(ms) (g/cm*)(km/s) (g/cm’)(m/s?)
f =21 Hz 6.0 0.0
372
f, =51 Hz 4.0 0.0
375
f, =67Hz ) 7.9 0.0
385
f, =143 Hz 3.0 0.0
390
a, =2.8 5.0 0.0
401
| @, = -9 degree 3.0 0.0
407
¢, =-1.6deg./Hz 5.7 0.0
413
¢,=0.02 4.0 0.0
416
(degree/Hz?) 7.2 0.0

Table 5.10 Inversion results at Pillbox borehole

Figure 5.5b is the results of this procedure for the trace at CDP 1230. Trace (1) is the
extracted wavelet. Trace (2) is the estimated wavelet after phase unwrapping. Trace (3) is
the inverted wavelet. Trace (5) is the initial guess for the earth model. Trace (6) is the well
log at Pillbox. Trace (7) is the inverted earth model. Trace (9) is the forward-modelled
trace calculated from the extracted wavelet and the well logs. Trace (10) is the observed
trace at CDP 1230. Trace (11) is the forward-modelled trace from the inverted wavelet

and inverted earth model at CDP 1230.
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5.4 Inversion for the Whole Section

5.4.1 Introduction

Theoretically, there should be no difference between inverting the data from either
borehole to the other, if the parameters used and the inversion window are kept the same.
However, it has been seen in the previous section that there are some differences in the
initial guess wavelets and some parameters had to be fixed using a priori information when
obtaining the initial guess earth models. It looks as though the quality of the data at
Thorny Plantation is better than at Pillbox according to the error energy values and
correlation coefficients. In order to see the effects of these differences, inversion for the

whole section from each direction was carried out.

As can be seen in Fig. 3.14, the main coal seams are at 400 ms and 420 ms at CDP 994,
but are significantly shallower at 350 ms and 370 ms at CDP 1230. Therefore, in order to
keep the target seams within the inversion window, it is necessary to vary the location of

the window along the section.

In order to get a stable solution for the nonunique inversion problem, it is better to fix
some parameters and invert for a limited number of parameters by starting from the initial
guess models (e.g. Table 5.2 and 5.4) rather than the inverted results at the borehole (e.g.
Table 5.5) because of errors in the latter, as will be seen in the following sections. The
following inversions were run for two iterations for each type of parameter (boundary
locations, 8-parameter wavelet parameters) and two iterations for the overall inversion

process.

89



When inverting the real data, there will be thickness changes for the coal seams.
According to the study by Okaya (1995), in our situation, where the thicknesses of the
coal seams are less than 10 ms in two-way time, the fundamental amplitude band (FAB) is
only preserved between 20 - 150 Hz. Where the coal seam is very thin, i.e. 2 or 3 ms two-
way time, the centre frequency of the FAB will be higher than 200 Hz (see Fig. 3 b,
Okaya, 1995). The bandwidth of the processed data is 30 - 200 Hz (see §3.1.11) which
means that there will be a very small amount of reflection energy with a very high
frequency content present in the section when the thickness of a coal seam reduces to less

than 3 ms.

In order to form the initial guess for the boundary locations at the next trace, after
inverting the previous one, I adopt a combination method by taking the interpreted
structural information (Martinez et al., 1992) into account together with the inversion
results from the previous trace. The interpreted structural information was obtained by
picking the two-way times of strong reflection events from the processed section. There
are complementary selectable weighting coefficients between 0.0 to 1.0 for each of them
which may be chosen as a result of trial-and error. For instance, if only the inversion
results were used, the weighting coefficient will be 1.0 for the inversion results and 0.0 for

the interpreted structural information.

5.4.2 From Thorny Plantation to Pillbox

I generally used the initial guess earth model and wavelet at Thorny Plantation borehole
as the starting model (i.e. Tables 5.2 and 5.4) to invert the first trace at CDP 994.
Inversion then proceeded as described above for the adjacent trace at CDP 995 onwards
until reaching CDP 1230, which is the closest trace to Pillbox borehole. Tests indicated
that the initial guess for the boundary locations was best obtained by applying equal
weighting (coefficients 0.5) to the boundary locations obtained from inverting the previous

trace and the boundary locations picking from the interpreted seismic section.
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Figure 5.6a Inversion for boundary locations with the extracted wavelet obtained from

Thorny Plantation borehole using 0.5/0.5 weights for establlshmg the initial guess )
model. The two traces on the right are the final inversion result at Pillbox borehole and (far right).
the acoustic impedance function from the well logs. The boundary locations and the

thicknesses of the main coal seams are almost matched.



Figure 5.6a shows the whole inverted section, in which I only inverted for the boundary
locations by GLI, using equal weighting coefficients of 0.5 for the initial guess, and fixed

the extracted wavelet and the acoustic impedance values (Table 5.2) along the section.

In order to see the changes of the wavelet along the sections (not the case in this
processing), the inverted wavelet is plotted at the top of the trace for each inverted earth
model at each CDP location in this figure and in the following ones. The difference
between the observed trace and forward-modelled trace (obtained from the inversion
result) in the window is also plotted above the earth model with a 200 ms time shift
forward. The error energy is plotted below the inverted earth model at each CDP location
as a vertical bar, indicating the reliability of the solution. The scale for the error energy is

that the timing line at 500 ms corresponds to an error energy of 25 %.

From Fig. 5.6a, it can be seen that the first coal seam (Black Rake) has become very thin
between CDP 1185 and CDP 1220 due to the very low reflection amplitudes (Fig. 3.14).
At two areas in the middle of the section around CDP 1100 and CDP 1160, the thickness
is greater than in other areas, which correlates with the reflection amplitudes on the

migrated section.

The thickness of the Deep Main seam was fairly consistent across the whole section. It
fluctuates in the vicinity of CDP 1200 and is a little bit thinner on isolated traces at CDPs
1123 and 1190. It can be seen from Fig. 3.14 that in those places the amplitudes of the

reflection have decreased.

The thickness of the Parkgate/Tupton seam changes a lot according to the inversion. At
first it stays unchanged until CDP 1075. Then it abruptly decreases in thickness by about a
half until CDP 1200, which corresponds to an increase in frequency content and a
decrease in amplitude of the reflection. Due to the low amplitude and poor continuity of

the reflection from this coal seam between CDPs 1190 and 1220, the thickness is further
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Figure 5.6b Inversion for boundary locations with the extracted wavelet obtained from
Thorny Plantation borehole using 1.0/0.0 weights, i.e. initial guess based only on the

interpreted structural information.
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reduced to 1 - 2 ms. But when it reaches CDP 1230, i.e. the location of Pillbox borehole,

it became thicker again.

The changes in thickness of the Yard seam also correspond to the reflection character on
the processed section. Comparing the inversion results at the right hand side with the
systematic studies at Pillbox, and noting the 38 ms time shift difference, the positions of
the Black Rake, Deep Main, Parkgate/Tupton and Yard are all matched, but the
thicknesses of the seams do not match the well log information at Pillbox (Fig. 3.22). This
is because the reflection amplitudes of the observed traces are decreased a lot comparing
with the started values at Thorny Plantation and the acoustic impedance values are fixed

during this inversion procedure along the section.

Figure 5.6b is a similar inversion to Fig. 5.6a only differing in that the weighting
coefficients were 1.0/0.0, i.e., the interpreted structural information was used and the
inversion for each trace was totally independent, which is the current method used by
other researchers (e.g. Brac et al., 1992). Comparing these two figures, there are no big
differences between them. However it can be seen that the error energy at the middle of
the section in Fig. 5.6a is a little bit less, and the inversion results look smoother than Fig.

5.6b in some areas.

Figure 5.6c shows the inversion results with 0.0/1.0 weighting coefficients, i.e., the
inversion results for the boundary locations from the previous trace were used as the initial
guess for the next trace. It can be seen that this method failed to trace the boundaries of
these seams past CDP 1060 due to the phase changes on the observed trace. Because the
errors in the inverted earth model parameters are reproduced in the initial guess for the
next trace, the correct answer may not be obtained after inversion through a poor SNR
area. The equal weighting coefficients, giving the results in Fig. 5.6a, are the best pair of

those I have tested.
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wavelet of Table 5.4 and the initial guess earth model of Table 5.2.
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Figure 5.7a shows the results of inversion for the boundary locations with the 8-
parameter wavelet and 0.5/0.5 weighting coefficients. The acoustic impedance values
(Table 5.2) and the wavelet parameters (Table 5.4) were fixed. Because the extracted
wavelet obtained from Thorny Plantation is quite accurate, due to the the good SNR
there, the inversion with the 8-parameter wavelet was no better than Fig. 5.6a. The error
energy values of the inversion in Fig. 5.7a are mostly larger than in Fig. 5.6a. In particular,

the thickness of the Parkgate/Tupton seam varies more wildly.

Figuer 5.7b is the inversion result using an 8-parameter wavelet and inverting for
boundary locations and four frequency parameters. It can be seen that it did a better job
with the thickness changes of the Parkgate/Tupton seam, which looks more like Fig. 5.6a.
It is interesting to see that the thick part of Parkgate/Tupton seam extended here to CDP
1105. Possibly this is because there is a frequency change in the data (see Fig. 3.14),

which is allowed for by the inversion of Fig. 5.7b.

Figure 5.7c is the result of inverting for the boundary locations as well as all eight
parameters of the wavelet. It is easy to see that the phase parameters do affect the
boundary locations, especially in the poor SNR areas. It made the inversion solution

unstable.

Fig 5.7d was obtained by using Table 5.5 as the initial guess model and inverting for
boundary locations only. Comparing the result with Fig. 5.7a, there was no significant
improvement anywhere. The acoustic impedance values around the Yard seam are

unrealistically low, so it is difficult to see this seam on the section.

In order to show the stability of inverting for only the two main coal seams, I have tried
to invert for the Deep Main and Parkgate/Tupton seams within the same window as the
previous one. Figure 5.8a is the inversion for boundary locations with the extracted

wavelet and 0.5/0.5 weighting coefficients. Even though the acoustic impedance values for
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the country rock were different from Table 5.2 and error energy values were a little bit
bigger than Fig. 5.6a, the inversion results are almost the same in Fig. 5.6a. The error
energy is bigger because only two coal seams were inverted within the same window. It

can be seen that the trend of the error energy values is the same.

In addition to showing that sufficient iterations have been run to yield a stable result, I
have tested an example with more than twice the number of iterations than used for Fig.
5.8a, i.e., a total of eight iterations were carried out. The results are shown in Fig. 5.8b.
There is very little difference between them. This indicates the results obtained from Fig.

5.8a and Fig. 5.6a are stable.

Figure 5.9a is the inversion result starting with the same earth model (Table 5.2) and the
7-parameter wavelet, excluding @,, (Table 5.11) and inverting for the boundary locations.
The result is quite different from that obtained using the 8-parameter wavelet (Fig. 5.7a),
and it is difficult to say which one is better. However, it can be seen that the Deep Main

seam has a more consistent thickness in Fig. 5.7a.

f=16Hz f,=41 Hz f,=52 Hz f,=167 Hz
a, =5.83 Qo= 129 g, =2.14
degree ) Eiegree/Hz

Table 5.11 Initial guess model for 7-parameter wavelet

I also tried to invert for the boundary locations and the frequency parameters using a 7-
parameter wavelet with the result shown in Fig.5.9b. It is very like the results of Fig. 5.7b
obtained by using an 8-parameter wavelet, only differing in the extent of the thick part of

the Parkgate/Tupton seam away from Thorny Plantation borehole, which looks better on

Fig. 5.7b.
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5.4.3 From Pillbox to Thorny Plantation

Figure 5.10a is the result of inversion for the boundary locations with the extracted
wavelet from Pillbox borehole starting at that borehole and moving progressively towards
Thorny Plantation. The initial guess for earth model is shown in Table 5.7. As the
extracted wavelet is quite different at Pillbox borehole, and the SNR is much lower for the
initial guess, it is not surprising that the inversion result is much less smooth than Fig.

5.6a.

Figure 5.10b is the result of inversion with the 8-parameter wavelet (Table 5.9) instead
of the extracted wavelet. From this inversion, the advantage of optimizing the wavelet
parameter for the initial guess can be seen. The inversion result looks quite smooth and the
error energy values are small, especially considering that the window was expanded by 10

time samples to take account of the large time shift (38 ms).

For the Black Rake seam, the thickness is greater than the previous inversion from
Thorny Plantation to Pillbox. The reason is that in the initial guess (Table 5.7) the acoustic
impedance contrast was lower than in Table 5.2. The thicknesses of the Deep Main and
Parkgate/Tupton seams change smoothly apart from the poor SNR area at the right hand
of the section. The Yard seam looks different possibly due to the effect of ten more
samples being taken into the window. It is obvious that the boundary locations and the
thicknesses of these seams at the two boreholes are different in the two sections (Fig. 5.6a
and Fig. 5.10b) due to the different wavelets and different initial guesses for the earth

model.

In order to remove these differences and to see whether the results are similar when the
inversion is carred out in either direction, Fig. 5.10c shows the result of inversion for the

boundary locations starting at Pillbox borehole and moving towards Thorny Plantation,
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but using the wavelet extracted from Thorny Plantation and the acoustic impedance
values from the initial guess earth model obtained from Thorny Plantation borehole

(Table 5.2).

Comparing Fig. 5.10c and Fig. 5.6a, it can be seen that at the two boreholes the
boundary locations and thicknesses of the two main scams (Deep Main and
Parkgate/Tupton) are matched. The overall thickness variations of these two seams are
similar except for the middle part and right hand end of the Deep Main due to the effect of

the seam above and poor SNR area. Obviously the error energy values are quite different.

Figure 5.11a is the result of inverting for the boundary locations and the four frequency
parameters of the 8-parameter wavelet (Table 5.9). At the right hand side, the behaviour
of the Deep Main seam in Fig. 5.11a seems to be better than Fig. 5.10b. Figure 5.11b is
the result of inverting for the boundary locations and all the 8 wavelet parameters. Again it
can be concluded that the inversion for phase parameters and boundary locations together

is no good, even though the error energy values tend to be very small.

5.5 Summary

The systematic studies at both boreholes are very important and very helpful for guiding
the methodology for inversion along the section. They enabled a good initial guess to be
found to start the inversion because the inversion result could be evaluated by comparison
with the well logs. Sometimes it is necessary to make a compromise in parameter selection
by choosing to fit either the boundary locations or the acoustic impedance values. The
reason why this is necessary is because the amplitude values in a observed trace are not
true relative amplitudes, i.e. the convolutional model is only an approximation for the

traces on a processed section.
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For the section used here, the inversion results are different when the inversion is carried
out in opposite directions. The differences in the thicknesses of the coal seams are due to

the extracted wavelets with different SNR from the observed data trace at each borehole.

When the extracted wavelet is inaccurate due to a poor observed trace near the borehole,
the 8-parameter wavelet is quite a good approximation and useful for further inversion
(Fig. 5.10b). Otherwise, the extracted wavelet is a better choice to use for the inversion.
However, the disadvantage is that the extracted wavelet cannot sensibly be inverted along
the section by GLI because it is described by too many parameters in the time domain and

the inversion results would be unstable in the presence of noise.

It should be possible to obtain the thickness changes of coal seams by GLI with
parameterization if good SNR data with true relative amplitude values are available. and if
it is valid to assume that the acoustic impedance values are constant along the section.
However, the difficulty in practice is to get a processed section with true relative

amplitude values.
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6 Conclusions and Suggestions for Future Work

6.1 Conclusions

From the work described here, it can be seen that my improved iterative method for
applying GLI has potential for obtaining the thickness variations of the coal seams from
migrated seismic data in the Coal Measures. Processing must produce true relative
amplitude of events on the migrated section in order to obtain the correct answer for the
thicknesses of the coal seams. Since this is the first time that GLI has been applied to
seismic data from the Coal Measures, particular points concerning the inversion method

should be noted as follows:

1.  For simplification, it is possible to parameterize the country rocks between the coal
seams (normally interbedded sandstones and siltstones) as uniform layers, which helps to
make the problem stable and reduce the degree of non-uniqueness. Well log information is
necessary for establishing the initial guess model; otherwise it is most unlikely that the

global minimum will be found.

2. The extracted wavelet obtained as a Wiener shaping filter at the borehole can be
fixed or inverted as an 8-parameter wavelet defined in the frequency domain. When the
wavelet extraction is based on an observed trace with a poor SNR, the 8-parameter
wavelet in the frequency domain will be advantageous as it can subsequently be optimized
by iterative inversion with the earth model parameters at the borehole. The parameters of
the 8-parameter wavelet should be fixed after inversionat the borehole in order to avoid

the interference with the boundary locations.
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3. Due to nonlinearity, the method used for determining the boundary locations must
take into account the potential interference from other parameters, i.e the acoustic
impedance values and the wavelet parameters. In the real-data example shown, for the
initial guess of the boundary locations for each trace, it was better to combine the results
from inversion of the previous trace inversion with structural interpretation of the

migrated section.

4.  Systematic studies at boreholes are essential to work out which are the dominant
coal seams, to decide what wavelet should be used for the inversion, and to establish the
initial guess model. Seismic data processing must be done very carefully to produce the
true relative amplitude reflections, and the systematic studies at the boreholes reveal the

extent to which this has been achieved.

5. In the inversion for thin beds in the Coal Measures, it is useless to invert for all the
earth model and wavelet parameters by GLI, because they interfere with each other and
make the problem highly non-unique. Even though I succeeded in carrying it out with the
synthetic examples, many other factors are involved in real data. It is desirable to try to
put some constraints on the acoustic impedance values in the inversion, as described by
Oldenburg (1986), to ensure that a unique solution is obtained for the thicknesses of the

coal seams.

6.  Unsurprisingly, it is more stable to invert the migrated section starting at a
borehole where the nearest observed trace has a higher SNR. I have shown that, even with
the same extracted wavelet and the same initial guess for the acoustic impedance values,
there are still some differences between the inversion results obtained from different
directions. This is because during the construction of the initial guess model for each trace,

the inversion results from the previous trace were taken into account.

99



7.  If the initial guess is based on structural interpretation, GLI can work through poor
SNR areas and get a reasonable answer at the end of the section. This is difficult to
achieve when only the inversion result from the previous trace is used as the initial guess
model for the current trace. The combination of both sources of information for making

the initial guess appears to give better results than using either source on its own.

6.2 Suggestions for Future Work

If the inversion result from previous trace is used for, or at least contributes to, the initial
guess for the current trace, it has been shown that the inversion produces different results
when carried out in opposite directions. That needs to be investigated by some 2-D
synthetic models, e.g. to see whether splitting of coal seams will affect this. The observed
effect is the well known problem in inversion that the result can easily end up at a local

minimum if the starting model is too far from the global minimum.

If possible, it would be desirable to process another dataset which has better SNR and

known geological features, i.e., having been mined since the seismic data were accquired.

A new data processing procedure should be developed in order to get true relative
amplitude values for the Coal Measures. It would require a more complicated forward
model to take proper account of multiple activity instead of the simple convolution model;

however, it would dramatically increase the cost of the computation work.
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Appendix Computer Software

This appendix gives a brief outline of a GLI inversion using the program available in
University of Durham, and also lists the few programs and subroutines that I have
written. External subroutines include NAG Fortran subroutines and UNIRAS plotting
library. Some programs that have merely been altered by me for use with data plotting
are not listed here.

All programs are written in Fortran 77 to run on a HP or a Sun4. The input

parameters in the data file at the head of each program should be checked and altered
to suit the needs of the user.
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re2d(4,°)drILiwk,00,iqqmm, Ik, iljakp

(4 ing range of i 8P coe
QC This apot data file for the maiz program indd to carey osts GLI method  OC
: open(3,Gile=f2,err=99 iostat=ios)
1g9¢gy1,749,279,-1,279,279.9,0,pb2.dat  (fl,nl,em0am1,am2, 00w, nim, (i) if(fiLeq.y)ol=Yy’
asa.dstgeal datresalt],12.0,5.0,0.2,2,492,8.0.5.0.5 . (FE1, 602,63, e, .em, g2, 1p, wisi,wipi)
¥.3,28.35,.0001, (GLI wavelet inversion:fif,ig0,mfl,mE2akmda) sm=nm0
00,000,000, (fixed orinvertsd) eigg=mg2-mgl
e,1,331,395,1,, (location iaversionin time:figigl.mgl,mg2,2lmda00) 2lmdaO=2lmda 00
ya19.01, (location invessian in frequency:fre,inl,mel,mnZalmdall) stmdal=simdait
0,0,0,0,0,0,0,0,9.0,0,0,0,0,15,0,0,0,19 . (fixed or inverted) slmda2=slmda22
7.1,10,18,.001, (acoutic impedance inversion:(th,ik], mb1,mh2,simds22) almda3=aimda33
0,11,0,13,0,15,0,17.0,19,20,0,22,0,24,0,26,27, (Fixed or iaverted) simdad=almdadd
0,2,19,27,01, (gradients of aconstic impedance:fi,iil ,mil, miZslamds33)
19,20,0,22,0,24,0,26,27, (fixed or javerted) wiite(®,*)this is ince program '
.1,30,33,.0001, (wavelet invension in F-domain:fijijl.mj1;mj2 simdadd) open(LGile=fl,access='dect cecl=4"1H)
28,29,0,0,0,0.34,35 (Eixed or inverted) itg=0
53,149,17,9,11,3.96 atg=0
0.001,512,32,9,2,9.40,0,0. (3t.J1,iwk.ns;iq.mm.lk,iti, akp) itee=0
372,374,.384,389,.401,.407,.414,.415,512 itef=0
55,4.0,7.73.05.0,3.0,5.3,4.6.7.4.7.6,4.7.64,.7.64.764.7.64.7.6, itgl=0
0.0,0,0.0.0.,0.0.0,0,0,0,0.0.0.0,0,0.0,0,0. itg2=0
100..-.10,25.,35,,85..150.0.0. itg3=0
itgd=0
mgl=mgl
mre=ma2-mal
¢~The pmpam is 8 software developed by TIAN Gung inverting for the- X
snd the bowadary locations on poststack data X
] cvmphh dake: 306, September 1995 X
) i=lt-iwk+1
(renvinasassnsninavesasess MAIN PROGRAM ***+ 12=3%alm Hp
complex w(1024),w2(1024),w3(1024) 3 For next observed trace iaversion and conlinvous jsversion ¢

common /wavelet/ddd de,dp.dp,ds,df,dad,Ipgs,ca,em
pansmeter(ji=1024,jp=1024,j1=40,1p=10)
dimension r§0),e1GOLGp) tistaGp) 2GD.pEAB PGP if(se.eqamw)goto 122
*ermor(50),m(ip),e3G1,e0Gp).1 G)pO (np)r2p)aGiy1GY
dimension covarGp,ip)alphaGpip) itiGNLrAGP).EGW3GP)
* 20l p),e(jr).anee(500),02().13GN,ee(it).x(6*if, OGN ¢ Note:every finie am should equal to the valss bisttime ¢
dimension ifix1Gp), I OGN, mah(jt),E3G1)
chanscter 81, Eh* 1 fti* 1, 611°7, 62" 8 607, 65° 1,611° ) €1f* |

Jfra* 1, E0347, 6647 fol* 1 1 continge
slmdaO=alends 00
c——Give inikisl value for initial similarity for the carrent trace----c sloidalaaimdall
c—Itcan be ased for a key value to carry oot the GLI ia time to -——c almda2=almds 22
c-—-calculate the reflection coefficient séquence when the initial —c almda3=3lmds33
e-—similarity is lower than this value, when it issetfo doso. ——< almdad=almdadd
man=me2-mal
cpre=0.8 mhh=mh2-mhl
mii=mi2-mil
€--——-—-—-ppe.datis a data file for sll input parameter—----cmeag mjj=mj2-mjl+i

open(d,file="ppd.dat’statas="old))

¢ fi:seismic trace file; af:trace leagth; amO:Grst trace No. to invert 3 112=3"alm Hip
] ¢ open(S,file=£f0,access="disect’, recl=4" L statas="ol6)
cam val trace No.; am2:ast trace No. o invert; smw: Tace No. ¢ read(S,recaam)(e1G)j=1,11+1K)
c close(5)
3 of the starting borebole; ntm:No. of known layers; fil: if 'y’ fix the ¢ open(4,file=(3,status="0ld)
read(4," )ij€,Ipe,ama,ity, ti0,0lder
] umﬂed waveket a9d invert for boundary locations before the wnvclat ¢ read(4,*)(10(k), k=1,mm)
¢ read(4,"}(12(k),k=1,mm)
< is sedifined by fittiag and optimised by GLI inversion; ¢ read(4,*}(e3(k)k=1,0m)
¢ < read(4,*Xgl(k)k=1,mm)
¢ ff4: filename of fogging data in the function of two way travel time ] read(4,“XpE2(k),k=1,Ip)
read(4,*Y(w(k)k=1,iww)
eead(d,* ]f(k)k=1,iwk)
read(4,76)f10,a1,0 m0,a i, am2nmw,nim, 014 close(4)
76 format(s7,1x,6i5,01,1x,4T) do 106 i=1,mm
3(E)=02G)/de
13(i+mm)=e3(i)
¢ ff4:result file; £02:result file for Jooking (E3:intermediate resolts ¢ vS(uZ‘mm) gl (1)
] ¢ 106
¢ es,em:max. and mis. acontic impedeace vatues for country rocks <
] ¢ 107
¢~ go: aux. value for the aconstic impedance gradients; mig: No. of --¢ do 108 j=1,iww
¢ ¢ 108 WGl
¢~ iterstions; jm:No. of samples in the welllogging data file; -« do 109 j=1,iwk
. e 109 BGRG)
¢-- wisi,wipi:two determined weighting coeflicients for initial gaess -¢
¢ [
e wisi + wiptshonld be equsl to §. 3 ¢ G g the interpretive inf ion for initisl gaess for ¢
¢ bonday Iocations. 3
read(4,78)(F1 (12,663, ,em,ga, mig jm I p, wisi,wipi
78 Cormat{a7,1x,28,1x,07,1x,366.2,3i4,2{4.2) (s fe.119)ihen
it(nml €q.1) thea
cecce Following p wsed for i ingitentions cecce 2m)*(30/80.)
|f(|m £q.119)i0=gmt
read(4,79)01£,ig0.mEl, mE2almda01
read(4,*Xifix1(i).i=mfl,mE2) gml:(ll9-|m)'(30.180 J+t0
tead(4,79)8g,igl.mgl,mg2.4lmds00 end if

1,mnl,me2simdall ebe if{am.ge.120.and.am Je.199)then
ni,mn2) i(am].eq.1)then
mhbl.mh2,elmda22 £ =(120-nm)"(15.780 ) 4110
i=mh l,mh2) if(am.eq.199)110=gmt
eke

1,mil,mi2elmds33
tead(4,")ifx (i) i=mil,mi2) gm=(199-nm)" (15780 ) 4110
e d(4,79)6,ij1,mjl,mj2, s de 44 if(am.eq. |20)n0=;mt
tead(4,*)ifix()i=mji, mj2) end it
79 foimat(al,1x,3i4,012,10) ebse if(nm.ge 200)then
read(4,*)}(msh(j)y=1,0tm) if(zml.eq.1) then
. gmi=(200-8m)*(5.780.)+10
ehkse
ccce di:ssmple rate (seconds); f:length of trace; iwk:iength of wavelet ¢ #mi=(279-am)"(5/80,)

ecec an:no. of layers of guess; iqqisedrching range; mm:No, of ayers of ¢ if(am.eq.200)110=gm1

cece inversion; lk:time shifl range; itjitest parameterfor time shild. ¢ end il

ecceif akp=-1 thea keep plitede spectrum of the wavelet fixed ¢ cod if

ecce duriag the inversion otherwise, let skp=0 ¢ agl=mgl+int(gme)
¢ mg2=mgliingg
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write(*,*)No. of trace:',am," ranges of window:\,mgl,mg2

¢ Conestrocting the initial gness model asing both information. ' ¢

do 117 i=1,mm
6. B )2 =wisi* (10G) + gmdi)4wigi® (26)
n(i)=t2()/d
(i +mm)=¢3()

117 n(+2"mm)=gl ()

do116k=Llp. >

116 a(3*mm +K)=pl2(k)

12=3*mm+lp

¢ ine wig vsed for generating tic im ped: ¢

sequence by inpat bousdaries, acoustic imyedn;cc valoes ¢
¢ of the bousdaries and their gradieats.

o

¢

call vig(mlt2,ee,lip)

do 118i=1,lt
)=

€2()=0.
do 113 i=1,mgi-1
113 «1(®)=0.

do-t14 =mg2+1,it
te +1()=0.

118

¢ Noriilgliu the observed trace by total energy ¢

an=0.

do 754 i=mpl,mg2

ana=elG)** 2+am
754 cobtinue

ce=sqri(ame/sns)

ana=0.

do 756 i=mgl,mg2

el@)=el()*ce

a=el()**2+a02
756 coatinge .

¢ Sebrostine fgw used [or generating 2 coefficient ¢
€ sequence by the same inpal dits xs subroutine wig 3

call tgi(m,1t2,1,161p)

Sebroutine waf is ised for produce s wavelel in frequency ¢
domaia by 7 or 8 parameters. Subroutine watis ta truncate ¢
the wavelet into the the tength of the waveletin the time ¢
dérmain fof witching on the screen of on the pristes. 3

a66a

L eqy) then
cali waf(w, 1t pf2,d1,1p 0. ity,e.akp)
eatl wat(w,1LE,dLiwk)

80758 j=1,iwk
it=j

758 G)=1G1)

eadif

] FFF is a subrostine to cafcalate the forward-trace in time ¢

call flw,lhr,e2,1,mpl,mgiiquity)
230=0,
299=0.
do 753 i=mgl,mg2
2qq=(e2()**24aqq
ants=el(i)*c2[)+ats
755 continue
co=eqrifants™* %/ (sns*2qq))
wirite(3,°) Guess Correlate Cosfficient=='cc
e epre=ce
an=mim
itg=0
ng=0

itef=<0
itgl=0
itg2=0
itg3=0
itg4=0
itie=1

< Whes the inversed trace is the Grst trace near the well ¢

122 continge
ppi=0.
H{am.eqamwithes
If(F0.0q. resuit0)then
Syatheti Case

¥

opex(9,Gle=£0, status="0ld")
14409, ")ijIpa
road(9,*){(13(k).k=1,alm}
read(9,*)e3(k).k=1,ulm)
read(9,% Xg1(K),k=1,alm)
read (9. )pfl (k) k=11p)
close(9)

call wab(w,it.pfl dtIp.ppd,ity,a,0)
call wat(w,Itf1,dsiwk)
write(Zrec=1){fLG)j=1.1)
do 730 j=1,iwk
¢ Jisithiwii24)

il5
6G)=f1G1)
730 continge
do 731 k=1,alm
e(R)=13(0)dt
rr(k+2*alm)=g1(k)
re(k+nlm)=¢3(k)
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731 coptinue
do 706 k=1 lp
706 m(3*mim+k)=pfl(k)
call tgw(rn,12,6101p)
call fi(w, t,s,e 1, I mgl,mg2iq,ity)
ama=0.
do 735 j=1,1t
ama=e1 (el (j)+ams
35 contiave
<ol wig(emli2e,ltlp)
¢ write(2reé=5)(e(k).k=1,11)
else
CELCCEEECELECEOE0E0EcEse

Field Case COCECLECCEECEEreceecee

opes (S.file=fE0,access="direct, recl=4"nlstatus="0ld’)

eceeece inpul dats Gile by direct file mode cecececeee
read(S.sec=am)e ) (k) k=1,1)
write(*,*)namber of trace is’,om
cko:
do 918 =11t
iKi+i)le. 0.or.(i+it]).gr1t) goto 918
e2itit=e 1)

918 continue
do 919 i=1,1t

919 cl()=elp)
8o 727 i=1,mgi-Ik

727 e1()=0.
do 728 i=m g2k ft

728 e1(i)=0.

cece Normatize the trace wilh its sverage energy eeee

amax=0.
do 723 i=1,1t
1imax=¢1()*el()+amax
723 costinne
eamax=imix/(mg2+/k-(cgl-1k)+1)
ca=IgHi(eamx/amax)
do 724 j=1t
el(i=¢1G)"ca
724 continne
ama=0.
do 725 j=1.1t
ama=21())*el(G+rama
728 continue

© mad well logging dats ¢

open(8,file={{4,status="0ld")
do 721 k=1 jm
0 d(B 9T (RDECkH m) (k2% mhx( 434 ),k 44§ k45 m)
21 continue
93 format(6i11.3)
¢lose(8).
do 726 i=Lmgi-1
e(=x(mgl +2%jm)"x(mgl +3° jm)/1000.
726 continse
do 729 i=mg24 1,1t
e(=x(mg2 +2*jm)*x(mg2 +3* jm)/1 000.
729 contiane
ccececececee  if mg2 less than jmotherwise it should be different coccecccceccee
do 722 k=mgl,mg2
(k)=(x(k+2%jm)*x(k+3*}m))/1 000.
722 continue

write(rec=6)(e(i)i=1,1)
end if

ccee  read initial guess for the isverse model ccce

nead(4,°X12(k) k=1,an)
1e3d(4,*}(e3(k),k=1,00)
103d(4,)(g1(X).k=1,80)
read(4,*XpE2(K).k=1,1p)
Pifl=pf2(3

pE2=pi2(4
P=pE2(3)
PE4=pEX(6)
f(REeq.y) then
do 666 k=1,1p
666 P1)=pE2(k)
eadif
coll wak(w, l1,pE2,d1,Ip.pp4,ity,0.0)
call wat{w,It,£1,d1,iwk)
mgl=mgl
close(4)
ead if

L get the real reflected coefficieas ¢

IE(ER0.ne . re3nli0)then

(1)=0,

do 712 =21t

G- G-DY(eGr#eG-1)
T2 costinge

the

call tgw(rr, 12,1, In,1p)

end if

[3
3

c--Using Winner Shaping Filter to extract wavlet,csiculste time shift—c

if(am.eq.omwithen
mpl=mglk
mp2=mg2+k
ace=0.

do 404 i=1,2"1k+1
ji=Gi-lk-1)
do 409 j=1,1
409 «0(j)=0.
do 443 j=1,1t
k=j+jj



ikl O.ork.gtli) goto 443

0)=21G)

443 continge :

coeecere Solving e normal equation  céceceece
call extl(r.mgl.mg2,¢0,mgl,mg2+iwk,f1,twk)

ccce Tranfor the wweie! to the i’uqulcy domain end ¢ccece
ccce compute the forwasd-madelled trace by Intios mods] coe

do 810 =11t
ifjJe.iwk)then
ngi‘)qm?k(f(i))

e
w()=(0.0)
endif
810 coatinus
ity=0
call fft(w,11,0)
call fEE(w,1t,1,e2.H,m gl,mg2,iq.ity)

ecee Caleulate the error snergy betwoen the forward-modelled cec
cece trace axd the observed race, work out the Gime shift. ccee

anee(D=0.
2qg=0.
ama=0.

40 442 j=mgl,mg2
sqgmaqqee2()* "2
ams=ama +e0()**2

anechmanceli}(0G-£2G)"~2

442 conlinge

saee(d=ance(iYama*100
amin=10000.
do 441 i=1,2%1k+1
if(anee(i).\t.amin)then

441

do 448 j=1.1t
e
448 continoe
do 449 j=L1t
£€G)=0.
Tpn
(jj10.0.0rjj.gt1f) goto 449
21D
4“9 continne

do 453 j=1,mgl-1
455 e2(j)=0.
do 456 j=mg2+1 .1t
456 02()=0.
do 447 j=mgl mg2+iwk
47 =¢2G)
call extl(r.mgl.oig2,¢l,mgl,mg2+iwk,L ] iwk)

ceee Wrike out the extracied waveleton the file c¢cce

write(2,rec=1)({(.j=1,iwk)
o 811 j=1,1t
if(jde.iwk) then
wj)=empt(f(j))

else
w(i)=(0..0)
eadif

an continve
ity=0
call Bfw,1L,0)
call ER(w,Lre2, 0, mgl,mg2iq.ity)
write(2,rec=9)(e2()=1,11)
write(*,*)This wavelet extracted by Winner Shaping Filter'

ecccee Caleslate the SNR of the observed trace cecce

do 414 i=mgl mgl
sms=ama+e1(f)**2
2qq=1gq+e2()* "2
aatsce} () a2(i)+ants
)-e1(1))*"2+aam
414 contil

cc=sqri(ants® *2(ama*1qq))

write(™,*)Best inilial N/S Ratio’,satm/aqq

anta=(sata/ams)*100.
write(®,*)'Best Cortelate Coefficient=="cc
write(*,*)Energy of Observed forward, Error:,ams,aqqsntn
endif

ccecceccccce  Prepare to javerse dati in twosteps  ceccecceee

cecee First step(iii=1) is to locate the positions of desired tayen cecee
¢ Eithet in frequency domsin or time domain depending on R or ftg ¢

791 i=3%un+lp
ifi=2
if(am se.amw) goto 1111
€00=23(1)
do 450 k=1,0n
if(k.itan) thes
11()=20)dr-pa
OCk)=rl (k)*d1
endif
1 (k+2*n0)=g1(K)
450 ri(k tnn)=e3(k)
ef(@n)=t2(an)/dt
10as)=2(a0)
do 436 k=1lp
436 11(3*an +k)=pf2{k)
0457 k=13%204lp
457 rr(k)=rl(k)
call wig(rl 12,ce.1tlp)

110

aats=0.
anit=0,
do 535 i=mgl,mp2
ants=(ec(i)-¢()* *24ants
ati=(e()**2+antt
$35 continue
write(3,")Taitial RMS impedance error:'sqri(ants/antf)
write(",")initiat RMS impededce emorsqri(sats/astl)
if(am.eqamw)write(2rec=5)(ee().i=1,1t)
if(ftg.eq. W)mm=a0
99 if{ios.ne. Opwtite(®,*Y error=——====\ios
<ol tgw(rd,I2,0001p)
call Hf(w, 1,60 0Lmg1,mg2, ig,ity)
j2=i241
nn Iti=li-iwk +1
42=0.001
d3=001
dad=001
ddd=1.0
de=0.001
dE=1 (1" dny

cc The first step(iii=1) is to isverse boudaries is time using GLI

if(Bgrq.y and.am.ac.amw.and.cpre.1t0.75)hen

iii=1
goto 989
endif

< This step(iii=2) bs to iaverse bovndaries osing GLI but fix the waveket ¢
if(Bl.eq.y and.nm.eqamwithen
828=1.
ii=2
goto 989
eadif

1000 coatisue
itee=0
if{am.oc.amw) goto 988
cce The 2nd siep(iii=2) is W inverse wavelet using GLI in frequeacy cec

esti igw(shi2,n111p)

¢ Subrostine spwis to it the wavelet defined by 7 or 8 parameters ¢

#{fl.eq.y or(Rfeqy andom.eqemw))tien
eafl apw(dtt,iwk,EpE2Ip.a.0kp)
call waf(w 1L pEAdLIp.0. ity.e.akp)
call wat(w, 1601 deiwk)
40397 k=1lp

37 r1(3° 80 +k)=pf2(k)
write(Zrec=2)E1()j=1.10)
40 390 j=Liwk
jt=j

1D=11G1)

390 continge

endif
call £f(w, h,re2,1m g, mg2,iq.ity)
ants=0,
ama=0.
antn=0.
2qq=0.
do 313 i=mgl.mg2
ama=(e1(D)** 2+ama
3q9=(e2()))**2+aqq
anb=el(i)*2(i)+ants
anta=(e2(i)-e1())**2+antn
313 cotlinne
write(®,”)'Best initial N/S Ratio'sata/aqq
ce=1qrans® 2 ams*qQ)
antn=(antn/sma)*100.
write(®,*¥Best Correlate Coefficient=='cc
write(*,*)'Baergy of Observed.forward and Error:ama,1qqeata
988 coatinye
if(Af.eq.y' and.am.eq.omw)then
=1

g88=1.
alye if(Bn.0q.y) thea

828
abo if(fih.eq.y) thea
=2,

288

else if(fti.eq.y) then
288=3.

elue if(fg.eq.y") thea
eadif

itit=1
=1

989 e
400 if(iii.eq.1li=an
iffiii.ge.2)l=mm
if(fig.eq. n"and.iii.ge.2ll=an
Is2:

eq.2)call tgw(rh 12,1,111p)
if{iii.ge.2) then

if(8l.eq.y and.am.eqamw.or.am.ae.nmwhhen
if(izq.eq.0)then
do’ 445 i=1,li2
445 [1105:0]
eadif
eadif
ebse
H=lt
do 446 =10t
446 1 (@)=0.
eadif

ccece Set an initial ertof valae as lasge a3 possible eccee

emix=1000,




210 ifatg.ge.mt)goto 211

cee Fot each different itetations,to sel differest itenative parameters ¢

212 ifBgeq.yand.gpgeq0.and.iiteq.)then
igeigh
almda=alm,

mal=mgl .
ma2=mgd
ebis if{ftleg.y'.and.ggp.eq.1 .apd.om eq.nmw)then
itg=ial
ilmdazaimdal

mal=mnl
. _maZ=mn2
ebe if(ftfeq.yY and.ggg.eq.-1..snd.0maq.0mw) den

iig=igd
slmda=almds01

ff="'
eha if{fin.eq'y'snd.ggg.eq.d Jthen
itgl=ial

itg=itgtitgl
#(

1.28d.izp.2q. I palmdal=atmda1/100.
smdi=aimdal
mal=mn}
ma2=ma2
ebs if{fth.eq.'y's0d.gg30q.2 }then
1

i
itg=itg+itg2
mal=mhi
: ma2=mh2
almds=almds2
else if(fli.eq.'y.00d.ggg.¢q.3 Yhen
itg3=iil
itg=itg+itgd
mal=mii
ma2=mi2
slmds=aimda3
ebe if{fj.eq.'y'and.ggg.eq.4.)then
itgd=ij1
itg=itg+itgd
mal=mjl
ma2=mj2
almda=aimdsd
adif

4o 465 i=msl,me2
igag.ge-1)then
if{ifix()).¢q.)goto 465
else if{gpa.cq.-1.) then
if(ifix1(i).eq.i)goto 465
eadif

, 1
listaj)=i
465 continas
ma=j
500  iter=itee
iRe=itg
600  iter=iter+1
if(iter.eq.lor.iter.eq ! 4iteDaa=-1.

cc Decide to spply a initial inversion Gf isef=itg means apply it cc
¢ before every step,itef=0 means apply if only before the Grststep) ¢
¢ mqw is a subroutine fo carry out the inversion by GLI method cc

itef=itg

if(ggs.cq.0.02d.6i.eq. 1 )1hen

cccece This is the first inversion step wsed fo obfain the ccece
coec reflection coefficient sequence in time domain by GLI ccce

do 747 i=1, It
if(ide.1t1)then
(=00
chse

it=i-n
fG)=6it)
esdit

7 continge
do 746 j=1 iwk

6 wij)=empls(iG)
if(iker.eq.)bb=emax

esll mqw(el ltrl )L )ists,mn,covaralpha,ma,er,0,bb,ekp
* e, d1, g8, w2 iwk iww,ama,mgt, mg2,mab atmdaig,ity,yl,y 1)
ehe

cecc This is the secoad isversion step for normally use  cccee

i ifiter.eq.)bb=entax
=112
call mqw(el,ltel 1 liste,ma,covar,alpha,ma,er,00,bb,0kp
d .ec.d!.mw.lwk.{:w.lm,mgl,mgz.m-i,almda.iq.i!y.l.u)
atmda=sa

ccccceee if ase similarity a3 a erilerio other than error,thes
cececece Mt change to gt and emax fo emin .

emor(ifin)=bb
endif

if{3s.0q.0.) goto 520
i{ggg.¢q.0.¥hen
ifiter.Ititg)goto 600
golo 585
endif
502 continze
iE(error(itit).Ir.emax}emax=emor(itif)
itit=itieel
N ifiter.go.itg) then
i if{fileq.y' orfif.eq.y") then
if{am.eqamw) thes
itg=0
iter=0
eadif

111

tud i
goto 504
else
goto 600
ead it
555 contia o8
if(fg.eq.y and.gggeq.0.Mhen

cece Automatically. pickiag op the presat No. of layers due to cece

cccce the relative large smplitudes (b the apiked tracs ceccce

do 172i=1,mal-3
1,
72 HE@=0.
do 173 E=miZitt

173

=0.
do 157 i=inel,ma2

2i)=0.
H@=0
157 co i

153 ;
do 155 =mal,ma2
max=1
do 154 j=i-iqql.itiqql
if(j.4q.Dgoto 154
if(aba{rd () gLabs(rIGiben
=1

if{max.ae

154

155 continne
if(kt.omm) then
iqql=igql-1
gota 153
eadif
write(*,*)'no. of layers{calculate and preset) k,mmm

% do9j=l,mm-}

amax=0.

do 92i=4,k

ampr=abs(r4(aol(i)))
if(anipr.gtamaxthen
antiz=amips

tty

it

92 contiage

=,

91  continse

do98 i=mm-1.1,-1
amax=0.

do 97 j=1mm-1
(3 glamax)then
amaxst

it=j

end if

97 continse

1GH=0.

t1G)=amsx

98  contiave

smed=4"dt
do 933 i=l,mm-1
smint=t(E-12(1)
ilx=0
if{sbs(sminf).gt.amed.and.amint.11.0)hea
da 934 j=t %
if(ilx.eq.1) goto 934
if{abs(nol()"dt-12(i)).is amed)then
H(D=nol()*&
itx=1
endif

934 costinge

else if(abs(amint).gtamed.and 2mint.gL.0) then
do 299 j=k,1,-1

if(itx.eq.1) goto 299

if{abs(aolG)*dt-12(@) Jeamed)tben
tHG)=sol()*dt

ix=1

endif

299 continue

endif

933 continme

@)=V
11 +2°mm)=gl Q)
(i.gtan)e3()=eXns)

551 rlGi+mm)=e3G)

do 542i<Lilp,

512 i@ am+)=pl2G)

write(™,"Xr1()i=1,mm)
write(3,*YERR er,’ SIMF' cc,’ TRA'am,' RAN.",mgl .mg2
write(3,%)’ guess location inversion location’
do 517 i=l.mm
if(i.gtan)hen
write(3,103)i,H()* 11 G+mm) el (1+2*mm)
ehe

wrie(3,101)i,1()" (i HI) G4 2 I () dt,
* Gmm)el G2 mm)
oadif
517 continue
do S18i=1,1p j
SI8  write(3,102)i +11°3,er(i H11°3),e1 (i +mm=3)
=2

i

izq=l
i6(f.eq.y Yeall wat(w, 10, p€2,di1p ppd,ity,a,0kp)
do 208i=1,112

208 n@)=r1G)

goto 1000
endif
do 209 i=1,12



200 n@)=r1()

504 coatinne
ccee Save the individsl damping factors for each iteration cece

if(ggg.eq.-1.)aimdsOt=22
if(ggg.eq.1.)olmdal=sa
if(gggeq.2)slmds2=na
if(gggeq.3)almdsd=n
if(gggeq.4.)almdad=aa
(Bl.eq.y and.am.cqomwithen
s38~1
msl=mfl
ma2=mi2
fil="a’
goto 1000
endif
if(fta.eq.’ y'ud 2egt.1. phen
gsg=1.
mal=mn}l
ma2=mn2
goto 212
eadif
if{fth.eqy"and.ggg 1.2 then
fif=""

2882
mal=mhl
ma2=mh2
goto 212
endif
if(fti.eq.y and.ggg.1t.3 ) then

88e=3.
mal=mil
ma2=mi2
got0212
endif
H(fl.eqy and.ggg.(t.4)then
fif="n'

288=4.

mal=mjl

maZ=mj2

goto 212
endif

ecee Waork out for next kind of parameter lo inverse  ccec
if(ftn.eq.'y)ihen
sag=1.

goto 233

eadif

if(fth.eq.'y)then
=2,

288

goto 233

else if(fri.eq.y)then
=3,

goto 233
else if(f.eq.Yy’) then
2as=4.
endif
23 atg=nig+l

if(et.1e.2.0) goto 520
goto 210
520 write(",*Y'erroy is less thas expected
goto 530
n wrik@3,*)iterative time reached preset vatue'

e¢ Write the inverse resalt,some of them for next trace invesion cc

530 coslisne
write(3,*YERR',e5,' SIMI',c¢,' TRA'am,' RANGE'mgl,mg2
write(3,*)' guess location snd impedance  inversion resal’

99i=1,1i
write(3,101)i,rr(i)* di, rr(i €11, rrGi + 210, 11 (i) A1 Gi+11),

. G2t

199  contiase

do 198i=11p

198 write(3,102)im(i+3* .01 G43°1)

101 format(1x,i4,2x,09.5,2x.£9.5,2x,19.5,22,09.5,2x.69.5,2x,69.5)

102 format(1x,id, 20.£10.5,25,£10.5)

103 format(1x,i4,35x,£9.5,2x.£9.5.2x.£9.5)
2=3*mm+lp
if(ftj.eq.'y'.or.fol.eq.y)then
do 526 =1,lp

526 PEA)=r1(3*mam +i)
calt wa(w,1Lpf2.d1,1p,0.ity,2,akp)
el wat(w,[1.f3,dLiwk)
do 527 i=L.iwk

¢ =i+ Y2-iwk/2
i1

r06h)
527 continse

write(2,rec=3)(£()j=1,iwk)
eadif

opea(4,file=fE3 status="old")
write(4,°)Jam,Ipn,amaity,#0,er
wrie(4.*)(t0().,j=1,mm)
write(4,°)}(11()*dtj=1,mm)
write(*,*Xe1(D" di,j=1,mm)
write(4,")(11(j).j=mm+1,2" mm)
write(4,"}(11()j=2" mm+1,3*mm)
write(4,"}(r1(G)j=3"mm+1,3" mm +ip)
write(4.2}w()j=L1)

write(4,° J(E(D. j=1.iwk)

close(d)

¢ OUTPUT RESULTS

call tgw(rl W2,r,lt1p)
<all 6€E(w,,1,e0, b1, mgl,mgl.lq,ny)

ifam.eq. i=1,1n)

-E(-mzq.nmw)wme(l.ru-l lXe00i=l kD)

¢ arrange the thiags to display sad normalize ihem

el wig(el, 12,1, 1t,)p)
write(2,sec=T)r()j=1,10)

112

798 conli

if(am.ge. ij 1412
if(am.le. iif=( fabs(am1)+12
arrl=0.

do 798 i=1,

iE(sbs(E(D))., gunl)nll-nb.(t(' )

ar0=0

an2=0.

do 930 j=mgl,mg2
if(sbs(ee(])).gr.an2) srr2=sbs(ee®)

930 costinge

do 931 j=Llt
r4G)=0.
+0G)=0.

931 coatinpe

94

do 94 j=mgl-50,mg2+30

T4G)=rG)

if(ab;c(ﬂ(j)).st.an())anO:ab:(rl(j))
tinge

con!
do 941 j=mgl-200,mg2-200
r4(j)=a 0 (ee(j+200)/an2)

941 continoe

do 799 i=1,iwk

799 Eiy=arr0* (E(i)/arrl)

95

do 95 j=it, lt-e1/2,-1

G)=ard

continue

wite(2, ree=ijA(EG).i=1,iwk)(rd(1 1il siwk+1,1)
write(3,*)}r4G)i=mgl,mg2), mazimom valve=="2re0

974 am=em+aml

if(amacam2inml)goto 111
cloie(2)

stop
end

-

1n

12

ssbroutize mqw(y.sdats,a.ma.lista, mfit,covar,alpha,nce.chisq
*slam bbak.cc,dLggrwiwk,iww,ene,mal,ma2 mab,adal igity.s.ce)

‘This sabroutive is 1o carry ont GLJ inversion scheme ¢

PARAMETER (TOL=1.E-$,n3;
complex w(iwk),wi(2048)
common /wavelet/ddd,de,dg,dp,ds,df,dad,ip,ga,e2,em
DIMENSION Y(NDATA) ) ALPHANCA, NCA),ds(0s),0a200)sGwww),
*CQOVAR(NCA,NCA),USTA(MA),ATRY (na),BETA(ss),pf(Ip)4e{ndata),
*mak(ma),cri3)
tma=1
do 123 i=},iww
wi(=w()
IF(AI.AM LT0) )THEN
do 132i=1,3

DO 11 K=1,MPIT
IF(USTA(K) EQHIHIT=IHIT+1
CONTINI

IF (IHIT. 500) THEN
LISTA(KK)=

KK=KK+1
ELSE IF (HIT.GT.1) THEN
PAUSE Improper permutation in LISTA "
ENDIF
CONTINUE
1F (KK.NE(MA+1)) PAUSE ‘Impropes permutation ia LISTA(kk>ma+1)'

mrw is 2 sebrontine to the GLI ions for solving ¢

13

55

call mrw(y,xdata, . ma liste, mfit,alpha,bets,nca,chisqdt,
* ggg.iwkiww,eae,mal,ma2bdb,cc.wl iqlmn,ity.s,ee,ak)

bb=chisq
eri(1)=chisq
DO 13 )=1,MA
ATRY(-AQ)
CONTIN
ENDIF
i&j=0
S conlinpe
DO 15)=1,MAT
DO 14 K=1,MFIT
COVAR(, K)—AU’HA(J K)

14 CONTINUE

15

COVARQ,J))=ALPHAQ J)+atam
DA(I)-BETA()
CONTINUB

gvisa iae to obtain the solutions of i <

666 call gan(covar.mfit,ace,da.1,L.ijk)

<

i SVD was found, try to increase the dupming coefficient ¢

ifijk.eq.1)then
sam=alam®10.
if(ikj.1.10) then
ijk=0
gako 555
else
pause
endif
endif

124 contisue

ochisq=chisq



amsx=0.
mbi=ma-ip
mb2=(ma-tp)/3
emax=0.

DO 16J=1,MFIT

l=tista(j)
saa(f)=a(ID +ds(j)

3 make sore the contraints are satsfied ¢

if(ggg ge.1.and.gapitd Jhea
i(1L3e .mb!-mb2.and.san(j) 1.0 )an(j)=a(ll)
iKggg.eq.1)rhen
if(aas(j).le.ma 1)aes(j)=mal
if{aas(j).go.ma Dasa(j)=me2

H(Il.gt.mb2.and.qL.le.mb1-mb2}hen

end if

cc the aconstic impedances must be within the maximum and misimen cc

.gt.ea.and.mod(l],2).ae )aaa)=es
{220} It.em.snd.mod(1.2).0e. Ol sa(j)=em
endif

#().gt.mbl-mb2audie.mbi)hen
b)) 515010
en:

endif
if{ggg.eqd.orgggeq.1 Jiben

endif
atry(ll)=saa(j)

¢cc The thicknesses of Ihe cosl seams must notbe ove sel values cce

if(mod(l],2).q.0a08 (atry(1D)-atry(l)-1)).gt.mab (1)) 1hen
atry(ID=atry(I1-1)+mab(])
endif

cce The thicknessas of 1he country rocks must aot be over sel values cec

if(mod(L2).ae.0.and.(atry(AD-atry(I1-1)). gt.mak (N))then
atry(I=atry(li-1)+makQ))
ondif

end if
if(ggg.¢q.9.0r.ggg.q.-1 Jthen
if(ll.ge.mb] +4.30d.11e.mb1 +6)then

¢ the gap between the wo frequencies shoald bigger than 10 Hz. ¢

if(iatQatry(IN)-int(atry(L-1)).01.3 O)then
atry(I)=atry(1l-1)+10.
endif
eadif
eadif
an(j)=atry(i)
16 CONTINUE

war=l.

] secare the order of the bonndaries are nit reversed ]

if(ggg-eq-1 tben

do 26 j=mfit,1,-1
D=lista(j)

amax=0.

do 27 k=1.mFit
if(ana(k).gt.amax)then

:mu:cn(k)

27

26

if{gggeq-1.orgggeq)then

do 88i=LIp

piiatry(mbl +i)

88 continwe
call wut(wl.mw,pt.dn.lp. . ity.s,0K)
end if
tmp=1
OALL MRW(Y,NDATAATR Y,MA, LISTAMFAIT.COVAR,DA,NCA CHISQ, dt
rwhww ene ma]l,ma2bb.ce,wl iqImn,ity,s,ee,0k)
7i(3)=chisq

lF(ehisq‘ubb)’l‘HBN

ec the curreat iaversion got improved, decrease ibe dump factor ce

if(ggg.¢q.4.0r.gpg.eq.-1 Ythen
do 8 j=1,iww
8 w(i)=wi(d
eadif
Abm=0.05"31m

eri(2)=chisq
bb=chisq

DO 18 J=1 MFIT
I=tista )

DO 17 K=1,MFIT
ALPHA(,K)=COVAR(,K)

17 CONTINUE
BETA()=DA()
AM=ATRY()

18 CONTINUE

ELSB

c the careent inversion is worse than previous one, c
< increase the dump Eactor and save dhe previows error ¢

29 Mam=20.0"shm
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cri{l)=chisq
chisq=bb
endif
reforn
end

.o

subroutine gae(s,0,0p,b.m,mp, ki)
‘This sobrostine is used for obtaining the solutions of the equations ¢

PARAMETER (NMAX=2046)
reat"4ab
DIP:{EN;ION A(NP,NP)B(NP,MP),IPIV(NMAX)NDXR(NMAX),INDXOINMAX)

DO 13J=IN
IFAPIV().NE.1)THEN
DO 12K=4,N
IF IPIV(K).BQ.0) THEN
IF (ABS(A(J.K)) GB.BIG)THEN
BIG=ABS(A(J.K))
IROW=J
1C0L=K
ENDIF
ELSE IF (IPIV(K).GT.1) THEN
PAUSE ‘Singalar matrix (ipiv(k).g1.1)°
iii=1

13 CONTINUEB

IPIVACOL)=IPIVACOL)+1
1F IROW.NEICOL) THEN
DO 4 L=I,N
DUM=AQROW,L)
AQROW,L)=A(ICOLL)
A(COL,L)=DUM

14 CQONTINUE

DO 15L=1M
DUM=B(ROW,L)
BAIROW,L)=B(ICOLL)
B(COL,L)-DUM

15  CONTINUE

ENDIF

INDXR(=IROW
INDXC[M=tCOL

IF (AJCOL,JOOL).EQQ.) then
iii=1

ntern

pause’Singular matrix(agicolico)=0)'
eadif
PIVINV=1/A(OOLICOL)
A(IOCL,ICOL)=1.

DO 16 L={N

A(ICOL Ly=A(I0OL LY PIVINV

16 CONTINUB

19

2t
2

23

DO 17L=1M
BCOL.L)=B(ICOL,L)*PIVINV
CONTINUE

DO 21 LL=1,N
IF(LL NEICOLYTHEN
DUM=AQLLICOL)

AQLICOL)=D.

DO 18 L=1,N
ALLLF=ALLL)-AGCOLLY'DUM
CONTINUB

DO 19L=1M
B(LLLy=B(LL1)-BACOL, Ly DUM
CONTINUB

ENDIF
CONTINUE

CONTINUE

DO 4 L-N}.-1

IF(INDXR(L)NF.I NDXC(L)THEN
DOBIK:
DUM=A(I\.INDXR(L
A(KINDXR(L» ARINDXCL)
AKINDXC(L
CONTINUI E

SUBROUTINE MRW(Y NDATAA,MA.LISTAMFIT ALPHA BETA,NALP,

CHISQdLgggiwk,ivw,ene,mal,ma2bb,epwl,iglma,ity s.c¢,0k)

¢ This ine is used for the linear forsolving ¢
complex wl(iww)
PARAMETER (smax=!

common fwavelet/ddd.de,d g dp.ds,df.ded,Ip,ge,ea,6m

DIMENSION Y(NDATA)ALPHA(NALPNALF), BETAMA),(256),3Gww)

,DYDA(amax) LISTAMFI T}, A(MA),1i(nmox),c¢(ndsfa)
dimension yl(nmax)
DO 12 )=1 MFIT

CONTINUB



BETA(N)=0. 11 coatinue
12 CONTINUB relurn
CHISQ=0. end
dy=0.
wr=l.
do 33 j=lndaa
33 y1G)=0.
if(gggeqO.pthen
do 4
45 f=a(®)
do 46 §=1,iwk
fi=i+ndata-iwk+)
46 G=e(fj) subroutine fow(ii,r,dyda,ne,ndats,yiimbtlista iwk iww
do 844 j=1,ndsns . Jdi,mal,ma2wi ig,ity,s,ak)
iij.le.twk)then
wi(y=empix(f()) ¢ This sobroutine is nsed for calcnlsting the Jacobian cocBicicats by Gaite difference ¢
C
w1(j)=(0.0) complex w(2048), w1 (iww)
erdif panameter(nmax=2048,idt=10,mn=512)
844 continse common fvavelst/ddd,de,dg dp.ds, df dad,Ip,.gs,er,em
ity=0 dimension dyda(na)lista(mfii), (1 O)eGiww)
call £(wi,adats,0) dis ion r(na )1l (mu)erl 2 )
end it do 10 k=lista(1)lista(mif)
if(g2g.0q.0) then dyds(k)=0.
eall fif(wl.iww,r.yl.ndata,mal, ma2,iquity) 10 coatinne
else i2=(a2-1p)-(as-Ip)3
call tgw(p.ma,rndata,Ip) i3=na-}
calt fiE(wl,iww,r,yL,ndats,me 1, ma2,igity) i4=(na-1p)3
end if do 11 j=lista(i)lista(mfit)
app=0. do 12jl=lm
4qq=0. 12 0fGl)=rGl)
do 70 i=mal.me2 if(j.g1.i3) goto 30
app=y(@*y1G)+app i(j.gti2) goto 20
Aqq=(y1E)"" 2+qq if(j.gLi4) goto 40
70 continse
if(2qq.¢q.0)aqq=1. ¢ forboundary location panmetens ¢
ep=3qri(app*™ 2(tne*2qq))
do 79 i=mal,ma2 rl(j)=r(G)+ddd
dy=(y(i)y1(D))**2+dy el tgw(rl,na,rrl,ndaha.ip)
79 conlinve call fE(wl,iww, il n2,adata,mel, mal iq,ity)
chisq=(dy/ens)*100, dyde=(r2(ii)-yiiVddd
if(chisq It bb)iken goto 11
do 97 j=1,adaty 40 coatinze
“«O=y(1y10)
97 confinse ec  foracounstic impedance parameters ¢
exdif
if(ims.eq.1)iden w1G)=r(j) +de
write(*,*)both B. & errors simi',ene,2qq.bb,chisq,ep call 1gw(il,na,rvl adata,ip)
ead it call FEE(wh,iww,st1,12,0data,mal,ma2,iqity)
dyda(=(rr2(i)-yiide
goto 11
¢ [80 is used for calanlate the coefficient of the Jacobisn ¢ 20 continse
< matrix by wsing direct derivation to the model parameters ¢
< used in obtaining the reflection coefficient sequence ] c¢  for the gradieats od (he aconstic impedances ¢c
1G)=rG)+dg
DO 15 1=ml,ma2 call tgw(rl,as.;rl,ndata,Ip)
if(g8g.2q.0 )thes call fH(wl iww,erl,rr2,adata,mal,maliqity)
CALL FUO(i,r,DYDA,ms adaia lists,m it £ iwk,ndats-iwk+1) dyda(P=(n2(ii)-yiiVdg
cho goto 11
30 contine
¢ [wwis used forcakeolate the jacobian matrix by finite 3 cc  for the constant phase parametes ia the redefined wavalet  ¢c
¢  difference method, this need quite » long time to do it 3
ifj.eq.ma-Qp-1))then
rlG)=1G)+dp
call ow(ie,dyds,ma,ndats,y (e B lista iwk,iww, do=dp
¢ dtmalmadwligity.sak)
end if cc  for the linear phase pasameter in the redefined wavelet  cc
H=yOIE
¢ sigli=LAsig(i)"sig®) else ifj.eq.na-(Ip-2)pthen
sigi=1. (1G)=1(j)+ds
DO 14 J=1,MFIT de=ds
WTI=DYDA(LISTA())*SIG2
DO 13 K=1J cc  for the quaratic phase parameter in the redefined wavelet cc
ALPHA(JKX)=ALPHA(),K)+WT* DYDA(LISTA(K))
13 CONTINUB ebe if(j.eq.na)ihen
BETA(D)=-BETAQ)+DY*WT o1(G)=1(j
14 CONTINUB de=dad
3 CHISQ=CHISQ+DY*DY*SIG2 ehe
15 CONTINUB
DO 17)=2MAT ¢ forthe 4 frequency parameters ¢
DO 16 K=1)1
ALPHA(),K) fl()=1G)+at
16 CONTINUB de=df
17 CONTINUB endif
RETURN do 33 jl=1,lp
END pEG1)=tl(na-1p+jl)
33 contisue
call tgwirl .ns,rri ndata.ip)
call wal(w,iww, pf,d,1p,0.,ity,s,0k)
calt BEf(w.iww,er) 12, ndsta, mal.maig ity)
if{de eq 0)de=1.
dydaGy=(w2Giy-yiisde
11 coatinwe
subroutine fa0(ii,r,dyds, na,adety list, mfit Liwk,i2) returs
< This sobrostine is used for calculating the Jacobian coefficients by direct derivati ¢ end
¢ i the procedure for getting refl oeflicient seq using GLJ in time domain ¢
di ion r(as).dyda(aa)li £(wk)
do 10k=1,02
dydak)=0.
10 continue
do 11 j=lista(l)lista (mfit) ssbrostine wal(y,lx.pp,di,lpp.ppd.ity,x akp)
if(j.g1i2) then
¢ This program is for producing wavelet For borward model in the frequescy domain ¢
complex y{lx).y1(1024)
dimension pp(lpp).x(ix)
3 if{pp4.¢q.0.)pp4=0.15
ity=1
di=)/(xrdt)
if(ii.griwk)then of=1/(2*d0)
il=ii-iwk pi=3.1415926
if(G-il.le.0) goto 11
SydaGG)=fiwk +1j+i1)
else
i6(i1-j10.0) goto 11 iE(pp(6).gLa Dp(E)=af
dyds=£G1-j+1) iplsint(pp(sydD
eadif if(ipt Je.O)ipl=1
ead if EGp2-ipl 1. 2)ip2=ipl +2

114



ip3-ip2.M.2)ipd=ip2+2

pd-ip3 1. Dipd=ip3+2
ppi=(pp(1/180,)°pi
PR2=(pPp(2/180)°pi
if(pp.eq.8)hen .
PP8=(pp(lpp)/180.)pi
ehe
pp8=0.
exdif

do 10 i=1,ipl
PP3=ppl4+pp2ritdf+pp8=Godn)**2
if(akp.eq.-1.) then
yy=x()+pp4
ehe
yy=pp(7)"ppd
=()=yy
endif

IG=yy" cexp((0.1)°pp%)

do 20 i=ip) +1,ip2
yy=1/(ip2-i+1)
#(akp.eq.-1) thea
yy=x(ppt

ehe
Yy=pp(D)" (1 +os(pi® G-ip2)ip2-ipl -1)))2+pp)
@y

ad if
;93;"1 +ppZe (Gt +ppB (D2
Y1@<yy*cexp((0.1)" pp)
do 30 i=ip2 +1,ip3
PPIcppl4pp2 e di) s ppa° (a2
if(akp.eq.-1.) then
yy=x()+ppt
else

eadif

yi=yy eexp((0.1)"pp3)

do 40 i=ip3+1,ipé
i(akp.eq.-1) thea
yrx(-)*w‘

else
Yy=pp(7)" (1 +¢os(pi® Gi-ip3)/(ip4-ip3-1))V2 +ppd)
(=yy

end if
PPI=pplppZ (" di)+pp8*G-d*=2
YI0=yy" cexp((0.1)"pp)
do 50 i=ip4+1,1x/2
iakp.eq.-1)then
yy=x(i)+ppt
ebse

Yy=pe(7)" pp4
=y
endif
PPI=ppl4pp2 (D) +pp8 (i*dD™=2
y10=yy*cexp((0.1) pp3)
do 11 i=1,Ix
if(i.to ts/2)then
YO1®
else

y()=cmpbe(read(y1(x-i+1)),(-1.)*aima g(y1{lx-i+1)))
eadi
colli:n
retura
exd

10

sabroutine wa Ky, tx,x.di,Il)
‘This program is to transfer s wavelet from frequency domain to time domain

complex y(bx).y1(2048)
dimession x(1x),x1(2048)
dE=1/(x*de)
i=3,1415926
ip=s
do 10i=1Ix
NO=y()
call Eit(y$,bx,1)
do 15i=1,Ix
i Je.a/Zythen
x1G)=real(yl G+1x/2))
else
x1()=real(y! G-1x/D)
exdif
cantions
amax=0.
do 12i=1,lx
if(abs(x1(D).glamax)then
amax=sbs(x1 (i)
imax=i
eadit
conlinwe
imex=tx/2

pot a cosine taper to the both sides of the wavelet 3

if(lLaelx)then
il=imax-2+1
i2=imax+0/2
do 16 i=il il +ip
xUG)=xA G Hip)* (1 +cos(pi® G-il-ipVip)V2
continme
do 17 i=i2-ip,i2
x1()=x12-ip)* (1 +cos(pi*(-i2+ipVip)V2
contiage

endif

do 18i=1,Ix
=i
iEQLnedx)j=imax-/2+i
x(D=x1()
continee

return

¢
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ezd

this seb used for and phase spectrem cec
and aawrap the phase spectrom ia order 1o get 6 parameters for cec
defining the wavekr. cee

tosi fitnd

subroutine apw(dnILiwkxt,pf,ip.x,0kp)
panmeter(aminb=15,0maxf=250.)
double precision xxyy,re£a(3)
integer Iifl, if4,11,4,j,iih,ian,imax iwk

dimension xt(iwk).y(2048).2(2048),xx(2048),yy (2048), pIpLx (1)
complex x1(2048)
external e02ucf
intrinsic dble

‘spec.dar’is an amplitade and phase spectrom fike  ccc

apen(9,file="s pec.dar)
do 13 i=1,2048
x1()=(0.0.)

()0,

this array 2 is used for phase liner fixing by LAG sobroutines ¢

33

do33i=13
=0
pi=3.1415926
de=1.41"dr)
imil =smisf/df
ima l=amex A€
1=l

change the wavelel's otigia to the center of whole length snd ]
give fhe original image back in order to do inverse FFT ¢

81

do 811 j=1,1t
i Je iwk/2)then
1l (P=cmplafxi(+iwk/2)
else ifG.gtli-iwk/2thea
x1(G)=cmpla(x (-1t +iwk/2))
else
x1()=(0..0.)
endif

continve

2

220

p21)

198
199

222
223

224
225

call £11(x1,11.0)

do 20i=1,11/4

re=real(x1(3)
sizaimag(x1(i))

(= (re"*242i****0.5
if(re.q.0..02d.2i.0q.0) then
xx()=0.

ebse if(re.eq.0.and.ai.gt.Onhesn
xx(i)=90.

else if(re.eq.0..and.2i.1t.0)then
xx(i)=-90.

ehe
xx(i}=(atan(ai/re)/pi)* 180.
if

end if

yyi=0.

if(ai.ge.020d re 1.0} then
yyi=180.

ekse if(2i.le.0.snd.cef1.0)then
yyi=-180.

endif

YO=xx()4yyi
Qpeg arin(@ ) dLaidy()
costinge
eman=0.0
emax=0,

do 21 i=imit,imal
emsx=(x(i))"* 2+emax

if(x(i).gt.coax) thea
cmax=x(i)

imax=i
endif
continne
if(cmax.eq.0.)cmax=1.
pifl=0.

=0,
do 220 i=imax.imil,-1
if(x(i).11.0.8%cmax) thea
i2=i
goto 221
endif
contine
do 198 i=imax,imal
if(x(i)11.0.8% emax) hea
iB=i
goto 199
endif
conlinne
do 222 i=if2,imil,-1
i6(x(i).11.0.2" cmax) then
ift=i
goto 223
ead if
if(ifl.eq.0.)ifl =imil
continge
do 224 i=if3,imal
if(x(i).11.0.2* cmax) then
if4=i
goto 225
end if
if(i€4.6q.0)it4=imal

.

coalinwe
H(ifl.1e.0)ifl=1
HGELLe.if1)if2=if1+2
if(Ip.le.6)goto 999
=0

i
do 30i=2,11/2
iii=0



30

LR

333

cce

cee

101

al=abs(y0)-y(-1)

if(sa}.ge.180 )ihen

iy @My G-1))isi=1

16y ().gtyG-Dyiii=1

isa=iaatiii

end if

i)=y(D+360.%in
write(9,* )" df, x(i),2(7)

continge

Tn order ta get the maia i ion is dominant freq
we choose il2 and if3 other than il and if4. ecc

do 333 i=il2,if3
24l
xaGrdble(id)
VY@=dblee(h)
continue
imx=if3-if2+1

e02ack s 2:NAG FORTRAN LIBRARY scbrootine for curve filting,  ccc
which calcalstes a minimex polyoomial it to a set of data poiabs.
To gat s best fitting for the aawraped phase spectrum e

if(lp.eq.Tithen

call 4020¢{xx,yy,imx,a,2,ref)
ppl=a(1)-2(Q if2*of

2@

ehse

call ¢02acb(xx,yy,imx,a,3,cef)
ppl=a(l)-s(2) 2" df +2(3)"(if2 42
pp2=s(2)-2*2(3)*i2df

PEIpE()

eadif

PG)=if4"df

If akp=-1, keep the Amplitude §; instead of 4 p coc

pi(N=¢mx
H(pEA).1 pE(3NpEC=pEIH1.
iftp.cq.8) thea

write(*, 101)(ptj).j=1,8)
format(1x,869.4)
else

wein(”, 10D(pf().j=1.7)
format(1x,767.2)

endif

close(9)

return

ead

ccc This sobroutine is used for carring out forwerd or inverse Fourier Transform  ccc

20

65

70
s

subroutine fRt(x,n,inv)
complex x(a)w,t
iter=0

irem=n

irem=irem/2
ifirem.¢q.0) go to 20
iter=iter+1

goto 10

contiane

sigs=-1

if(inv.eq.1) siga=1
axp2=n

do 50it=1,iter
axp=axp2
xp2=axp/2
pi=3.1415926
wpwr=pi/float(axp2)
do 40 m=1,axp2
arg=float(m-1)"wpwr
we=emplx (cos(arg)siga®sin(arg))
do 40 mxp=axp.a,axp
jl=mxp-axp4m
i2=jtnxp2
=xG-x(2)
xGi)=xGi)aG2)
wGDrw

Jda 65 i=1,81
if(i.ge.j) go 10 55
Ex()

2GFx()

xGi)=

k=02

iE(k.ge j) go to 65
=ik

k=k/2

go to 60

Fitk

if(iav.q.0) go to 75
do 70i=1.a
*(@)=xGVBoat(n)
continxe

retara

end

subroatine ff(w,iwk.x.e.lx.mal.ma2,iq,idd)

this program for producing forward record is frequancy domaia,
x for reflected coefficients,w for seismic wavelete for ouipst.
parsmetes(max=2048)
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complex wiiwk)
complex xi(mex)
dimension e(}x)x(Ix)
do 6i=i,Ix
&(i)=0.
6 x1(@=erpha(x(i))
<all fit(x1,1x,0)
do 20 i=1,Ix
20 xl@=xIE"wE)
call Bft(x1,Ix,1)
if(idd.eq.1) then
do 30i=1,lx
if(i +iq.I.msl .or.i+iq.pt.maZ)goto 30
eGitiq)=real(x1 (D)
30 continne
the
do 40 i=mal,ma2
40 e(iy=real(x1 (D)
endif
retora
end

subrostine tgw(rl ik, rlLlp)
parsmeter(mo=50,0max=2048)

C  this subroctine is #o produce & reflected coeflicients series C

dimension e(mo),t(mn).c(lt),ee(rmax).s1(ith),g(mn)
ala=(lit-1p)/3

do Sk=1,ala
2W)=r1(k+2°ls)

e(=ri(k+als)

5 e

i=0

do 10j=t,ala

if(i.eq.0)then

il=1

il=iat((i)+0.1)+1
15 i=idl

i2=iat(1G5)+0.1)

do 20 k=il,i2

ee(=e()G)" (k-i1)
20 coatinue
10 contisue

i3=int(t(nla))

do 40 i=1,i3-1

1(i)=(eei +1)-ce(MeeGi+1) ree())
40 continue

(i3)=0.

ii3.1.11) then

do SO i=i3 1,1

@)=0.
50 continue

end if

retera

ead

subrontine wig(rl,[1,n.11lp)
parameter(mn=50,a max=2048)

C  this subrootise is w produce an acoustic impedeace series  C

dimension e(ran).((ma).r(ID),e1(111),g(mn)
wha=(lil-Ipy3
do 5 k=l;nls
g(W=rl(k+2%alz)
e(k)=ri(k4nls)
t(k)=rl(k)
=0

do 10=1,als

i(i.eq.0)then

il=1

goto 15

endif

il=inn(i(i)+0.1)¢1
=i+l

“w

=il,i2
(M=eyeg()" (k-i1)

20 continve

10 contiane
3=int(t(aln)+0.5)
if(i3.10.10) thea
do 50 i=i3+1,h
=l

50 continne
endif
retern
end

[of ppp.dat is » ippat data file to used for synthetic examples by usiag GLI
C  wilh poise free or with some white aaise, the main prrogramm is inpp.

result0,749,40,1,40,40,9,0,tp2 dat, (fl,sL,amO,am1,am2,amw,nlm,05)



ece.dat,geel dat,resalt5,12.0,5.0,03,18,2,554,8,y (es,em,ge,mig jm,Ipwhi) fti=1t-jwk+1
0,3,28,35,0.00001, (GLI wavelet inversion:AL,ig0d,mfl mi2,2lmds) 112=3%alm Hp
00,00,0,00,0, (fixedol
n,1,300,470,0.01, (locati ion in fime:ftgigl,mgl,mg2,slmds00) c For next observed trace invemsion sud continuozs inversin ¢
¥.2,1,9,.001, (location inversion in frequency:ftn,in),mal,mn2,slmdal 1)

0,0,0,0,0,0,0,0,9,0,11,0,13,0,00,00,19 (fixed or invested)

¥-210,27,01, (acontic impedsnce inversion:fih.ihi,md1,mhZ,simdaZ2) ¢ Note:every time nm should equal to the valee last time ¢
10,11,0,13,0,15,0,17,0,19,20,0,0, Q.0,0.'M,Z'l. (fixed or inverted)
1,2,19,27,.001, o of scoustic imped £,iil ,mil , mi2,alamda33) 122 continng
19,20,0,0,0.00,26,27.0,0, (fixed or i ppa=0.
¥1,28,35,.00001, (waveleti i in:B}ij1,mjL,mj2.0lmda44) i€(om.eqomw)tben
00,000,000, (fxedor uvemd)
0.8,70.15,21,15,21,8,77 Syathetic Case
0.001,512,32,92,9,00,0,  (diIiwkao,iq.mm,!kitakp)
-301,.304,.370,.380,.410,.419,.432,435,.512 opea(9,6le=E0,slatos="cld")
76,4.8.6,4,6.0,4,5.6,4.7.6,4,7.64,7.6,4.76,4,7.64.7.64.,7.6 read(9,*)ijEIpa
©,9.0.0,0,0,0,0,,0,0,0,0.0,0,0.,0,0.0.6,0.0, read(9," }(13(k),k=1,a1m)
¥,89,0.13,£5,,36.,89..201.,1.0,-0.002 resd(9,"Xe3(k),k=1,alm)
e02d(9," Xz (K).k=1 ,0im}
read(9,"Xpfl (k).k=1,Ip)
close(9)
open(9.file="wyveler)
call waf(w,it.pfl,d,1p,0.0,ity,2,0)
df=11"dy)
do 918 j=1,b
d=df"j
program inpp wiite(9," }i6i,)
918 continge
¢ Theprogram is s OLI for syathetic examples with soise free or white ] pauss
¢ -—- it is similer to program indd in some way, reader can refer W it -—---——. - call wat(w,IL£2,d1.iwk)
write(2rec=1(E2(),§=1,1)
complex w(1024),w2(1024),w1(1024) do 731 k=},alm
common fwavelet/ddd,de,dg.dp,dr,df.dad,Ipgs.ea,em m(k)=13(k)Vdt
panameter(it=1024,jp=1024,ji=40,0p=10) r(k+2°slm)=g1(k)
dimension e(jt),e1GO,r1Gp)listaGp) 2GD.pEAnp).ifixp), sr(k+nlm)=e3(k)
*error(S0,rGp)e 310G p)8L GHPIL(p) 2P0 GINYIGH) 31 continve
dimension covar(p,jph.alpha(ipip)itiGD.rAGPEG, E2G1) d0 706 k=1,1p
* nol(jp).e(j),anee(500).¢2(1),13G1),0 (1), ifix 1 Gp).EAGY) 706 n(3*ahm +k)=pll(k)
dimeasion mak(jl) eall igorlre 112,010, 1p)
double precision e4(jl) call £fé(w, l,r,e1 lumgl, mg2,ig,ity)
character ftg®} fth* 1, ("1, 6£1*7,602°8,660° 7,64~ 1, £e1* 1, faf* 1 ama=0.
- Jfta™ 1, €637, 64* 7 fol* 1 £6* 1, whi*1 do 735 j=1.1t
dimeasion tHGD e2(D=e L +it])
external g0Sebf,g05fAf ma=el(Pel()rama
¢--——-Qlive initial values for iterative pirameters-———c 735 continue
do 737 j=1.1t
ane=.1
e-———ppp.dat is a file for all input pasameters-———c 7
opea(4,file="ppp.dat’ status="old) ¢ Sebriatine g0S is amag ine for ing & white Ganssisn distribotion noise ¢
¢-- F0seismic trace file; al:trace length; amO:first trace No. —¢ if(whi.eq.y) then

e amlsteval trace Nos am2:fast trace No. & isverse — write(*, ") eater g0S subroutine’

e nmw:No. of thace searest Well—c eall g05cb!

¢ alm:No. of knows layens; RLY' fix extracted wavelet & inverse locations ¢ eall gOSEAE(-1.0,1.0,1te4)
do 783 j=1,1t

read(4,76)0,ala 0,5 mt, am2, amw,nlm, i}, (14 783 2()=¢4(j)

16 format(a7,1x,6i5.01,1x,47) amg=0.
bmg=0.
do 780 j=mgl.mg2

):resnit file for plotting; E2resull file for lookiag: - am,

=(s2())"* 2amg
e

em:marxism and values of scoulic impedence 780 conting
then 15 % white meise is added to the syathetic trace emg=0.15"sqrt(ama/amg)
dmg=0.
read(4,T8)N1 62,113, e0,em; gu, migjm,Ip, whi do 781 j=mgl,mg2
78 format(s7,1x,08,1x,47,12,366.2,3i4,a1} e2j)=cmg®e2())
4ms=(e2(i))"244ma
eccec Following p used for il ingiterations cccce 781
| ===",sqri(dmg/ams)
tead(4,79)61E,ig0,mel, mE2,2imds01 do 782 jomgl.mg2
resd(4,° )ifix1(),i=mfl.mf2) e1(=e1(j)+¢2(j)
read(4,79)8g,igl,mgl,mg2,2lmda00 782 continge
read(4,79)s,inl,mel,ma2,2lmdal} endif
read(4, " Xifix()i=mn1,mn2) wrinQrec=2)(e1G)j=1.10
call wig(rr,i2.e,It1p)
write(2 rec=3){e(k)k=1,1))
ecce read initia) goess for the inverse moded cece
4
K4 format(al,1x,3i4,£12. 10)
read{4,“Ymah(j),j=1;lm) read(4,")((2(k), k=1,a8)
read(4,*}e3(k).k=1,0n)
te nate; | g leagth; i leagth; ecee rud(4 *Xg1{k).k=1,80)
. of layers of guess; qu ching range; me:No. of layers of ecc read(4,571){E6,(pf2(k).k=1,Ip)
cccc inversion; Ik:time shifl renge; itj:test parameter for time shift. cce n format(s1,1x,88.4)
if(ff6.0q.'y’) thea
read(4,")11tiwk, 00,igq.mm, Ik itj.skp pit=pf2(3)
pil2=pl2(4)
ccc caleolating range of inversisg parameters coc pi3=pX$)
pil=piXe)
ii(fd.eq.y’) thea
if(NLeqy)fol=Yy do 666 k=1.1p
666 PHR=pEAK)
=m0 ead if
mgg=mg2-mgl call wab(w,11,pE2.d1,tp,ppd,ity 2,0)
eimdaO=almda00 call wat(w,It,£1,d1,iwk)
simdal=slmdall do 587 il=1,iwk
slmda2=slmda 22
slmdad=almdad3 587 (Gi1)=fl(i2)
simdad=almda 44 eall tgw(r,112e,10,lp)
write(*,*)'1his is inpp program for systhetic example’ esll fi(w,ltr,e2lLmgl.mg2 iqity)
open(file=(f1,access="direct’, recl=4*l) antn=0.
itg=0 aqq=0,
atg=0 do 484 i=m gl ,mg2
ie=0 ama=amatel(i)**2
itef=0 aqq=aqqed(i)**2
ilgl=0 ants=el(i)* e2(+ants

anta=(e2(i)-¢1(1))** 2+asts
484  continue

ce=sqri(aals®* 24ama "eqq))

ants=(sntn/ama)*100.

mmm=mm
wwelt ¢ get the real reBected coefficients 3

iqEiwk/2
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iE(FE0.ne result0)then
o(1)=0.
do T12j=2,1t
1Gr=(e)-eG-DW(eq +G-1)
n2 costinge
elso
call tgw(re i, 1Lip)
ead if
<
€

¢--  Using Winner Shaping Filter to extract waviet,cakeolste ime shift -

if(nm.eq.omw.2nd.fi6.ne.y)then
mpl=mgl-lk
mp2=mg2Hk
2ee=0.
o 404 i=1,21k+1
G-y
do 409 j=1,1t
409 €0(j)=0.
do 443 j=L,1t
k=j+j
if(k.be.0.or.k.g1.11) goto 443
=16}
443 contisne

call exti(r,mgl,mp2,e0,mgl,mp2+iwk-1,L Liwk)
do 810 =1,
ifjleiwk)then
wii)=coplx(ER)

else
w(§)=(0.0)
endif
810 conlinse
ity=0
call £ft(w,11,0)
call fE(w,Inc.e2,ltmgl,m giigity)

aqq=0.
ama=0.
do 442 =mgl,mg2
2qq=aqq+¢2G)" *2
sma=ama+20()**2
anee(i}=anee)H{e0G)-¢2())" "2
42 coalinve
c write(®,*)'i,ama,aqq,ane¢"i-Ik-1,0ma,2qq.ance i)
404 contiane
amia=10000.
do 441 i=1,21k+1
if(anee(i).ir.amin)then
amin=snee(i)

snee(D=0.

448 costinge
do 449 j=1,ht
£G)=0.
ji=i+tpn
i6Gj1.0.01.jj.g1.1f) goto 449
2(=e1G)
449 continue

do 455 j=1,mgl-1
455 ¢1()=0.
do 456 j=mg2+1,1t
456 +1()=0.
do 447 j=mgl,mg2
447 o1()=¢
call extl(r.mgl,mg2.el. gl mg2+iwk-1,61,iwk)
write(2ree=TXEG, j=1,iwk)
do 811 j=1;1t
i(jile.iwk) then
w(jy=conpla(EG))
chse

w(j)=(0..0)
endif
811 costinge
ity=0
eafl fii(w,11,0)
esll fEw,Itr.e2.1t,mgl,mg2iq,ity)
write(*,”) This wavelet extracted by Winner Shaping Filter'
ants=0.
ama=0.
anta=0.
2q4=0.
do 414 i=mgl,mg2
amazamatel (™2
2942094 +626)**2
ants=e1 ()* e2()+ants
aata=(22()-01(3))**2 +antn
U4 coatiase
ce=sqri(ant® *2(ama®sqq)
write(*,")'Best initial N/S Ratio'antafaqq
antas{inta/ama)*100.
write(®,*) Best Carrelate Coeficient=="cc
write(*,*)Bas. of Observed,forward, Breor(%):',ama,aqq,anta
endif

cccceceecece  Prepare to inverse dale is hvo sieps ccceeceece

cecee First step(iii=1) is to locste the positions of desired layers ccecc
ece Bither in frequeacy domain or ime domain depending on 1l or fig ccc

1 112=3"an +lp
¢ atw=0
< alw=mod(pm-amw+aml 4*eml)
open(3,file=H2)
¢00=e3(1)
do 450 k=108
r(=12(kYdt
2" an)=gi ()
450 r(k+ng)=e3(k)
do 436 k=1,1p
436 n(*an+k)=pi2Ak)
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do 437 k=1,112
437 ri(k)=r(k)
eall wig(srt2,ee,l81p)
write(2,rec=S)ee(j)j=1,11)
if(fig.eq. s)mm=an
call tgw(rr 12,5211, lp)
call ffE(w1,10,52,¢Qlt,mgl, mg2,iq,ity)
3 worite(2, rec=8)(e0G),j=1,1r)
j2=i2+1
iz2q=0
nu hi=lt-iwk+1
dg=0.001
ds=0.001
dad=.0001
ddd=1.0
de=0.001
dE=1 /(0 df)
dp=.01
ite1=0

< This step(iii=1)is to inverse boudsries osing GLI{time) fixing wavelet ¢

if(fgeq.y)then
828=0.

fii=1

gota 989
endif

¢ This step(iii=2)is to isverss boudaries using OLI(frequency)fix wavelet ¢

999 if(fileq.y'and.am.eqnmwithen
sas=1.
=2
golo 989
endif

1000 continne
itee=0

ccecce The secoad step(iii=2) is to isverse other parapeters using OLI ceccee

call igw(rl, 12, 18,ip)

if(fij.eq.'y' or.(fif.eq.y sad am eqamw))iken

if(£66.0q.'n")col} apw(d, Iniwk,£,pE2 Ip,2)

call waf(w, It pf2,d1,1p,0. ity,2,akp)

do 386 i=1,1t
386 wiD=w(i)

call wanw],1t€2,d1,iwk)

write(2,ree=9) (£2G),j=1,iwk)

do 397 k=1,1p

ki) 1 G3*nn +X)=pf2(k)

do 387 il=l,iwk

i2=01
387 Ei1)=£2(12)

call EEi(w, 5,2, lmgl, mg2,iq.ity)
if(f1g.¢q.'y" and.cpre.ge.0.6)then
cpre=05

a .
do 313 ismg!,mg2

ams=(el(D)"*2+ama

29q=(¢2()*"2+2qq

anty=e1(i)*e2() +ants

anta=(e2(i)-e}{D)** 2+antn
313 contisue

write(",*)'Best initial N/S Ratio’anta/aqq

ce=sqri(ants®* 2 {ams” aqq))

antn=(snte/ama)*100,

write(*;")Best Correlate Coefficient=="cc

write(®,*)Energy of Observed,forward and Brror:'ama,2qq.00tn

988 continge

i(fif.eq.y . 20d.am.eqamw)then

=1

g88=1.

else if{Bn.eq.y) then
g8g=1.

ehe if(Rh.eq.y) then
288=

else if{fti.eq.y) then
288=3.

ehie if(fj.eq.y)) then
eadif

iti=2

itit=1
=1t

sa5=4-

costinue
400 if{iii.eq.1)li=an
2)l=m:
iig.eq. ' and.iii.ge.li=an
12=3*04+1p
iitt=1
eq.2)call tgwrnltds, Intp)
if(iii.ge.2) thea
=12
if{fil.eq.y'a0d.am.eqamw.or.om.ae.smwihen
if(izq.eq.0)then
do 445 i=1,112
445 H@)=ng)
endif
eadif
else
11=h
do 446i=1 0t
446 1(§)=0.
endif

cccec Sef an initial error value as lirge as possible ¢occe

< emin=0.
€max=10000.

210 if(rig.ge.mtgigoto 211



cce For each differeat iterations, o set difforent iterative paameters ccc

142

465
500
600

L3

«e¢ Decide how to apply &

if{figeq.y snd.ggg.eq.0.)xhen
g=igl

=38!
tlmda=almda0
mal=mgl
me2=mg2
else if(fil.eq.y’.and.ggg.cq.l. and.am.eqamwthen
itg=ial

itg=i
almda=almdal

mal=mnl
ma2=mn2
ebe if{fifeq.y and.ggg.eq.-1.and.am.cqamw) then
itg=ig0
almda=slmda01
asl=mfl
ma2=mf2

=
elas if{fte.cq. Y and.ggg.eq.1 Yhen
itgl=inl
itg=itg+itgl
if(izq.eq.1.and.i2p.eq.1 Jalmdal=sImda 1/100.
smda=almdal
mal=mal
ma2=ma2

izp=0
ebse if(fid.eq.y.and.gggeq2)thes
itg2=d1
itg=itg+itg2
mal=mh1
ma2=mb2
stmdi=almds2
ehe il(Rieq.'y'and ggg.eq.3 )then
itg3=iil
ifg=itg+itgd
mal=mil
ma2=mi2
timda=almds3
ehe if(fj.cq. Y .and ggg.cq.4 ) then
itgé=ijl
itg=itgitg4
mal=mjl
ma2=mj2
tlmds=almdad
eadif

if{am eqemw.and.ggg.eq.2) ane=0.
do 465 i=mal,ms2

if(ggg.ge.t )ihes
if(ifix(i).¢q.D)goto 465
else if(ggg.eq.-1) then
i6(i6x1(i).q.4)goto 465
endif

i

IstaG)=i

if(am.cqamw.and.ggg.eq Dase=anc +r1(i)*"2

continne
ma=j
iter=itee
itee=ity
iter=iter+l
if(iter.eq.Lov.itereq.l +iteDas=-1.
if(iter.eq.1)ar=-1.

s} isversioa (itef=itg means apply it before

cece avery step,itef=0 moans apply it only before the first step) cccce

e

itef=itg
itef=0

ccee amw0 means the iaterval is aull otherwise can do fhis repeatly cece

if(fig.eq.y and.gpg.eq.0)hea

ceccoccccccee This is the first inversion swp cocccecccccee

do 747 i=1,It
HQJedt-iwk)then
11(3)=0.

else

il=t-Itsiwk
i2=1/2-iwk/2 +i1
H@=51)

eadif

conlinze

do 746 j=1,iwk
JI=l2-iwki2+f
wjj=cmpla(t())
if(iter.aq.1)bb=omax

call mqw(el,its], 1] Yists,ma,covaralphs,ma,er,sa,bbakp
* cc,dt,ggp, w2, iwk,iww,ama,mgl ,mg2,mab,almda,iq.ity,yl,y 1)

346
345

er=1.

do 345 i=l,ma
lista())=0.

do 346 j=1,m0
covar(i,j)=0.
alpha,j)=0.
coatiase
continee

alse

ecccocecccce This is the second iaversion step cececcecceccccee

ifiter.eq.1)bb=emax

call mqwi(el,lt,e1,11,tists,ma,covar,alphs,ma,et,00,5b,0kp
* e digagwiwk iww,ems,mglmg2 cahalmda,igity,s,ee)

stmda=aa

eececece if use similarily o3 2 eriterio other than error,thea
ecceccee ltchaage to gl and emax to emin .

502

emor(itit)y=bb

end if

if(ggg.cq.0)then
if(iter tLitg)goto 600
goto 555
ead if
continue

555

172

1m

157

153

154

155

92

9

97

98

299
93

95

5t

512

119

It.

itik=itits1
if(iter.ge.itg) then
if(ftl.eq.y"or.ftf.eqy) then
if(ameqamw) then
ilg=0
der=0
eadif
eadif
goto 504
ebse
goto 600
endif
conlinwe
if(fig.eq.y and.ggg.cq.0 hen

ceceecceee Antomatically picking up the preset No. of layers due to cecccecces
ccecceeccecece the relative large amplitedes in the spiked trace cceccecceecce

do 172i=1,mal-1

2)=0
1(i)=0.
do 173 i=ma2li
r2G)=0.
r1(i)=0.
amax=0.
max1=0,
do 157 i=mal,ma2
12(7)=0.
=1
conliave
write(2,rec=8)(r1 G),j=1,1)
iqql=iqq
k=0
40155 i=mal,ma2
max=1
do 154 j=i-iqqlitiqql
if(j.eq.p)goto 154
i6(aba(rd()).gLabs(rig)))thea
if(max.ne.0)max=-1
else
mx=0
endif
continze
if(max.eq.-1)then

k=k+i
nol(k)=i
endif
continye
if(k.Il.mm) then
igql=iqql-1
goto 153
end if
write(",*)'n0. of ayers(cakculate and preset) k,mm
write(*,*}(nol(i},i=1,k)
do 91 j=1,mm-1

smpr=abs(ri(rol()))
if(ampr.gtamax)then
scax=ampr

ty=noki)*dt
itG)=i

ax=0,
do 97 j=1,mm-}
E(13G) gramix)then
amax=13(j)
jt=j
ead if
conlisne
13(j1)=0.
({))=amax
conlinue
amed=]5*dt
da 93i=),mm-t
amint=1 (3)-12(i)
write(®,*)tHLIZ AL G)2()
ilx=0
if{abs{aminf).gt.amed.and.amint.it.0)then
do 99j=1,%
if(ilx.eq.1) goto 99
(aba(nol(G)"dt-12()).Jeamed)then
11G)=nolG)"d1
ilx=1
endif
continee
else if{abs(aminl).gtamed and.amint.gl0) then
40 299 j=k,1,-1
ifGitx.eq.1) goto 299
if(abs(nol(j)"dt-12(i)).le.amed)ihen
1G)=nol()*dr
ilx=1
endif
continue
ead if
conlinge
do

Lom-1
12()=1(i)
de 511 i=1,mm
fAG)=aGyd
el (#2°mm)=gl ()
if(i.gt.an)ed()=eXan)
rl{i+mm)=e3@)
do S12i=1.1p
ri(3* mm+i)=pf2(i)
write(*,*Yrl(i)i=1,mm)
write(3," YERROR ‘1.’ SIMILARITY ‘,¢¢,' TRACB ,.am
write(3,")" guess locatios iaversion location'
do 517 i=1,mm
if(i.gtan)then
write(3,103)i,11()* dt i+ mm )1 (i42° mm)
ekse

write3, 100)i,er(i)° db.er(i + 1), 4 2* )01 G)* dt,
ri(i+mm),r1(+2° mm)
cad il



517

518

504

continne
do 518i=1,lp
write(3,102)i +1I* 3,1 +11*3),rl (i +mm* 3)
d(mylm;) goto 600

confiane

eccececcee Save the individul demping factors for each iteration cececceccee

ecee

it

233
520

2mn

if(gggeq.1 Jalmdal
if(ggg.eq.2)a)mda2=
if(gggeq.3)almda3=n

if(ggg.¢q--1.)almdaOl=aa

if(ggg-eq.4.Jatmdad=aa
i(fil.eq.y and. lnuq.n mwiihen

al=v"
golo 1000

endif
if{fh.eq.y and ggg It.1 }thes

sar=).

mal=mnl

ma2=mn2

goto 212
endif
H{fth.eq.y'.and.ggg 1.2 )then

fif=%'

288=2

mal=mhl

ma2=mh2

goto 212
endif

i6(f5.6q. Y .0nd.ggg. B3 )then
="

8e8=3.
mal=mil
mal=-mi2
goto 212
endif
if(ft.eq.'y' 2ad.ggg.[t4)then
fif="n"

£38=4.

mal=mjl

ma2=mj2

goto 212
endif

Normally for location of the boundarys,il is better just invarse cccc
it ot the very begini . it is not necessary to repest it.Batccce

when the time domain invesion is introduced,it may be worth to repeat.

if(fitn. eq,y)liu

(fth.cqy)ihes

8282

goto 233

ehe if(ft.eq.yYhen
=3,

288=3.
goto 233
else :E(ﬁj ¢q.Yy") then
2284,
ead |f
aig=ntg+l
goto 210
write(3,"Yerror is less than expected
goto 530
write(3,*)literative time reached preset valve'

ccecec Write the inverse resultsome of Ihem For next trace invesion ceccce

e«
L

199
198
101

102
103

526

527

provi
write(3,*YITERitit-1,' ERR',er,' SIMILAR ' c¢,' TRA"am
write(3,%)' geess tocation

impedaace iaversion resalts’

do 199i=1 1l
write(3,1003i,e0()*db, o410, 0 £ 2710), 11 (1)* AL r) (i +11),
da@+2*n
coatinne
do 198i=1lp

write(3,102)i,ee(i +3°10),r1 (i +3°1)
format(1x,i4,2x,09.5,2x,(9.5,2%,£9.5,2x,09.5, 2x,09.5, 2x,69.5)
format(1x,i4,2x,€10.5,2x,£10.5)

format(lx,i4,35x,19.5,22,69.5,2x,69.5)

12=3*mm +ip

if{ftj.eq.'y"or.fol.aq.y)iben

write(*,")'eater cutput’

da 526 i=1,1p

p2()=ri(3° mm+i)

call waf(w,11,pf2,d11p,0. ity,s,0kp)

call wat(w,11,61,d1,iwk)

do 527 i=t,iwk

il=ly2-iwk2+i

write(2 rec=1 IXEG),j=1,iwk)
eadif
apea(d, file={13 statar=" nld')
write(4,")nm,Ipa,»
write(4,* }(r1Gy* dtj=
write(4,* Xs1(j)j=mm+1,2"mm)
write(4,* Xe1(j)§=2" mm +1,3* mm)
write(4,* Xrl(1)§=3"mn+1,3° mm +ip)
wrin(4,*Ywihj=1,iww)
write(4,* Y. j=1.iwk)
close(q)

wrike(*, Wi ()j=1,12)

OUTPUT RESULTS ¢

eall tigwi(sl {12.s,11,1p)
calf €0f(w, 111,601, mg 1, mp2.ig,ity)

120

459

533

write(2, rec=12)(e0(0)i=1,41)
an0=0.

do 459 =11
H(abs(e0)).grarr0)ar0=aba(e00))
contiage

ee(1)=arc0
write(2rec=10)(ee(hj=1.1)

call wig(r M2, 101p)
write(Z,rec=13)(r(j},j=1.11)
write(2, rec=14)

if(am.eqamw) then

arr0=0,

do 533 i=mgl,mg2

2
an0=(e0())**2 +and)
arrl=(e2()-¢ 0(D)**24arr
av2=(r(i)-¢())* "2 #arr2
an3=(e())** 2 +an3
conlinue
write(3,")'N/S ratio after inversion *' .lqn(nnllaqq)
write(3,*YRMS imped. amor ==
wrile(®,")’ NIS nlm nfhr version ¢ .lqu(m'l/uqq)
wrile(*,")RMS arror ====a'4q
endif
am=am+am}

close(2)

end

¢ Program plof0 is wsed for plotting the inversion resuits by using UNIRAS tibary

PROGRAM PLOTO

REAL PLOT(751,801), TRACE(T51)
RBALPOSX(B).POSY(Z!) CLASS(3)
CHARACTER FF'

INTEGER NFIRST('ISI)
CHARACTER*60 TI'TLE

o}

READ FILENAME FROM

SCREEN
WRITE(6,* YPLEASE INPUT FILENAME YOU WANT TO PLOTTING'

write(6, 7I7{

C
C
C

Fintsome defaulis
These will only be picked up on the first call to the subrosfine
Later calls will remember specified inpot

IF AFTR.EQ.O){FTR =1
IF ALTREQ.O)ILTR = 14

IF QFPO.EQ.O)IFPO = 1

IF QLPO:BQ.O)ILPO = 750

IF(VA.BQOIVA=1

IF (IPOL.BQ.OIPOL = 1

IF(IWIGEQ.G)IWIG = 1
IF (DX.BR.ODX = 1

IF (DZEQ.0)DZ & 1000

IF (DEFL.EQO)DEFL = 1.0
IF (IMODEBQ.0)IMODE = 1
1F (NZ.EQO)NZ = 1500
BK=t

INOR=1

300 WRITE(6,301)
WRITE(6, 3021 FTR ILTR iste
WRITE(6,303)IFPO,ILPONZ
WRITR(6,304IVA
WRITE(6,3054POL

WRITE(6,306) WIG
WRITE(6,307DX

WRITE(6,308)DZ

WRITE(6,309) DORT

WRITE(6,310)DEFL
WRITE(631 )ITRSC

WRITE(S,312YTRSC

WRITE(6, 3 HIAGC
WRITE(6,314)IMODE

WRITE(6,315)IFB

WRITE(6316)INOR
WRITES3IDITVTLE

gESRREESE

WRITE(6, 318§ CONT
WRITE(5,320)

FORMATCL. OK'!go 9

First/last/integral traces lo plot: ',315)
Firstflast/total samples to plot : *,315)
Vanaible ares (1=yes) e DY
Polarity (1sSEG morm) 14)

FORMATY 2.
FORMATY 3.
FORMAT 4.
FORMATCS.
FORMATCS.
FORMAT( 7.
FORMATCS.
FORMATC9.

Plotting depth(1) or time{0)

. Max tr deflec in tr spacing

. Trae scale plot (I=yes) 4y

True scale scalar (eg 3=>Im=3mm): \F8.3)

. AGCiasampies O=nose HC)
Screea (1) Metafile (0 noview) :'14)

. Mark fistbreaks (1=yes)  :'14)

. Normalize each trace (1=yes) :\l4)

. Plot (he-tille (1=yes) 1314)

. Coatour display (1=yes) 2'i4)

. FINE!ead )

write(*.*)' Eater option ... <RETURN> then inpuot

rad(","NOPT

IFQNOPT.EQ.0) GOTO 424
IF(NOPT.EQ.1) GO TO 3300
IF(NOPTEQ.2) READ(S,” JIFTRILTR inte
IF(NOPT.BQ.3) READGS," )IFPOILPONZ
IF(NOPT.EQ.4) READ(S,* JIVA

L3



IE(NOPT EQ.5) READ(S.* )iPOL
IF(NOPT.EQ.6) READ(5,” WIG
[F(NOPT.EQ.7) READ(S,* )DX
IF(NOPT.EQ.8) RBAD(S,* )DZ
{F(NOPT.BQ.9) READ(S,” JIDORT
IF(NOPT.BQ.10)READ(S,” )DEFL
1F(NOPT.BQ.11)READ(5,* JITRSC
IF(NOPT.EQ.12)REBAD(5,” )TRSC
1F(NOPT.EQ.13)READ(3,” JIAGC
1F(NOPT.EQ.14)READ(S,* )IMODB
IF(NOPT.BQ.ISREAD(S,” )IFB
1IF(NOPT.BQ.I6READ(S,* )INOR
IF(NOPT.BQ.17) THEN

RBAD(S,* )ITITLE

IFGTITLEEQ.1) THEN

write(®,*) Ealer the tith'

READ(*

238), TITLE
write(®,*) 1s ita shot record ? (1=yesy
read(* ISHOT
28 FORMAT(A60)
ENDIF
ENDIF
IF(NOPT.BQ.18) THEN
,* JICONT
IFJCONT.BQ.1) THEN
write(*,*), Eater mia coatour levelinterval & avmber of levels'

.;dc;).ctmuum(zwm

3300 CONTINUB

NTRPLT = ILTR-IFTR+1

NSPLT = ILPO-IFPO+1

NX=NTRPLT

write(*,*Y NTRPLT = NTRPLT

writ(*°) NSPLT = \NSPLT
C --— READ DATA FROM THEFILE ——

IFQIK.EQ.1) THEN

UK=0

OPEN(,FILE=<FF,ACCESS=DIRECT.RECL=4"NZSTATUS=0LD)

DO 7 li=ifiiltr

if(in Iiﬂ) M=iltr-ii+iftr
¢ READQ,REC=IINRDATY,kk)JI=1,ipa)
read(Lrec=id){plot(jj,kk)jj=1,ilpe)

737 CONTINUE
ENDIF
write(6,%) out of read fde’

c shift=0
tshift=993
iftr=ifts+tshift
tr=iltr+tshift

747 continge

IFJAGC.GT.0)THEN
CALL AGQ(itpo,NSPLT,NX,PLOT,JAGC)
ENDIF

CALL GBEGIN(Select mx11;exit’ 'dollop’PLOT)

C  Plot size, sormalize if required

DO’IﬂIl-IFPOILPO

TRACEQ) = PLOT(,J)
701 CONTINUB

(XX
IF(INOR.EQ.{)THEN
if(xx.eq.0)xx=1.0
DO 10531 =1,ilpo
PLOT(Q J) = PLOT(J) /xx
1053 CONTINUE

ENDIF
700 CONTINUB

[FONOR BQ.IXMAX = 1.0

IFADORT.NE.1) DZ=DZ/1000.0
ERV = 400

CALL GRPSIZ(XSIZE,ZSIZE)

ONEMMY = 1.0
ONEMMX = 1.0

20R = ZSIZE - RESERV

SAMPMM = (ZSI ZE- 2 RESERVIANSPLT-1)

IFNTRPLT BQ.1)THEN

TRACMM = (KSIZE-3*RESERV)

ELSB

TRACMM = (XSIZE-Z*RESERVANTRPLT-1)
¢ TRACMM=1.0

ENDIF

IFQCONT.BQ.1) THEN

RESERV = 20.0

ONEMMX = 1KXS)ZE - 3*RESERV)
ONBMMY = 1/(ZSIZE - 2°RESERV)
XOR =00

ZOR=10

SAMPMM = 1/(NSPLT-1)
TRACMM = I/NTRPLT-1)

CALL GVPORT(2"RESERV,RESERV XSIZ6-3°RESERV, ZSIZE-2°*RESER V)

CALL GWBOX(XSIZE-3*RESERV, ZSIZE-2*RESERV,0.0)
CALL GLIMIT(0.0,1.0,00,1.0,0.0,0.0)
CALL GSCALE

C  Setup the colosr

121

CALL RSHADE(L.)
CALL RCLASS{CLASS|

NCLASS,S)

ENDIF

IFQTRSC BQ.)THEN
XSIZB = (NTRPLT-1)*DX"TRSC
IF(NTRPLT.EQ.1)XSIZE = DX* TRSC
28178 = (NSPLT-1) *DZ*TRSC
ENDIF

TRACD = XMAX / DEFL
CALL SSMPSI(TRACMM SAMPMM TRACD)
', XMAX

PRINT*, XMAX

c«u.somo(xouon)
CALL $NU
CAILSNUMBD(S.O'ONEMMY)
CALL SNUMBX1)

CALL SN

CALLSDIR(+),-1)

C  Polasity etc

NEGPOS=1
IFGVA EQ.1)THEN
KTYPE=0

ELSE

END!

KTYPE=1
17

IF(WiIG.EQ.1)THEN

KSLINE=0
KSLINE=1

ENDIF

CALL STYPEW(KTYPE,NEGPOS,KSLINE)

IFQPOL.BQ.THEN

RPOL =10

ELSE

RPOL=-1.0

ENDIF

CALL SWICDL(0.05,1)
CALL SNUMBH(4.5)

NMBTR = [FTR
DO 1000 ) = 1 ,ax

2000

DO 20001 = IFPOILPO
TRACE(14FPO+1) = PLOT(,J) * RPOL
CONTINUE

IFQCONT.EQ.1YCALL SCOLC(TRACE,NSPLT)
IFGCONTNE 1)CALL SMGG(TRACENSPLT)

IFQ+ifir-1 BQIFTR)CALL SRORIG(XX, YY.XE, YE)

XO YO ARE ORIGIN OF FIRST TRACB
1F()+ifr-1 EQNMBTR)THEN
CALL SRORIG(XO,YOXE,YE)
CALL SNUMBX1)
CALL STRNMB(} +ifir-1)

1)= X0
POSY(1) = YO + I°ONEMMY
POSX(2)= XO

POSY(2) = YO + 4"ONEMMY
CALL GVECT(POSX,POSY,2)

NMBTR = NMBTR+50

[+

Number every fifty traces
ENDIF

1000 CONTINUE

first

nos

noon

X1=

annoval

delts anot

sms between annot

n0 decimal places

(IFPO 1yDZ

IF(NSPLT LE.1024)X3 =100.0
IF(NSPLT.LES12) X3 = 100.0
IF(NSPLT.LE256) X3 =200
IF(NSPLT.LE.126) X3 = 100
IF(NSPLT.LB.56) X3 =5.0
IFICONTNE 1) THEN

X4=

xX3DZ

(;
CALL STIMLI(X1, X4 X3.1)

ENDIF

CALL SWICOL(02.1)
IF(IFB EQ.1)THEN

(o

Mark B with dot aad calonr Ince 1pto fb

CALL SORIGXX.YY)

2500

[

1500

Set the same origin
DO1500) = 1.ax
CALL ZER!
DO 25001 = IFPO.NFIRST(S)
TRACH(I4FPO+1) = PLOT(,J) ~ RPOL

CONTINUE
CALL SWIGG(TRACE NFIRSTU)-IFPQ)
Colous trace to one sample BEFORE B
CALL SRORIG(XD,YD,XFB,YFB)
CALL GDOT(XFB,YFB,1)
CONTINUE

ENDIF

RECB=15.0
IFGCONT.BQ.13 THEN

CALL SNUMBS(1)

CALL SNUMBD(Z"ONEMMX)

CALL STIMEE(S"ONEMMX. S*ONEMMX)



CALL STIMLI(X1,K3*DZ,X3,1)
CALL GSCAMM

CALL GCOSCS(S.0,RESERV)
RECE = RESERV+6.0

ENDIF

CALLRTXHEI(4.5)

CALL RTKFON(COMP'0)
IFISHOT.NE.1) THEN

CALL RTX(-1,'CDP #,RESERV-20,ZSIZE-RESERV +6)

ELSE

CALL RTX(-1,CHANNEL # RESERV-20,ZSIZE-RESERV +6)
END{F

CALL RTXSPM(1)

CALL RTXIUS(1,))

CALL RTXPAT()

CALL RTX(-1, TIMB IN MSBCS'RECE0.5°ZSI2E)

IF ¢NTLEEQ.I) THEN

CALL RTXIUS(L,1)

CALL RTXSPM(0)

CALLRTXPAT(O)

CALL RTXFONCITAL\0)

CALL RTXHEI(45)

CALLRTX(-1, TITLEXSIZE/1 8+10,28.0)
ENDIF

CALLGEND
e« CALLGCLOSE
IFJDORTNE 1) DZ-DZ*1000.0

424 CLOSE(2)
STOP
END

SUBROUTINE MAXSN(LX X, XM,IT)
IMPLICITREAL (A-H.0.2)
DIMENSION X(LX)

c

li=t
DO 101=1,LX

10 IF(abs(x(ii)) Mabs(x(i)))
XM=abe(X(Hl))

RETURN

END

c
SUBROUTINE ZERO(LX.X)
IMPLIQTREAL (A-H.0-2)
DIMENSION X(LX)

c

IFLX.LEO)RETURN
c

DO 101=1,LX
10 X()=0.0E0
c

RETURN
END

SUBROUTINE AGO(N,NSAMR,NRECS X, LEN)
C ¢/oMF
REAL X(N,NRECS) XPRIME(1023)
DO 100J = 1, NRECS
CALL ZERO(NSAMRXPRIME)
DO 501CEN = 1, NSAMR
LO=LEN
IFQCEN .LE. LEN/2) LO = 2*ICEN - |
IF(CEN .GT. NSAMR-LEN/2) L0 = (NSAMR-ICEN+1y*2- 1
CALL RMSERR(LO,X(ICEN-LOR2,J)\RMS)
1FRMS Q. 0.0) GO-TO 50
XPRIME(ICEN) = X(ICEN,J) / RMS
50 CONTINUB

SUBROUTINE RMSERR(NSAMRX,RMS)
REAL X(NSAMR)
RMS =0.0
DO 101 = 1, NSAMR
RMS = RMS + X()**2
10 CONTINUE
RMS = RMS /NSAMR
RMS = SQRT(RMS)

RETURN
END






