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Abstract 

The emerging high-speed Asynchronous Transfer Mode (ATM) networks are expected 

to integrate through statistical multiplexing large numbers of traffic sources having a 

broad range of statistical characteristics and different Quality of Service (QOS) require­

ments. To achieve high utilisation of network resources while maintaining the QOS, 

efficient traffic management strategies have to be developed. This thesis considers the 

problem of trafiic control for A T M networks. 

The thesis studies the application of neural networks to various ATM traffic control is­

sues such as feedback congestion control, traffic characterization, bandwidth estimation, 

and Call Admission Control (CAC). A novel adaptive congestion control approach based 

on a neural network that uses reinforcement learning is developed. I t is shown that the 

neural controller is very effective in providing general QOS control. A Finite Impulse Re­

sponse (FIR) neural network is proposed to adaptively predict the traffic arrival process 

by learning the relationship between the past and future traffic variations. On the bcisis 

of this prediction, a feedback flow control scheme at input access nodes of the network 

is presented. Simulation results demonstrate significant performance improvement over 

conventional control mechanisms. In addition, an accurate yet computationally efficient 

approach to effective bandwidth estimation for multiplexed connections is investigated. 

In this method, a feedforward neural network is employed to model the nonlinear rela­

tionship between the effective bandwidth and the trafiic situations and a QOS measure. 

Applications of this approach to admission control, bandwidth allocation and dynamic 

routing are also discussed. 

A detailed investigation has indicated that CAC schemes based on effective band­

width approximation can be very conservative and prevent optimal use of network re­

sources. A modified effective bandwidth CAC approach is therefore proposed to over­

come the drawback of conventional methods. Considering statistical multiplexing be­

tween traffic sources, we directly calculate the effective bandwidth of the aggregate 

traffic which is modelled by a two-state Markov modulated Poisson process via match­

ing four important statistics. We use the theory of large deviations to provide a unified 

description of effective bandwidths for various traffic sources and the associated ATM 

multiplexer queueing performance approximations, illustrating their strengths and hm-

itations. In addition, a more accurate estimation method for A T M QOS parameters 

based on the Bahadur-Rao theorem is proposed, which is a refinement of the original 

effective bandwidth approximation and can lead to higher link utilisation. 
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Chapter 1 

Introduction 

In the past few years. Broadband Integrated Services Digital Network(BISDN) has re­

ceived increased attention as a communication architecture capable of supporting multi­

media applications. Asynchronous Transfer Mode(ATM) has been chosen to implement 

BISDN, in which the information is transmitted using short fixed-size cells consisting 

of 48 bytes of payload and 5 bytes of header. The fixed size of the cells reduces the 

variance of delay, making the networks suitable for integrated traffic consisting of voice, 

video, and data. A T M provides not only a flexible means for supporting a continuum 

of transport rates, but also a potential efficiency from the statistical sharing of net­

work resources(e.g., bandwidth, buffers, etc.) by multiple users. To be competitive 

with specialized high-speed private network alternatives, ATM networks wil l need to be 

engineered to fully exploit this potential for efficiency. 

In an A T M network, most traffic sources are bursty. A bursty source may generate 

cells at a near-peak rate for a very short period of time and immediately afterwards i t may 

become inactive, generating no cells. Since an A T M network supports a large number 

of such bursty traffic sources, statistical multiplexing can be used to gain bandwidth 

efficiency, allowing more traffic sources to share the bandwidth. However, such a gain 

is achieved at the risk of congestion and consequential cell loss and delay when too 

many sources transmit at the same time. Therefore, traffic control is essential for ATM 

networks to allow such efficiency gains while guaranteeing that Quality of Service(QOS) 

standards are respected for all admitted connections in both normal and exceptional 

conditions (overloads and breakdowns). 

Due to the effects of high-speed channels in A T M networks, the performance bot­

tleneck of the network, which was once the channel transmission speed, is shifted to 

the processing speed at the network switching nodes and the propagation delay of the 

channel. Because of the increased ratio of propagation delay to cell transmission time, a 

large number of cells can be in transit between two ATM switching nodes. Thus, some 

of the congestion control schemes developed for existing networks may no longer be ap-



plicable in future high-speed networks. In addition, the increased ratio of processing 
time to cell transmission time requires the use of simplified protocols, making it difficult 
to implement hop-by-hop control schemes. Therefore, traffic control in ATM networks 
is a challenge, and new network control strategies have to be developed. 

The aim of this thesis is to identify the causes of the Hmitations of current congestion 
control mechanisms and to propose novel solutions to various problems such as general 
QOS control, traffic characterization, access flow control, bandwidth estimation and 
connection admission control. Our approaches are based on two diff'erent techniques: 
artificial neural networks and large deviations (which leads to the notion of effective 
bandwidth). The objective of both approaches is to provide fast and yet accurate deci­
sions related to traffic control and hence to increase the network utihsation while meeting 
the QOS requirements. 

1.1 Summary of the Thesis 

The main body of the thesis is divided into 7 chapters. Chapter 2 provides an overview 
of some of the basic concepts of BISDN and ATM. Chapter 3 gives a state-of-the-art sur­
vey of various traffic control schemes. In Chapter 4 the application of neural networks 
to adaptive congestion control for ATM networks is discussed in depth, and a novel 
congestion control approach based on reinforcement learning is proposed. Chapter 5 ad­
dresses a neural network method for multimedia traffic prediction and its application to 
access flow control. The predictor configuration and the network training algorithm are 
described. The proposed control scheme has a superior performance compared with con­
ventional feedback control methods. Chapter 6 develops the use of feedforward multilayer 
perceptrons for effective bandwidth estimation so as to overcome the shortcomings of 
conventional approximations. The potential for application to dynamic bandwidth allo­
cation and routing is also investigated. A modified effective-bandwidth-based admission 
control algorithm is presented in Chapter 7. It takes into account the statistical multi­
plexing gain across sources by modelling the aggregate traffic directly and the network 
utilisation is increased. Chapter 8 investigates the effective bandwidth approximation 
for ATM multiplexers in more detail, with the aim of finding out its limitations and 
possible improvement. A more accurate approximation is introduced, which is justified 
by a mathematical development based on large deviations asymptotics. In Chapter 9 a 
summary of the thesis is given, and areas for future work are identified. 



Chapter 2 

Asynchronous Transfer Mode 

This chapter provides an overview of ATM. We begin with a brief introduction to BISDN 
and related issues. Subsequently we discuss the basic concept of ATM, the ATM cell 
format, and the ATM protocol reference model. 

2.1 Broadband Integrated Services Digital Networks 

The concept of BISDN has undergone considerable discussion during the past sev­
eral years. In the evolution from the current telecommunication networks towards the 
BISDN, some important directions and guidelines have recently been made. It is ex­
pected that some new services such as teleconference, video based education, high speed 
data transfer, video on demand and High Definition TV(HDTV) will be added to ex­
isting services. Preferably, all these services should be provided by a single network, 
rather than a number of different networks(as is the case currently). BISDN is regarded 
as an all-purpose digital network. Activities currently under way are leading towards 
the development of a worldwide networking technology based on a common set of user 
interfaces and universal communications. Once deployed throughout the world, BISDNs 
will facilitate worldwide information exchange between any two subscribers without any 
of the limitations that can be imposed by the communication media. 

ITU-T (Telecommunication Standardization Sector of International Telecommunica­
tion Union) Recommendation 1.113 defines "broadband" as "a service or system requiring 
transmission channels capable of supporting rates that are greater than the primary ac­
cess rate" [1]. Currently, BISDN interfaces support up to 622 Mb/s, with the possibihty 
of defining higher rates in the future. ITU-T classified possible broadband applications 
into four categories [2]: conversational services, retrieval services, messaging services and 
distribution services. BISDNs will support services with both constant and variable bit 
rates, interactive and distributive services, bursty and continuous traffic, connection-
oriented and connectionless services, and point to point and complex communications. 



all in the same network. Hence, at least conceptually, BISDNs not only support all types 
of existing communication applications, but also provide the framework to support fu­
ture applications that are not fully understood, or even known of, today. Accordingly, 
a BISDN should be capable of allocating usable capacity dynamically on demand while 
taking the bursty nature of some apphcations into consideration. Also, BISDN switching 
fabrics should be capable of switching all types of services. 

The introduction of highly reliable fibre systems into the access network provides 
the necessary high bandwidth required for BISDN. However, there are a number of 
issues that need to be satisfactorily addressed before BISDN networks become a reality 
[3]. As technology advances rapidly to meet the need for high-speed communications, 
the bottlenecks in communication networks are moving from the transmission media to 
the communications processors. The throughput and end-to-end delay requirements of 
applications are now limited by the processing power at network nodes, necessitating fast 
network protocols. It is still not clear whether current network protocols are suitable for 
BISDN services, or a new protocol needs to be designed. Congestion control is another 
major area that needs further investigation. BISDNs will support a large number of 
connections with different traffic characteristics simultaneously in the network. Simple 
call control schemes used in today's telephone systems or hop-by-hop ffow control used 
in current packet networks can no longer be effective in BISDN networks. The problem 
is further complicated by the introduction of high-bandwidth links with relatively large 
propagation delays into the backbone. 

2.2 Asynchronous Transfer Mode 

Both the need for a flexible network and the progress in technology and system concepts 
led to the deflnition of the Asynchronous Transfer Mode. ATM is the transfer mode 
of choice for BISDN. In ATM, user information is transmitted between communicating 
entities using fixed-size packets, referred to as the ATM cells. An ATM cell is 53 bytes, 
consisting of a 48-byte information field and a 5-byte header, as shown in Figure 2.1. 

2.2.1 Transfer Modes 

ITU-T defines the transfer mode as a technique used for transmission, multiplexing, 
and switching aspects of communication networks. The most commonly used types 
of transfer modes can be categorized as follows: circuit switching, message switching 
and packet switching(consisting of datagram packet switching and virtual circuit packet 
switching). 

In general, it is envisaged that the chosen transfer mode of BISDN should have the 
following properties [3]: 
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Figure 2.1: ATM cell structure 

1. Supports all existing services as well as those with unknown characteristics that 
will emerge in the future. 

2. Utilizes network resources as efficiently as possible. 

3. Minimizes the complexity of switching. 

4. Minimizes the processing time at the intermediate nodes to be able to support 
very high transmission speeds. 

5. Minimizes the amount of buffers required at the intermediate nodes to bound the 
delay and the complexity of buffer management. 

6. Guarantees performance requirements of existing and expected applications. 

ATM is an attempt to meet all these objectives in a unique manner. Compared with 
the other transfer modes, it is closest to virtual circuit packet switching, in which all 
packets are of the same size. ATM has various features that extend the capabilities of 
current packet switching networks by incorporating the most desirable features of circuit 
switching to support real-time traffic most efficiently. 

ATM is a connection-oriented protocol that supports both connection-oriented and 
connectionless services, with Constant Bit Rate(CBR) and Variable Bit Rate(VBR) 
traffic characteristics. The short cell size of ATM at high transmission rates is expected to 
off'er full-bandwidth flexibility and high-bandwidth utilisation, and provide a wide range 
of quality of services required by various applications through statistical multiplexing. 
The term statistical multiplexing refers to the fact that several connections share a link 
with a capacity less than the sum of their peak bandwidth requirements, whereas the 
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Figure 2.2: ATM cell header format at the UNI 

term asynchronous means that cells of an information unit may appeax at irregular 
intervals over the network links. 

ATM has been accepted as the ultimate solution for the BISDN by ITU-T, and plans 
are being made by different organizations to realize experimental ATM pilots. Examples 
of these experiments are several RACE project trials, the Belgian broadband experiment 
and the US multigigabit project [4]. A non-profit organization, ATM Forum, has also 
been founded joining all types of industry (computer and telecommunication) with over 
100 members worldwide. There is an "ATM fever", somewhat analogous to the "digital 
fever" in telecommunication networking of the 1970s and 1980s. On the other hand, 
ATM is also the subject of a heated debate. For example. Lea argues [5] that the two 
main features of ATM, statistical multiplexing and continuous bit rate, have made ATM 
a bundle of contradictions. Moving its protocol's functions to the edge to reduce the 
processing time as much as possible is ATM's fundamental principle, but the new trend 
is adding more functions inside the network. ATM is intended to statistical multiplex all 
sorts of traffic, but to make it work we have to demand that all diverse traffics conform 
to some prescribed distributions. ATM intends to handle any bit rate, but we may not 
even know the grade of service of our network. ATM advocates claim a charge-by-usage 
policy, but the real policy is charge-by-behaviour. Therefore, according to Lea, ATM's 
current goal: total ffexibility in bandwidth allocation and utilisation is questionable. 

2.2.2 The A T M Cell Format 

ATM employs fixed-size cells with a 5-byte header and a 48-byte information pay load. 
Two diff'erent formats for the cell header are adopted, respectively, for the User-Network 
Interface (UNI) at the edge of the network and the Network Node Interface (NNI) at the 
network nodes. They are shown in Figure 2.2 and Figure 2.3. 
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Figure 2.3: ATM cell header format at the NNI 

The four-bit GFC(Generic Flow Control) in the UNI header permits multiplexing 
the transmissions of several terminals on the same interface. The GFC field has no 
use within the network and is meant to be used by access mechanisms that implement 
different access levels and priorities. Two modes of operation are defined for the GFC 
field: uncontrolled access and controlled access. 

ATM uses labeled-channel multiplexing in which a label in the cell header, called 
the "connection identifier", expUcitly associates the cell with a given virtual channel on 
a physical link. The connection identifier, which consists of two sub-fields, the Virtual 
Channel Identifier (VCI), a 16-bit field, and the Virtual Path Identifier (VPI), an 8 or 
12-bit field, is used in multiplexing, demultiplexing, and switching the cells through 
the network. The two levels of routing hierarchies. Virtual Channels(VC) and Virtual 
Paths(VP), are defined in ITU-T Recommendation 1.113 [1] as follows: 

• VC is a concept used to describe unidirectional transport of ATM cells associated 
by a common unique-identifier value, referred to as the VCI. 

• VP is a concept used to describe unidirectional transport of cells belonging to VCs 
that are associated by a common unique-identifier value, referred to as the VPI. 

A VP is a collection of a set of VCs between two nodes in a BISDN. A predefined route 
is associated with each VP in the physical network. Furthermore, each VP has its own 
bandwidth, Umiting the number of VCs that can be multiplexed on a VP. VPs can be 
viewed as semi-permanent connections in the network. VPIs are used to route packets 
between two nodes that originate, remove, or terminate the VPs, whereas VCIs are used 
at the end nodes to distinguish between different connections. 

The 3-bit PTI(Payload Type Identifier) field has recently been redefined to indi­
cate whether the cell contains upper-layer management information or user data. The 
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CLP (Cell Loss Priority) bit is used for buflPer management in conjunction with conges­
tion control(cell discarding process). The HEC (Header Error Control) field allows to 
either correct single bit errors or detect multiple bit errors. 

2.2.3 The A T M Protocol Reference Model 

The OSI(Open Systems Interconnection) model of ISO (International Organization for 
Standardization) is well known and used with great success to model all sorts of commu­
nication networks. Using the same model as in OSI, the following ATM BISDN protocol 
reference model was defined (Figure 2.4) [6]. This model consists of three planes: a 
user plane to transport user information, a control plane mainly composed of signalling 
information, and a management plane used to maintain the network and to perform 
operational functions. In addition, a third dimension is added to this model, called 
the plane management, which is responsible for the management of the different planes. 
The user plane and control plane each has a layered structure to describe the functions 
associated with each layer. The layers are the physical layer, the ATM layer, the ATM 
Adaptation Layer(AAL), and layers above the AAL. 

The physical layer transports ATM cells between two ATM entities and is based on 
SONET(Synchronous Optical Network) transmission standards. This layer also guaran­
tees within a certain probability the cell header integrity and merges user cells with the 
transmission overhead to generate a continuous bit stream across the physical medium. 
The ATM layer is common to all services and provides cell transfer capabilities. In other 
words, the ATM layer corresponds to the boundary between functions devoted to the 
header and functions devoted to the information field. It is fully independent of the 



physical medium used. The ATM layer provides cell multiplexing, demultiplexing, and 
routing functions using the VPI and VCI fields of the cell header. Furthermore, the 
ATM layer may supervise cell flow to ensure that connections stay within the limits 
negotiated at the call establishment phase. The ATM layer is also responsible for cell 
sequence integrity for each source. 

Since ATM supports many kinds of services with different traflic characteristics and 
system requirements, the AAL adapts the different classes of applications to the ATM 
layer. The AAL functions can be classified into two categories: continuous bit stream 
oriented services adaptation functions and bursty data services adaptation functions. 
The AAL consists of two sublayers: the Segmentation And Reassembly(SAR) sublayer 
and the Convergence Sublayer(CS). The main purpose of the SAR sublayer is segmenta­
tion of the higher layer information into a size suitable for the payload of the consecutive 
ATM cells of a virtual connection, and the inverse operation, reassembly of contents of 
the cells of a virtual connection, into data units to be delivered to the higher layer. The 
convergence sublayer performs functions like message identification, time/clock recovery, 
etc. 

Three sets of requirements of BISDN services used to classify AAL functions are 
defined by ITU-T: 

• Time relation versus no time relation between source and destination; 

• Constant versus variable bit rate; 

• Connection-oriented versus connectionless services. 

Only four types out of the theoretically eight combinations of those three parameters 
result in valid existing services. These four classes are defined as(see Figure 2.5): 

• Class A. This class corresponds to constant bit rate connection-oriented services 
with a timing relation between source and destination. The two typical examples 
are 64 kb/s voice and constant bit rate video. 

• Class B. This class corresponds to variable bit rate connection-oriented services 
with a timing relation between source and destination. Typical examples are vari­
able bit rate video and audio. 

• Class C. This class corresponds to variable bit rate connection-oriented services 
with no timing relation between source and destination. An example is connection-
oriented data transfer. 

• Class D. This class corresponds to variable bit rate connectionless services with no 
timing relation between source and destination. An example of such a service is 
connectionless data transport. 
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Figure 2.5: Service classes for AAL 

Corresponding to these four classes, four types of AAL protocols have been recom­
mended up to now by ITU-T, namely AAL 1, AAL 2, AAL 3/4 and AAL 5. Recom­
mendation 1.362 [7] states that CBR services will utilise AAL Type 1, but other AAL 
protocols for CBR are for further study. Connectionless data services will use AAL 
Type 3/4. Frame Relay services will use AAL 5. The specific association of other ser­
vices with an AAL type is still for further study. AAL 5 may be recommended for 
signalling information. 

2,3 Summary 

The basic concepts and main features of BISDN and ATM have been described. In 
particular, the ATM cell header fields and the ATM protocol reference model have been 
discussed in detail. The ATM-based BISDN has the very ambitious goal of eventually 
becoming the unique means of communication all over the world. However, there are 
still a number of unsolved research problems in the area of ATM networks. Among 
them, traffic and congestion control is the main issue conditioning the availability of 
ATM services. We will address this topic in the next chapter. 
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Chapter 3 

A T M Traffic and Congestion 
Control 

The success or failure of ATM networks depends on the development of an effective 
congestion control framework. This chapter critically reviews some of the traffic and 
congestion control approaches for ATM networks. Several control functions are classified 
and their related issues are discussed separately. Research in this area is advancing very 
rapidly, so it is impossible to cover the whole range of the relevant work in the literature. 
The main focus of this chapter is placed on some representative strategies. 

3.1 Quality of Service Attributes and Service Categories 

We begin with a discussion of various quality of service attributes and service categories. 

3.1.1 Quality of Service Attributes 

While setting up a connection on ATM networks, users can specify the following pa­
rameters related to the input traffic characteristics and the desired quality of service 
[8]: 

L Peak Cell Rate(PCR): The maximum instantaneous rate at which the user will 
transmit. 

2. Sustainable Cell Rate(SCR): This is the average rate as measured over a long 
interval. 

3. Cell Loss Ratio(CLR): The percentage of cells that are lost in the network due 
to error or congestion and are not delivered to the destination, i.e., 

CLR — Number of lost cells 
Number of transmitted cells' 
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Recall that each ATM cell has a Cell Loss Priority(CLP) bit in the header. During 
periods of congestion, the network will first discard cells that have CLP bit set. 
Since the loss of cells with CLP = 0 is more harmful to the operation of the 
application, CLR may be specified separately for cells with CLP = 1 and for those 
with CLP = 0. 

4. Cell Transfer Delay(CTD): The delay experienced by a cell between network 
entry and exit points is called the cell transfer delay. It includes propagation delays, 
queueing delays at various intermediate switches, and service times at queueing 
points. 

5. Cell Delay Variation(CDV): This is a measure of variance of CTD. High vari­
ation implies larger buffering for delay-sensitive traffic such as voice and video. 

6. Cell Delay Variation Tolerance(CDVT) and Burst Tolerance(BT): For 
sources transmitting at any given rate, a slight variation in the inter-cell time 
is allowed. A leaky bucket (which will be described later) type algorithm called 
"Generic Cell Rate Algorithm(GCRA)" is used to determine if the variation in 
the inter-cell times is acceptable. The bucket size parameter of the GCRA used 
to enforce PGR is called cell delay variation tolerance and of that used to enforce 
SCR is called burst tolerance. 

7. Maximum Burst Size(MBS): This is the maximum number of back to back 
cells that can be sent at the peak cell rate but without violating the sustainable 
cell rate. BT and MBS are related as follows: 

o 
BT = ( M B S - l ) ( g i j ^ - j 4 ) . (3̂ 2) 

Note that PGR, SCR, CDVT, BT, and MBS are input traffic characteristics and are 
enforced by the network at the network entry. CLR, CTD and CDV are qualities 
of service provided by the network and are measured at the network exit point. 

8. Minimum Cell Rate(MCR): This is the minimum rate desired by a user. 

3.1.2 Service Categories 

The above QOS attributes help define various classes of service. There are five categories 
of service. The QOS parameters for these categories are summarized in Table 3.1 and 
are explained in the following [8]: 

• Constant Bit Rate (CBR): This class is used for emulating circuit switching, 
where the bit rate is constant. Cell loss ratio is specified for cells with CLP = 0 
and may or may not be specified for cells with CLP = 1. Examples of applications 
that can use CBR are telephone, video conferencing, and television. 
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Attribute CBR RT-VBR NRT-VBR ABR UBR 
CLR for CLP=0 S S S S U 
CLR for CLP=1 0 0 0 S U 

CTD S s s U U 
CDV s s u U u 

SCR and BT N s s N N 
PCR and CDVT s s s S s 

MCR N N N S N 

Table 3.1: ATM layer service categories(S: Specified, U: Unspecified, 0: Optional, N: 
Not applicable) 

• Variable Bit Rate(VBR): This class allows users to send at a variable rate. 
Statistical multiplexing is used and may result in small nonzero random loss. De­
pending upon whether or not the application is sensitive to cell delay variation, this 
class is subdivided into two categories: real-time VBR(RT-VBR) and nonreal-time 
VBR(NRT-VBR). For NRT-VBR, only mean delay is specified, while for RT-VBR, 
maximum delay and peak-to-peak CDV are specified. An example of RT-VBR is 
interactive compressed video while that of NRT-VBR is multimedia email. 

• Available Bit Rate(ABR): This class is designed for normal data traffic such 
as file transfer and email. Although the standard does not require the cell transfer 
delay and cell loss ratio to be guaranteed, it is desirable for switches to minimize 
the delay and loss as much as possible. Depending upon the congestion state of the 
network, the source is required to control its rate. The users are allowed to declare 
a minimum cell rate, which is guaranteed to the VC by the network. Most VCs 
wiU ask for an MCR of zero. Those with higher MCR may be denied connection 
if sufficient bandwidth is not available. 

• Unspecified Bit Rate (UBR): This class is designed for those data apphcations 
that want to use any left-over capacity and are not sensitive to cell loss or delay. 
Such connections are not subject to admission control and not policed for their 
usage behaviour. Examples of UBR applications are email and file transfer. 

3.2 Congestion Control Problem 

Viewed as a new paradigm for the future BISDN [9], ATM can achieve total service 
integration, total flexibility and efficiency in bandwidth allocation and utilisation. In 
ATM, VBR, or bursty, traffic streams are statistically multiplexed. Statistical multi­
plexing is more bandwidth-efficient and allows more calls to enter the network. How­
ever, with the BISDN/ATM goals of supporting diverse service and traffic mixes, and 
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Figure 3.1: Approximate ATM traffic performance requirements 

of efficient network resource engineering, the design of a congestion control becomes an 
important challenge. The response to this challenge will greatly inffuence the ability of 
BISDN/ATM to compete, and thus the eventual viability of BISDN/ATM [10] [11]. 

According to ITU-T Recommendation 1.371 [12], in BISDN, congestion is defined as a 
state of network elements (e.g. switches, concentrators, cross-connects and transmission 
links) in which the network is not able to meet the negotiated network performance 
objectives for the already established connections and/or for the new connection requests. 
So the primary role of traffic control and congestion control for BISDN is to protect the 
network and the user in order to achieve network performance objectives. An additional 
role is to optimize the use of network resources. The following are the high-level goals 
of a BISDN/ATM congestion control architecture [13] [14]: 

• Flexibility: it should support a set of ATM layer QOS classes sufficient for all 
existing and foreseeable services. 

• Simplicity: simple control algorithms are more likely to prove implementable. 

• Robustness: the requirement of achieving high resource efficiency under any traffic 
circumstance while maintaining simple control functions. 

• Controllability: through this control architecture, congestion can be adequately 
controlled so that efficient network resource utilisation is achieved without paying 
a penalty in performance. 

Despite the past experience gained from circuit-switched and packet-switched net­
works, congestion control in ATM networks remains an unresolved issue. Some aspects 
of ATM networks that complicate the control problem include [3] [15]: 

1. Various BISDN VBR sources generate traffic at significantly different rates. The 
bit generation rates of some applications can often have time-varying nature. Fur-
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thermore, a single source may generate multiple types of traffic with different 
characteristics. To allow statistical multiplexing, bursty calls should only be allo­
cated some bandwidth less than the peak rate. Determining how much bandwidth 
to allocate to a bursty call must be resolved. 

2. In addition to the performance metrics of call blocking and packet loss probabil­
ities in current networks, ATM networks have to deal with cell delay variation, 
maximum delay, etc. 

3. Diff'erent services have different QOS requirements at considerably varying levels. 
A service class is a set of services that have the same QOS requirement. These 
requirements are usually measured in terms of maximum delays and cell loss rates. 
Figure 3.1 shows approximate delay and loss requirements for some expected ser­
vices [16]. The service requirement of the traffic can be delay-sensitive (such as 
voice) or loss-sensitive(such as image transfer). In ATM, even if a call is admitted 
to the network, the network delay and loss may not be guaranteed due to ATM's 
packet switching nature. 

4. Traffic characteristics of various types of services are not well understood. 

5. Two speeds for BISDN access have been recommended by ITU-T, namely, 155 
Mb/s and 622 Mb/s. One effect of a high-speed channel is that at these link speeds, 
cells must be switched at a rate greater than one cell per 3/is or 0.7/iS. Internal links 
may operate at the rate of Gb/s. Therefore the cell processing schemes in ATM 
must be simple enough so as to be performed at speeds comparable to the high 
switching speeds. Another problem caused by the high fink rate is the increased 
propagation delay-bandwidth product, the amount of traffic that can be in transit 
during a propagation delay time. This can make some feedback congestion control 
schemes inefficient. 

In general, congestion control procedures can be grouped into two categories: pre­
ventive control and reactive control. In preventive control one sets up schemes which 
prevent the occurance of congestion. Connection Admission Control(CAC), Usage Pa­
rameter Control(UPC), Priority Control(PC), Traffic Shaping(TS) and Fast Reservation 
Protocol(FRP) are examples of preventive control. In reactive control one relies on feed­
back information for controlling the level of congestion. Explicit Congestion Notifica-
tion(ECN) is one of the proposed methods for reactive control. The main problem with 
the reactive scheme is the large propagation delay-bandwidth product in ATM networks, 
which introduces the unique problem that by the time a source receives a notification it 
may be too late to react. 

A classification of the congestion control functions according to their location within 
the network is shown in Figure 3.2 [17]. The network level allocates resources to virtual 
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Figure 3.2: ATM network multilevel control model 

paths, given the offered call traffic and tolerated call blocking probabilities. The virtual 
path concept allows several calls to be switched and handled together, which simplifies 
CAC, but decreases the network utilisation. The call level performs CAC within the 
path network and allocates bandwidth and switch buffer capacity to individual calls. 
The cell level allocates resources during the cell transfer phase, and is responsible for 
cell traffic enforcement (also called "policing") at access switches and arbitration of cells 
during switch overload. We can also classify control options according to time scales 
at which they are most effective(see Figure 3.3) [3]. Various control functions will be 
discussed in the following sections. 

3.3 Resource Provisioning 

Resource provisioning methods determine the physical quantities of equipment to be 
placed in the ATM network. The network topology, the number of links and their 
bandwidths, and the number of switching and access nodes are all determined based 
on some understanding of traffic requirements. As time evolves, the number of users, 
the amount of traffic generated, and the types of applications used in networks change. 
Therefore, with network provisioning, the challenge is to ensure that sufficient resources 
are available to accept all potential connections, while still maintaining a cost-effective 
network design. This leads to a tradeoff between the quantities of resources that should 
be placed in the network and the expected utilisation that they can achieve. For resource 
provisioning, long-term measurements of switch and trunk utilisation must be collected 
and forecasted against future predicted subscriber loads and usage characteristics [10]. 

16 



time scale 
i 

long term 

connection 
duration 

propagation 
delay time 

cell time 

Resource provisioning 

Admission control 
Routing and load balancing 

Explicit congestion notification 
Fast reservation protocol 
Node to node flow control 

Usage parameter control 
Priority control 
Traffic shaping 
Cell discarding 

Figure 3.3: ATM traffic control options at different time scales 

17 



3.4 Connection Admission Control 

Connection admission control represents the set of actions taken by the network at call 

set-up phase in order to accept or reject an ATM connection [12]. A connection request 

for a given call is accepted only when sufficient resources are available to carry the new 

connection through the whole network as its required QOS(e.g., cell loss probability, 

cell delay) while maintaining the agreed QOS of already established connections in the 

network. Accordingly, there are two questions that need to be answered [3]. The first 

question is how to determine the amount of bandwidth required by a new connection, 

while the second one is how to assure that the QOS required by existing connections 

are not affected when multiplexed together with this new connection. Any technique 

designed to answer these two questions should do so in real-time and attempt to maximize 

the utilisation of network resources. 

3.4.1 Bandwidth Allocation 

Admission control is based on bandwidth allocation. There are two alternative ap­

proaches for bandwidth allocation: deterministic multiplexing and statistical multiplex­

ing. In deterministic multiplexing, each connection is allocated its peak bandwidth. 

Doing so causes large amount of bandwidth to be wasted for bursty connections, par­

ticularly for those with large peak-to-average bit rate ratios. This goes against the 

philosophy of the A T M framework since i t does not take advantage of the multiplex­

ing capability of A T M and restricts the utilisation of network resources. An alternative 

method is statistical multiplexing. In this scheme, the amount of bandwidth allocated in 

the network to a VBR source is less than its peak, but necessarily greater than its aver­

age bit rate. Hence, statistical multiplexing allows more connections to be multiplexed 

in the network than deterministic multiplexing, thereby allowing better utilisation of 

network resources. 

In general, efficiency gain due to statistical multiplexing is dependent on several 

factors. The most important factor is the ratio of the peak bit rate of the call to the 

link rate. The peak-to-link rate ratio must not increase above 0.1 in order to have an 

effective statistical multiplexing gain and avoid congestion [15]. I f statistical multiplex­

ing is profitable, then burstiness, defined as the peak-to-average bit rate ratio, is the 

second important factor. The third factor is burst length. There are some other factors, 

including mean bit rate, cell loss and delay requirements of calls [18]. The above traf­

fic parameters may be included in a set of traffic descriptors specified by the users or 

monitored by the network. 
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3.4.2 C A C Algorithms 

In this section, we discuss various call admission algorithms proposed in the literature. 

I t should be pointed out that although these techniques may be used in the early deploy­

ments of A T M networks, they do have drawbacks and still need to be further improved. 

For example, some of the algorithms may allocate more bandwidth in the network than 

that required to provide the QOS requirements for connections, thereby causing under-

utilisation of network resources. 

One of the important research issues in admission control is to investigate the effect 

of various traffic parameters on the allocated bandwidth. In [19], a method is proposed 

to calculate the bandwidth required to satisfy a given performance requirement. In 

the case where homogeneous traffic sources are multiplexed, the bandwidth required to 

satisfy a given cell loss requirement is given by 

W = R{b,n,L)nB/b, (3.3) 

where n is the number of active traffic sources; B is the peak bit rate; 6 is a measure 

of burstiness defined as the peak-to-mean bit rate ratio; L is the mean number of cells 

generated from a burst; and R{b, n, L) is a coefficient called expansion factor, whose value 

depends on the triplet (6, n, L ) . Thus, the peak-to-mean bit rate ratio and the mean 

number of cells generated in a burst are used to determine the required bandwidth. To 

implement this approach, the values of i?(6, n, L) need to be precomputed through the 

simulation and stored in each node. Therefore, the number of possible combinations of 

{b,n,L) needs to be tractably small. This may limit the size of the network. 

In [20], a call is characterized by three parameters that capture the essential features 

of the traffic source(e.g., the peak bit rate, utihsation, and average active time). Using 

this information the bandwidth required for a new connection can be estimated from 

the combination of two approximations. The first approximation is based on the so-

called "fluid flow model" and is to estimate the "equivalent capacity" when the impact 

of the individual connection characteristics is critical. This method may significantly 

overestimate the actual value of the required bandwidth for the aggregate traffic since the 

interaction between individual connections is not taken into consideration. To capture 

the effect of multiplexing, a second approximation is used. This approximation assumes 

that the aggregate traffic from a large number of connections is of Gaussian distribution 

and determines the required bandwidth according to a calculation of the mean and 

standard deviation of the Gaussian distribution. The Gaussian approximation is also an 

overestimate since it fails to account for the link buffers. The call admission procedure 

is as follows. Given the parameters of a new connection and the current values of the 

existing traffic statistics, calculate the total bandwidth by taking the minimum of the 

above two approximations. I f this bandwidth is less than the provisioned link bandwidth, 
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then accept the connection, otherwise reject i t . I t should be noted that in some cases 

admission control based on the equivalent capacity algorithm may be very conservative 

and we wil l address this problem in more detail in later chapters. 

To perform CAC efficiently, one must provide efficient bandwidth allocation and 

management schemes. Various methods have been studied, including fast buffer reserva­

tion [21], the partial allocation scheme [22] and the virtual path allocation scheme [15]. 

Saito [23] presents dynamic call admission control using the distribution of the number 

of cells arriving during the fixed interval. In this scheme, the control unit continues to 

use traffic parameters specified by users, but improves the estimated distribution by data 

obtained from measurement. Call acceptance is decided on the basis of on-line evalu­

ation of the upper bound of cell loss probability, derived from the above distribution. 

This control mechanism is effective when the number of call classes is large. 

One of the drawbacks of most of the current CAC approaches is that only the first-

moment statistics (peak rate, average rate, average burst length) are used, since a second-

moment algorithm wi l l be computation-intensive. This raises a question: Can the first-

moment statistics fully and correctly characterize the traffic of A T M networks? Second-

moment or even higher-moment statistics may be needed. 

Because the CAC mechanisms rely on the traffic parameters negotiated during call 

establishment, these parameters must be enforced to ensure proper functioning. 

3.5 Usage Parameter Control 

Usage parameter control(UPC, i.e., policing) is defined as the set of actions taken by 

the network to monitor and control traffic in terms of traffic offered and validity of the 

A T M connection at the user access [12]. Its main purpose is to ensure that the traffic 

generated by a source conforms to that assumed for the bandwidth allocation, i.e., that 

the source stays within its "contract". I f a violation of this contract is detected, the 

policing mechanism wil l enforce the original contractual parameters by an appropriate 

action. This action could be [3]: 

• Dropping nonconforming cells; 

• Delaying nonconforming cells in a queue so that the departure from the queue 

conforms to the contract; 

• Marking violating cells differently than the cells that stay within the negotiated 

parameters and transmitting them so that the network can treat them differently 

when congestion arises; 

• Adaptively controlling the traffic by throttling the source bit rate. 
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Figure 3.4: Leaky bucket traffic policing scheme 

For "well behaving" users or subnetworks, UPC should be transparent. 

There are several reasons for exceeding the contract (a malfunctioning terminal or a 

deliberate attempt by the user). I f a source exceeds its contract, this may affect the 

QOS of other sources. Also, there is the possibiUty of revenue loss. So pohcing is very 

important to the network operator. Various pohcing methods have been proposed in the 

literature. In most of these schemes, the controlled source parameters include the peak 

and average bit rates and the length of active periods. 

The leaky bucket [24] is an effective policing scheme and is well received [25]. In a 

leaky bucket scheme(Figure 3.4), a cell is accepted only when it can draw a token from 

a token pool, the leaky bucket. I f no tokens are available, the cell is lost. Tokens are 

generated at a fixed rate 7 and stored in the token pool. The pool has a finite size 

of K. I f the token pool is ful l , the generated tokens are lost. The size of the token 

pool imposes an upper bound on the burst length and determines the number of cells 

that can be transmitted back to back. As tokens are generated at a constant rate, this 

scheme can be used to control either the peak or the average cell transmission rate(but 

not both). A token pool can be implemented using a counter that increases when tokens 

are generated and decreases when tokens are used. 

Policing can be combined with shaping in a system in which cells queue instead of 

being discarded when the token pool is empty(Figure 3.5). The cell blocking probability, 

the probability that a cell arrives to an empty token pool, depends on the sum of the 

capacity of the cell buffer and the token pool. This implies that by increasing the 

token pool capacity, the cell buffer can be eliminated without affecting the steady state 

throughput and blocking. This is desirable, if the network can handle larger bursts, since 

delay due to a cell buffer can be reduced and the implementation cost of a large token 

pool is smaller than that of a large cell buffer. 

21 



Arrivals 
(cells) -

Input queue for cells(M) 

Token 
Pool(K) 

Token Generation 

Figure 3.5: Buffered leaky bucket 

One disadvantage of the leaky bucket is that the bandwidth enforcement the token 

pool introduces is operational even when the network load is light. In addition, cells 

may be lost even though the long term average rate of the source is within the allocated 

bandwidth. To solve this problem, a virtual leaky bucket has been proposed [19]. In a 

virtual leaky bucket, cells arriving at an empty token pool are marked and transmitted 

without a token, while those with a token are unmarked. Marked cells are considered 

violators of allocated bandwidth since the call must have exceeded the allocated bit rate 

for some time for the token pool to be empty. Because bandwidth may still be available 

in the network, marking cells allows the call to exceed its allocated bit rate if it does 

not adversely affect other calls. I f at some point along its path a marked cell reaches 

a congested link, i t may be discarded so the throughput of the unmarked cells is not 

severely affected. Marking not only allows flexibility for the user to exceed allocated 

bandwidth, but flexibility for the network in determining allocation as well. 

One disadvantage of the virtual leaky bucket is that the marking system has no 

correlation to user level data priority. Wi th the current A T M cell structure, a conflict 

may arise when the one-bit CLP field is used to implement both(contradicting) priority 

assignment. Bemmel and Ilyas [26] propose a solution to this problem based on a new 

4-class priority strategy that unifies the two marking approaches, by utilising a 2-bit 

CLP field. A new variant of the marking leaky bucket UPC mechanism, called the "for­

giving leaky bucket" is then positioned at the NNI of interworking ATM-based BISDN 

subnetworks. The scheme additionally has the power of unmarking(forgiving) previously 
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Figure 3.6: Stop-and-go queueing 

marked cells, wherever the network conditions are appropriate. I t is shown that this new 

strategy provides a significant improvement over the traditional marking leaky bucket 

UPC mechanism. 

In [27], some of the policing mechanisms are compared. They include: the "leaky 

bucket", the "jumping window", the "triggered jumping window", the "moving window" 

and the "Exponentially Weighted Moving Average" (EWMA). I t is shown that the leaky 

bucket and EWMA are the most promising methods. The other window mechanisms 

are not flexible enough to cope with the short-term statistical fluctuations of the source 

traffic. 

3.6 Traffic Shaping 

A key element of the traffic contract from the user perspective is the sequence of cells 

that can be sent to the network and still be compliant with the traffic parameters in the 

traffic contract. The method specified in standards is called "traffic shaping". In other 

words, the user equipment can process the source cell stream such that the resultant 

output toward the network is conforming to the traffic parameters according to the 

leaky bucket algorithm configuration in the traffic contract. Possible implementations 

of traffic shaping as proposed in the literature include buffering, spacing [28], peak cell 

rate reduction, scheduling, etc. 

Even i f cells enter the network smoothly, they can cluster together to form longer 

bursts at intermediate nodes in the network. Golestani [29] proposes stop-and-go queue-

ing(also known as framing) as a possible solution to maintain the original smoothness 

through intermediate nodes in the network. In stop-and-go queueing, cells arriving dur­

ing some smoothing interval, F, of length T, do not become eligible for transmission 

until the next smoothing interval, F + 1 (Figure 3.6). This method not only maintains 

the smoothness property of traffic entering the network, but also places an upper bound 

on a call's total queueing delay and required buffer space. 

23 



3.7 Priority Control 

To provide multiple grades of services with ATM, we can use priorities between and 

within service classes. Having determined priority levels for various services, we must 

handle prioritized cells in an appropriate manner during cell discarding and schedul­

ing. Priority in discarding determines which cells are dropped when network congestion 

occurs. Scheduling priority determines the order of cell transmission. 

Priority schemes can be used as local congestion control schemes to satisfy different 

cell loss requirements of different classes of traffic. When congestion is detected, priority 

is given to loss-sensitive traffic over loss-insensitive traffic, and cells from lower priority 

classes are discarded first. Selective cell discarding is based on the fact that there 

may be more and less significant cells in voice and video coding. For video in BISDN, 

layered coding schemes such as subband(wavelet) and discrete cosine transform coding 

produce data of higher and lower perceptual significance. These can be conveyed in cells 

of different priorities. Two selective discarding mechanisms have received considerable 

attention in the literature: push out and threshold [3]. 

Various priority schemes can be used as a scheduling method at a switching node in 

an A T M network. The simplest priority scheme is the static priority scheme. In this, 

priority is always given to the more delay-sensitive class. This scheme frequently causes 

starvation for the less delay-sensitive traffic. To overcome the drawbacks of static priority 

scheme, a dynamic priority scheme is needed. In the proposal of [30], each class of service 

can be guaranteed a minimum of bandwidth, which can prevent the low-priority service 

class from starvation. 

3.8 Reactive Congestion Control IVLechanisms 

I t is generally agreed that preventive control techniques are not sufficient to eliminate 

congestion in A T M networks and that when congestion occurs it is necessary to react to 

the problem. When congestion is detected, sources are requested to slow down or stop 

transmission for a while, until the congestion is cleared. Reactive control mechanisms 

have been successfully used in low-speed packet-switched networks. However, as the 

propagation delay-bandwidth product increases significantly in ATM networks, reactive 

control mechanisms are not as effective as they are in low-speed packet-switched net­

works. The effectiveness of a reactive control method in the A T M environment mainly 

depends on the connection duration, the burst length, and the distance involved between 

the two communication entities [3]. Furthermore, in ATM networks, i t may not be easy 

to identify which source is causing the congestion. Hence, most reactive schemes require 

a number of sources to throttle their traffic generation rates, which introduces the issue of 

fairness. The design and implementation of reactive control schemes in A T M networks 
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remains an open issue. Nevertheless, they are required as safeguard mechanisms and 

may potentially be used to increase resource utilisations beyond what can be achieved 

by preventive schemes alone. 

Once congestion is detected in an intermediate network node, the end nodes need to 

be notified in order to be able to react. Each node in the network monitors the queue 

occupancies of its trunks. When the queue size of a trunk at a given node reaches a 

predefined threshold value, it is thought that congestion happens at that node. There are 

two ways for congestion notification in A T M networks. One proposed reactive control 

method is Forward Explicit Congestion Notification(FECN) [10]. This scheme forwards 

the congestion condition along the path to the destination, implemented via a forward 

congestion indicator in the header of A T M cells. I f this indicator is set upon arrival at the 

destination, then it signifies the presence of congestion at some point along the path. The 

destination can then signal back to the source to trigger appropriate actions to rectify the 

situation. The FECN schemes are effective only when the congestion duration is of some 

order of magnitude of the propagation delay. I t is also possible for the network element 

to inform the source directly, but to do this the network element needs to generate a 

special cell to carry the message back to the source. This scheme is called Backward 

Explicit Congestion Notification(BECN) [31]. The overhead for this scheme may make 

it impractical. Some other reactive control schemes have also been proposed, such as 

adaptive rate control, in-call parameter negotiation and dynamic source coding [3]. 

3.9 Flow Control for Available Bit Rate A T M Service 

Over the past two years, the A T M standards community has recognized that data traffic 

often requires no firm guarantee of bandwidth, but instead can be sent at whatever rate 

is convenient for the network. This is called Available Bit Rate(ABR) or "best-effort" 

traffic by the A T M Forum. ABR traffic gives the network the opportunity to offer 

guarantees to high priority traffic, and divide the remaining bandwidth among ABR 

connections. To support ABR service, the network requires a feedback mechanism in 

order to tell each source how much data to send. The two leading mechanisms are called 

credit-based flow control [32] and rate-based flow control [33]. 

The credit-based scheme requires link-by-link flow control and a separate buffer for 

each VC(per-VC queueing). Each link consists of a sender node and a receiver node. 

The receiver monitors queue lengths of each VC and determines the number of cells 

that the sender can transmit on that VC. This number is called "credit". The sender 

transmits only as many cells as allowed by the credit. This scheme as described so far 

is called "Flow Controlled Virtual Circuit (FCVC)" scheme and is considered by many 

switch vendors to be too expensive and inflexible. 

The rate-based schemes make use of the "Explicit Forward Congestion Indication 
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( EFCI ) " , a particular combination of the P T I field in the cell header that can be 

set by the switches during congestion. The destination monitors these indications for 

a periodic interval and sends a Resource Management(RM) cell back to the source. 

The sources use an additive increase and multiplicative decrease algorithm to adjust 

their rates. These rate-based methods are based on end-to-end control and do not 

require per-VC queueing nor accounting. Thus, most switch vendors find the rate-

based approaches appealing because of their simplicity and implementation flexibility. 

However, the early rate-based proposals were found to suffer problems of fairness. Many 

of the current rate-based approaches fix the problems by using the so-called "intelligent 

marking" technique without the need of per-VC queueing nor per-VC accounting [34]. 

In late 1994, the A T M Forum voted for rate-based fiow control for supporting ABR 

services, but without committing to the details of any particular algorithm. Actually, 

both rate and credit solutions have their pros and cons and to a large extent they can be 

viewed as complementary. Thus, an integrated scheme that combines the advantages of 

both approaches into a single proposal for ATM flow control has been proposed [35]. I t 

suggests that rate control is the most appropriate for the wide area, while static credit 

control has distinct advantages in the local area. 

3.10 Summary 

This chapter has given an overview of traffic management and congestion control in 

A T M networks. A number of control functions and associated algorithms have been 

described. As we pointed out earlier, the effectiveness of reactive control schemes is 

limited by the duration of feedback delays and requires very large buffers. On the 

other hand, preventive control techniques are often sensitive to the parameters of the 

source traffic, which itself is an open issue. Even with accurate traffic characterization, 

the proposed techniques often restrict utilisation of network resources. The problem 

is further complicated due to the existence of different applications with diverse QOS 

requirements. Therefore the congestion control framework in A T M networks remains an 

open issue and has been one of the most active areas of telecommunications research. 

The dynamic, heterogeneous, time-varying network environment, with different service 

requirements, drives the designer of congestion control mechanisms to investigate many 

new concepts and approaches [36] [37] [38] [39] [40]. 

Recently, some researchers have suggested that developments in neural network tech­

nology might provide capabilities that are well suited to the solution of some challeng­

ing, outstanding control problems in high-speed communication networks. The following 

chapter introduces some existing neural-network-based traffic control methods and pro­

poses a novel congestion control approach using reinforcement learning. 
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Chapter 4 

Neural Networks for Adaptive 
Congestion Control in A T M 
Networks 

As we mentioned in previous chapters, A T M is designed to support a wide variety of 

services with different traffic characteristics and QOS requirements at the cell and call 

levels. A T M utilises the bursty nature of the traffic to effectively allocate the network 

resources via statistical multiplexing. Although statistical multiplexing provides efficient 

use of the network resources(e.g., bandwidth) and enough flexibility to support multiple 

connections with different bit rates, it does not come without a price. The price is the 

need to design elaborate traffic and congestion control mechanisms. The nature of ATM 

makes traffic control a challenging task. Most of the schemes proposed to date suffer 

from serious shortcomings [41]. Some are simple but include many approximations and 

assumptions that are hard to justify. Others include complicated mathematical solutions 

that are not feasible for real-time implementation. 

The apphcation of Neural Networks(NNs) and other Artificial Intelligence(AI) tech­

niques is being recommended by many researchers to provide an alternative to conven­

tional traffic control approaches for A T M networks. Neural networks are thought to 

have several properties that are valuable when implementing A T M congestion control. 

Their learning and adaptive capabilities can be utilised to construct adaptive control al­

gorithms for optimal allocation of resources. In the mean time, the parallel structure of 

NNs can be exploited in hardware implementation, which provides short and predictable 

response times. In this chapter, we first provide a brief introduction of the basic concept 

of neural networks, followed by an overview of various applications of NNs to ATM traf­

fic control. From the discussion of previous work, we try to answer the question "why 

neural networks in A T M traffic control?" and give useful comments on the strengths and 

limitations of NN-based methods. Then a novel adaptive congestion control approach 
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Figure 4.1: Nonlinear model of a neuron 

based on a neural network that uses reinforcement learning is presented. 

4.1 A Brief Review of Neural Networks 

In spite of the fact that modern digital computers have made great progress in both speed 

and processing power, there are certain tasks that may not be performed satisfactorily 

by digital computers due to the complexities associated with the problems. Such tasks 

include optimization, pattern recognition, generalization, and classification. Neural net­

works can solve these complex problems since they do not require accurate modelling of 

the system under study. A l l that is required are examples of the relationship between 

given input and desired output variables. Wi th proper training, a neural network model 

can learn such a relationship and produce accurate outputs even when it is fed by new 

input data. Work on neural networks has been motivated by the way that the human 

brain processes information. Accordingly, a neural network derives its computing power 

through its massively parallel distributed structure and its ability to learn and gener­

alize. The use of neural networks offers some useful properties and capabihties [42]: 

nonlinearity, input-output mapping, adaptivity, fault tolerance, VLSI implementability, 

among others. 

A neural network is composed of large numbers of basic information processing units 

called neurons that are interconnected in a certain topology. Figure 4.1 shows the model 

for a neuron. Each neuron accepts a number of input signals (from other neurons) 

xi, ...,Xp and has one output signal that can be input to other neurons. There is a set 

of "synapses", each of which is characterized by a weight of its own. Specifically, a signal 

Xj at the input of synapse j connected to neuron k is multiplied by the synaptic weight 

Wkj. An adder sums those weighted inputs and the result is called the linear combiner(u^ 

in Figure 4.1). An activation function (p defines the output of a neuron in terms of the 

activity level at its input. There are three basic types of activation functions, namely. 
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threshold function, piecewise-Unear function and sigmoid function(or hyperboUc tangent 

function). The model of a neuron shown in Figure 4.1 also includes an externally applied 

threshold Ok that has the effect of lowering the net input of the activation function. 

The manner in which the neurons of a neural network are interconnected, i.e., the 

network structure can be divided into four classes [42]: single-layer feedforward network, 

multilayer feedforward network, recurrent network and lattice structure. Different struc­

tures are closely linked with different learning algorithms used to train the networks. 

Haykin provides a taxonomy of the learning process in [42], as shown in Figure 4.2. 

Among the learning algorithms, error-correction learning is rooted in optimum filtering, 

while both Hebbian learning and competitive learning are inspired by neurobiological 

theories. Boltzmann learning is different altogether in that it is based on thermody­

namics and information theory. Among the learning paradigms, supervised learning is 

performed with the supervision of an external "teacher", i.e., it is supervised in the 

sense that one has to supply input-target vector pairs which give explicit instructions 

as to the desired network response. This is most often done off-fine (learning phase), 

unti l the network is considered to have learned the task. The network is then put into 

operation(recall phase), where no learning takes place. The goal of the learning phase is 

to find a mapping which generalizes well to previously unseen data encountered in the 

recall phase. Reinforcement learning is the on-line learning of an input-output mapping 

through a process of trial and error designed to maximize a scalar performance index 

called a reinforcement signal. Unsupervised learning is also referred to as self-organized 

learning, where no external teacher or critic exists to oversee the learning process. Many 

neural network models based on the above architectures and learning algorithms have 

been proposed. Among them, multilayer feedforward network [43] and Hopfield type 

feedback network [44] are two common models of neural networks. 

The multilayer feedforward network model is often called a MultiLayer Percep-
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Figure 4.3: Architectural graph of a multilayer perceptron with two hidden layers 

tron(MLP). Multilayer perceptrons are the most prevalent neural networks for con­

trol applications because they have the ability to learn dynamic system characteristics 

through nonlinear mappings. Typically, an MLP consists of an input layer of source 

nodes, one or more hidden layers of computation nodes, and an output layer of compu­

tation nodes. The network exhibits a high degree of connectivity in that the neurons 

between layers are interconnected by variable connections, i.e., weights. Changing these 

weights wi l l alter the behaviour of the whole network. The model of each neuron in 

the network includes a nonlinearity at the output end. A commonly used function of 

smooth nonlinearity is a sigmoid function. Figure 4.3 shows the architecture of a mul­

tilayer perceptron with two hidden layers. MLPs are trained in a supervised manner 

wi th a highly popular algorithm known as the BackPropagation(BP) algorithm. This 

algorithm is based on the error-correction learning rule. As such, i t may be viewed as 

a generalization of the famous adaptive filtering algorithm: Least Mean Square(LMS) 

algorithm. To speed up the convergence of the BP algorithm, one can use an adaptive 

learning rate algorithm intended to adjust the learning rate automatically as the learning 

process proceeds. The details of the BP algorithm are given in Appendix A. 

In the feedback neural network model, the connection topology and the weights are 

determined from the problem constraints. One of the most prevalent applications of this 

type of neural network is to solve constrained optimization problems. Solving an opti­

mization problem requires minimization of a cost function subject to a set of constraints 

imposed by the problem. This cost function is known as the energy function of the neu­

ral network, and it is referred to as the total energy stored in the neural network circuit. 

By minimizing the energy, the NN converges to a stable state, producing an optimal (or 

near optimal) solution. The neural optimization approach maps the optimization prob-
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lem into the form of this energy function that describes the dynamics of a neural system. 

Due to the massive parallehsm and possibly fast convergence to solutions, NNs can be 

much more effective than conventional algorithms in terms of computation time. This 

has been proved by many examples, such as the Travelling Salesman Problem(TSP) [44]. 

So far neural networks have found various practical applications in many areas, such 

as pattern recognition, signal processing (radar, image, speech, etc.), robotics, and sys­

tem control and identification. Moreover, neural networks have been implemented on 

VLSI chips to bring the high speeds and strong processing capabilities into reality. How­

ever, there is still a long way to go, in both theory and applications. 

4.2 Neural Congestion Control 

Congestion control in A T M networks has to satisfy various QOS requirements, while 

using network resources efficiently. I t also must be able to adapt to changes in traffic 

characteristics, since many new services wil l be introduced after network design and in­

stallation. W i t h high-speed transmission, control algorithms should be effective in terms 

of taking effect immediately at the onset of congestion, preferably being incorporated 

into hardware implementation. As we mentioned previously, a variety of congestion con­

trol strategies for future A T M networks have been proposed. However, the behaviour 

of network dynamics in the presence of congestion, and the proper ways of handling 

traffic to obtain more reliable and predictable performance, are not yet sufficiently un­

derstood. The difficulty stems mainly from the uncertainties about traffic patterns and 

the time-varying nature of network conditions. 

Most traditional control methods are based on results obtained from thorough analy­

ses of offered traffic characteristics and service quality. However, it is difficult to analyze 

all possible situations in A T M networks because of the large variety of services and 

their combinations. The controller becomes complicated and inflexible with traditional 

strategies, especially when new services are introduced. Also, a major shortcoming of 

the currently available queueing models in analytical performance evaluation is that only 

steady-state results are tractable. Consequently, any control function tailored on the ba­

sis of such models can ensure optimal performance only under steady-state conditions. 

However, performance driven control methods that dynamically regulate traffic flows ac­

cording to changing network conditions require an understanding of network dynamics. 

Furthermore, these models often contain simplified assumptions based on mathematical 

calculations and computer simulations, which can seldom be justified in real life. This 

has led many researchers to believe that new congestion control algorithms with some 

form of adaptive and learning capabilities are required to meet such challenges. 

Compared to conventional methods, the use of neural networks makes a significant 

difference in the performance of a system for a real world application. Through the use 
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of neural networks, we can deal with difficult problems in unknown or partially known 

nonlinear dynamic systems where conventional approaches are proven ineffective, or for 

which there is no other solution. There is currently a great deal of interest in applications 

of neural networks to various control problems. This should not be surprising, because, 

after all, the human brain is a computer, the outputs of which as a whole system are 

actions. In the context of control, the brain is living proof that it is possible to build a 

generalized controller that takes fu l l advantage of parallel distributed hardware, that can 

handle thousands of actuators in parallel, that can handle noise and nonlinearity, and 

that can optimize over a long-range planning horizon [42]. This is what has been called 

neurocontrol. Narendra and Parthasarathy have shown that it is possible to design an 

adaptive controller using supervised neural networks so that the overall system is globally 

asymptotically stable [45]. The potential benefits expected from using neural networks 

for adaptive control are [46]: 

• Adaptivity: Neural networks have a built-in capability to adapt their synaptic 

weights to the changes in the surrounding environment. Detailed description and 

mathematical understanding about the underlying network to be controlled are 

not required as a neural network can learn from observations or examples during 

the course of network operation. This makes it an ideal tool for adaptive control. 

• High computation rate: This is due to the massive parallel structure of the hard­

ware implementation of neural networks. In general, the computation time is 

independent of neural network dimension and the number of control variables. 

• Generalization on learning: A neural network can generalize learning to condi­

tions not specifically involved in the training phase. This is particularly useful for 

learning in a dynamic environment for congestion control in A T M networks where 

observations may be incomplete, delayed or partially available. 

• Robustness: Owing to the distributed nature of information in the network, a neu­

ral network is inherently fault tolerant in the sense that its performance degrades 

gracefully under adverse operating conditions. 

A block diagram of an A T M traffic controller using NNs is shown in Figure 4.4(adapted 

from [41]). As illustrated in the figure, NNs are applied to the call level control functions 

such as CAC in order to predict QOS from observed traffic and, hence, make optimal 

decisions. Neural networks are also applied to the cell level control functions such as 

traffic measurements, policing and rate-based feedback congestion control at the access 

to the network. Moreover, NNs can be applied to the network level control functions 

such as optimal link capacity allocation and dynamic routing. 

For applications of NNs in A T M networks, both MLPs and Hopfield type feedback 

networks have been used. As far as the Hopfield type networks are concerned, they 
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have been used to solve some combinatorial optimization problems within the networks 

that are intractable with conventional software control and even custom digital circuitry. 

They are very popular for shortest path computation and routing [47], switch control 

[48] [49], optimal packet scheduling [50] and input access control in multicast packet 

switching [51]. Actually, there are quite a few research groups that have got satisfactory 

results by using this kind of feedback neural networks to solve some difficult problems 

in computer networks. But in the following, we wil l concentrate on the applications of 

feedforward neural networks to traffic control for A T M networks. 

4.2.1 N e u r a l Networks for Adapt ive L i n k Al locat ion 

The link allocation problem arises during routing when a virtual path consists of several 

physical links. The objective of the link allocation function is to maximize the long-term 

revenue, while maintaining the call level grade of service. A flexible solution to the ATM 

link allocation problem must also manage non-Poisson arrivals and general call holding 

time distributions, which can arise in the BISDN. Two adaptive methods based on NNs 

and reinforcement learning have been proposed. 

In the first method, called BP-HT(BackPropagation on Hypothetical Targets) [52], a 

single NN is trained on bipolar reward, indicating i f the performed link allocation action 

was a success or failure. For each action, weight changes are computed using the BP 

algorithm on two hypothetical target vectors, one under the assumption that the action 

wi l l turn out to be good(optimistic) and one under the opposite assumption(pessimistic). 

The weight changes are accumulated and discounted over time, and the sign of the reward 

indicates which one to apply when updating the weights. Preliminary experiments on a 

small allocation problem show that the proposed method is able to learn this task, reach­

ing a performance comparable to conventional(non-adaptive) methods. Future work on 

the BP-HT approach includes exploiting the ability to switch between reinforcement and 

supervised learning, and testing the approach in a non-stationary environment. 

The second method [53] adapts the link allocation policy to the offered call traf­

fic such that long-term revenue is maximized. I t decomposes the link allocation task 

into a set of Link Admission Control(LAC) tasks, formulated as Semi-Markov Decision 

Problems(SMDPs). The LAC policies are directly adapted by reinforcement learning, 

using the temporal-difference learning scheme. Simulations show that the reinforcement 

method yields a long-term revenue(throughput) comparable to the model-based dynamic 

programming method. The advantage of reinforcement learning is that the computa­

tional complexity and computer memory requirements can be reduced by using NNs 

for function approximation. However, in [53], only Poisson call traffic is considered. 

As the limitations of traditional Poisson model for network arrival processes have been 

demonstrated in recent studies [54], the performance under non-Poisson traffic should 

be examined in the future. 
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4.2.2 N e u r a l Networks for Connect ion Admiss ion Contro l 

Hiramatsu [55] has applied a three-layer fully connected NN to create a call admission 

controller in A T M networks. For simplicity, only the cell loss rate is considered as 

a service quality parameter in [55]. Figure 4.5 shows the block diagram of the call 

admission controller proposed in [55]. Input signals to the MLP are the observed status 

of the multiplexer (such as cell arrival rate, cell loss rate, cell generation rate, trunk 

utilisation rate, number of connected calls). The parameters declared in a call setup 

request (such as average bit rate and bit rate fluctuation of the call and holding time) 

are also inputs. A history of the past observed status wil l be input to the NN in parallel 

format when the sequence of the data is expected to contain important information. 

Output signals are the predicted QOS parameters and the decision values for acceptance 

or rejection of a connection request. The network is trained using backpropagation to 

learn this mapping and is then used in a multiplexer to carry out blocking of calls for a 

period of time to achieve call control. Applications to single bit rate, as well as multiple 

bit rate traffic have been presented. In [55], Hiramatsu uses a so-called "leaJcy pattern 

table method" for training data selection. There are two pattern tables, one for low-

loss-rate events and the other for high-loss-rate events. He randomly selects an exemplar 

for training, and randomly replaces an old observation by the latest observation at each 

backpropagation step. This NN-based CAC is quite similar to the situations where NNs 

are applied to pattern classification. The boundary between acceptance and rejection 

is the call admission boundary, which the NN learns from the data observed from the 

operating network. I t has been shown that the neural network can learn call admission 

boundaries for various link capacities. Moreover, this CAC method does not depend on 

analytical models of call bit rate variations. Therefore, it can manage many bit rate 

classes with unknown characteristics and can adapt to changes in the characteristics of 

each bit rate class. The main problems of A T M CAC using neural networks were the 

exponentially wide range of QOS values and the real-time training data sampling. In 

[56], Hiramatsu proposes the concept of training with relative target and virtual output 

buffer to overcome these problems. 

In [49], Morris and Samadi have proposed a similar method of CAC. The approach 

adopted here is that key network performance parameters(e.g., delay, loss, jitter) are 

observed while carrying various combinations of calls, and their relationship is learned 

by a three-layer feedforward neural network. The NN has the ability to interpolate or 

extrapolate from past experienced results. I t also has the ability to adapt to new and 

changing conditions. Rather than trying to judge the traffic behaviour from the fine 

structure of its arrival patterns as in [55], the controller in [49] estimates the traffic's 

entire congestive behaviour (burstiness, peak rate, etc.) from its impact on the output 

queue via measurements of quantities such as mean delay, loss and jitter. The neural 

network is trained to adaptively estimate the performance metric of interest as a function 
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Figure 4.5: Neural networks for call admission control 

of the offered traffic. Actually, prediction or parameter estimation is one of the main 

learning tasks that befit the use of neural networks [42]. In this case the call will be 

admitted if, and only if, the estimated performance metric is less than or equal to 

a predefined threshold. I t is well known that one of the fundamental shortcomings of 

backpropagation is that it is prone to getting trapped in some local minima. To overcome 

this problem, [49] has adopted a systematic initialization of local search(a multistart 

method). This technique is important because it makes the random multistart search 

method(with its global convergence properties) practical, and also because a fairly large 

window of observations is necessary owing to the large statistical variability in queueing 

behaviour. 

A new strategy for CAC has been recently proposed [57], which manages the compet­

itive access of new connections related to different services, and considers QOS objectives 

established in terms of time and semantic transparency. In this method, neural networks 

are employed for traffic prediction. The neural network inputs are the allocated band­

width to each service class, and the outputs can be the expected delay, cell loss, and 

the maximum and minimum buffer occupation. A "quality of operation" function is 

defined as a measure of network performance. This function incorporates the allocated 

bandwidth, the free transmission capacity, the connection rejection rate and some time 

and semantic transparency variables (cell loss rate, delay and ji t ter). When a connec­

tion requests service, each node control unit asks its neural network about the expected 

traffic load patterns for the node and adjacent link, with and without the inclusion of 

the new connection. The NN answers with the expected patterns and then the quahty 

of operation can be evaluated for both cases. Finally, the control entity accepts the call 

i f the expected quality of operation in every BISDN node and hnk of the call route is 
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higher wi th the new connection than without it . Simulation results show that with the 

proposed technique, all the service classes share the available resources more efficiently 

than other methods [57]. 

In [58], NN-based CAC is combined with adaptive link capacity control. Neural net­

works are trained to estimate the call loss rate from observed traffic and link capacities, 

and link capacity assignment is optimized by a random optimization method according 

to the estimated call loss rate. Simulation results show that the NN method for call 

loss rate estimation can have better accuracy than an approach based on a traditional 

teletraffic method. The integration of adaptive CAC and adaptive link capacity control 

achieves optimal network throughput and yields an efficient A T M traffic control system 

suitable for multimedia services with unknown traffic characteristics. The effective dis­

tributed implementation of the neural network for link capacity control is an issue for 

further study, and the various optimization methods need to be evaluated in a large 

network with multiple bit rate classes. 

4.2.3 N e u r a l Networks for Traffic Policing 

A number of desirable features of traffic policing can be summarized as follows [59]: 

• Capability of detecting any non-compliant traffic situation; 

• Abili ty to determine whether the user's behaviour is within an acceptable region; 

• Rapid response time to parameter violations; 

• Simplicity of implementation. 

Most of the existing policing mechnisms attempt to police the peak and mean bit rates 

of the traffic. But the peak and mean policing functions check only one parameter of 

the probability density function(pdf) of the bit rate of the source. This can reduce the 

effectiveness of the policing algorithm as well as that of the CAC algorithm(as we have 

mentioned earlier). On the other hand, the policing mechanisms that try to police the 

pdf face the difficulty of complicated calculations of higher order moments. In [59], a 

Neural Network Traffic Enforcement Mechanism(NNTEM) is proposed. To police the 

pdf of the traffic, the NNTEM uses two backpropagation neural networks that implicitly 

learn the pdf of the traffic count process through many learning trials. One neural 

network(NNl) captures the actual pdf of the ideal "non-violating" traffic, whereas the 

other(NN2) is trained to adaptively characterize and predict any type of traffic violations 

by learning the past and future traffic variations. The error signal between N N l output 

and NN2 output can detect the individual contractual parameter violations as well as 

any combinations of the contractual parameter violations. Hence, the NNTEM does not 

rely on the policing of simple parameters such as mean bit rate or peak bit rate, but 
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rather uses an elaborate and very accurate function(pdf) which includes all statistical 

properties of the traffic. Moreover, the reaction time of the NNTEM is small compared 

with that of window-based mechanisms. 

4.2.4 N e u r a l Network Feedback Contro l 

In [60], an explicit congestion notification mechanism for A T M networks using neural 

networks to estimate the amount by which sources need to reduce their transmission 

rates is proposed. Three models using NNs have been presented and the obtained re­

sults are compared. In the first approach, the current buffer status(queue length) and 

the Cell Arrival Patterns(CAPs) in the past few cycles are used to predict the possi­

ble cell loss rate. Based on this prediction, a feedback cell sends an explicit value to 

the sources, at which the sources must regulate their transmission rates. In the second 

method, the CAPs are processed using a Standard Normal Deviate(SND) model before 

fed into the NN. This enables the NN to have knowledge of the relationships between 

traffic statistical characteristics in the past cycles and near future. In the third method, 

the CAPs processed by a Moving Average(MA) model enable the NN to detect traffic in-

homogeneities. Simulations show that these novel mechanisms have better cell loss rate 

improvement than feedback congestion control with static threshold values, while trans­

mission delay introduced by the NN controller is also smaller than the static approach 

in most cases. 

4.3 An ATIVI Congestion Controller Using Reinforcement 
Learning 

In this section, we present an adaptive congestion control approach based on a neural 

network that uses reinforcement learning. This is achieved via the formulation of a 

performance measure function which is used to adaptively tune the weights of the neural 

network. A control signal is generated to regulate the incoming traffic so as to meet QOS 

requirements. The results show that the proposed control mechanism is adaptive in the 

sense that it is applicable to any type of traffic. Also, the control signal is optimal in 

the sense that i t maximizes the performance of the system in terms of its performance 

measure function. Hence, our approach provides effective control of congestion in ATM 

networks. 

4.3.1 Formulat ion of a G e n e r a l Q O S Contro l P r o b l e m 

The general problem of QOS control in A T M networks consists of adaptively regulating 

access of external traffic into the network to guarantee the desired performance. The 

schematic diagram representation of the control problem is shown in Figure 4.6, where 
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Figure 4.6: Neural congestion controller 

the network represents a practical A T M network, such as a switching node, an end-

to-end connection, or a simple queue. Let Ao(n) denote the average traffic arrival rate 

(n is the sampling number) and d*{n) the required bound of QOS. Let d{n) be the 

performance observed from the network. d{n) and d*{n) can be taken as cell loss rate, 

cell delay, etc. Note that all quantities considered are time-dependent averages to capture 

the dynamics of both the traffic load and the network condition. Since external traffic 

arrivals are assumed to be independent of network state, the absence of control on traffic 

load may cause severe violation of the given performance bound. Therefore the objective 

of congestion control is to design an adaptive controller at the UNI that wil l maximize 

the input traffic to the network while keeping the QOS within the desired bound. 

More specifically, the neural controller generates an optimal control signal u{n) which 

defines the portion of the offered traffic, Ao(n), that can be admitted to the network, 

i.e., 

A(n) = u{n)\o{n), 0 < u{n) < 1. (4.1) 

The control signal is optimal in the sense that it not only satisfies the QOS constraint( 

d{n) < d*{n) ) but also maximizes the network throughput A(n). This control algorithm 

has several advantages. I t can be classified as a preventive type congestion control 

mechanism since the algorithm is applied at the input access node of the network, and 

its speed is not limited by the propagation delay. Hence, any control action wil l be in 

time to avoid the potential congestion. Also, as we wil l show later, it is very fiexible in 

establishing various performance objectives (maybe somewhat conflicting requirements) 

that can be properly incorporated into the learning control process. Although we assume 

that the network has a single input and single output, the basic control structure and 

learning algorithms are applicable to multi-input and multi-output networks, where A(n) 

and d{n) are replaced by variable vectors. 
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4.3.2 N e u r a l C o n t r o l Us ing Reinforcement Learn ing 

I t is widely known that the congestion control problem can be treated as an optimization 

problem. However i t is very difficult for the classical control methods to solve this 

problem because these methods rely on a very accurate mathematical model of the 

system to be controlled. In general this model does not exist or i f it exists it must 

be adaptive to the time-varying arrival traffic. Such a model would involve very long 

computation time and would be infeasible for real-time implementation. Here we use a 

reinforcement learning neural network to overcome the above-mentioned limitations of 

the classical optimal control methods in this application. 

A reinforcement learning system addresses the problem of improving performance 

and therefore learning on the basis of any measure whose values can be supplied to 

the system. We may therefore view a reinforcement learning system as an evaluative 

feedback system. In contrast, the performance measure used for a supervised learning 

system is defined in terms of a set of targets(i.e., desired responses) by means of a 

known error criterion (e.g., mean square error). A supervised learning system may 

therefore be viewed as an instructive feedback system [42]. Reinforcement learning is 

more general than supervised learning in that instead of trying to determine target 

control signals from target environment response, one tries to determine target control 

signals, or desired changes in the control signals, that would lead to increases in a measure 

of the environment performance. 

The reinforcement learning method evaluates the performance of the system in terms 

of a defined performance index(cost function) and generates an evaluation signal. This 

signal is used to adjust the weights of a neural controller in such a manner that the 

produced control signal results in maximization of the system performance. Hence the 

reinforcement learning method depends mainly on the defined cost function of the system 

and always tends to minimize it . Moreover, detailed knowledge of the system under study 

is not required in this method. 

The cost function J is defined in terms of two main objectives: 1) to keep the network 

performance within the required bound; 2) to maximize the actual input traffic. Thus, 

one possibility is: 

p 

J{P) = aS{n + l)[d{n + l)-d*{n + l)f + /3[u(n) - 1]^ (4.2) 
n = l 

where p is the sampling number within one trial, P is the trial number, a and P are 

weight values of the contributions to the cost function made by the QOS value and the 

arrival rate respectively. S ' (n-f l ) is 1 iid{n + l) > d*{n + l) and 0 otherwise. Obviously, 

the cost function represents the deviation of the system performance from the desired 

optimal one and is used to change the weights of the neural controller. The NN of the 
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controller is a feedforward network which has three layers and both the hidden and the 

output layers have a sigmoid function / to perform the nonlinear mapping. The function 

/ is given by 

<̂̂ > = l + exp(-2x)-

The hidden layer has four neurons and the output layer has one neuron. The neural 

network output is u(n), the control signal to alter the input rate, and it is expressed by 

the following equation using the same notation as given in a previous paper [61]: 

u{n) = f[w''{P)f{W{P)I{n))] (4.4) 

where w is the weight vector from the hidden layer to the output layer, and W is the 

weight matrix from the input layer to the hidden layer. In our simulations, initial weights 

are chosen randomly from a uniform distribution. I is the input vector(all vectors here 

being column vectors) to the neural network and is given by 

/ ^ (n ) = [d{n),d{n - l),u{n - 1), u(n - 2)]. (4.5) 

Both the weight vector and the weight matrix W^ are tuned using the steepest descent 

method so as to minimize the cost function J defined in (4.2): 

^ P - f - l ) = ^ P ) - C ^ (4.6) 

W{P + l) = W { P ) - C ^ ^ (4.7) 

where C, is the learning rate. The work reported in [61] has assured the convergence of 

the cost function using the weight tuning algorithm given in (4.6) and (4.7). 

4.3.3 E x a m p l e s and Simulat ion Resul ts 

In this section we present some numerical examples to test the performance of the 

suggested control scheme. Three queueing models for the network are taken from [46] 

[62] and their dynamics are known so that the performance of the neural controller 

can be easily evaluated. The models are simplified on the basis of first-order difference 

approximation, so we can focus on the control mechanism itself. To improve the accuracy 

of the queueing models, high-order difference equations may be used. 

Example 1: In the first example, we consider an M / M / 1 dynamic queueing 

model as a real network. Wi th first-order approximation, the model is described by the 

difference equation d{n -|- 1) = g{d{n)) + A(n), where d{n) and A(n) represent the time-

dependent average delay and arrival rate, respectively.^ The function ^(n) is unknown 

'Note that time units are normalized in such a way that the service capacity is equal to unity. 
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Figure 4.7: Controlled (sohd line) and uncontrolled (dotted line) delays for example 1 
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Figure 4.8: Controlled (sohd fine) and uncontrolled (dotted fine) input rates for example 
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Figure 4.9: Controlled (sohd line) and uncontrolled (dashed line) delays for example 2 

a priori and has the form g{d{n)) — d^(n)/( l -t- d(n)). The objective of control is to 

regulate the arrival rate A(n) subject to the specified delay bound d*{n). The external 

input rate is given by Ao(n) = 0.6 -I- 0.3sin(7rn/125), and the desired delay bound is 

specified by 

( 4.5, if 0 < n < 700 

d*{n) = \%- n/200, if 700 < n < 1300 

.1.5, i f n > 1300. 

The control parameters are: a = ^ = 0.5, C = 0.2. In Figure 4.7, the delay of the 

network with control is compared with that without control. I t is clear that the delay 

performance has been successfully controlled and kept below the given delay bound. 

Figure 4.8 shows the controlled and uncontrolled input rates to the network. 

Example 2: Here we take an M / D / 1 dynamic queueing model as the real network. 

This model is governed by the difference equation d{n+l) = y^d'^{n) + 1 —l-l-A(n), where 

d{n) and A(n) represent the time-dependent average delay and arrival rate, respectively. 

The external input rate is Ao(n) = 0.6-t-0.2sin(7rn/20)-|-0.1sin(7rn/100) and the desired 

delay bound is c?*(n) = 1.5 + 0.5sin(7rn/250). The control parameters are given by: 

a = 0.7,(3 = 0.5, ( = 0.1. The responses of the network with and without control are 

shown in Figure 4.9, which illustrates the effectiveness of the neural control method. 

Example 3: In this example, the real network considered is composed of an 

M/M/k dynamic queueing model without a quque. This system is often used as a loss 

system in performance evaluation. The system is described by the following difference 
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Figure 4.10: The relationship between l{n) and d{n) in example 3 
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Figure 4.11: Controlled (solid line) and uncontrolled (dashed line) loss rates for example 
3 
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equation: 

d{n + 1) = d{n) - G{d{n)) + A(n) (4.8) 

together with 

""'--oil) 
where d{n) and l{n) represent the average number of packets and loss rate in the system, 

respectively. The function G is given by 

if a; < kl2 

-7log{2-2x/k), [{k/2<x<k. 

In this case the performance we are concerned with is the time-dependent average loss 

rate l{n). The parameter k is chosen to be 12. Figure 4.10 shows the relationship between 

l{n) and d{n). We assume the external input rate is given by Ao(n) = 6-1-3 sin (vrn/100)-F 

sin(7rn/125) and the desired loss rate bound r ( n ) = 0.05. I f we want to use (4.8) as 

the system equation, we have to convert l*{n) into d*{n). I t is easy to see that the 

desired average number of packets d*{n) is 7.241. The control parameters are chosen 

as: a = 0.1,/? = 0.5, C = 0.1. The outputs of the network with and without control 

are plotted in Figure 4.11. Again, as expected, the loss rate has been satisfactorily 

controlled. 

4.3.4 Discuss ion 

In A T M traffic control, conventional mathematical calculations and computer simula­

tions do not work effectively in the controller design process because of the diversity of 

traffic characteristics of the users and services. As an alternative, we present an adap­

tive congestion control scheme based on neural networks. The neural network employs 

reinforcement learning to tune its weights so as to produce an optimal control signal. 

Simulation results show that the proposed method is adaptive to the changing network 

environment and optimal control is achieved by minimizing a cost function which con­

tains two important performance measures. Although we have confined our attention to 

the QOS control in which the input traffic to the network is required to be controlled, 

we believe that the proposed scheme is general in that it can apply to many other 

applications of traffic control in A T M networks that fit within this control framework. 

4.4 Summary 

Neural networks provide an attractive alternative to traditional strategies in dealing 

with congestion control in A T M networks, namely adaptivity to changing environment, 

hardware implementation(high speed), a high degree of robustness and capability of 
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handling different performance objectives. This approach makes no assumption about 

the detailed knowledge of the underlying network, nor about the nature of the traffic 

sources. I t relies only on learning and observations of performance to adapt to changes 

in traffic loads and network conditions. Most of the ATM traffic management problems 

can be formulated in the form of a nonlinear function that relates many variables to 

some outputs. The problem is that, in most situations, this function is too comphcated 

to formulate or solve in real-time using conventional algorithmic approaches such as 

queueing or simulation techniques. For example, consider the problem of regulating the 

flow of traffic in an A T M node such that the QOS is maintained. I t can be described as 

a function of the traffic patterns, link utilisation, QOS, etc. Obviously, this function is 

time-variant, and it is difficult to design an adaptive control system for such a function. 

However, an NN system can approximate this function with great accuracy, since it only 

requires examples of the input-output relationship. 

The work that has been done on neural congestion control is still tentative. I t is 

expected that NNs could be applied to global network management and to the integration 

of multiple levels of control, although large neural networks presents some engineering 

difficulties, such as determining the number of neurons in each hidden layer as well as the 

number of hidden layers in an MLP, and ensuring the quality of near optimal solutions in 

feedback neural networks. Nevertheless, significant progress has been achieved and more 

and more encouraging results are being obtained. This chapter only covers some aspects 

of applications of neural networks to adaptive link allocation, CAC, traffic enforcement 

and feedback congestion control. I t should be noted that other A I techniques have 

also been applied to this area, such as fuzzy set theory [63] [64] and genetic algorithms 

[65]. Actually, with the ultimate goal of achieving intelligent control, the combination 

of neural network and fuzzy logic seems to be a promising solution, since these two 

techniques can work in a complementary manner [42]. 

In this chapter, we present an NN-based approach to general QOS control, in which 

only some simple network models are considered. In the next chapter, we consider more 

realistic A T M traffic scenarios and propose a novel ATM traffic prediction method using 

NNs, with applications to adaptive access flow control. 
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Chapter 5 

A T M Traffic Prediction Using 
FIR Neural Networks with 
Applications to Access Flow 
Control 

5.1 Introduction 

As we mentioned in previous chapters, A T M networks are expected to support a diverse 

set of applications, such as data, voice and video, each having different traffic character­

istics. Accurate characterization of the multimedia traffic is essential in order to develop 

a robust set of traffic descriptors. Such a set is needed by various traffic management 

algorithms to guarantee QOS requirements and provide efficient utilisation of network 

resources. However, for the time being, there are no comprehensive measurements that 

permit designers to satisfactorily address the characteristics of various communication 

services in a realistically accurate manner. This is especially true for VBR traffic. 

During the duration of a connection, the period at which a source generates traffic is 

referred to as an active period, whereas a silent period corresponds to the time between 

the active periods during which no traffic is generated. Traffic generated by a VBR 

source either alternates between the active and silent periods, or is a continuous bit 

stream with varying rates. This traffic is highly bursty and correlated(in comparison 

to a Poisson process). Burstiness can be defined by the ratio of the peak bit rate to 

average bit rate or the squared coefficient of variation of the interarrival times of cells, 

cf (variance divided by the square of the mean). For example, cf for the packet arrival 

process from a single voice source is 18.1, while for a Poisson process is 1 [66] [67]. 

Although the aggregate packet arrival process with many components does behave like 

a Poisson process over relatively short time intervals, under heavy loads the congestion 
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in the multiplexer is determined by the behaviour of the arrival over much longer time 

intervals, where i t does not behave like a Poisson process. Accordingly, characterization 

of traffic from VBR sources is very difficult. 

Congestion control schemes (e.g., CAC and UPC) in A T M networks require specific 

knowledge of the statistical behaviour of the input traffic declared via its traffic descrip­

tors. Parameters such as peak bit rate, average bit rate, and burst length are often used 

as a simple set of parameters characterizing the traffic. More complicated second-order 

time domain parameters(e.g.. Index of Dispersion for Intervals(IDI) and Index of Disper­

sion for Counts(IDC)) are also used to capture the burstiness and correlation properties 

of the arrival stochastic process especially those of VBR video and voice sources [68]. 

In [67], the aggregate arrival process from A'' voice sources is approximated by a non­

renewal process, i.e., a two-state Markov Modulated Poisson Process(MMPP). In [69], 

very complex mathematical models such as semi-Markov process and continuous-time 

Markov chain are used to characterize the voice traffic. Traffic descriptors using sim­

ple parameters wi l l not accurately characterize very rapid changes in the bit rate time 

variations of the traffic over short intervals and often ignore the bursty nature of the 

traffic. On the other hand, those mechanisms using more sophisticated parameters are 

computationally expensive and impractical. 

To solve this problem, in this chapter, we present a novel neural network approach 

to adaptively characterize and predict the traffic arrival process. The Finite Impulse 

Response(FIR) multilayer perceptron model and its training algorithm are discussed. 

I t is shown that the FIR neural network can adaptively predict the complex stochastic 

process by learning the relationship between the past and future traffic variations and 

hence has an excellent potential for use in some congestion control schemes. On the 

basis of this prediction, an access flow control approach at the UNI is then proposed. 

This control mechanism operates on the principle of feedback control. The prediction of 

traffic arrival patterns in conjunction with the current queue information of the buffer 

can be used as a measure of congestion. When the congestion level is reached, a control 

signal is generated to throttle the input arrival rate. Simulation results suggest that the 

scheme is able to significantly reduce cell loss rate and provides a simple and efficient 

traffic management for A T M networks. 

5.2 ATIVE Traffic Prediction Using F I R Neural Networks 

5.2.1 F I R N e u r a l Network 

I t has been proved that neural networks are capable of performing nonlinear map­

pings between real-valued inputs and outputs. A three-layer feedforward neural net-

work(MLP), with sigmoidal units in the hidden layer, is able to approximate an arbitrary 
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Figure 5.1: Static multilayer perceptron used as a nonlinear predictor 

nonlinear function to any desired degree of accuracy [70] [71]. This kind of NN is trained 

with the backpropagation algorithm. One hmitation of the standard BP algorithm is 

that i t can only learn an input-output mapping that is static. This form of static input-

output mapping is well suited for pattern recognition appUcations, where both the input 

and output vectors represent spatial patterns that are independent of time [42]. 

The standard BP algorithm may also be used to perform nonlinear prediction on a 

stationary time series [72]. We may use a static multilayer perceptron, as depicted in 

Figure 5.1, where the input elements labeled represent unit delays. The input vector 

X is defined in terms of the past samples x{n — l),a;(n — 2), ...,x{n — q) as follows: 

X = [x{n - l),x{n - 2 ) , x { n - q)f (5.1) 

where q is the prediction order. Thus the scalar output y{n) of the multilayer perceptron 

equals the one-step prediction x{n), as shown by 

y(n) = x{n) (5.2) 

The actual value x{n) of the input signal represents the desired response. 

However, i f we want to capture the dynamic properties of time-varying signals, we 

have to extend the design of a multilayer perceptron so as to represent time. One of the 

methods is the so-called Time Delay Neural Network (TDNN), which was first used in 

[73] to perform speech recognition. The TDNN is a multilayer feedforward network in 

which the outputs of a layer are buffered several time steps and then fed fully connected 

to the next layer. I t was devised to capture explicitly the concept of time symmetry as 

encountered in the recognition of an isolated phoneme using a spectrogram. 

The T D N N topology is in fact embodied in a multilayer perceptron in which each 

synapse is represented by a finite impulse response filter. This latter neural network 

is referred to as an FIR multilayer perceptron, which can be trained with an efficient 

algorithm called temporal backpropagation [74]. I t can be shown that the TDNN and 
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the F I R network are funct ional ly equivalent. However, the F I R network is more easily 

related to a standard multi layer network as a simple temporal or vector extension. The 

F I R representation also leads to a more desirable adaptation scheme. So we adopt this 

k i n d of F I R network as our t raff ic predictor. 

F I R Network Model 

As mentioned above, the t radi t ional model of a multilayer perceptron forms a static 

mapping; there are no internal dynamics. To extend the usefulness of this model for 

temporal processing, we need to mod i fy i t so as to account for the temporal nature 

of the inpu t data. A modif ica t ion of the basic neuron i n an M L P is accomplished by 

replacing each synaptic weight by an F I R linear filter [74]. By F I R we mean that for an 

inpu t exci tat ion of finite durat ion, the output of the filter w i l l also be of finite duration. 

For this filter, the output y{k) equals a weighted sum of past delayed values of the input 

x{n): 
M 

y{k) = Y , w { n ) x { k - n ) (5.3) 
n = 0 

O n the basis of (5.3), we may formulate the model of an F I R neuron as follows. Let 

Wji{l) denote the weight connected to the / t h tap of the F I R filter modeling the synapse 

tha t connects the output of neuron i to neuron j{i = 1,2, ...,p). The index I ranges firom 

0 to M , where M is the to ta l number of delay units bu i l t into the design of the F I R 

filter. Let yj{n) denote the output signal of neuron j and Xi{n) the input signal. Hence, 

we have 
p p M 

= ^d-^) - % = - 0 - (5.4) 
1=1 1=1 1=0 

yj{n) = ip{vj{n)) (5.5) 

where Vj{n) is the net activation potential of neuron j , 0j is the externally applied 

threshold and (/?(•) is the nonlinear activation funct ion of the neuron. 

We may rewrite (5.4) and (5.5) i n mat r ix f o r m by introducing the fol lowing definitions 

for the state vector and weight vector for synapse i, respectively: 

Xi(n) = [xi{n),Xi{n ~ 1), ...,Xi{n - M ) f (5.6) 

= [wj,{0),Wj,{l), ...,w-i^{M)f (5.7) 

We may thus express the output yj (n) of neuron j by the fol lowing equation: 

yjin) = v{YwJpc^{n)-ej) (5.8) 
i=l 

This F I R model of a single ar t i f ic ia l neuron is shown in Figure 5.2, where the weight Wjo 
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Figure 5.2: Dynamic model of a neuron, incorporating synaptic F I R filters 

connected to the f ixed input XQ = —I represents the threshold 9j. The signal-flow graph 

representation of an F I R filter is shown i n Figure 5.3. 

We may construct a multi layer perceptron whose hidden and output neurons are al l 

based on the above F I R model. Such a neural network structure can be referred to as 

an F I R mult i layer perceptron. The difference between the F I R multilayer perceptron 

and the standard one is that the static forms of the synaptic connections between the 

neurons i n the various layers of the network are replaced by their dynamic versions (i.e., 

scalars are replaced by vectors and multiplications by vector products). 

Temporal Backpropagation Learning 

Assume tha t neuron j lies i n the output layer w i t h its actual response denoted by 

yj{n) and that the desired response for this neuron is denoted by dj{n), bo th of which 

are measured at t ime n . Define an instantaneous value for the sum of squared errors 

produced by the network as follows: 

(5.9) 

where the index j refers to the neurons in the output layer only, and ej (n) is the error 

signal, i.e., 

Cjin) = dj{n) - yj{n) (5.10) 

Therefore the objective of t ra in ing corresponds to minimiz ing the cost funct ion: 

C = ^ £ ; ( n ) (5.11) 

where the sum is taken over al l t ime. 

I n [74], an a lgor i thm called temporal backpropagation is proposed to minimize C. 
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Figure 5.3: Signal-flow graph of a synaptic F I R filter 

The weight-update operation is shown by the fol lowing pair of equations: 

Wji{k + 1) = Wji{k) - 7] 
dC dvj{k) 

= Wjiik) + r]Sjik)xi{k) (5.12) 
dvj{k) dwji{k) 

neuron j i n the output layer ^^^^^(e,ik)^'{v,ik)), 

^ 1 f'ivjik)) J2meA ^m(^)wmj, neuron j i n a hidden layer 
(5.13) 

where 77 is the learning rate parameter, A is defined as the set of a l l neurons whose 

inputs are fed by neuron j i n a forward manner and Am,{k) is defined as follows: 

Amik) = [Smik),Smik + 1 ) , S ^ i k + M ) f (5.14) 

I t is obvious tha t the above equations represent a vector generalization of the standard 

backpropagation a lgor i thm. I n fact, i f we replace the input vector X i ( n ) , the weight 

vector Wmj, and the local gradient vector by their scalar counterparts, the temporal 

backpropagation a lgor i thm reduces to the standard backpropagation for static networks. 

To calculate Sj{k) for a neuron j located i n a hidden layer, we filter the J's f r o m the 

next layer backwards through the F I R synapses for which the given neuron feeds (see 

Figure 5.4). Thus S's are formed not by simply taking weighted sums, but by backward 

filtering. For each new set of input and desired response vectors, the forward filters are 

incremented one t ime step and the backward filters one t ime step. The weights are then 

adapted on-line at each t ime increment. 

Temporal backpropagation preserves the symmetry between the forward propagation 

of states and the backward propagation of error terms. The sense of parallel dis tr ibuted 

processing is thereby maintained. Furthermore, each unique weight of synaptic filter 

is used only once i n the computat ion of the 5's; there is no redundant use of terms 

experienced i n the instantaneous gradient model. 

However, careful inspection of the above equations reveals that the calculations for 

the Sj{kys are noncausal. We may formulate the causal f o r m of the temporal backprop­

agation a lgor i thm by a simple reindexing [74]: 
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Figure 5.4: Backpropagation of local gradients through an F I R multilayer perceptron 

• For neuron j i n the output layer, compute 

v^jiik + 1) = Wji{k) + r]6jik)xi{k) (5.15) 

Sj{k) ^ ejik^ik) (5.16) 

• For neuron j i n a hidden layer, compute 

Wji{k + 1) = MVji{k) + T]Sj{k - lM)xi{k - IM) 

5j{k - IM) = if'ivjik - IM)) ^lik - lM)wmj 
meA 

(5.17) 

(5.18) 

where M is the to ta l synaptic filter length, and the index / identifies the hidden 

layer i n question. Specifically, / = 1 corresponds to one layer back f r o m the output 

layer; I = 2, two layers back f r o m the output layer; and so on. 

5.2.2 Traff ic Pred ic t ion 

Neural networks have adaptation capability that can accommodate nonstationarity. 

The i r generalization capabili ty makes them flexible and robust when facing new and 

noisy data patterns. Once the t ra in ing is completed, a neural network can be computa­

t ional ly inexpensive even i f i t continues to adapt on-line. Here we use the F I R neural 

network as a mul t imedia t raff ic predictor i n A T M networks. The role of the neural net­

work is to capture the unknown complex relationship between the past and fu ture values 

of the t raf f ic . 

The t ra in ing scheme for the F I R network is i l lustrated in Figure 5.5. Consider a 

scalar t ime series denoted by x{n), which is described by a nonlinear regressive model 
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Figure 5.5: Training scheme of the F I R network 

of order q as follows [42]: 

x ( n ) = j{x{n - \),x{n - 2), ...,x{n — q)) + e(n) (5.19) 

where / is a nonlinear func t ion of its arguments and e(n) is a residual. I t is assumed 

tha t e{n) is drawn f r o m a whi te Gaussian noise process. The nonlinear func t ion / 

is unknown, and the only th ing that we have available to us is a set of observables: 

a;(l),a;(2), ...,x{N), where N is the to ta l length of the t ime series. We may use an F I R 

mult i layer perceptron to make a prediction of the sample x{n), given the past q samples 

x{n — l),x{n — 2), ...,x{n - q), as shown by 

x{n) = F{x{n - l),x{n - 2), ...,x{n - q)) + e(n) (5.20) 

where the nonlinear func t ion F is the approximation of the unknown funct ion / , which 

is computed by the F I R multilayer perceptron. The actual sample value x{n) acts as 

the desired response. Hence the F I R multilayer perceptron is trained so as to minimize 

the squared value of the predict ion error: 

e(n) = x{n) — x{n), q + 1 < n < N (5.21) 

I n the neural network l i terature the above t ra ining scheme is referred to as teacher 

forcing, while i n the control and signal processing literature, i t is referred to as equation-

error adaptation [42]. 

I n our application, the three-layer F I R M L P has one input neuron, five hidden neu­

rons and one ou tpu t neuron(denoted by 1-5-1) w i t h 3-tap synaptic filters at bo th hidden 

layer and ou tpu t layer (denoted by 3:3). Selection of these dimensions is based mostly on 

t r i a l and error. I n general, selection of dimensions for neural networks remains an open 

question i n need of fur ther research. The F I R network is trained w i t h the causal f o r m 

of temporal backpropagation and the Mean Squared Er ror (MSE) is used as a perfor­

mance measure. To increase the rate of learning and yet avoid the danger of instabili ty, 

a momentum te rm is added to the weight-update equation, i.e.. 

^^ji{k + 1)= yvJ^{k) + ([wjiik) - Wji{k - 1)] + r]6j{k)xi{k) (5.22) 
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where ( is a positive number called the momentum constant. The learning rate r] and 

momentum constant ( are set at 0.1 in i t ia l ly . I t has been found that the BP learning 

a lgor i thm may learn faster when the sigmoidal activation func t ion bui l t into the neuron 

model of the network is asymmetric than when i t is nonsymmetric. So we adopt the 

hyperbolic tangent activation func t ion i n the hidden layer, which is defined by 

(p{v) = ctai.nh{dv) 

where c = 1.716 and d = 2/3. I n some of our experiments, we have also used some 

heuristics to accelerate the convergence of backpropagation learning through learning 

rate adaptat ion [42]. Since we use the logistic func t ion ip{v) = 1/(1 -|- exp{—v)) for the 

ou tpu t neuron, we have to normalize the traff ic data so that al l the values fa l l between 0 

and 1. The data set used for t ra in ing should be a un i fo rm representation of the different 

t ra f f ic patterns or situations. Examples of these patterns include ones w i t h sudden 

changes i n the b i t rate process, f r o m low values to very high ones occurring over very 

short periods, and slow t ime-varying ones. 

5.2.3 Traff ic Models 

I n this section, we brief ly describe the models for video arrival process and voice arrival 

process used i n our experiments. 

Video Arrival Process Model 

Video is presented to users as a series of frames in which the mot ion of the scene is 

reflected i n small changes i n sequentially displayed frames. Video frames are generated 

at a constant rate defined by the playout rate. As the amount of data t ransmit ted 

per f rame varies due to intraframe and interframe coding, video applications generate 

t raf f ic i n a continuous manner at varying rates. Video is a relatively new service in 

communicat ion networks and its t raff ic characteristics are not well understood. I t is 

also quite different f r o m voice or data i n that its b i t streams exhibit various types of 

correlations between consecutive frames. 

The characteristics of the video signal depend pr imar i ly on two factors: 1) the nature 

of the video scene, and 2) the type of V B R coding technique employed(e.g., motion-

compensated discrete cosine t ransform, interframe D P C M , etc.). For the purpose of 

simplici ty, we focus on video services w i t h un i fo rm act ivi ty level scenes, i.e., the change in 

the in fo rmat ion content of consecutive frames is not significant [3]. A typical application 

of this type is video telephone where the screen shows a person ta lking. I n general, 

correlations i n video services w i t h un i fo rm act ivi ty levels last for a short durat ion and 

decay exponentially w i t h respect to the t ime. The simulation model used to generate 
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Figure 5.6: IPP model 

this k i n d of video coded t raff ic is a continuous-state discrete-time stochastic process. A 

first-order autoregressive(AR) Markov model is proposed i n [75], which estimates the b i t 

rate at the n t h frame f r o m the b i t rate at the (n — l ) s t frame to be 

A(n) = oA(n - 1) + bw{n) (5.23) 

where A(n) denotes the b i t rate of the n t h frame i n b i t s /p ixe l , a and b are constants 

and w{n) is a Gaussian random variable w i t h mean m and variance 1. There are about 

250000 pixels per frame and 30 frames/s, thus 1 b i t / p i x e l corresponds to 7.5 Mbi t s / s . 

The parameters a, b and m are given by: 

a = 0.8781, 6 = 0.1108, m = 0.572 (5.24) 

The model is found to be quite accurate compared w i t h the actual measurements and is 

suitable for s imulat ion studies. 

Voice Arrival Process Model 

A voice source alternates between talkspurts(active) and silent periods. To achieve higher 

resource ut i l i sa t ion, a speech act ivi ty detection may be used at the V B R voice source 

so tha t voice packets are generated only when the source is active, thereby, increasing 

the transmission efficiency. The correlated generation of voice packets w i t h i n a call can 

be modeled by an In ter rupted Poisson Process(IPP) [76]. I n an IPP model, each voice 

source is characterized by O N (corresponding to talkspurt) and O F F (corresponding to 

silence durat ion) periods, which appear i n tu rn . Dur ing the O N period, the interarrival 

times of packets are exponentially distributed(i.e. , i n a Poisson manner), while no packets 

are generated dur ing the OFF period. The transi t ion f r o m O N to O F F occurs w i t h the 

rate /?, and the t rans i t ion f r o m O F F to O N occurs w i t h the rate Q;(see Figure 5.6). 

Hence the O N and O F F periods are exponentially distr ibuted w i t h means 1//3 and 1/a, 

respectively. To specify this model completely, we assume that the packet generation 

rate dur ing the active per iod is 32 kbps, the mean talkspurt is 1/^ — 352 ms and the 

mean silence period is 1/a = 650 ms. 
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F I R network M S E for the t ra in ing set M S E for the test set 
1-5-1(3:3) 0.00414 0.00423 
1-5-1(5:5) 0.00390 0.00402 
1-10-1(3:3) 0.00410 0.00415 
1-10-1(5:5) 0.00391 0.00390 

Table 5.1: M S E of the experiments for video traff ic 

5.2.4 N u m e r i c a l Resu l t s 

I n this section, we demonstrate the effectiveness of the neural network used as a traff ic 

predictor. Extensive simulations have been performed. The packet arrival process is 

generated f r o m packetized video sources or /and packetized voice sources according to 

the models discussed i n the previous section. I n the in i t i a l stage of our experimental 

study, we also used a conventional MLP-based T D N N (like tha t proposed i n [59]) for 

the predict ion. I n contrast w i t h F I R network, T D N N suffers f r o m much longer t ra ining 

per iod w i t h no significant performance advantage. For the t ra in ing and testing of the 

F I R network, we used different data sets by choosing different i n i t i a l values of the arrival 

process or different seeds of the random number generator. We have also t r ied more 

complicated network models such as a three-layer network w i t h 1-10-1 nodes or /and 5:5 

taps per layer for the same data sets, but no significant performance improvement was 

observed. I t can be interpreted i n that , i n statistical estimation, increasing complexity 

of the model over some op t imal point may degrade performance due to the bias/variance 

dilemma [77]. The values of M S E of the above experiments are summarized in Table 

5.1. 

Experiment 1: I n this experiment, we use three video sources. The F I R network 

is used to predict the b i t rate of the superposition video arr ival process over the next 

frame. Therefore the lag t ime is set to 1/30 sec, which is the frame generation rate. This 

choice is due to the fact that the temporal correlations among successive frames are more 

dominant than those w i t h i n a single frame. Figure 5.7 shows the neural network pre­

d ic t ion compared w i t h the actual traffic(generated by simulation). The autocorrelation 

funct ions of the above two processes are shown i n Figure 5.8, i l lus t ra t ing that the pre­

dicted t raf f ic has almost the same statistical characteristics as those of the actual traffic. 

Experiment 2: I n this experiment, we use three voice sources. Here the t ime series 

x{n) is used to represent the count process A''(0, t) which measures the number of packet 

arrivals i n t ime ( 0 , i ) . The arr ival process is sampled at every sampling period T j . The 

choice of the parameter is influenced by the type of the t raff ic and should guarantee 

tha t the used sampled version of the arr ival process captures a l l correlations contained 

i n the actual process. I n [59], i n order to select the best sampling interval Ts, a number 
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Figure 5.7: Predict ion results for the b i t rate of the video traff ic 
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Figure 5.8: Comparison of the autocorrelation func t ion of the predicted video traffic 
w i t h that of the actual t raff ic 
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Figure 5.9: Predict ion results for the arrival process of voice sources 
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Figure 5.10: Comparison of the autocorrelation func t ion of the count process of the 
predicted voice t raff ic w i t h that of the actual t raff ic 
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Figure 5.11: Prediction results for the heterogeneous traff ic 

of voice sources were simulated and their aggregate arrival process was observed at every 

Ts- Several experiments were performed using different values for T^. According to the 

power spectrum analysis of the t raff ic i n each experiment, has been found to be 10 

ms. Figure 5.9 and Figure 5.10 show that the neural network prediction is very close to 

the actual t raf f ic values. 

Experiment 3: I n this experiment, one video source and three voice sources are 

used to generate a heterogeneous superposition arrival process. The sampling interval 

T j is selected as 10 ms to capture the instantaneous variations for bo th video and voice 

t raf f ic . Predict ion results for the count process are shown in Figure 5.11 and Figure 5.12. 

As we can see f r o m the flgures, the N N can characterize and predict the mult imedia traff ic 

quite accurately. 

Experiment 4- Recently, Leland et al. demonstrated that Ethernet local area 

network t raf f ic is statistically self-similar [54]. To capture this f ractal behaviour, they 

proposed to model the t raff ic using deterministic chaotic maps. Chaos is a dynamical 

system phenomenon i n which simple, low order, nonlinear deterministic equations can 

produce behaviour that mimics random processes. To il lustrate the underlying idea, 

consider a nonlinear map / ( • ) that describes the evolution of a.state variable x{n) € (0,1) 

over discrete t ime as x{n+l) = f{x{n)). The packet generation process for an indiv idual 

source can now be modeled by s t ipulat ing that the source generates one or no packet at 

t ime n depending on whether x{n) is above or below an appropriately chosen threshold. 

I f / is a chaotic map, the resulting packet process can mimic complex packet t raff ic 

phenomena. Once an appropriate chaotic map has been derived f r o m a set of traff ic 
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Figure 5.12: Comparison of the autocorrelation func t ion of the predicted traff ic w i t h 
tha t of the actual t raff ic i n experiment 3 

measurements, generating a packet stream for an individual source is generally quick 

and easy. On the other hand, deriving an appropriate nonlinear chaotic map based 

on a set of actual traflfic measurements currently requires considerable guessing and 

experimenting. Nevertheless, s tudying arr ival streams to queues that are generated by 

nonlinear chaotic maps may well provide new insight into the performance of queueing 

systems where the arr ival processes exhibi t f racta l properties. 

Here as another experiment, we t r a in the F I R network to per form one-step prediction 

of a chaotic t ime series. A chaotic t ime series generated by the so-called logistic map is 

defined as [78] 

a;(n-f 1) = 4 a ; ( n ) ( l - a ; ( n ) ) (5.25) 

where the values of a;(n) are a l l i n the range (0,1) . The prediction results for the t ra in ing 

and test data sets are encouraging, as shown i n Figure 5.13 and Figure 5.14 respectively. 

I n this section, we have shown that an F I R network constitutes a powerful tool for 

use i n A T M traff ic prediction. The theoretical jus t i f ica t ion of this approach is that 

neural networks are capable of approximating any continuous func t ion and perform 

non-parametric regression. Furthermore, an F I R neural network extends the standard 

mult i layer perceptron to a temporal processing version which is more suitable for mod­

eling of t ime series. A f t e r completing the t ra ining phase of the neural network, i t can 

successfully learn the actual probabi l i ty density funct ion of the offered traffic(instead of 

the approximated simple parameters, such as the peak and mean b i t rates). 
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Figure 5.13: Predict ion results for the t ra ining set of the chaotic t ime series 
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Figure 5.14: Predict ion results for the test set of the chaotic t ime series 
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I n A T M networks, t raff ic management techniques require traff ic parameters that can 

capture the various t raff ic characteristics and adapt to the changing network environ­

ment. I t is shown that the neural prediction is accurate enough to characterize the 

actual t raf f ic and therefore i t can be incorporated into t raff ic control functions in order 

to achieve better network performance. Neural t raff ic prediction has been used in traf­

fic pol ic ing [59] and dynamic bandwidth allocation [79]. Recently, Amenyo et al. [80] 

have proposed a new congestion control scheme called proactive control. Underlying its 

feasibil i ty and effectiveness are t raff ic predictions of correlated input traff ic streams into 

network nodes. These predictions are used to obviate the problem of propagation delays. 

So we can apply our neural predict ion method to this framework as well. However, i n 

the next section, we w i l l discuss an apphcation of neural t raff ic prediction to A T M access 

flow control. 

5.3 Access Flow Control Using a Neural Network Traffic 
Predictor 

The main func t ion of flow control is to regulate the flow of the t raff ic into the network 

such that i t approximately matches the capacity of the l imi ted resource in the network. 

One of the problems that makes congestion control i n A T M networks di f f icul t is the 

uncertainty and highly t ime-varying nature of the diverse mix of t raff ic sources. Fur­

thermore, due to the very small cell transmission t ime and the small buffer sizes, i t is 

imperat ive that any effective congestion control algori thm must be simple w i t h min imal 

reaction t ime. 

Feedback schemes have been widely studied for congestion control purposes, e.g., [81] 

[31] [82]. Here we propose a feedback flow control a lgor i thm which is based on traffic 

predic t ion by neural networks. The main control action in our scheme is to reduce the 

peak rate of t raf f ic sources when the neural network predicts possible congestion i n the 

mult iplexer . Simulat ion results presented later i n this section suggest that the proposed 

scheme provides a simple and efficient t raff ic management for A T M networks. 

5.3.1 Rate -based Feedback Contro l 

I t is rather d i f f i cu l t to design an access flow control mechanism which can control the 

superimposed stream of t raff ic w i t h widely different correlations and burstiness coeffi­

cients. Very l i t t l e control can be done along the transit nodes, so i t is essential to smooth 

down the burstiness of the input t raff ic to avoid congestion caused by the format ion of 

long bursts inside the network. The most effective method to decrease the burstiness, 

and hence avoid congestion, is by th ro t t l i ng the peak arr ival rate [83]. I n this section, 

we consider a flow control method based on feedback th ro t t l i ng of the arrival process to 

63 



Mult ip lexer buf fe r 
T r a f f i c sources Server 

Controller 

Figure 5.15: Feedback controller 

the i npu t statist ical multiplexer(see Figure 5.15). Dur ing the periods of buffer overload, 

a feedback control signal is generated to change the source rate by decreasing the cod­

ing rate( number of bits per sample). Obviously, this approach is a closed-loop control 

system. 

There are several advantages associated w i t h an algori thm based on feedback throt­

t l i n g [83]. Firs t , i t is not of the reactive control type, since i t is applied at the input 

access node to the network, and its speed is not l imi ted by the propagation delay. Any 

control action taken w i l l be in t ime to alleviate the potential congestion. Second, i t 

is applicable regardless of the type of encoder used. T h i r d , i t provides the means for 

the m a x i m u m possible shaping of the input arrival process through decreasing the peak 

b i t rate. Consequently, the bandwid th allocated to the input cafl can be reduced, and 

yet the same required QOS could be achieved. Also, the statistical mul t ip lexing gain is 

enhanced, since more sources can be supported for each multiplexer. The price to be 

paid is a slight degradation of the quali ty of the video/voice delivered. 

Consider a mult iplexer buffer w i t h size of Q. We divide t ime into small units, which 

are t ime intervals w i t h the same length of T . Ai is the number of cells that arrive 

between t ime Ti-i and t ime T j , where Ti - T ^ - i = T , for a f l i. The queue has a constant 

service rate c cells per period of T . Denoting by qi the queue length at t ime T j , then we 

have the fo l lowing Lindley's equation: 

Qi+i = min(max(gi -|- Ai+i - c, 0), Q) (5.26) 

Cells are lost i f the buffer has overflowed. 

I n our mechanism, at each t ime interval T i , the buffer queue length of the next t ime 

cycle Qi+i is predicted. I f g i+i reaches a threshold l i m i t Qth, a control signal is sent back 

and each source reduces its rate to 75% of the current rate. From (5.26) i t is easy to 

see tha t the measure of congestion qi+i depends on the current queue length qi and the 

number of a r r iv ing cells i n the next lag t ime, ^ j + i . Therefore, a key question is how 
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Figure 5.16: Cell loss rate vs. buffer size, single source 

to effectively predict the incoming traff ic Ai^i using on-line t raff ic measurement. This 

is achieved by the F I R neural network as discussed previously. From those numerical 

experiments, we can see that after i t has been well trained, the F I R neural network can 

accurately predict the t raff ic w i t h various statistical characteristics. This informat ion 

can then be used by the flow controller to detect possible congestion in the multiplexer 

buffer . 

5.3.2 Simulat ions 

I n this section, we explore the efficiency of the proposed feedback control mechanism 

by runn ing several simulations. Here for simplicity, we only consider the video arrival 

process. We assume that the buffer threshold Qth is 0.5Q and the samphng period T is 

1/30 sec. We compare the results of our method w i t h those of a conventional technique, 

i n which the current queue length qi is monitored to detect congestion. I n that case, 

when qi > Qth, a control signal is sent back to al l t raff ic sources and each source reduces 

its coding rate to 75% of its original value. We also consider the case i n which no 

feedback control is applied. The cell loss rate is used as a performance measure. 

I n Figure 5.16 and Figure 5.17, we show the simulation results for a single source 

case. I n Figure 5.16, a single video process is fed to the multiplexer and cells are removed 

f r o m the buffer at a constant rate of 4.875 M b / s , which yields a ut i l isat ion of 0.8. Figure 

5.17 shows the performance of the multiplexer versus different t raff ic loads. The mean 

b i t rate of the source is 3.9 Mb / s ; the channel speed is adjusted to provide a specific 
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Figure 5.17: Cell loss rate vs. utilisation, single source, buffer size = 100 cells 

utilisation. I t is clear that the cell loss rate of the proposed flow control mechanism is 

lower than that of the other two methods. This is because even if the current queue 

length doesn't exceed the threshold, there is still the possibiUty of buffer overflow in the 

next cycle due to the bursty nature of the traffic. In our scheme, the neural network can 

capture the changing traffic characteristics and hence its prediction enables the controller 

to respond rapidly and precisely to the onset of situations that could lead to congestion 

in the network. 

In Figure 5.18, three video traffic sources are fed into the network. The queue 

output rate is set as 14.625 Mb/s. Again, as expected, the performance of the neural-

network-based flow control approach is the best. The results reported here prove the 

importance of applying this type of flow control technique to accommodate more sources 

with high peak rates without sacrificing the efficiency. As a result, the multiplexing gain 

is significantly improved. 

5.4 Summary 

In this chapter, a neural network approach is adopted in the context of A T M traffic 

modelling and characterization. The FIR NN model and the associated temporal BP 

training algorithm have been discussed in detail. I t is shown that the FIR network 

can accurately predict the traffic arrival patterns in the near future. A feedback flow 

control mechanism based on neural traffic prediction has been presented for efficient 

rate regulation in A T M networks. The predicted output in conjunction with the current 
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Figure 5.18: Cell loss rate vs. buffer size, 3 sources 

queue information of the buffer can be used as a measure of congestion. When the 

congestion level is reached, the arrival rate is decreased to 75%. Because the feedback 

control is implemented at the input access node, it is not limited by the propagation delay 

which is dominant in high-speed networks. Simulation results show that the proposed 

method outperforms conventional control schemes in terms of cell loss rate. 

Traffic prediction and feedback control described in this chapter belong to cell level 

control. In the next chapter, we wil l discuss another important application of neural 

networks to call level traffic control, i.e., bandwidth estimation and admission control. 
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Chapter 6 

Neural Networks for Effective 
Bandwidth Estimation 

6.1 Introduction 

One of the important issues in A T M networks is bandwidth management and allocation. 

Bandwidth allocation deals with determining the amount of bandwidth required by a 

connection for the network to provide the desired QOS. The problem of bandwidth 

allocation in A T M networks has been addressed in a number of papers [18] [19] [84]. 

The major drawback of the methods in these papers is their limited flexibihty since they 

essentially rely on sets of curves or tables, obtained by analysis or simulation, which are 

to be used as guidelines to determine the required bandwidth of connections. In addition, 

the static nature of the information may not accurately reflect the dynamic and changing 

nature of real-time network traffic conditions and connections characteristics. In this 

chapter, we consider the problem of characterizing the effective bandwidth assigned to 

traffic sources as a function of the desired QOS. Effective bandwidth is needed by the 

admission control algorithm to decide if and how to accept incoming connection requests. 

By preventing admission to an excessive number of calls or sources to the multiplexer, 

call admission policies strive to make a balance between QOS (e.g., delay and cell loss 

probability) and efficient use of network resources. Effective bandwidth is determined 

by the source characteristics in conjunction with the admission criteria. Moreover, the 

corresponding procedure must be computationally simple enough so as to be consistent 

wi th real-time requirements. 

The effective bandwidth of a set of connections multiplexed on a link is defined as the 

amount of bandwidth required to achieve a desired QOS, e.g., buffer overflow probability, 

given the offered aggregate bit rate generated by the connections. CAC is performed by 

comparing the total effective bandwidth of the incoming connection and existing ones 

with the available link capacity to make call acceptance/rejection decisions. In this 
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chapter, loss or buffer overflow probability is selected as the sole performance criterion 

for QOS measurements. Other constraints, e.g., delay or jitter, can typically be handled 

through other link-level mechanisms. 

There are two important issues concerning bandwidth estimation. One is efliciency(in 

terms of computation time) of the adopted technique and the other is its accuracy. In 

connection admission control and dynamic bandwidth allocation, efficiency is a necessity 

due to the real-time nature of the applications. Accuracy is also a significant factor since 

a more accurate technique usually leads to a better utilisation of network resources. 

Unfortunately, efficiency and accuracy often conflict with each other. Thus we have to 

find a proper trade-off between them. 

The fluid flow model [85] is a sufficiently accurate link performance model which has 

been widely used in voice and video traffic modelling. However, to obtain the exact solu­

tion of the effective bandwidth it is necessary to solve a set of differential equations and 

this is time-consuming. The main problem is that the number of states of the aggregate 

traffic process increases exponentially with the number of calls. Hence as the connection 

setup time is constrained, this rather complex model is not practical and approximations 

must be made at the price of inaccurate results. To overcome this efficiency-accuracy 

dilemma, in this chapter, a multilayer perceptron is proposed to model the nonlinear 

relationship between the effective bandwidth and the traffic situations and a QOS mea­

sure. This is based on the fact that the function approximation capability of NNs can 

be employed to implement accurate performance functions, computed off-line. Further­

more, additional performance data can be collected and applied during on-line operation 

to compensate for possible errors in the traffic and/or performance model. The neural 

network is trained and tested via a large number of patterns generated by the accurate 

fluid flow model. Due to the neural network's adaptive learning, high computation rate 

and generalization features, this method is feasible for real-time network traffic control 

applications. On the other hand, since the admission control is based on an accurate 

performance model, a higher number of accepted connections is possible, resulting in a 

more economical A T M network utilisation. Figure 6.1 shows a schematic diagram of the 

proposed CAC method using neural bandwidth estimation. 

The case of multiple superimposed ON/OFF sources (homogeneous or heteroge­

neous) is considered. The accuracy of our method is examined by comparing it to both 

exact computations and conventional approximation results, and is found to be accept­

able across the range of possible connection characteristics. We also discuss some appli­

cations of this NN-based bandwidth estimation approach to dynamic time-slice schemes 

and dynamic routing. First, in the next section, we briefly describe the underlying fluid 

flow queueing model. 
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Figure 6.1: CAC based on effective bandwidth estimation by a neural network 

6.2 The Fluid Flow IVEodel 

There are quite a few analytical models for A T M multiplexers, among which the fluid 

flow model is one of the most accurate. The model treats traffic sources as sources of fluid 

flow generating continuous streams of cells and is inherently characterized by long-term 

continuous-time statistics of the system. A thorough analysis of the model is presented 

in [85]. Anick et al. [85] show that when the Markov-modulated rate process consists 

of the superposition of a finite number of independent identical continuous flow sources 

each modulated by a two-state Markov process, and the service capacity is constant, it 

is possible to derive closed-form solutions for the buffer-occupancy distributions, as well 

as very simple asymptotic approximations. In [86], Mitra considers multiple sources and 

multiple servers coupled by a finite buffer. 

The fluid flow model has been used to produce reasonably accurate predictions of 

queue length distributions in packet voice multiplexers [69] [87]. Nagarajan et al. [88] 

have shown that the results of the fluid approximation for computing packet loss prob­

abilities in a voice multiplexer are as accurate as the other methods based on MMPP 

models. Maglaris et al. [75] have used this model to analyze the multiplexer performance 

in packet video communications successfully. However, the model lacks the concept of 

packetization, and therefore cannot model the packet arrival process in any detail. Ac­

tually, it is pointed out in [89] that there are two distinct components to congestion 

phenomena in A T M networks, i.e., cell scale congestion and burst scale congestion. CeU 

scale congestion occurs due to the simultaneous arrival of cells from independent sources 

when the overall arrival rate due to active sources is less than link capacity. Burst scale 

congestion occurs when the overall arrival rate is momentarily greater than link capacity. 

Here we only consider burst scale performance in terms of the buffer overflow probability, 

assuming that the buffer is dimensioned to resolve the cell scale conflicts. 
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In a two-state fluid flow model, the packet generation process is taken to be a col­

lection of A'' identical sources alternating between active(ON) and inactive(OFF) states. 

The ON periods as well as the OFF periods are exponentially distributed for each source. 

Without loss of generality, the unit of time is selected to be the average ON period; with 

this unit of time, the average OFF period is denoted by 1/A. Again, without loss of 

generality, the unit of information is chosen to be the amount generated by a source in 

an average ON period. In these units an ON source transmits at the uniform rate of 1 

unit of information per unit of time and the server removes information from the buffer 

at a uniform rate of c units per unit of time. We assume that the buffer is infinite ^ and 

that the following stability condition is satisfied [85]: 

,6.1) 
c(l + A) 

The queueing system can be expressed by a set of differential equations. The prob­

ability of overflow is defined as G{x) = Pr[buffer content > x] and is given by [85] 

i V - [ c ] - l 

G{x) = - <^''"di{l'<l>r) (6-2) 

where Zi is some eigenvalue of the queueing system, is the associated right eigenvector, 

1 denotes the identity vector and (.)^ denotes transpose. The coeflicients [di] in (6.2) 

must be obtained via boundary conditions. 

Next, we extend the fluid flow queueing model for identical ON/OFF traffic sources 

to the case with heterogeneous ON/OFF sources. The equihbrium buffer distribution is 

again found as solution to a set of first order differential equations. When the number 

of different sources is large, the number of states needed to represent the input stream is 

very large. A so-called "decomposition method" has been developed in [90] to deal with 

this problem. I t is shown that the separability property can permit a decomposition 

of the equations for the equilibrium probabilities of the system. The decomposition 

technique leads to a solution of the equilibrium equations expressed cis a sum of terms in 

Kronecker product form, hence reducing the computational complexity for large systems. 

For more details regarding the analytical solution of the fiuid flow model, please refer to 

Appendix B. 

Recently, an efficient bandwidth allocation method based on asymptotic approxi­

mations of the fluid flow model is proposed [20] [91] [92]. In the model of statistical 

multiplexing considered, for given buffer size B and target overflow probability e, let the 

QOS be {G{B) < e}, which is also taken to be the admission criterion, c is the link ser­

vice rate. First consider the situation where there is only a single-source. In [20], Guerin 

^In the case of infinite buffers, the probabihty that the queue length exceeds the buffer size x is an 
upper bound for the overflow probabihty. 
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et al. adopted a two-state ON/OFF model, while in [91], Elwalid and Mitra considered 

more general sources of higher-dimensions. I t is shown that in the asymptotic regime 

where e ^ 0 and 5 —> oo in such a manner that loge/B —> C G (~oo,0], the admission 

criterion is satisfled i f e < c and violated if e > c. e is called the effective bandwidth 

and is found to be the maximal real eigenvalue of the inverse queueing system. Suppose 

that the above single source is, in fact, the aggregate of K arbitrary sources. Then the 

effective bandwidth e = Y,k=i^k, where ek is the effective bandwidth of the source k 

computed as i f it is a single source in the system. 

The above mentioned method is computationally simple and quite accurate for large 

buffer size B and small overflow probability e(of the order of 10~^). But i t must be 

noted that the statistical multiplexing effect of a large number of sources is ignored in 

this approach and hence it may significantly overestimate the required bandwidth for 

the aggregate traffic. This is due to the following approximation: 

G{x) ~ Aexp{zox) ~ exp{zox) (6.3) 

where ZQ is the dominant eigenvalue of the queueing system described previously. (6.3) 

means that not only do we approximate the tail with a single exponential term, but we 

take the leading constant A = 1. In fact A can be very different from 1, say, of the order 

of 10~^, reflecting important characteristics of multiplexing [93]. 

6.3 The Neural Network Approach 

In this section, we discuss a neural network approach for effective bandwidth estimation. 

6.3.1 Effect ive B a n d w i d t h for Identical Sources 

Here the traffic can be described by the following parameters: the number of sources N, 

the constant cell generation rate or peak rate R, and the average duration times of the 

ON and OFF periods 1/6 and 1/a, which characterize the exponential distributions. The 

buffer capacity B, and the overflow probability of e(the desired QOS), are also included 

in the model. Suppose that the aggregate bit rate is offered to a buffer which is emptied 

at a constant rate of C. For the sake of simplicity, we express this model in the unit 

of time and information notations discussed in Section 6.2. The unit of time is taken 

to be 1/6. One unit of information would thus correspond to R/b and the average time 

units that the source is in an OFF state is = b/a. The buffer capacity in units 

of information equals x = Bb/R. Furthermore, let c denote the ratio of C to an ON 

source's transmission rate R. 

We are interested in determining the smallest value c of c that, for a given buffer 

size X, ensures a buffer overflow probability smaller than e. The value c is called the 
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normalized (with respect to i?) effective bandwidth of the multiplexed connections, while 

the value C = Rc is the actual effective bandwidth. The determination of the effec­

tive bandwidth requires that we first obtain an expression giving the distribution of the 

buffer content as the function of the connections characteristics and the service rate. 

This expression must be inverted to determine the value of the service rate, which en­

sures an overflow probability smaller than e for the available buffer size x. This value is 

the effective bandwidth that should be allocated to the connections. The distribution of 

the buffer content can be derived using the method described in Section 6.2. However, 

the associated computational complexity is often not compatible with the real-time re­

quirements. This is because, even when the buffer content distribution can be explicitly 

derived, the resulting expression cannot be easily inverted to yield the effective band­

width as a function of other parameters. To solve this problem, approximations are used 

to get the effective bandwidth in [91] [20]. 

Here a different approach based on neural networks is proposed in the following. I t 

has been shown in [71] [70] that multilayer feedforward networks are capable of approx­

imating any measurable function to any desired degree of accuracy. To be specific, let 

p denote the number of input (source) nodes of an MLP, and let q denote the number of 

neurons in the output layer of the network. The input-output relationship of the net­

work defines a mapping from a p-dimensional Euclidean input space to a q'-dimensional 

Euclidean output space, which is infinitely continuously differentiable. The universal 

approximation theorem states that a single hidden layer is sufficient for a multilayer 

perceptron to compute a uniform e approximation to a given training set represented 

by the set of inputs xi,...,Xp to a desired (target) output y{xi, ...,Xp). This theorem 

provides the mathematical justification for the approximation of an arbitrary continuous 

function as opposed to the exact representation. 

We can represent the unknown complex function of the effective bandwidth as 

c = f{X,N,x,e) (6.4) 

where the parameters are as those defined previously. A three-layer feedforward neural 

network is used to model this relationship. We assume that e and x are fixed values. 

The inputs to this network are A and A'̂ , while the output is the effective bandwidth 

c. In this application, the neural network consists of 2 input neurons, 5 hidden neurons 

and 1 output neuron. The hidden and output neurons have nonlinear sigmoid activation 

functions. This multilayer perceptron is trained with the backpropagation algorithm. 

The desired outputs of the training samples are obtained as follows. 

To evaluate the effective bandwidth c, we solve the following equation: 

5 ( c ) - e = 0, NX/{1 + X) <c< N (6.5) 
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where p is a function that estimates the overflow probability derived from the analytical 

method. Actually, the function / in (6.4) is some kind of inverse of g. We can use some 

numerical methods (e.g., bisection method) to get the solution c of (6.5). The different 

N^s and A's, together with the corresponding different c's are used as a training set. 

When the off-line training is complete, the normalized effective bandwidth can be given 

as 

c = Af{X,N) (6.6) 

where Af is the output function of the neural network. The actual effective bandwidth 

C is Rc. From the above discussion, we can see that the multilayer perceptron is used 

as a powerful inverse modeling tool. 

6.3.2 Effect ive B a n d w i d t h for Heterogeneous Sources 

In the case of heterogeneous sources, the distribution of the content of a buffer, fed by the 

aggregate bit rate and served by a constant rate server, can also be determined. The pro­

cedure is very complex and essentially numerical in spite of the existence of the powerful 

simplification technique, i.e., the decomposition method. The distribution of the buffer 

content is completely determined from the values of the associated eigenvalues, eigen­

vectors, and corresponding coefficients. There are typically no explicit expressions for 

these quantities, which must then be determined numerically. Accordingly, the effective 

bandwidth corresponding to a set of multiplexed heterogeneous sources can be obtained 

using iterative numerical techniques. Such a procedure, although exact, is unfortunately 

not compatible with a dynamic and real-time environment. Alternative methods must 

be developed. In the following, we try to extend the result of Section 6.3.1 to the case 

of heterogeneous sources. 

Now consider the case of heterogeneous sources of k classes. The identical sources in 

class j are characterized by {Nj, 1/bj, l/aj,Rj), where Nj denotes the number of sources 

in class j, l/bj{l/aj) is the average duration in the ON(OFF) state for sources in class j 

and Rj is the constant transmission rate of each source in class j in the ON state. In the 

OFF state no data are transmitted. The buffer capacity is B and the desired overflow 

probability is e. From bj and Uj, we can get the corresponding Xj{j = 1,2, ...,k). 

To obtain the effective bandwidth for heterogeneous sources, we make the following 

approximation. The statistical multiplexing effect is taken into account among the iden­

tical sources in the same class, while it is ignored between different classes. The exact 

effective bandwidth for the sources in class j can be obtained via the neural network 

approach proposed in Section 6.3.1: 

Cj=RjM{Xj,Nj) (6.7) 
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Then the total effective bandwidth for all the sources is given by 

C = j2Cj (6.8) 

The major advantages of (6.8) are its computational simplicity and its flexibility. 

However, the linearity of (6.8) certainly simplifles the accounting of how bandwidth is 

allocated to connections and hence to some extent overestimates the effective bandwidth. 

This can be seen from the simulation results reported below. 

6.4 Numerical Results 

I n this section, we provide a number of numerical examples that check the accuracy of 

the neural network approach to estimate the effective bandwidth. Extensive simulations 

have been performed to obtain the neural network's data set, for both training and 

operation phases. The traffic situations are chosen randomly, with the restrictions N G 

{ 1 , 2 , 1 5 0 } and A G { 0 . 0 5 , 0 . 1 , 1 . 0 } . The multilayer perceptron is trained with an 

adaptive learning rate backpropagation algorithm. The learning rate is nominally set 

at 0.4(this is selected heuristically and then varied during the course of training). The 

momentum constant is chosen to be 0.1. The data are fed to the neural network until the 

convergence of the mean squared error is achieved. The rate of convergence is illustrated 

in Figure 6.2. I t shows a plot of the MSE vs the number of times a data set has been 

presented to the network. I t takes about 2400 iterations to reach an acceptable MSE 

level of 10~^. After training, the neural network can be used as an effective bandwidth 

estimator. Figure 6.3 shows the neural network's output c as a function of the inputs 

A'̂  and A. I t can be seen from the figure that the effective bandwidth is nonlinearly 

increasing as A'' or A increases. 

In the following figures we compare the results of exact analysis, the neural network 

approach and Guerin et al.'s approximation method [20]. We assume the source peak 

rate R = 1 Mb/s and the mean of the burst period 1/6 = 1 s. The mean of the inactive 

period is denoted by A~^ time units. The normalized buffer capacity is 10 and the buffer 

overflow probability is set to 10~^. According to the approximation method of Guerin 

et al. [20], the effective bandwidth for N sources is given by 

N 
c = - — ( a ( l - p ) - x + ^[a{l - p) - xf + Axap{l - p)) (6.9) 

2a( l - p) 

where a = ln(l /e) and p = A / ( l -I- A). Figure 6.4 shows, as a function of A, the 

effective bandwidth that needs to be allocated to 45 sources. The results illustrate 

that the flow approximation overestimates the required bandwidth especially at low 

loads (when A is small), while the output of the NN agrees remarkably well with the 
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Figure 6.3: The relationship between c and {N, A) 
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solid line: exact value, dashed line: approximation, dotted line: NN 

lambda 

Figure 6.4: Effective bandwidth for iV = 45 

exact value. We then fix A at 0.2 and let the number of sources A'̂  vary. This case 

is shown in Figure 6.5. I t is obvious that as N increases, the approximation method 

becomes more and more conservative since i t ignores the interaction between sources. 

On the other hand, the neural network produces accurate results over the whole range. 

Similar conclusions can be drawn from the results shown in Figure 6.6 and Figure 6.7. 

In our simulations, we have also found that during the on-line operation phase, the time 

required by the NN to compute the effective bandwidth is significantly less than that of 

the exact solution (several orders of magnitude improvement). The software simulations 

have verified the soundness of the use of NN approach for bandwidth estimation for 

A T M traffic and suggest that the real advantages of NNs can be fully utilised by future 

special-purpose hardware or neurocomputer implementations. 

As an example for admission control, we consider the following scenario. Let R — 

1,6 = 1, A = 0.1. The channel capacity is 7.273 and the buffer size is 10. Then we choose 

the maximal number of sources so that the buffer overflow probability e < 10"^. The 

exact analysis indicates that the above QOS is attained with A'' = 41 sources, while our 

neural estimation yields the same result. If, instead, we use the approximation (6.9), it 

turns out that the queue can accommodate only 22 sources. Hence, the neural network 

approach leads to much higher resource utilisation than the approximation one. 

Now consider the case of superposition of nonidentical sources. Here a simple example 

is given to illustrate the effectiveness of the NN approach. There are two source classes. 

The sources of both classes are ON/OFF with exponentially distributed ON and OFF 
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solid line: exact value, dashed line: approximation, dotted line: NN 

Figure 6.5: Effective bandwidth for A = 0.2 
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Figure 6.6: Effective bandwidth for A^ = 30 
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solid line: exact value, dashed line: approximation, dotted line: NN 

number of sources 

Figure 6.7: Effective bandwidth for A = 0.4 

periods. The source parameters are as follows: 

8 
E l = i?2 = 1,̂ 1 =62 = l , A i =0.1 ,A2 = 0.2,Ari = 2,N2 = 3 

The buffer size and the desired buffer overflow probability are the same as those in the 

previous examples. Thus the effective bandwith obtained by the neural network approach 

and the flow approximation are CN = 1.6003 and CA = 1.8242, respectively. Taking the 

above two bandwidth values as the channel capacity, we compare the resulting buffer 

overflow probabilties ejq and with the buffer size x = 10. This is done by using the 

decomposition method mentioned in Section 6.2. Then we have ê r = 4.013 x 10"^, ê i = 

1.411 X 10~^. As expected, the result of the neural approximation is closer to the desired 

QOS (10~^). Since the effective bandwidth obtained from the flow approximation is 

simply the sum of all the individual sources, it is a more conservative estimate, hence 

reducing the throughput of the network. However, as shown in the numerical example, 

this drawback can be improved by the NN estimation method in which the interaction 

between identical sources is taken into consideration. In the next two sections, we discuss 

some applications of the NN-based bandwidth estimation. 
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6.5 A Dynamic Time-Slice Scheme with Bandwidth Esti­
mation by NNs 

In this section, we apply the NN-based bandwidth estimation method to a bandwidth 

allocation scheme called dynamic time-shce. In [94], Sriram proposed A T M cefl mul­

tiplexing using a Dynamic Time-Shce (DTS) scheme which allocates and guarantees a 

required bandwidth for each traffic class and/or virtual circuit. The scheme is dynamic 

in that i t allows the different traffic classes or VCs to share the bandwidth with a soft 

boundary. Any bandwidth momentarily unused by a class or a VC is made available to 

the other traffic present in the multiplexer. The scheme guarantees a desired bandwidth 

to connections which require a flxed wide bandwidth. Although the DTS scheme has the 

above good features, it still has one major drawback: I t uses analytical and hence static 

traffic tables to provide the amount of bandwidth that is needed to multiplex a given 

number of calls in the queue for a particular call class. The traffic tables are updated 

only when new coding and compression methods are developed for voice, image and 

video. Therefore, this technique is not able to adapt gracefully to the time-varying na­

ture of traffic behaviour and network conditions, especially when new services axe being 

continually introduced after network design and installation. 

Here we propose a neural-network-based DTS(NN-DTS) method which uses neural 

networks to compute the required effective bandwidths of various traffic classes. Simula­

tion results reported above show that the neural estimation is accurate and fast and can 

lead to optimal use of network resources. This is especially useful for CBR conference 

video, VBR video and other real-time high-bandwidth CBR services. 

6.5.1 T h e N N - D T S Scheme 

The NN-DTS scheme is shown in Figure 6.8. Like the DTS scheme, NN-DTS also assigns 

a separate queue to each call type and services all the queues by cyclically visiting each 

queue and allocating a shce of time to i t . The time slice allocation to a queue would be 

proportional to the bandwidth required by that queue, which is estimated by the NN. 

For example, in Figure 6.8, 30 cells in a cycle of 450 cells are allocated to the voice queue 

to give 10 Mb/s (1/15-th of the link bandwidth) to all the voice calls collectively. Let Mc 

denote the maximum number of cells that can be transmitted in a DTS cycle. For the 

example in Figure 6.8, Mc = 450. Let k denote the number of queues(call types) in the 

NN-DTS conflguration at a particular instance. As k varies, the time-slice allocations, 

Ti,T2, ...,Tk, for the k queues, are also reassigned values to reflect the proportionate 

bandwidth requirements for all traffic classes. The units of the time-slices are in terms 

of the number of A T M cells. Though not illustrated in Figure 6.8, we assume that there 

is one queue at each link that is dedicated to the signalling traffic; we call i t queue 0. 
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Figure 6.8: An illustration of operation of the NN-DTS scheme 

Suppose that A; + 1 queues are to be set up with bandwidth requirements in the 

fractions of / o , / i , / A ; of the hnk bandwidth. I f the link service rate is C, then the 

fraction of bandwidth required by type i call, fi, is given by fi = CijC, where Ci is 

the actual bandwidth for type i call estimated by the NN. The time-slice parameters 

(To,Ti, ...,Tfc) are chosen such that the following relationships hold [94]: 

h = 0<i<k, (6.10) 

Y,Ti< Dc, {Dc 1 to 2 ms) 

(6.11) 

(6.12) 
i=0 

where Dc = MCT is the DTS service cycle time, Mc is the number of cells in a DTS service 

cycle as defined before, and r is the cell transmission time on the link. Note that (6.12) 

guarantees that the cell delays never exceed 1 or 2 ms for all CBR and VBR video calls. 

Since Dc is crucial in terms of maximum delay, the massive computational capability of 

NN makes it an ideal choice to provide faster response in reallocation of bandwidth. For 

more details of DTS servicing strategy and implementation considerations, see [94]. 

In the original DTS scheme, traffic tables are maintained for each call class to pro­

vide the amount of required bandwidth. This static method does not work well as the 

number of traffic classes grows or the statistical characteristics of traffic sources change 

dynamically. To cope with this problem, we can use the neural network approach de­

scribed previously to adaptively estimate the effective bandwidths of various call types. 

This method reflects the time-varying nature of traffic conditions and is fast enough to 

satisfy the stringent delay requirement. 
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6.6 Dynamic Routing with Effective Bandwidth Estima­

tion by NNs 

Consider the problem of routing in VP-based A T M networks. The network selects a path 

for the new connection, i.e., find a set of VPs to connect the source to the destination. 

Routing is closely related to call admission control, since the network accepts a call only 

i f i t can find a suitable path. The bandwidth requirement for calls, is first calculated 

at call setup with knowledge of the traffic characteristics, such as peak rate, mean 

silence duration and mean burst length. As we mentioned earlier, computation of exact 

values for effective bandwidth is extremely difficult and it is necessary to use asymptotic 

approximation techniques. However, because they ignore the statistical multiplexing 

effect of a large number of sources, such approximations can be very conservative and 

overestimate the real bandwidth by a large amount. Thus routing algorithms based on 

this bandwidth estimation may result in under-utilisation of network resources. Here we 

apply the NN-based bandwidth estimation method to the Least Loaded Routing(LLR) 

scheme. Numerical results show that the neural estimation is accurate and fast and can 

achieve much lower call blocking probabilities than the original LLR method. 

6.6.1 The Proposed Routing Algorithm 

Let's consider a network consisting of a set of nodes M , a set of hnks(or VPs) L, and a set 

of possible Origin-Destination(O-D) pairs W. Associated with each 0-D pair w,w £W, 

is a set of possible paths. We assume that for any link /(/ = 1, ...,L), its capacity is a 

fixed value C/. The traffic is modelled by homogeneous ON/OFF sources as described 

previously. Individual call requests arrive according to a Poisson process and the call 

holding times are exponentially distributed. 

The LLR algorithm is one of the most popular real-time adaptive routing schemes 

[95]. Here we modify the algorithm by using NNs to estimate the required bandwidths 

on any link. Since i t has been well recognized that i t wastes too much network resources 

to route calls over a path with more than two VPs [96], we restrict the choice of path to 

single-link(direct) and two-link(alternative) routes. Note that this restriction imposes no 

penalty on network cost in A T M networks. Suppose we want to establish a VC between 

an 0-D pair with a required end-to-end cell loss probability e. I f we route the call in 

a direct path, the cell loss probability should be less than or equal to e. However, i f a 

two-link alternative route is used, cell loss can occur at the either two VP input buffers 

along the route and thus the sum of the cell loss probabilities of the two VPs should 

not exceed e. Therefore, the individual cell loss probability in each VP could be taken 

as e/2. To this end, we employ two neural networks, A / D and A / A , for computing the 

effective bandwidths under the constraints of e and e/2 respectively. 
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The modified LLR algorithm is outlined in the following. Assume at the call arrival 

instant there are already Nf direct connections and Nf- alternative connections on link 

l{l = 1,...,!/). Taking the new connection into consideration, we define the residual 

capacity Cp of a path P by 

Cp = mm{Ci - RiAfDiN/", A) + MA{N{^ + 1, A))}. (6.13) 

Let 5 be the set of two-link alternative paths whose residual capacity is larger than or 

equal to 0, i.e., S = {P : Cp > 0}. Thus, for an incoming connection, 

1. first attempt to set up the connection along the direct link i f C; > R{MD{NP + 

1,\)+MA{N{',X)). 

2. I f there is not enough bandwidth to establish connection in the direct link, select 

a two-link alternative path with the largest residual bandwidth in 5. 

3. I f there are more than one such path, pick one randomly. 

4. I f the candidate set S is empty, block the call. 

6.6.2 Simulation Results 

We consider a fully connected and symmetric network which has M = 6 nodes. For each 

simulation the source peak rate R is 10 Mb/s, the mean burst duration 1/6 is 0.05 s, 

the mean silence duration 1/A is 4 time units and the required overflow probability e is 

set to 10~^. Each VP has capacity C; = 150 Mb/s. The mean call holding time is 10 s. 

In order to investigate the performance of the routing algorithms under a wide range of 

possible loading scenarios, the arrival rate of new connections to the network is varied. 

For comparison, we also consider the original LLR method in which effective bandwidths 

are computed using Guerin et al.'s approximation [20]. For each set of parameters the 

simulation is run for about 10^ VC arrivals to the system and the initial 10 % results 

are discarded to account for transient effects. 

In Figure 6.9 and Figure 6.10, we plot the call blocking probability as a function of 

the arrival rate for buffer sizes of 1.5 Mb and 5 Mb, respectively. I t is clear that the 

modified LLR (denoted by NN-LLR) performs better than the conventional LLR(denoted 

by LLR). We can compare the performance gain of the NN-LLR method over the LLR 

method by averaging over all the arrival rates we considered. The NN-LLR method 

accepts about 50% and 17% more calls than the LLR method for the buffer sizes of 

1.5 Mb and 5 Mb, respectively. We also note that as the buffer size increases, the gain 

of NN-LLR over the LLR method decreases. This is not surprising since the effective 

bandwidth approximation employed in the LLR method approaches optimality as the 

buffer size tends toward infinity. 
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Figure 6.9: Call blocking probabihty vs. call arrival rate, 1.5 Mb buffer. Solid fine: 
NN-LLR; dotted line: LLR 
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Figure 6.10: Call blocking probability vs. call arrival rate, 5 Mb buffer. Solid line: 
NN-LLR; dotted line: LLR 
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6.7 Summary 

In this chapter a novel neural network approach for effective bandwidth estimation is 

presented. I t is accurate enough for applications to connection admission control, band­

width management and dynamic routing schemes. This is justified by the fact that 

multilayer feedforward networks are a class of universal approximators and suitable for 

nonlinear regression. In the mean time, the neural network approach can meet the real­

time requirements of A T M networks due to its high computation rate. Simulations show 

that the results of our method are very close to those of the exact stochastic fiuid model. 

As mentioned previously, i t is crucial that QOS or bandwidth estimation mechanisms 

should provide accurate and timely information to the CAC function. One of the main 

hmitations of the NN approach to bandwidth estimation lies in obtaining the training 

data. The data can be collected from the solution of an existing analytical model or by 

running extensive simulations. This either involves very long computation time(off-line) 

or may be restricted to a specific traffic model, which needs further improvement. On 

the other hand, when we consider more realistic traffic instead of traffic generated by 

a parametric model, the architecture of the neural network becomes very complicated 

and its training is not a trivial task. Due to the above limitations, in the following 

chapters, we try to seek other options for performing call admission control to satisfy 

both accuracy and efficiency requirements. These methods make some modifications to 

the original effective bandwidth approximation and are shown to be more accurate for 

use in CAC. 
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Chapter 7 

A Novel Effective Bandwidth 
Approach to C A C 

7.1 Introduction 

In A T M networks, connection admission control can be regarded as the most important 

of the preventive control functions which aim at restraining congestion in the network 

nodes. CAC is defined as a set of actions taken by the network during the call setup or 

a call renegotiation phase to establish a connection without degrading network perfor­

mance. At connection setup, a route through the network is selected. Then, the QOS 

of each affected link is estimated, taking the effect of the new connection into consid­

eration. The connection request is accepted i f each link can offer sufficient QOS to all 

connections. According to [76], admission control methods must address three major 

issues: 

• What parameters are needed to accurately describe the traffic generated by a con­

nection? The parameters that are used to describe a connection must be complete 

enough to allow the admission control method to accurately predict the effect 

of the newly admitted connection on network performance. However, the set of 

parameters should be as small as possible in order to limit the computational com­

plexity, latency and other resources needed for CAC. I t is also crucial to provide 

an accurate characterization of a connection's burstiness. 

• How does CAC decide whether or not admit a new connection? The network 

must guarantee some QOS level to each connection that i t admits. The two most 

important QOS measures are cell delay and cell loss probability. Both are closely 

related to the level of network congestion. In this chapter we focus only on the 

cell loss probability assuming that delay requirements can be met by restricting 

the buffer size. 

86 



Source 1 

m, V, a, X of Two-state Effective 
the aggregate — » • MMPP bandwidth 
traffic parameters 

Source N 

Figure 7.1: The proposed method for estimating effective bandwidth of the aggregate 
traffic 

• How does the network performance depend on the traffic parameters? The network 

performance should be a function of the traffic parameters that are chosen to 

characterize each connection. 

Many CAC schemes have been proposed, as reviewed in previous chapters. They vary 

widely in terms of computational complexity, computational accuracy, traffic models and 

parameters, memory usage, and in other ways. 

Typical CAC methods employs the concept of effective bandwidth. The use of ef­

fective bandwidth simplifies the CAC procedure by estimating the total bandwidth of 

the aggregate traffic (including the new connection). The new call is accepted only if the 

updated total effective bandwidth is less than the link capacity. In the last chapter, we 

describe a CAC approach which uses NNs for effective bandwidth estimation. However, 

in this chapter, we attack the problem from a different angle. Considering statistical 

multiplexing between traffic sources, we directly calculate the effective bandwidth of the 

aggregate traffic rather than summing up individual bandwidths, hence overcoming the 

drawback of conventional methods. The aggregate arrival traffic is characterized by four 

appropriately selected parameters and then accurately modelled by a two-state Markov 

Modulated Poisson Process(MMPP) via matching four important statistics. I f the buffer 

size is large, admission control can be achieved by computing the effective bandwidth of 

the two-state MMPP. Figure 7.1 shows a block diagram of the proposed method. Simu­

lation tests show that our approach is simple and results in higher utilisation compared 

wi th conventional methods. 

7.2 The IVIodel 

For traffic control mechanisms, we must define a unique set of parameters which can 

describe a wide range of service characteristics. Here we adopt the four parameters 

given in [97] because they can be easily evaluated and monitored by traffic control 
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Figure 7.2: A two-state MMPP model 

units. They are: the mean arrival rate m, the peak-to-mean ratio a, the autocovariance 

time coefficient r , and the variance v. Parameters m, a, r, v are all connected with the 

burstiness of the source, especially a describing the peak rate, and r being related to the 

burst length. Parameter v governs the probability distribution of a source rate with fixed 

m and a. As an example, we consider the case for an ON/OFF source. As described 

previously, an ON/OFF source model turns ON with an exponential rate A and OFF 

wi th a rate In the ON state, the model generates cells at a constant rate r, and in 

the OFF state no cells are generated. Then we have 

m = r\/{X + i^), V = m{r -m), r = ( A - | - / f ) " \ a = {X + fi)/X (7.1) 

The aggregate traffic from A'' independent sources can also be represented by the 

four parameters m,a,T,v. The relationship between the aggregate traffic parameters 

and the individual ones are: 

N N N N 

ma = Y^mi, Va = Y^V^, Ta = Y^ViTilVa, tta = ^i^^i / ^o. (7.2) 
i=l i=l i=l i=l 

From the above equation, we observe that all these statistics are of direct incremental 

or additive nature, which is important since connection requests arrive sequentially. 

Next we approximate the aggregate traffic by a two-state MMPP because of its 

versatility and simplicity. The MMPP is a doubly stochastic Poisson process where the 

two states of a continuous-time Markov chain correspond to two Poisson processes. An 

MMPP model can be completely characterized by four parameters, Ri,R2,(pi and (p2, 

as shown in Figure 7.2. Parameter Rj,j = 1,2, is the mean rate of a Poisson process 

in state j, and the state duration time at each state has an exponential distribution 

with mean cpj^. The MMPP models can accurately characterize the aggregate arrival 

process because a large number of statistics can be matched and the correlation among 

the arrival rates can be captured over large time intervals. In [67], Heffes and Lucantoni 

use an MMPP to successfully model average delay of voice packets through an infinite 

buffer multiplexer. In [88], different sets of MMPP parameters are used to model the 

superposition of ON/OFF sources and packet loss in finite-buffered multiplexers. I t has 



buffer srze 

Figure 7.3: Cell loss probabihty vs. buffer size with traffic intensity = 0.6,?; = 0.1, T = 
10.0, a = 5.0 

been shown that the approaches based on MMPPs are many orders of magnitude better 

than modeling the superimposed sources simply as a Poisson process. 

In [67], Heffes and Lucantoni introduce a scheme to determine the MMPP parameters 

by matching them to the statistical moments of real traffic. However, the resulting 

MMPP model turns out to underestimate the queueing performance when the arrival 

traffic consists of bursty sources with high peak rate such as compressed video. So 

in [97], a new scheme is proposed to evaluate the MMPP parameters based on the four 

traffic parameters of the aggregate traffic, i.e., rria, Va, Ta and The MMPP parameters 

Rj^fjU = 1>2) are given by: 

R l = m a + ^JOiaVa, R2 = rUa - l / w a / t t a , = q/Ta, ¥?2 = (1 - q)/Ta (7.3) 

where q = aa / ( l + a^). The simulation results in [97] show that the performance of the 

proposed model appears as good as the Heffes and Lucantoni's one for the multiplexed 

voice sources, and is much better for the integrated sources including video signals. 

Therefore, the MMPP model derived by this approach is a more suitable model for the 

integrated traffic of BISDN. 

Given the above MMPP model as the input process, let's consider an A T M statis­

tical multiplexer with deterministic service rate and finite capacity. Hence, this multi­

plexer can be modeled as an M M P P / D / l / K queue. The details of the analysis of the 

M M P P / D / l / K queue are given in Appendix C, which leads to the evaluation of the cell 
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Figure 7.4: Cell loss probability vs. traffic intensity for different values of variance, with 
a = 2.0, T = 10.0 

loss probability. The effect of buffer size on the cell loss probability is shown in Figure 

7.3. I t is observed, as expected, that the cell loss probability is inversely proportional to 

buffer size. In Figure 7.4, Figure 7.5 and Figure 7.6, we show the cell loss probabilities 

as a function of traffic intensity. A buffer with finite capacity K of 32 cells is selected. 

We can observe that the traffic parameters a and r have a strong infiuence on the 

queueing behaviour. 

7.3 The Proposed C A C Scheme 

Although the above model gives elegant formulas for computing cell loss probabihty 

in the M M P P / D / l / K queue, the apphcability of this method seems limited to off-line 

buffer dimensioning (due to its computational complexity) rather than on-line perfor­

mance evaluation( e.g., in CAC for determining i f a specified QOS can be satisfied). 

Actually, in order to use the analytical result of the M M P P / D / l / K queue, the authors 

of [97] employ the effective bandwidth concept along with table-lookup procedure to 

perform CAC. The problem with this approach is that a huge table has to be main­

tained and it is not flexible enough to accommodate new services and possible network 

changes. I t also becomes computationally infeasible for large buffer sizes. Therefore, 

in this section, we propose a novel effective bandwidth approach to perform real-time 

CAC. 

The effective bandwidth of a time-varying source is the minimum amount of band-
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Figure 7.5: Cell loss probabiUty vs. traffic intensity for different values of peak-to-mean 
ratio, wi th v = 0.1, r = 10.0 
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Figure 7.6: Cell loss probability vs. traffic intensity for different values of autocovariance 
time coefficient, with v = 0.1, a = 2.0 
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Figure 7.7: Effective bandwidth vs. buffer size 

width required to satisfy its QOS. The call admission problem is then solved by checking 

whether the effective bandwidth of the aggregate user population, including the new 

user, exceeds the service capacity. This value should be easily computable so that on­

line computations may be carried out. Note that the notion of effective bandwidth is 

based on large deviations asymptotics for the tail probabilities of large buffer queues, 

which wi l l be discussed in detail in the next chapter. Here we take the buffer overflow 

probability in an infinite buffer as an approximation to the cell loss ratio(QOS) in a 

finite buffer. For a very small overffow probability of e and a large buffer size of B, we 

define 0 as 9 = - log{e)/B. Then the effective bandwidth e of the two-state MMPP can 

be calculated as [98] 

where a(0) = (p i+ (p2 - ( e^ - l ) ( i ? i+ i ?2 ) and b{e) = {e^-l)^RiR2-ie^-l){cpiR2+cp2Ri)-

Figure 7.7 shows the effective bandwidth for 10 video sources(whose model will be 

described below) versus buffer size, with e = 10~^. I t is clear that effective bandwidth 

is a monotonically decreasing function of buffer size. Figure 7.8 shows the effective 

bandwidth per video source versus the number of multiplexed sources. In this case, 

e = 10~^ and the buffer size is 5 Mb. In the figure we include both our novel effective 

bandwidth calculation method and a conventional one proposed by Guerin et al. [20], 

which simply sums up individual effective bandwidths to estimate the total bandwidth 

required by the aggregate traffic. Obviously, statistical multiplexing gain is achieved in 
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Figure 7.8: Effective bandwidth per source vs. number of multiplexed somces 

the proposed method. 

The proposed CAC scheme is summarized as follows. We represent the aggregate 

traffic (including the new call request) using four parameters, m, u, a, and r . Then 

we obtain a two-state MMPP via matching the four parameters. Finally the effective 

bandwidth of the two-state MMPP is calculated according to (7.4). The new call is 

admitted i f and only i f the total effective bandwidth of all calls is less than the link 

capacity. 

7.4 Simulation Results 

We have compared the efficiency of our approach with three other methods, i.e., peak 

rate allocation, Gaussian approximation and sum of individual effective bandwidths. 

The peak rate allocation scheme is the simplest one and it accepts or rejects calls on the 

basis of their peak bit rates. In this scheme, the QOS is always guaranteed because the 

aggregate bit rate wi l l never exceed the link rate of the system. However, i t leads to low 

utilisation of network resources. The Gaussian approximation of the required bandwidth 

is based on the assumption that the distribution of the stationary bit rate is Gaussian 

and is given by [20]: 

Cg = ma + /3aa (7.5) 

where iria and cja represent the mean and standard deviation of the total arrival rate, 

respectively, and /? = V'-21og(e) - log(27r). For N fluid flow ON/OFF sources, the sum 

93 



M^i (M-l)?i X 

Figure 7.9: State transition diagram of the birth-death process 

of individual effective bandwidths is defined as [20]: 

N ^ N 

= E = 2^ E(-̂ ^ - + + y J i \ + f^i~Ori)^ + ^OXiri) (7.6) 
i = l i = l 

where 1/Xi and l/m are the mean OFF and ON periods of source i, respectively, and r j 
is the corresponding peak rate. 

We consider a single server queue (equivalent to an A T M link) with a deterministic 

service rate of 150 Mb/s. The buffer size is taken to be 5 Mb and the desired overflow 

probability is set at 10~^. Two types of traffic sources are used. The first type represents 

a model for voice calls and the second for video telephony. A voice source can be 

characterized by the ON/OFF model we mentioned earlier [88]. In [75], Maglaris et al. 

consider the problem of modelling videotelephone scenes with a uniform activity level, 

e.g., showing a person talking. In their model, the arrival rate r{t) is quantized into 

finite discrete levels. Transitions between levels are assumed to occur with exponential 

transition rates that may depend on the current level. Thus, the rate variations over 

time are approximated by a continuous-time process with discrete jumps at random 

Poisson times. This model is a discrete finite-state, continuous-time Markov process. Its 

state space is the set of the quantized levels up to a maximum level. This model is used 

in [75] to analyze the statistical multiplexer queue as a fluid flow reservoir that is filled 

from N variable rate sources each with rate r{t). 

I t has been shown a birth-death Markov model as shown in Figure 7.9 will accurately 

describe the aggregate video source bit rate. The rate r;^{t) of the process in Figure 7.9 

represents the quantized level of the aggregate bit rate of A'̂  sources. We assume uniform 

quantization step A bits/pixel, and M + I possible levels, {0,^4, ...,MA}. I t is easy to 

see that the rate rj^{t) can be thought of as the aggregate rate from M independent 

minisources, each alternating between transmitting 0 bits/pixel (the OFF state) and A 

bits/pixel (the ON state) according to a Bernoulli distribution. A minisource turns ON 

with exponential rate A and OFF with rate /Li. Thus this model is almost the same as that 

used in analyzing statistical multiplexing of M voice sources. The quantization step, the 

number of states, and the transition rates can be tuned to fit the mean, variance and 
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Traffic source M A(l/s) A/(l/s) r(Mb/s) 
voice 1 1/0.65 1/0.352 0.064 
video 10 1.3078 2.5922 1.163 

Table 7.1: Model parameters of ON/OFF sources 

Proposed 
scheme 

Gaussian 
approximation 

Sum of individual 
effective bandwidths 

Peak rate 
allocation 

0.90 0.81 0.82 0.34 

Table 7.2: Comparison of utilisation 

autocovariance function of the measured data. The results are: 

M 

\ = 3.9-11 

(7.7) 

(7.8) 

(7.9) 

where E{rN) and CAr(O) are the average and the variance of the aggregate arrival process 

from iV identical and independent sources. They are given by E{r{^) = 0.52N bits/pixel 

and CAr(O) = 0.0536A''(bits/pixel)^, respectively. Since there are about 250000 pixels per 

frame and 30 frames/s, 1 bit/pixel corresponds to 7.5 Mbits/s. The number of states M 

is set to be lOA''. I t is found that this value of M yields reasonable results that are close 

to the measured data. 

The parameter values used for simulation are summarized in Table 7.1. In the table, 

we denote by M the number of ON/OFF sources required for characterizing one traffic 

source. 

In Figure 7.10, we plot the acceptable numbers of voice sources and video sources. I t 

is clear that the proposed approach can accept more calls than other methods, while all 

cases meet the QOS requirement. This is because the Gaussian approximation assumes 

zero buffer and the conventional effective bandwidth approach ignores the statistical 

multiplexing effect between multiple sources. As expected, the peak rate allocation 

yields the poorest performance. Table 7.2 compares different utilisations obtained by 

four CAC schemes. We see that our CAC method can increase revenues by at least 10% 

over the other schemes. 
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Figure 7.10: Comparison of acceptable number of sources by different CAC approaches. 
Solid line: proposed scheme; dashed line: Gaussian approximation; dotted line: sum of 
individual effective bandwidths; circled line: peak rate allocation 

7.5 Summary 

The CAC scheme proposed in this chapter is based on the concept of effective bandwidth. 

In contrast to conventional methods, we model the aggregate traffic from heterogeneous 

sources as a two-state MMPP by a novel matching technique and then estimate the 

required bandwidth. Since this approach takes the statistical multiplexing effect into 

account, it can lead to higher resource utilisation. 

The theory of effective bandwidth is an active area of research and is being applied to 

the design, simulation and analysis of high-speed ATM networks. In the next chapter, we 

address this topic and related issues in more detail. We use the theory of large deviations 

to provide a unified description of effective bandwidths for various traffic sources and 

the associated A T M multiplexer queueing performance approximations, illustrating their 

strengths and limitations. On the basis of this discussion, we propose a more accurate 

estimation method for A T M QOS parameters, which is a refinement of the original 

effective bandwidth approximation. 
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Chapter 8 

Fast and Accurate Estimation of 
A T M QOS Parameters 

8.1 Introduction 

The success of the future BISDN depends heavily on the ability to perform statistical 

multiplexing of VBR video, voice and data traffic. To make such a multiplexing scheme 

feasible, i t is necessary to study traffic control procedures enabling the network to meet 

various quality of service constraints defined for different services. The design of such 

traffic controls relies on a sound understanding of the way network performance is related 

to the characteristics of the offered traffic streams and network capacities. 

Except for very simple source models( e.g., Poisson or Markov modulated process 

with few states), i t is difficult to analyze the QOS parameters in an ATM multiplexer 

exactly. The difficulty is due to the complexity of the large state space when the number 

of sources or the buffer size is large. On the other hand, using simulation modelhng 

techniques to obtain QOS values often involves unacceptably long computer run time. 

Therefore people turn to asymptotic analyses. Recently there has been a flood of li t­

erature on the tail behaviour of the queue length distribution using the theory of large 

deviations. One of the most important results is that G{B) = PT{Q > B) ^ e~^'^, 

where Q represents the stationary buffer occupancy and G{B) is the overflow probabil­

ity of a buffer of size B. This result leads to the notion of effective bandwidth, which is 

a prevailing technique in A T M traffic modeling and control. In [99], it is argued that for 

the purposes of estimating QOS parameters(e.g., ceH loss ratio and mean cell delay), it 

is enough to know the large deviation rate function of the A T M traffic stream; the mod­

eling procedure can be by-passed i f we can estimate the rate function directly. Actually, 

the large deviation rate function is the same kind of mathematical object as the well 

known entropy function in equilibrium thermodynamics. Some preliminary experiments 

have also been conducted on a real network to verify the above statement [100]. In [101], 
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a general logari thmic equivalent is given for the stationary complementary d is t r ibut ion 

f u n c t i o n of a f l u i d queue fed by a large number of O N / O F F sources. Another approach 

based on large deviations for empirical distr ibutions of Markov chains is devised by Cour-

coubetis et al . [102] to estimate the loss probabihty i n switch buffers. I n [103], DufBeld 

and O'Connel l obtain more general results which can be applied to t raff ic streams w i t h 

long range dependence, or self-similar structure. 

A l though the C A C algor i thm based on effective bandwidths is simple and fast, i t 

ignores the effect of statistical mul t ip lexing of large numbers of sources and hence i t is 

a too conservative approach resulting i n under-utihsation of network resources. I n the 

previous chapter we consider a modif ied effective bandwidth method for CAC, which is 

based on the mapping of heterogeneous traffic to a two-state M M P P . I n this chapter, 

firstly, we investigate the effective bandwidth method f r o m a more general point of view 

using large deviations techniques. Secondly, we propose a more accurate approximation 

for A T M mult iplexer queueing performance. We demonstrate how fast and accurate 

estimates of QOS parameters can be obtained for an A T M multiplexer queueing model 

fed by heterogeneous Markovian traff ic sources. We achieve this by constructing a simple 

approximat ion of the buffer overflow probabil i ty: Pr{Q > B) ^ De~^'^, where 9* is the 

asymptotic decay, rate of the t a i l of the dis t r ibut ion, and J? is a prefactor obtained f r o m 

the Bahadur-Rao theorem. Upper bounds on other QOS parameters, such as cell loss 

rat io, mean cell delay and cell delay variance, can a l l be derived f r o m this estimate. I t 

has been shown that this approximation is much more accurate than the pure effective 

bandwid th one Pr((5 > B) e~^*^. One at t ract ion of the proposed method is that 

the speed of computat ion of D and 6* is independent of the size of the system. Even 

for large scale systems the t ime required to compute D and 9* is t r i v i a l compared to 

the conventional simulations or theoretical analyses. Thus our analytical techniques can 

be implemented fast enough for real-time administrat ion of admission control i n A T M 

networks. Some numerical results are presented to ver ify the accuracy of the proposed 

approach. A br ief in t roduct ion to the theory of large deviations is given i n Appendix D. 

8.2 The Effective Bandwidth Approximation 

I n A T M networks, since different classes of traff ic usually require different grade of ser­

vice, a challenging problem is to design schemes that integrate these different classes of 

t raf f ic efficiently. I n order for streams to share resources one must guard against traff ic 

fluctuations by inserting buffers. To ease the task of managing such a network i t is 

desirable to obta in a circuit-switched model for which relatively simple call admission, 

rout ing , and network planning algorithms are available. One of the most interesting 

approaches i n dealing w i t h this problem is the recently developed theory of effective 

bandwid th . Briefly, i t has been noted that i t is possible to associate an easily calcu-
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lated quant i ty w i t h each source of data, referred to as the effective bandwid th of that 

source, that captures the behaviour of the t a i l of the response t ime at a multiplexer. The 

call admission problem is then solved by checking whether the effective bandwidth of 

the aggregate user populat ion, including the new user, exceeds the service capacity. I n 

[104], Ke l ly discusses effective bandwidths for bo th M / G I / 1 and D / G I / 1 queues subject 

to either mean delay or t a i l constraints. I n [92], Gibbens and Hunt consider heteroge­

neous O N / O F F f l u i d sources which alternate between exponentially distr ibuted periods 

of transmission at the peak rate and quiescence. Guerin et al. [20] independently obtain 

similar results through ins ight fu l heuristics. The general framework of the theory, includ­

ing the computat ion(or approximation) of the effective bandwidth for Markov processes 

and other general processes and the associated calculus, is carried out i n [105] [98] [91] 

[106] (For a historical review, see [106]). Tse et al. [107] study effective bandwidths for 

mul t ip le time-scale Markov streams using large deviations theory. Further development 

o f the theory for t raf f ic filtering, resource management, fast s imulation of A T M intree 

networks and other appHcations can be found in [108] [109] [110], among many others. 

8.2.1 G e n e r a l Effect ive Bandwidths 

Now we use the theory of large deviations to provide a brief overview of effective band-

widths for A T M networks. The large deviations approach used is a unified framework 

to handle buffer sources modeled in different ways. Also we w i l l show that there is an 

in t imate connection between the behaviour of probabihtes of queue lengths and effective 

bandwid th . Consider an A T M multiplexer w i t h constant service rate C and inf ini te 

buffer capacity ^. Let a[t) and q{t) be the number of cells arr iv ing at t ime t and the 

number of cells i n the queue at t ime t respectively. Under a work-conserving policy, we 

have the fol lowing Lindley's equation: 

q{t+l) = {q{t)+a{t+l)-C)"' (8.1) 

where {x)'^ = max(0, x ) . For a high-speed A T M network, the uni t of t ime is small, 

e.g., i n the order of microseconds or smaller. Thus, i f we view the arrival process as 

a continuous fluid flow w i t h a rate process a ( f ) , we can approximate the discrete-time 

equation (8.1) by a continuous-time version: 

dq{t)/dt = < . (8.2) 
I 0, otherwise 

^The overflow probability PT{Q > B) in an infinite buflFer queueing system is often used to approxi­
mate the loss probability in the corresponding finite buffer system with buffer size B. 
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We can then assume that the source behaves as a constant rate fluid w i t h rate a for a 

per iod of t ime t w i t h probabi l i ty density func t ion / ( a ; t). Thus, 

Pr (g ( i ) >x)= [ f{a;t)da (8.3) 
J{a-C)+t>x 

Let A{ti,t2) = Yli=tl «(*) be the number of arrivals i n [ti,t2). Assume that A{0,t) 

satisfies the conditions of the Gartner-Ellis theorem [111]. Tha t is, assume that the 

asymptotic log moment generating func t ion of A{0,t), 

A{9) = lim J log Ee^^(°'*) (8.4) 

exists for a l l real 9, and that A(^ ) is differentiable and convex. The Legendre transform 

of A{9) is given by 

A*ia)=supi9a-A{9)) (8.5) 
e 

Since A and A* are convex conjugates or Legendre t ransform pair, A(^ ) = sup^{9a-

A * ( Q ! ) ) . I t then follows f r o m the different iabi l i ty of A and A* that 

A*{A'{9)) = 9A'{9)-A{9) (8.6) 

A ( A * ' ( a ) ) = aA*'{a) - A*(a) (8.7) 

I n thermodynamics, A{9) and A* (a) are called the "energy" func t ion and the "entropy" 

func t ion respectively. I n view of the Legendre t ransform and the fact that A(0) = 0, 

A*(a ) is nonnegative, and s t r ic t ly convex, and i t has a global m i n i m u m at ao = A'(0) 

such tha t A*(ao) = 0. Actua l ly ao is the mean rate of the source. 

I t can be shown that f{a;t) has the f o r m of Gibb's d is t r ibut ion [112]: 

/ ( a ; i ) ^ e - * ^ * ( « ) (8.8) 

So 
Fr{q{t) >x)^ f e-*^'(")da (8.9) 

J{a-C)+t>x 

I f we fur ther assume that {q{t),t > 0} converges in d is t r ibut ion to a finite random 

variable Q = q{oo), then sup^Pr(g(t) > a;) = Pr((3 > x). A f t e r some manipulations, we 

have 

P r (Q > x ) ^ exp{-x i n f j ^ ^ ) (8-10) 

From the def in i t ion of A*(a) (8.5), A*{a)/{a - C) > {9a - A{9))/{a - C). I f 9* is a 

solut ion of A{9)/9 = C, then 

i n f ^ > 9* (8.11) 
a>C a - C ~ 
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Also, i f the solution of A{9)/9 = C is unique, then i t follows f r o m (8.6) that 

A*{A'{9*)) = 9*A'{9*) - Ai9*) = 9*A'{9*) - C9* (8.12) 

Notice that A ' (^* ) > C. So the bound in (8.11) is achieved when a = A'{9*) and we 

have 

PT{Q >X)^ exp{-9*x) (8.13) 

Since C is the capacity of a l ink or a switch, the func t ion 

e{9) = A{9)ie (8.14) 

is called the effective bandwid th func t ion of the arrival process subject to the condit ion 

tha t the t a i l d i s t r ibu t ion of the queue length has the decay rate 9. The effective band­

w i d t h is a nondecreasing func t ion i n 9, w i t h the mean rate of the source e(0) and the 

peak rate being e(cso). 

The above discussion can be extended to the case of multiclass t raff ic sources, i n 

which the arr ival stream consists of J types of traffic, w i t h Nj sources of type a l l 

having a Markovian statistical nature. Let Aj{Q,t) denote the number of arrivals f r o m 

each type j stream over the t ime interval [0, t). Assume tha t the asymptotic log moment 

generating func t ion of ^ j (0, t), 

Aj(9) = \im ^ log Ee^^J (8.15) 

o 

exists for a l l real 9, and that Aj{9) is differentiable and convex. Assuming the steady 

state queue length is Q, then, by large deviations theory, we have (For f u l l proof, see 

[105] [98]): 

Pv{Q> B)^exp{-9*B), (8.16) 

where 6* is the unique positive solution of Y.j^j NjAj{9)/9 = C. I n a more rigorous 

way, the fo l lowing result holds: 

V NjAj{9)/9 < C, ̂  l i m ^ logPr(0 > B) < -9. 

8.2.2 Effect ive Bandwidths for Markov ian Sources 

We now give expressions for the effective bandwidths for some popular Markov sources 

used to characterize bursty A T M traff ic . These formulas w i l l be used later i n this chapter. 
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Discrete-Time Markov Sources 

Let Zt be a discrete-time, finite state, irreducible, stationary Markov chain w i t h state 

space <S = { 1 , 2 , m } , and let P be its t ransi t ion matr ix , i.e., is the transi t ion 

probabi l i ty f r o m state i to state j. The arrival stream Xt is modulated by the Markov 

chain Z j , such that the d is t r ibu t ion of Xt at t ime t depends only on the source state Zt 

at t ime i , and given a realization of the chain Z j , the X( ' s are independent. Clearly, Xt 

is stat ionary since Zt is stationary. The source state Zt can be thought of as modeling 

the burstiness of the stream at t ime t\ the Markov structure models the correlation in 

the cell arr ival statistics over t ime. For stability, we assume that the average number of 

cells a r r iv ing per t ime slot is less than the channel capacity. 

Let 5i(0) = E(exp(^Xt) |Z4 = %) be the moment generating func t ion (which we assume 

to exist and be differentiable for a l l 9) of the conditional d is t r ibut ion of Xt given the 

source state Zt = i- Consider the ma t r ix A ( ^ ) whose entries are a j j = Pi,jgi{9),i,j G <S. 

Since the given chain is irreducible, the mat r ix A ( ^ ) is also irreducible for any 9. By the 

Perron-Frobenius theorem [113], the mat r ix A ( ^ ) has a largest positive simple eigenvalue 

p ( A ) (the spectral radius of A ( ^ ) ) . Chang [105] has shown by using a backward equation 

approach that the asymptotic log moment generating func t ion of the arrival process is 

equal to the log spectral radius func t ion of A ( 0 ) , i.e., A{9) = log/9(A). A{9) is convex and 

differentiable for a l l real 9, and A(0) = 0, A'(0) = E{Xi). Then the effective bandwidth 

is given by 

e{9)^A{9)/9 = ^log{p{A)) (8.17) 

Consider the fol lowing special case that when Zt = i ai a particular t ime uni t , a 

constant number(i?i) of cells are produced i n that t ime uni t . Then 

e W = ^ log (p (e^^P) ) (8.18) 

where R = diag( i? i , i ? 2 , -Rm)- For a Binary Markov Source(BMS) used i n [114] as the 

voice model, the Markov chain is of the two-state type(m=2) and P is given by 

P = 
1 — a a 

d l - d 
(8.19) 

where a is the probabi l i ty of t ransi t ion f r o m state 1 to state 2 and d is the probabil i ty of 

the inverse t ransi t ion. Thus the probabi l i ty that the source is i n state 2 is p = a/(a- |-d). 

For bursty (positively correlated) sources, a + d < 1. Then by direct calculation, we have 

e{e) = I \og{~{a{9) + ^a^9)-Ab{9))), (8.20) 

where a{9) = (1 - a)e^^i + {1- d)e^^' and b{9) = e« (^ i+^2) ( i - a - d ) . Note that (8.20) 
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is the same as equation 13 i n [114], which was obtained by a spectral decomposition 

method. 

Markov Modulated Fluids 

A m o n g a large number of modell ing approaches discussed i n the literature, the fluid ap­

prox imat ion provides a useful tool for investigating A T M multiplexer congestion occuring 

at the so-called burst t ime scale. The act ivi ty of each source can then be represented by 

its instantaneous b i t rate and the queue is seen as a reservoir fed by the fluid input of the 

sources and emptied w i t h constant output rate. Consider a single Markov fluid process 

w i t h finite state space <S = { 1 , 2 , . . . , m } and irreducible inf ini tesimal generator Q. Let 

R = d iag( i? i , i ? 2 , •••,Rm), where Ri denotes the rate at which traff ic is generated when 

the source is i n state i € S. B y an argument similar to that for discrete-time Markov 

sources, 

(8.21) e{9) = -r{Cl + 9R) 

where r ( F ) is the largest real eigenvalue of the mat r ix F . This result is the same as that 

i n [91]. 

I f the Markov fluid considered is of the two-state type(m = 2), then i t can be 

characterized by four parameters A , / i , i ? i and R2, i.e.. 

- A A 
, R = 

Ri 0 
, R = 

II - j j . 0 i ? 2 
(8.22) 

Obviously, p = X/{X + jj,) is the stationary probabil i ty that the source is i n state 2. 

B y direct calculation, we have 

e{9) = + ^/aH9)-4b{9)) (8.23) 

where a{9) = A + ^ - 9{Ri + R2) and b{9) = 9'^RiR2 - 9{\R2 + ^ i ^ i ) . Moreover, A*{a) 

can be derived through the Legendre t ransform as follows: 

^ * ( " ) = ^ ^ ( \ / ^ ( ^ 2 - « ) - ^ M ( a - R i ) ? 
R2-R1 

The solution of A{9)/9 = C, 9*{C), is given by 

(X + fJ,)iC - Ray) 

(8.24) 

9*{C) = (8.25) 
( C - i ? i ) ( i ? 2 - C ) 

where Rav = ^ ' ^ ' f f ^- Note that (8.25) is consistent w i t h the well known result i n [85] 

I n Figure 8.1, Figure 8.2 and Figure 8.3, we plot the functions A{9) - C9,e{9) and 
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Figure 8.1: The func t ion A(6') - C9 vs. 9 

A*(a) respectively for a two-state Markov fluid w i t h A = 0 . 4 , = l , i ? i = 0, i ? 2 = 1-0 

served by an ou tpu t channel w i t h rate C = 0.41665. For this Markov fluid, the average 

rate Rav = 0.2857 and the asymptotic decay rate 9* = 0.754. One can see that e{9),0 < 

9 < oo,is increasing i n 9 and ranges between its average rate and its peak ra te( i?2 = 1-0). 

The func t ion f{9) = A{9) - C9 is convex and its derivative at 0 = 0 is negative( which 

means tha t the average rate is less than the l ink capacity). Its derivative as ^ ^ oo 

is ( i ?2 — C) and is positive. These properties ensure that the equation f{9) = 0 has 

a unique positive solution 9*. The functions A(^ ) and A* [a) are convex conjugates. 

The m i n i m u m of A* (a) is achieved at the average rate. A ( a ) is increasing convex in 

Rav ^ Oi < R2 and decreasing convex in i? i < a < Rav 

Markov Modulated Poisson Process (MMPP) 

A source to a buffer is called a Markov modulated Poisson process i f the cell arrivals 

are Poisson w i t h intensity 71, where 7^ is a funct ion of a continuous-time Markov 

chain. Consider an M M P P w i t h arr ival rate Ti-zit) at t ime t, where Z{t),t > 0 is an 

irreducible Markov process on S = { 1 , 2 , . . . , m } w i t h infini tesimal generator Q. Let 

R = d i a g ( i ? i , i ? m ) denote the rate matr ix . By an argument similar to that for 

discrete-time Markov sources, 

e{9) = ^r{q + { e ' - l ) R ) (8.26) 

Now consider a l ink w i t h t ime-varying capacity. Denote by C(t) the capacity at t ime 
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Figure 8.2: Effective bandwidth func t ion e(^) vs. 9 
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Figure 8.3: The func t ion A* (a) vs. a 
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t{the service rate) and let Aci9) be the corresponding asymptotic log moment generating 

func t ion . Now (8.2) can be modif ied as follows 

=("<*'-'^<"- i f « ( ' ) - C - W > O o r , W > 0 j ^ ^ ^ j 
[ 0, otherwise 

I n view of (8.27), this is equivalent to mul t ip lexing a{t) and —C{t) and passing i t to a 

server w i t h capacity 0. I t is easy to show that the asymptotic log moment generating 

f u n c t i o n of —C{t) is Ac{—9). Denote by Aa(^) the asymptotic log moment generating 

func t ion of a{t). Then we have 

Pr (Q >x)^ exp{-9*x) (8.28) 

i f 9* is the unique solution of 

Aai9) + Ac{-9) = 0. (8.29) 

As a special case, for the M M P P arrival process, assume that the service t ime of each 

packet is an exponentially dis t r ibuted independent random variable w i t h mean 1/C. 

T h e n Ac{9) = C[e^ - 1). From (8.26), one can rewrite (8.29) as 

r ( Q + (e^ - 1)R) + C(e-^ - 1) = 0 (8.30) 

Again , this coincides w i t h the formula i n [91]. 

8.2.3 T h e Limi ta t ions of the Effective B a n d w i d t h Approximat ion 

The effective bandwid th approximation is appealing because the asymptotic decay rate 

9* is relatively easy to determine and under (8.16) the bandwid th requirement of sources 

is addit ive. However, i n [93], Choudhury et al. argued that for many models, i t is possible 

to show that as 5 oo 

G{B) a De-^'^ (8.31) 

and under some situations D can be very different f r o m 1. For bursty sources, the 

asymptotic constant D i n (8.31) is typical ly less than 1, and the effective bandwidth 

approximat ion i n (8.16) is conservative. For mult iple bursty sources, i t has been shown 

tha t the effective bandwid th approximation can be much too conservative since D can be 

10~^ or less. Namely, there are regions in which the effective bandwidth approximation 

performs poorly. I n some cases, the network can actually support twice as many sources 

as predicted by the effective bandwid th approximation. 

To explain why the asymptotic constant D can be so different f r o m 1 w i t h many 

sources, we consider the case of N identical sources w i t h fixed to ta l rate. As in -
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Figure 8.4: Prefactor D vs. number of sources N 

creases, the to ta l rate is kept fixed by properly scaling the indiv idual streams. W i t h 

this structure, i t is known that the asymptotic decay rate 9* i n (8.31) is independent of 

A'̂ . Numerical experiments i n [93] show that the asymptotic constant w i t h A'̂  sources 

(and this scaling), D{N), is itself asymptotically exponential i n iV, i.e., D{N) ^ He^^, 

where (5 < 0 for sources more bursty than Poisson and ^ > 0 for sources less bursty than 

Poisson. Moreover, \6\ tends to increase as the source gets burstier or smoother com­

pared to Poisson. As an example, consider the fol lowing case of Markov fluid sources. 

Let A = 0.9519, f j , = 2.9481, i ? i = 0. I n Figure 8.4, the values of D are shown for various 

values of iV under different channel utilisations. Here the channel ut i l isat ion is defined 

as j~fxjb- general, the effective bandwidth approximation tends to get worse as the 

number of sources increases, the buffer size decreases, the channel ut i l isat ion decreases, 

and the source gets fur ther f r o m Poisson [93]. Al though (8.31) is a more accurate ap­

prox imat ion by adding a prefactor D to the original effective bandwidth one (8.16), the 

exact values of D for heterogeneous Markovian sources are not easy to calculate. 

8.3 A IMore Accurate Asymptotic Approximation 

Here we br ing together two recent strands of work applying the theory of large deviations 

to queue length asymptotics: namely, large buffer asymptotic, and large A'' asymptotic 

for superposed streams. The large buffer asymptotic has been addressed i n the previous 

section. I n this section, we focus on the large superposition asymptotic. Our main 

concern is how to compute the prefactor D i n (8.31), which adds significantly to the 
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accuracy of the effective bandwid th approximation. I n fact, D can be viewed as the loss 

i n bufferless mul t ip lex ing as estimated f r o m Cramer's theorem. 

Firs t consider a zero buffer. Let Vj denote the stationary rate of t raff ic generation 

by source for j = 1,2, ...,N and let {Vj} be a collection of i . i .d . random variables. 

Loss occurs when the to ta l t raff ic generation Vi + • • • + VN exceeds the l ink capacity 

C = A'̂ c, where c is the service rate per source. By using Cramer's theorem, we have 

P r ( F i + --- + VN>NC)^ e-^'^*(^) (8.32) 

where (^*(c) = supg{9c - ip{9)), and ip{9) = \ogM{9),M{9) = Ee^^i. This k ind of 

approximat ion is the same approach as taken by H u i i n examining bufferless resources 

[115]. 

We can make a refinement to the estimate of P r ( ^ j l i Vj > Nc) given by (8.32) using 

the Bahadur and Rao theorem [111]: 

P r ( F i + --- + VN> Nc)^ ^=2= e-^^'^-^) (8.33) 
V2iTNa9o 

where 9o achieves the max imum in </J*(c) = supg{9c -^{9)) and cr̂  = (p"{9o). 

Next we use a simple example to show how (8.33) results i n a much improved esti­

mate. Let xi,X2,... be standard normal random variables. Then 

M{9) = e^'e-y'l^dy = e''l\ 

so tha t (/3*(c) = supg(0c - ^^/2) = c^/2. Then Cramer's theorem states that , for any 

c > 0, 

Vx{xx + • • • ̂  >Nc) ^ e-^^^l"^. 

For the Bahadur and Rao theorem, we have 9^ = c,a = \. So 

Pr(a;i -F • • • + > ATc) « J — (8-34) 
\/27rA^c 

I n this case, we can also per form a direct calculation: -|- • • • -f- a;Af is a normal random 

variable d is t r ibuted as \ f N x \ , so 

P r ( 2 ; i + • • • + > ATc) = Pr(a;i > N / T V C ) = ^ / ° ° e'^^l'^dt. 

Using an estimate of this integral. 

Jv y 
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we obta in 

Pr(a;i + --- + XN>NC)^ ^ ^ ^ e ' ^ ^ ' / ^ 
V2irNc 

which is i n agreement w i t h (8.34). The simulation results i n [116] also show that the 

Bahadur-Rao approximat ion (8.33) is much more accurate than the one using Cramer's 

theorem (8.32). 

For a two-state source which alternates between rate i ? 2 w i t h probabi l i ty p and 

Ri < R2 w i t h probabi l i ty 1 — p, the parameters in (8.33) can be solved as 

and 

= {c-Ri){R2-c). (8.37) 

The above result can be extended to the case of mul t ip lexing heterogeneous sources. 

Suppose there are A'' independent v i r t ua l circuits of J types. Npj of them are of type 

j, 2 / = i Pi = 1- Define (Pji9) as the log moment generating func t ion of a source of type 

j . Then 
J 

iogE[exp(e(yi + • • • + V;v))] = Npmi^)-

This is the same as the log moment generating funct ion of the sum of A'̂  i . i .d . random 

variables YU...,YN w i t h logE[exp(5yi ) ] = (p{9) = Ej=iPj^j{0). Therefore (8.33) s t i l l 

holds. 

Now combining the above approximation w i t h the result of effective bandwidths, we 

conclude that the stationary overflow probabi l i ty of a buffer of size B is approximately 

given by 
G(B) ^ g-iVv>*(c)e-e*B (g 3g) 

\/27rA/'a^o 

where 9* is calculated using the method discussed in the previous section. 

8.4 Numerical Results 

I n this section, we conduct some numerical experiments to study the effectiveness of the 

proposed approximation. 
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Figure 8.5: Comparison of simulation (solid fine), our approximation (dotted line) and 
effective bandwid th method (dashed line) for discrete-time Markov sources ( ut i l isat ion 
= 0.94) 

8.4.1 D i s c r e t e - T i m e M a r k o v Sources 

We use a two-state discrete-time Markov model as our first example. The queueing 

behaviour of this model has also been investigated by Duff ie ld (e.g., [117]). There ai-e 

N independent sources, each of which is represented by a two-state O N / O F F discrete-

t ime Markov model as described previously. I n state 1, a source does not generate a 

cell, and i n state 2, i t generates only one ceU. So Ri = 0, i ? 2 = 1- To apply the t a i l 

approximat ion i n (8.38), the asymptotic decay rate 9* can be determined by solving the 

fo l lowing equation: 

Ne{9) = C (8.39) 

where e{9) is given by (8.20). I n the mean t ime, i t is easy to calculate the parameters 

i n (8.33), so the prefactor D can be obtained wi thout diff icul ty. 

Figure 8.5 compares the effective bandwid th approximation w i t h our method for 

P r ( Q > x) vs. a; i n a homogeneous multiplexer w i t h rate C = 40. There are TV = 94 

sources. Each source is characterized by d = 0.045, a = 0.03. Hence the ut i l isat ion of 

the sources, u, is 0.94. The "actual" overflow probabilities were obtained by simulations. 

Figure 8.6 shows the corresponding results for another single-server queue(C = 1) fed 

hy N = 32 sources. I n this case, d = 0.16667, a = 0.0026455, u = 0.5. From both 

examples, we observe that the t a i l decay rate is well estimated and our approximation 

is closer to the actual overflow probabil i ty. We also note that the difference between our 
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Figure 8.6: Comparison of s imulat ion (solid l ine), our approximation (dotted line) and 
effective bandwid th method (dashed fine) for discrete-time Markov sources ( ut i l isat ion 
= 0.5) 

approximat ion and the effective bandwid th method is small compared to the difference 

between the approximations and the simulation results. 

8.4.2 M a r k o v Modulated F lu ids 

We consider a system of A^ = 100 sources modelling voice channels. The voice sources 

can be modeled as Markov modulated fluid O N / O F F sources(i?i = 0), w i t h mean silent 

dura t ion 1/A = 650 ms and mean talkspurt durat ion 1/n = 352 ms [88]. The data rate 

dur ing the ta lkspurt is i ? 2 — 32 kbps. Figure 8.7 compares the logarithms of overflow 

probabi l i ty computed by four different approaches: the effective bandwidth approxima­

t ion , our approximation, the exact d is t r ibut ion PT{Q > B), and an approximation for 

small buffers due to Hsu and Walrand [116]. I n Figure 8.7, the load of the system is 

0.82. The buffer size is represented by the corresponding maximum queueing delay. The 

exact value P r ( Q > B) was computed by the method proposed by Anick et al. [85]. The 

approximat ion found i n [116] is of the f o r m D exp{—NC2y/b), where b = B/N is the 

buffer capacity per source and C2 is derived for small buffer asymptotics. We observe 

tha t Hsu-Walrand approximation is only accurate for very small buffers and cannot cap­

ture the exponential t a i l decay rate for large buffers. On the other hand, the effective 

bandwid th approximat ion overestimates the small overflow probabilties by several orders 

of magnitude, while our method yields a much tighter upper bound over a wide range 

of buffer sizes. We have got similar results for a system w i t h load of 0.66(Figure 8.8). 
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Figure 8.7: Comparison of exact analysis (solid fine), our approximation (dotted fine), 
Hsu-Walrand approximat ion (dash-dotted fine) and effective bandwidth method (dashed 
fine) for voice sources ( load = 0.82) 
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Figure 8.8: Comparison of exact analysis (sohd fine), our approximation (dotted line), 
Hsu-Walrand approximation (dashed-dotted) and effective bandwidth method (dashed 
line) for voice sources ( load = 0.66) 
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Figure 8.9: Comparison of exact analysis (solid line), our approximation (dotted line) 
and effective bandwid th method (dashed line) for videotelephone sources 

Figure 8.9 compares the results of overflow probabi l i ty obtained by our method w i t h 

tha t by the effective bandwid th approach for 10 videotelephone sources. The traff ic 

parameters are as given i n [75]. The service rate is set to 48.75 M b / s to provide a 

u t i l i sa t ion of 0.8. The exact loss probabihties were calculated using the standard fluid 

flow method [85]. Again , we see that the t a i l decay rate is well estimated and our method 

yields much more accurate results than the effective bandwid th approximation. 

8.4.3 M a r k o v Modulated Poisson Process 

Here we consider a scenario f r o m [93] i n which the input process to the buffer queueing 

system is mul t ip le two-state M M P P sources. For this experiment 24 identical sources 

are served by an A T M multiplexer. The parameters of each source are given by 

Q = 4363.63 
1 

436.36 

4363.63 
1 

436.36 

0 0 
, R = , R = 

0 0.1375 
(8.40) 

Ac tua l ly this k i n d of O N / O F F M M P P model is also known as Interrupted Poisson 

Process(IPP). The service rate is 1 so that the l ink ut i l isat ion is 0.3. 

Figure 8.10 displays the exact t a i l probabilities PT{Q > S ) (obtained by the numerical 

method given i n Appendix C) , the proposed approximation and the effective bandwidth 

approximat ion. From Figure 8.10, we see that when the l ink ut i l isat ion is relatively 

low(0.3), the effective bandwid th approximation is extremely conservative, i n error by 
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Method of 
computation 

Number of sources allowed 
for buffer size of 600 

Buffer size required 
to support 24 sources 

Exact 24 600 
Effective bandwidth 12 1146 

Proposed method 20 790 
Average rate engineering 80 not applicable 

Peak rate engineering 7 not applicable 

Table 8.1: A comparison of different methods for determining (i) the number of sources 
for the fixed buffer size of 600 and (ii) the buffer size required to support 24 sources 

buffer size 
600 

Figure 8.10: A comparison of exact analysis (solid line), our approximation (dotted line) 
and effective bandwidth method (dashed line) for MMPP sources 

a factor of 5 orders of magnitude, while our approximation produces a better estimate. 

This is because replacing D in (8.31) by 1 introduces a large error. Table 8.1 compares 

five different procedures for determining the number of sources that can be supported 

when the target blocking probability is 10~^ and the buffer size is 600. We then fix 

the number of sources at 24 and determine the required buffer size. The results are 

also presented in Table 8.1. I t is clear that the effective bandwidth approximation 

significantly underestimates the capacity, while our approximation is reasonably good. 
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8.5 Fast Bounds for Other QOS Parameters 

The above simulations show that the Bahadur-Rao approximation (8.38) seems to pro­

vide tight upper bounds for infinite buffer queues, although mathematical proof is quite 

difficult. Therefore these bounds are also useful for the finite buffer case. I f we denote 

the queue in an infinite buffer by Qooj and the queue in a finite buffer of size B by QB, 

then FT{QB > b) < Pr(Qoo > b). So we can use any upper bounds on Q^o for QB too: 

P r ( Q B >b)< De-^'" (8.41) 

For large buffer size B, these bounds wil l be as good as for the infinite buffer case. 

Once we have established bounds on the queue length distribution, we may use them 

to give estimates for the QOS parameters that are of interest in ATM. Three parameters 

have been used by A T M Forum to measure the QOS experienced by traffic as i t passes 

through a queueing system. They are: the cell loss ratio, the mean cell delay and the 

cell delay variance(jitter). I t is easy to show that, in a finite buffer of size B cells, the 

Cell Loss Ratio(CLR) is given approximately by 

CLR = E[number of cells lost] ^ ^ 
mean activity 

Letting d denote the delay experienced by a cell, we have the relation d ^ Q/C, where 

Q is the current queue length [117]. Thus, for the mean cell delay, we have 

Ed ^ ^ E Q = i Pr(g > /) ^ ^ E De-''^ (8.43) 

Similarly, the cell delay variance is given by 

Yard « 1 ^ ' ( 2 / + l ) P r ( g > 0 - [ ^ E P ^ ( Q > 0 ] ' (8-44) 

^ 1=0 ^ 1=0 

Figure 8.11 and Figure 8.12 show the mean cell delay and delay variance estimates 

for the videotelephone traffic, respectively. The time unit used is slot, which is equal to 

per-cell transmission time(53 bytes/cell). I t is clear that increasing the buffer capacity 

increases the cell delay and delay jitter. This is in contrast with the cell loss ratio, which 

is a nonincreasing and convex function of buffer size. From the above discussion, we 

note that we only need to compute two numbers, D and 6*, to get the estimates for the 

QOS parameters. One great advantage of the proposed method is that the calculation is 

independent of the system size (the number of sources present), while traditional analyt-
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Figure 8.11: Estimate for mean cell delay vs. buffer size 

ical methods generally require the solution of matrices whose dimension is proportional 

to the number of sources. Thus our approach is more suitable for real-time admission 

control. 

In practice, cell loss and cell delay are interrelated and sometimes may have conflict­

ing requirements in terms of buffer dimensioning. This is particularly true with video 

services since these are sensitive to both cell loss and jitter [118]. Hence when allocat­

ing network resources for video services, in terms of transmission bandwidth and buffer 

capacity, it is necessary for both parameters to be considered jointly. However, most 

research reported to date has treated each parameter separately. Here, on the basis of 

the above QOS estimation approach, we propose a methodology of admission control to 

support video-related services based on the joint consideration of cell loss and cell jitter. 

We impose upper limits e and S on the cell loss ratio and the cell delay variance 

respectively, i.e., 

CLR < e, Yard < <5. (8.46) 

During the call setup phase, the control function has to make decisions whether a connec­

tion request can be accepted or not by checking both constraints should be satisfied. The 

aforementioned fast and accurate estimation technique is used to get the QOS values. 

Let Nmax,L be the maximum number of connections on the link capable of maintaining 

the cell loss ratio below e, and Nmax,D the maximum number of connections under the 

delay constraint 5. Thus, the admission rule satisfying both requirements is simply the 
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Figure 8.12: Estimate for cell delay variance vs. buffer size 

following: a new connection can be accepted if 

Â o + 1 < min(Ar„ax,L,-/V"max,D), (8.47) 

where Â o is the number of connections in progress. I t is hoped that future work wil l lead 

to the development of an efficient resource allocation algorithm which meets multiple 

QOS requirements. 

8.6 Applications to Call Admission Control 

In this section we present some applications of our results to the problems of call ad­

mission control in A T M networks. Here the QOS criterion is taken to be the cell loss 

probability due to buffer overflow. 

8.6.1 Voice Sources 

Consider a single T l channel(1.536 Mbps) serving a population of voice sessions. The 

voice sources are modelled by Markov modulated fluids with parameters given previously. 

We would like to decide the maximum number of voice sessions that can be supported 

by the channel such that Pr(Q > B) < e. Let Nm denote this number and e be 10~^. In 

Figure 8.13, we compare the approximate values of Nm obtained from our method with 

the exact ones for various buffer sizes (maximum delay at buffer served at the channel 
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Figure 8.13: Supportable number of voice sources. Solid line: exact analysis, dotted 
line: our approximation, dashed line: effective bandwidth approach 

output rate). Also included are the number of sources that can be supported based on 

the effective bandwidth approach. I t can be seen that the effective bandwidth approach 

yields poor results, especially for small buffer sizes, while our approximation is much 

more accurate and increases resource utilisation. 

8.6.2 Videotelephone Traff ic 

Consider the videotelephone source model as discussed in [75]. Let a continuous-state 

queue (multiplexer buffer) be fed by a number of input sources. In Figure 8.14, we 

compare the possible maximum utilisations of a 25 Mb/s multiplexer under the loss 

probability constraint of 10~^. I t is clear that our approximation is much closer to the 

exact result and hence it results in a higher link utilisation. 

8.6.3 V i d e o Teleconference Traff ic 

An important class of video services is video teleconferencing. Consider the real video 

teleconference sequence in [119] obtained by using a DPCM/DCT coding scheme without 

motion compensation. The sequence shows head-and-shoulders scenes with moderate 

motion and scene changes, and with very little camera zoom or pan. This particular set 

of data consists of a sequence of 38137 numbers(frames), each of which represents the 

number of (64-byte) cells in the corresponding frame. The frame period is 1/30 s. 

Denote a VBR video source by a sequence {X„,n > 0}, where X„ is the number of 

118 



fSO.6 

6 8 10 
buffer size {(i^bits) 
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Rp 
(cells/frame) 

Rb 
(cells/frame) 

Rm 
(cells/frame) 

S 
(cells/frame) 

a 

4818 776 1506 513 0.02 

Table 8.2: Statistics of the real video data 

cells in the n th frame, n = 0,1,2,.... I t is reasonable to assume that the video traffic 

considered here possesses the stationary property. Based on this assumption, sequence 

n > 0} can be sufficiently characterized by its peak rate Rp, bottom rate R^, mean 

rate Rm, standard deviation S and the coefficient of the autocorrelation function a ^. 

The statistics of the real video data are given in Table 8.2. 

Let {X^ ,n > 0} denote the superposition of N independent, homogeneous, station­

ary VBR video sources {X„ ,n > 0}. Then, the characteristics of the aggregate traffic 

{Xj^,n > 0} win be {NRp, NRf,, NRm, VNE, a). 

In [120], the aggregate traffic of VBR video sources is modeled accurately by an 

(M-|-l)-state Discrete-time Markov Modulated Deterministic Process(D-MMDP) which 

is the superposition of M identical and independent two-active-state minisources. A 

^It is well known that the autocorrelation function A{m) has a general shape of the exponential 
function ( l - a ) " " . 
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a d M i?2 Ri 
0.003612 0.016388 9 522 84 

Table 8.3: Matching parameters of the D-MMDP model 

minisource is just the same as the two-state discrete-time Markov model that we dis­

cussed previously. In order to match {X^,n > 0} with the D-MMDP, we choose the 

values of the parameters {M,Ri,R2,a,d) so that the D-MMDP has the same traffic 

characteristics as those of { X ^ , n > 0} with parameters {NRp,NRt„NR,ri,VN^,oc). 

After some manipulations, we have [120] 

a = 
a{Rm - Kb) 

Rp — Rf) 

M = 

R2 = 

Ri = 

^^a{Rp- Rm) 
Rp — Rb 

N{Rp-Rra){Rm-Rb) 

RpTi^ 

{Rm - Rb){Rp - Rm) 

Rb^' 

(8.48) 

(8.49) 

(8.50) 

(8.51) 

(8.52) 
{Rm-Rb){Rp-Rm) 

where i ? i , i ? 2 , M should be rounded to the nearest integer. The matching result for 

A'̂  = 1 is summarized in Table 8.3. 

On the basis of the above model, we consider the problem of call admission for the 

teleconference VBR video connections. The network has to estimate amount of band­

width required by a connection based on its traffic characteristics and the QOS require­

ment. One popular approach is the effective bandwidth, which can be computed using 

(8.20). We compare the performance of the proposed approximation with the effective 

bandwidth approach through the following numerical example. The multiplexer has a 

buffer space of 100 cells and the QOS(cell loss ratio) is e = 10~^. In Figure 8.15 we plot 

the estimated bandwidth required by the aggregate traffic against the number of sources. 

The exact result is obtained from the exact queueing analysis of the D - M M D P / D / l / K 

queue [120], which is very complicated due to the complexity in calculating the station­

ary state probabilities. I t can be seen that the effective bandwidth approach is very 

conservative and overestimates the required bandwidth by a large amount(near peak 

rate allocation). On the other hand, our approach performs much better and is very 

close to the exact bandwidth. This is because a VBR video source is modelled by the 

superposition of a number of independent and identical minisources and the statistical 

multiplexing gain is significant. In [121] the minisource-based D-MMDP model is used to 
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Figure 8.15: Bandwidth requirement comparison 

model the macro-frame smoothed VBR MPEG-2 traffic. So our approximation method 

can be applied successfully to that scenario as well. 

8.7 Summary 

In this chapter, we have discussed an approximation technique for QOS parameters in 

an A T M multiplexer fed by Markovian sources. The approximation for buffer overflow 

probability has been derived using the theory of large deviations, and in particular, the 

Bahadur-Rao theorem, and gives more accurate estimate than the effective bandwidth 

approach does. The multiplexing gain is therefore enhanced. I t also provides useful 

qualitative insight as to the statistical behavior of the multiplexer queue with respect 

to the nature of the Markovian traffic. From this, we establish bounds on other QOS 

parameters such as mean cell delay and cell delay variance. I t has been shown that our 

approach can be applied efficiently to call admission control for A T M multimedia traffic. 
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Chapter 9 

Conclusions and Further Work 

9.1 Conclusions 

The emerging high-speed A T M networks are expected to integrate through statistical 

multiplexing large numbers of traffic sources having a broad range of statistical charac­

teristics and different QOS requirements. To achieve high utilisation of network resources 

while maintaining the QOS, efficient traffic management strategies have to be developed. 

This thesis has investigated the design of efficient congestion control schemes for ATM 

networks. 

The basic concepts and main features of BISDN and A T M have been described. In 

particular, the A T M cell header fields and the A T M protocol reference model have been 

discussed in detail. A critical review of traffic management and congestion control for 

A T M networks is given. Various control functions are classified according to their roles 

within the network and associated algorithms have been described. The effectiveness of 

reactive control schemes is limited by the duration of feedback delays and requires very 

large buffers. On the other hand, preventive control techniques are often sensitive to the 

parameters of the source traffic, which itself is an open issue. Even with accurate traffic 

characterization, the existing techniques often restrict utilisation of network resources. 

The problem is further complicated due to the existence of different applications with di­

verse QOS requirements. Therefore the congestion control framework in A T M networks 

remains an open issue and has been the subject of significant research effort. 

The identification of current limiting mechanisms has prompted investigation and de­

velopment of novel techniques in an effort to ovecome the performance restrictions. The 

first technique studied is the use of artificial neural networks. Neural networks not only 

lead to high ffexibility, allowing the satisfaction of specific service needs in the user and 

network operator perspectives, but are also very efficient and thus optimize the resource 

allocation under high network load conditions. A critical analysis of the use of neural 

networks to provide improved congestion control for ATM networks has been carried 
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out. From the discussion of previous work, we try to answer the question "why neural 

networks in A T M traffic control?" and give useful comments on the strengths and limi­

tations of NN-based methods. Then a novel adaptive congestion control approach using 

reinforcement learning is presented. The proposed neural controller employs reinforce­

ment learning to tune its weights so as to produce an optimal control signal. Simulation 

results show that the proposed method is adaptive to the changing network environ­

ment and optimal control is achieved by minimizing a cost function which contains two 

important performance measures. 

At the cell level, a neural network approach is adopted in the context of A T M traffic 

prediction and characterization. The FIR neural network model and the associated tem­

poral backpropagation training algorithm have been discussed in detail. I t is shown that 

the FIR network can accurately predict the traffic arrival patterns in the near future. A 

feedback fiow control mechanism based on neural traffic prediction has been presented 

for efficient rate regulation in A T M networks. The predicted output in conjunction with 

the current queue information of the buffer can be used as a measure of congestion. 

When the congestion level is reached, the arrival rate is decreased appropriately. Simu­

lation results show that the proposed method outperforms conventional control schemes 

in terms of cell loss rate. At the call level, an accurate yet computationally efficient 

approach to effective bandwidth estimation for multiplexed connections is investigated. 

In this method, a multilayer perceptron is employed to model the nonlinear relationship 

between the effective bandwidth and the traffic situations and a QOS measure. This 

is justified by the fact that multilayer feedforward networks are a class of universal ap­

proximators and suitable for nonlinear regression. In the mean time, the neural network 

approach can meet the real-time requirements of ATM networks due to its high com­

putation rate. Simulations show that the results of our method are very close to those 

of the exact stochastic fluid model. Appfications of this approach to admission control, 

bandwidth management and dynamic routing are also discussed. 

The second technique investigated is the use of the theory of large deviations ap­

plied to effective-bandwidth-based QOS estimation and admission control. Although 

the CAC algorithm based on effective bandwidths is simple and fast, i t ignores the effect 

of statistical multiplexing of large numbers of sources and hence it is a too conservative 

approach resulting in under-utifisation of network resources. In contrast to conventional 

effective bandwidth methods, we directly calculate the effective bandwidth of the ag­

gregate traffic rather than summing up individual bandwidths. The aggregate arrival 

traffic is characterized by four appropriately selected parameters and then accurately 

modelled by a two-state MMPP via matching four important statistics. I f the buffer 

size is large, admission control can be achieved by computing the effective bandwidth 

of the two-state MMPP. We confirm through computer simulations that the proposed 

CAC scheme outperforms conventional methods with respect to link utihsation. 

123 



We use the theory of large deviations to provide a unified description of effective 

bandwidths for various traffic sources and the associated A T M multiplexer queueing 

performance approximations, illustrating their strengths and limitations. On the basis 

of this discussion, we propose a more accurate estimation method for A T M QOS pa­

rameters, which is a refinement of the original effective bandwidth approximation. We 

achieve this by constructing a simple approximation of the buffer overflow probability: 

Pr((5 > B) De"^*^, where 9* is the asymptotic decay rate of the tail of the distribu­

tion, and D is a prefactor obtained from the Bahadur-Rao theorem. Upper bounds on 

other QOS parameters, such as cell loss ratio, mean cell delay and cell delay variance, 

can all be derived from this estimate. Both theoretical studies and simulations have 

demonstrated that this approximation is much more accurate than one based on the 

pure effective bandwidth. One attraction of the proposed method is that the speed of 

computation of D and 9* is independent of the size of the system. Thus our analytical 

techniques can be implemented fast enough for real-time administration of admission 

control in A T M networks. 

9.2 Further Work 

Traffic predictions can be used for improving A T M network efficiency by incorporating 

the predictions in schemes for multiplexing, routing, smoothing and bandwidth alloca­

tion. In our work reported in Chapter 5, we used off-line learning to perform single-step 

prediction for relatively simple voice and video traffic models. The advantage of this 

approach is that it is reasonably accurate and extremely fast (after the initial training 

phase), which makes i t applicable to real-time forecasting. The drawback is that the 

method assumes a fixed distribution signal, which may not be true for complex video 

sequences such as entertainment video. Therefore, for video traffic with a number of 

sudden scene changes, zooms, frame cuts, and rapid movement of objects, further in­

vestigations into the continuous on-line learning are required. In the on-line learning 

algorithm, the weights are adjusted continuously during the whole training process to 

cope with changes in the distribution for complex sequences. Another challenging issue 

regarding video traffic prediction is multiple frame prediction [122]. For example, how 

many previous frames are needed for p-frame(p > 1) prediction and how many frames 

ahead (maximum value of p) neural networks can predict without a significant decay in 

accuracy? This question is not amenable to theoretical analysis and would need to be 

investigated experimentally. 

A possible extension to the work on ffow control could be the apphcation of fuzzy 

logic to traffic rate regulation. The incoming traffic predicted by neural networks and 

the queue length can be used as input variables of a Fuzzy Congestion Controller (FCC). 

Based on this data and the linguistic information stored in the fuzzy rule base, the FCC 
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computes the regulated (fractional) fiow rate for the sources feeding the ATM switch. 

Simulations conducted in [123] for ABR traffic have shown that fuzzy controller exhibits 

a robust behaviour even under extreme network loading conditions, offers fast transient 

response, and ensures fair share of the bandwidth for all virtual channels regardless of 

the number of hops they traverse. 

W i t h regard to bandwidth estimation by neural networks, further work should base 

the NN estimate on the way in which the traffic is actually behaving, not on an ex­

isting inaccurate parametric model. This could be achieved by either training the NN 

using traffic measurements collected from testbed networks instead of simulated data, or 

employing an on-line measurement-based NN admission controller to compute the real 

occupied bandwidth in a more realistic network scenario. For the latter case, the design 

of such an NN architecture is non-trivial and the parallel multilevel NN configuration 

proposed in [124] seems to be a promising choice. In Chapter 6, we only consider homo­

geneous traffic under LLR routing policy. I t should be noted that the same idea can be 

easily extended to heterogeneous traffic arrival processes and other routing algorithms. 

In [99], Duffield et al. suggest that since all that is required for the estimation 

of QOS parameters is a knowledge of the large deviation rate function of the arrival 

process, i t is possible to measure the rate function directly from empirical traffic data 

using some statistical methods. The advantage of this approach is that i t provides a 

basis for characterizing traffic on the fly so that resources can be allocated dynamically. 

However, the performance of the estimator depends critically on the choice of block size 

and sample size, which is not yet theoretically well understood. To this end, a possible 

direction for future study is to employ neural networks to improve the accuracy of the 

large deviation rate function estimator. This is due to the fact that several different NN 

models have been successfully developed for cumulative distribution estimation [125]. 

I t is believed that the combination of neural networks and large deviations techniques 

can be a promising way to cope with changing traffic patterns and link loads in A T M 

networks. 

Recent studies of real traffic data, mainly at Bellcore [54], have shown that Ethernet 

traffic cannot be sufficiently represented by traditional Markovian models, but instead 

can be more accurately matched by self-similar (fractal) models. More recently, VBR 

video traffic was also found to exhibit self-similar characteristics [126]. The self-similar 

behaviour of traffic has serious implications for the design, control and analysis of high­

speed networks. An important feature of self-similar processes is their Long-Range 

Dependence(LRD), that is, their autocorrelation function decays less than exponentially 

fast. This property of persistent correlation can be characterized by the Hurst parameter 

i J , wi th H = 0.5 for traditional Markovian streams and H > 0.5 for streams with LRD. 

Studies by Norros [127], Erramilfi et al. [128] suggest that queues with long-range 

dependent input have subexponential tails. This is in sharp contrast to the exponential 
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tai l distribution in queues with renewal or Markov arrival processes, which is predicted 

by the well-known technique of effective bandwidth. Therefore the work carried out on 

A T M switch performance analysis and QOS parameter estimation should be extended to 

multiplexing systems with self-similar input traffic and it is hoped that large deviations 

theory can provide a powerful tool for obtaining satisfactory explanations of complex 

queueing behaviour under long-range dependent traffic. 

Most of the work reported in this thesis has been limited to one switching node or 

very simple network scenarios. A more practical control strategy which is suitable for 

the large scale complexity of communications networks should be investigated. Perfor­

mance under real traffic profiles should also be examined. There is consensus among 

many researchers that such a strategy wil l have to include multiple fiow and congestion 

control algorithms that are organized in a hierarchical multilevel/multilayer structure 

and operate at different time scales. I t could allow us to represent dynamic behaviour, 

and also allow us to decompose large system problems into smaller subproblems, with 

some suitable treatment of localized and global objectives. 
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Appendix A 

The Backpropagation Algorithm 

This appendix presents a summary of the backpropagation learning algorithm for MLPs. 

The BP algorithm uses a gradient search technique to minimize a cost function equal to 

the mean square difference between the desired and the actual network outputs. The NN 

is trained by initially selecting small random weights and thresholds and then presenting 

all training data repeatedly. Weights are adjusted after every trial until weights converge 

and the cost function is reduced to an acceptable value. An essential component of the 

algorithm is the iterative method described below that propagates error terms required 

to adapt weights back from nodes in the output layer to nodes in previous layers. 

An architectural graph for BP learning, incorporating both the forward and back­

ward phases of the computations involved in the learning process, is presented in Figure 

A. 1 (adapted from [42]). The multilayer network shown in the upper part of the figure 

accounts for the forward phase. The notations used in this part of the figure are as 

follows [42]: 

• w ' = synaptic weight vector of a neuron in layer I 

• 9^ = threshold of a neuron in layer / 

• v ' = vector of net internal activity levels of neurons in layer I 

• = vector of function signals of neurons in layer / 

The layer index I extends from the input layer (/ = 0) to the output layer (/ = L); in 

this figure we have L = 2; we refer to L as the depth of the NN. The lower part of the 

figure accounts for the backward phase, which is referred to as a sensitivity network for 

computing the local gradients in the BP algorithm. The notations used in this second 

part of the figure are as follows [42]: 

• <5' = vector of local gradients of neurons in layer I 

• e = error vector represented by ei, 6 2 , a s elements 
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Figure A . l : Architectual graph of the backpropagation algorithm 
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The pattern mode BP algorithm for the training data {[x(n),d(n)];n = 1,2,...,A'^} 
is summarized as follows: 

1. Initialization. Set all weights and threshold levels of the network to small random 

numbers that are uniformly distributed. 

2. Presentation of training examples. Present the network with an epoch of training 

examples. For each example in the set ordered in some fashion, perform the follow­

ing sequence of forward and backward computations in steps 3 and 4, respectively. 

3. Forward computation. Let a training example in the epoch be denoted by [x(n), d(n)], 

where x(n) is the input and d(n) is the desired output. Compute the activation 

potentials and function signals of the network by proceeding forward through the 

network, layer by layer. The net internal activity level Vj{n) for neuron j in layer 

I is 

4 W = E ^ . ( " ) y l " ' ( n ) (A. l ) 
i=0 

where y'~^(n) is the function signal of neuron i in the previous layer / — 1 at 

iteration n and lu^j (n) is the weight of neuron j in layer I that is fed from neuron 

i in layer / — 1. For i = 0, we have yo~^{n) = —1 and WjQ{n) = 9j{n), where 

9j{n) is the threshold applied to neuron j in layer /. Assume that the sigmoidal 

nonlinearity of each neuron is defined by a logistic function, i.e., ip{x) = j^^^^^p^-

Then, the function(output) signal of neuron j in layer / is 

Vjin) = — ^ -TTTT- (A.2) 
1-|-exp(-w^(n)) 

I f neuron j is in the first hidden layer(i.e., I — 1), set j / j (n ) = X j { n ) , where X j { n ) 

is the j t h element of the input vector x(n). I f neuron j is in the output layer(i.e., 

I = L), set yj"(n) = Oj{n). Hence, compute the error signal 

ej{n) = dj{n) - Oj{n) (A.3) 

where dj{n) is the jth element of the desired output vector d(n). 

4. Backward computation. Compute the (5's(i.e., the local gradients) of the network 
by proceeding backward, layer by layer: 

Sj{n) = e^(n)oj(n)[l — Oj{n)] for neuron j in output layer L (A.4) 

^j(n) = y]{n)[l - y]{n)] ^ 6''^^{n)vJ'^^{n) for neuron j in hidden layer / 

(A.5) 
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Hence, adjust the weights of the network in layer I by 

^ , ( n + 1) = ^ , ( n ) + n5'j{n)y\-'{n) (A.6) 

where r] is the learning rate parameter. Convergence is sometimes faster if a 

momentum term is added and weight changes are smoothed by 

^ , ( n + 1) = ^ , ( n ) + r /4(n)y^^(n) + a [ ^ , ( n ) - ^ , ( n - 1)] (A.7) 

where a is the momentum constant. 

5. Iteration. Repeat by going to step 2, i.e., iterate the computation by presenting 

new epochs of training examples to the network until the free parameters of the 

network stabilize their values and the average squared error computed over the 

entire training set reaches a minimum or acceptably small value. The order of 

presentation of training examples should be randomized from epoch to epoch. 
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Appendix B 

Mathematical Overview of the 
Fluid Flow Model 

This appendix addresses the ON/OFF fluid flow model, and in particular, the math­

ematical solution to the equilibrium buff'er distribution, which is described by a set of 

differential equations. Both the case of homogeneous sources and the more complicated 

case of heterogeneous sources are considered. 

B . l Homogeneous Sources 

In a fluid flow model, the packet generation process is taken to be a collection of A'' 

sources alternating between active(ON) and inactive(OFF) states. The ON periods as 

well as the OFF periods are exponentially distributed for each source. Without loss 

of generality, the unit of time is selected to be the average ON period; with this unit 

of time, the average OFF period is denoted by 1/A. Again, without loss of generality, 

the unit of information is chosen to be the amount generated by a source in an average 

ON period. In these units an ON source transmits at the uniform rate of 1 unit of 

information per unit of time and the server removes information from the buffer at a 

uniform rate of c units per unit of time. When r sources are ON simultaneously, the 

instantaneous receiving rate at the server is r. Thus, as long as the buffer is not empty, 

the instantaneous rate of change of the buffer content is r — c. Once the buffer is empty, 

it remains so as long as r < c. For simplicity, we assume that the following condition is 

satisfled: 

< c < i V (B.l) 
(1 + A) 

Let Fi{x) be the steady state probability of i sources being active and the buffer 
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content being less than or equal to x units. Then we have, for i G [0, A''], 

{i - c)dFi 
dx 

In matrix notation, 

= iN-i + l )AF i_ i - ((AT - + i)Fi + + l ) F i + i (B.2) 

D ^ F ( a ; ) - MF(2;) (B.3) 

where F{x) = [Fo{x),Fi{x),...,FN{x)f, D = d i a g { - c , l - c,2 - c,...,N - c} and the 
element of M , rriij, is given by 

'0 , \i- j\ > 2 

-[{N-i)X + i], j = i , i = 0,...,N 
mij = < (B.4) 

+ i = j + l,z = 0 , . . . , A r - l ^ ' 

S N - i + l ) \ j = i - l , i = l,...,N 

Due to inherent instabilities in the system, any numerical solution technique for dif­

ferential equations cannot be used without exercising care that the solution does not 

grow(unbounded) exponentially. Instead, the problem is formulated in [85] as an eigen­

value problem: 

zD0 = M4) (B.5) 

where z is some eigenvalue of D ~ ^ M and (j) is the associated right eigenvector. 

The eigenvalues for this system of equations are then obtained as the solution of a 

set of N quadratics 

A{k)z^+ B{k)z + C{k) = Q k = 0,l,...,N (B.6) 

where A{k),B{k), C{k) are defined as follows [85]: 

A{k) = {N/2 - kf - {N/2 - cf (B.7) 

B{k) = 2(1 - X){N/2 - kf - N{1 + X){N/2 - c) (B.8) 

C{k) = - ( 1 + X f [ { N / 2 f - {N/2 - k)^] (B.9) 

I t should be noted that there are N — [c] negative eigenvalues^, which can be denoted 

as < ... < zi < ZQ. The largest negative eigenvalue ZQ is found to be 

1- l -A-A^A/c , ^ 

^We let [c] denote the integer part of c. 
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The ith. component of the eigenvector corresponding to the eigenvalue Zk is 

4>^^ = {--^r-' E h '']rt'rt'-'^^ 0<i<N ( B . l l ) 
,=0 vJ V * 3 J 

where 

r i = {-{zk + l - X ) + ^{zk + l-X)^ + 4A)/2A (B.12) 

r2 = i-i^k + 1 - A) - ^{zk + 1 - A)2 + 4A)/2A (B.13) 

Finally, solutions to the differential equations in (B.3) can be written as 

7V-[c]-l 

F{x) = F(oo) + E e^'''«i</'i (B-14) 

where F(oo) is the vector of equilibrium probabilities, which is given by 
1 fN' 

(1 + A)^ ^^M = 7 r T ^ , A^ 0<i<N (B.15) 

The coefficients { a j } in (B.14) must be obtained via boundary conditions. In the infinite 

buffer case with identical sources, i t can be formulated such that the corresponding 

coefficient matrix is a Vandermonde matrix, and an analytical solution exists: 

a, = - i j ^ r n ' 0 < i < AT - [c] - 1 (B.16) 

The probability of overflow is defined as G{x) =Pr[buffer content > a;] and is thus 

given by 
N-[c]-l 

G{x) = - E (B.17) 

where 1 denotes the identity vector. 

B.2 Heterogeneous Sources 

In this section, we extend the fluid flow queueing model for identical ON/OFF traffic 

sources to a system with heterogeneous ON/OFF sources. The equihbrium buffer distri­

bution is again found as solution to a set of first order differential equations. However, 

that kind of closed-form solution described previously is now unavailable and the equa­

tions must be solved numerically. On the other hand, the size of the state space increases 

rapidly (geometrically) with the number of different sources. This "state explosion" prob­

lem poses various computational difficulties: enormous memory requirements, very long 

computation time, and complete breakdown of numerical algorithms. A so-called "de-
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composition method" has been developed in [90] to circumvent the above problem. I t 

is shown that the separability property can permit a decomposition of the equations 

for the equilibrium probabihties of the system. The decomposition technique leads to 

a solution of the buffer distribution expressed as a sum of terms in Kronecker product 

form, hence reducing the computational complexity for large systems. We only give a 

very brief review of this approach here. Further details may be found in [90]. 

Consider a finite number of exponential ON/OFF sources transmitting data to a 

buffer. The sources are partitioned into m classes, all sources in a given class being 

statistically identical. Let Nj denote the number of sources in class j, l / b j { l / a j ) the 

average duration in the ON(OFF) state for sources in class j and Rj is the constant 

transmission rate of each source in class j in the ON state. The data transmitted from 

the sources are received by a buffer with service rate of C. The average input rate is 

J2iNiRiai/{ai + bi), which is assumed smaller than C. Let ki denote the number of 

active sources in class i, and k = {ki, ...,km) the state vector which the sources are in. 

Let 

S = { k = {ki,km),0< h <Ni,i = 1, . . ,m} (B.18) 

denote the state space for the sources. S is of cardinality N — {Ni + I) • • • {Nm + 1)-

Again, the system is described as a (A^i + 1) • • • {Nm + 1) dimentional matrix differ­

ential equation: 

D-^F(a;) = MF{x) (B.19) 

dx 

where the element of F(a;), F\f^{x), is the probabihty that the sources are in state k and 

that the buffer content is less than or equal to a;, D is a diagonal matrix with entry 

(k, k) equal to 
m 

d^ = {Y,Rih-C) 
1=1 

and entry (k, 1) in M is as follows: 

r "^(k,k) = - EiLiii^i - + hk), for k in S, 

?n(k,fci,,..,fci-i,...,fc™) = { N i - h + l ) a i , for k in S, 

"^(k,fci,...,fei+i,...,fcm) = i^i + for k in S, 

m(kj) = 0, else. 

(B.20) 

Suppose that the matrix D has a basis of eigenvectors {(pk}, and let Zk be the 

eigenvalue associated with (f)^. Wi th this notation, the solution to (B.19) is given by 

F(x) = 5]e '̂̂ -ak</'k (B.21) 
k€S 

where the coefficients ak must be found by means of the boundary conditions. 
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I t has been shown that the eigenvalue Zk satisfies the following equation: 

z^{C-Y,Ni/2R,)~Y.N^/2{ai+h) = Y^{ki-Ni/2)^J{z^R, + bi - a,)2 -f- 4aibi (B.22) 
i=l i=l i=l 

The eigenvector correponding to the eigenvalue % is given as 

where 0 denotes the Kronecker product and (j>k^ is given as the coefficients in the 

following polynomial: 

^,,{x) = {x-n)>'^{x-Sif^-''' (B.24) 

where 

n = {-{zkRi + hi-ai) + sj{z^Ri + bi- 0 )̂2 + AaA)/2ai (B.25) 

Si = {-{z^Ri + k - a,) - {zkR^ + bi- ai)2 + 4.a^bi)/2ai (B.26) 

Specifically, the eigenvector corresponding to the zero eigenvalue, i.e., the vector of 

equilibrium probabilities is: 

1 /]\r.\ 

The unknown constant a t is determined below. For the infinite buffer case, the 

solution to (B.19) given in (B.21) is only composed of a set of "stable" modes, i.e., those 

terms in (B.21) with negative eigenvalues. Accordingly, let 

a = (ai,a2,... ,aAr)^ = {al,a^)'^ 

The partitions and $s represent the eigenvectors associated with unstable(u) and 

stable(s) modes respectively, where the equilibrium mode tt is included with the unsta­

ble modes. The vector a is partitioned similarly. In the infinite buffer case, only the 

coefficients as are needed in the solution. Furthermore, we partition the states into an 

overload(o) set. So, and an underload(u) set, S„, where 

m m 
So = { k : E ^ ^ ^ ^ > C } , Su = {k:J2kiRn<C}. 

1=1 1=1 

Then letting 

71" = (7ri ,7r2, . . . j T T A r ) ^ = ( 7 r ^ , 7 r J ' ) ^ , 
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we have the following linear equations determining the unknown coefficients of the stable 

modes, a^: 

^osas = -TTo (B.28) 

Now there are no further obstacles to a complete solution and we can get the buflfer 

overflow probability by 

G{x) = l^{n-F) = - e^''-ak(l^</'k) (B.29) 
k:Zk:<0 
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Appendix C 

The M M P P / D / l / K Queue 

In this appendix, we study the performance of a finite-buffered statistical multiplexer 

wi th MMPP input. The M M P P / D / l / K queue is a useful tool for modeUng service 

systems with complex nonrenewal arrivals and has been successfully used in the analysis 

of A T M multiplexers loaded with the superposition of bursty sources. An exact analysis 

of the M M P P / D / l / K queue is carried out, yielding the cell loss probability. 

C . l The MIVEPP 

The MMPP is a special case of the versatile Markovian process, or the so called N-process 

[129]. Arrivals are governed by a continuous-time, discrete-state Markov chain, M, in 

the following manner. Let M be the number of states in M labeled m = 1,2,. . . ,M. 

When the process is in state m, packets arrive according to a Poisson process with 

parameter A^. 

C.2 Queueing Performance Analysis 

Here we focus on modeling a statistical multiplexer with finite capacity K. We use the 

MMPP model developed previously as the input process and the service is deterministic. 

Hence the A T M cell multiplexer can be modeled as an M M P P / D / l / K queue. The 

N / G / 1 queue with infinite buffer was studied in detail by Ramaswami [130] and more 

recently, Blondia [131] carried out an analysis of the N / G / l / K queue(of which the 

M M P P / D / l / K queue is a special case). 

We assume that each packet requires 6 units of service ^. The arrival process is 

generated by an M-state MMPP as outhned before. Let Q = [qij] be the infinitesimal 

^For the MMPP/G/ l /K queue, the cumulative distribution function of the service time and the mean 
service time can be denoted by H{.) and G, respectively. 
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generator of and let A = d i a g ( A i , A M ) - The stationary probability vector x of Q is 

obtained by solving the Hnear equations x Q = 0 ,xe = 1, where e is the M-dimensional 

unit vector whose elements are all equal to 1. 

The queueing system can be described by a two-dimensional state variable S{t) = 

{X{t), J{t)}, where X{t) denotes the number of customers in the system while J{t) repre­

sents the state of the underlying Markov process Q. The classical imbedded semi-Markov 

sequence approach is therefore used to determine the limiting probability distribution 

of S{t) whose state space consists of {0,1,...,K} x {1,2, . . . , M } . Let (r„ : n > 0) be 

the successive epochs of departure. Then the sequence {S{Tn),Tn^i — T„} forms a semi-

Markov sequence. We can write down the transition probability matrix for the imbedded 

Markov chain and then solve for the joint distribution of the number in the queue and 

the state of the MMPP at epochs of departure. This, in turn, can be used to get the 

performance measures of interest. The details of the solution wil l be discussed in the 

following. 

Let {Mi, Ni) denote the state of the queue where M j is the state of M immediately 

after the i-th departure and Â ^ is the number of packets left behind by the departing 

packet. We are interested in the behaviour of limi^oo{Mi, Ni), when it exists. This 

chain is aperiodic, recurrent and irreducible provided that M is aperiodic, recurrent, 

irreducible and A^ < oo, 1 < m < M . Let T = [tm,n;k,l] be the transition probability 

matrix of the imbedded Markov chain, i.e., tm,n-k,i = Pr[-^i+i = k,Ni+i = l\Mi = 

m,Ni = n]. 

We now define M x M matrices and B i , i > 0 which define the transition proba­

bility matrix T [131]. Let A , = [ai-Tn,k], where a .̂̂  fc is the conditional probability that 

i packets arrive and the resulting state of the uniformized version of M is k at the end 

of a service interval given that i t was m at the beginning of the service interval. Let 

A = Y^°loAi. The {i,j)th element of A gives the conditional probabiUty of reaching 

state j at the end of a service time, starting from state i. Let = [bi-m,k]' where bi-rn,k 

denotes the probability of i packet arrivals and the resulting state of the uniformized 

version of is A; given that an idle period preceded the service period and that the state 

of the arrival process was m at the start of the idle period. Also, let U = (A — Q)~^A, 

whose {i,j)th element denotes the conditional probability of reaching state j at the end 

of an idle period, starting from state i. Then we have 

B , = U A , (C.l) 
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The transition probability matrix can now be written as: 

Bo B i B2 • E i ^ A ' - i B i 

Ao A i A2 • • Y!^K-\ A i 

0 Ao A i • • A i 

0 0 0 • E i ^ l A , 

(C.2) 

Note that obtaining T requires the computation of A , U , and A^, for n = 0 , K — 2. 

The matrix A can be given as 

= r e^^dH{t) 
Jo 

(C.3) 

Since x Q = 0, we have x A = x. 

The matrices A „ can be efiiciently computed by means of an iterative procedure 

based on the "technique of randomization" [132]. Define A = max{A,7i — qm,m.}, 

and 

q z , j / \ 3 + h 

(A + q^,^)/X, j = i, 

, _ f O , j ^ i , 
^'''~[x,/{q^,^ + X), J = l . 

(C.4) 

(C.5) 

Let P be the matrix with elements (1 -p[ .j)rij and P ' be the matrix with elements 

Pijnj. Then it is proved that 

A , = Y^{xeye-'^Ri/j\ (C.6) 
J=l 

where is defined recursively by 

^ J I , k = 0,1 = 0 

" I + l<k<l 
(C.7) 

where I is the identity matrix. For the numerical implementation, we can make a 

truncation of (C.6) for the computation of A j . 

Let 7r(i) be the M-dimensional vector whose jth element is the limiting probability 

at the imbedded epochs of having i users in the system and being in the state j of the 

MMPP, i = 0 ,1, . . . , i f - 1. Define U = {TT{0),Tr{l), ...,IT{K - 1)). Then we have the 

following linear equations: 

K-l 

n = n x , ^(^)^ = 1 
i=0 

(C.8) 
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Let y{i) be the M-dimensional vector whose jth element is the limiting probabihty 

at an arbitrary time instant of having i users in the system and being in the state j of 

the MMPP, i = 0,1,...,K - 1. We note that y{i)e is the stationary probabihty that 

there are i users in the system at an arbitrary epoch. I t can be proved that [131]: 

y(0) = 7r(0)(A - Q ) - i [ e + 7r(0)(A - Q)-'e]-' (C.9) 

To determine the loss probability P; in the M M P P / D / l / K queue, we use the principle 

of flow conservation. The effective arrival rate must be equal to the effective service rate. 

Let Xav be the average arrival rate of the MMPP and AQ^ is given by 

Xav = xAe (C.IO) 

Then, we have the relation 

Xav{l-Pi)=^e-\l-y{0)e) ( C . l l ) 

Substitution of (C.9) into above yields 

Pi = l - A - J [ 0 + 7r(0)(A - Q ) - i e ] - i (C.12) 

Therefore, the loss probability Pi can be computed as long as 7r(0) is known. 

C.3 An Efficient Way for Computing 7r(0) 

In order to get 7r(0), solving the Mii'-dimensional Hnear equation system (C.8) directly 

is computationally expensive (with the asymptotic complexity of 0{M^K^) ). Here we 

propose an alternative approach to reduce the computational complexity greatly. From 

(C.8), we observe that 

i+l 
7r(i) = 7r (0)Bi- f ^ 7 r ( n ) A i _ „ + i , 0<i<K-2 (C.13) 

n=l 

which suggests that there exists a M x M matrix sequence { F j } , independent of K, such 

that 

7r(i) = 7r(0)Fi, 0<i<K-l (C.14) 

The matrix sequence {Fi} can be obtained recursively from 

Fo = 1, F i = ( I - Bo)Ao ^ (C.15) 

i 
F,+i = (Fi - B , - ^ F„A,_„+x)Ao \ i = l,...,K-2 (C.16) 

n=l 
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Next our task is to find 7r(0). By summing (C.13) over 0 < i < K — 2, we get 

^ 7 r ( » ) ( I - A ) = - 7 r ( 0 ) ( I - U ) A 
i=0 

Adding E ^ o ^ 7r(i)ex = x to both sides of the above equation gives 

J2 7r ( j ) ( I - A + ex) = -7r(0)(I - U ) A + x 

(C.17) 

(C.18) 

Prom (C.14), we have 

K-l 

7r(0)[ Y Fz(I - A + ex) -t- ( I - U ) A ] = x 
i=0 

(C.19) 

By noting that x A = x, we have x ( I - A -I- ex) = x. Multiplying ( I - A -t- ex) ^ to 

both sides of (C.19), we have 

K-l 
7r(0)[ ^ F i - f ( I - U ) A ( I - A + e x ) - i ] = x 

i=0 
(C.20) 

The matrix within square brackets in (C.20) is nonsingular because the steady-state 

imbedded Markov chain probability distribution of the finite queueing system always 

exists and is unique. Therefore 7r(0) can be computed from (C.20), in which the matrices 

F j , i = 1,..,K — 1 can be obtained from (C.16). I t should be pointed out that the above 

algorithm is particularly efficient for computing 11 for different values of the buffer size 

since the sequences { A i } and { F j } need only be computed once. 

As an example. Figure C. l shows the loss probability as a function of the buffer size 

for a two-state MMPP. Assuming the constant value of the service time as the time unit, 

the MMPP parameters are given by 

Q 

1.0722 0 

0 0.48976 

-8.4733 X 10"'' 8.4733 x 10"^ 

5.0201 X 10-^ -5.0201 x 10"'' 

(C.21) 

(C.22) 
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Figure C. l : Loss probability vs. buffer size 
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Appendix D 

A Brief Introduction to Large 
Deviations 

Large deviations refers to a collection of techniques for estimating properties of rare 

events such as their frequency and most likely manner of occurrence. I t applies to 

certain types of rare events, which are caused by a large number of unlikely things 

occuring together, things that look in retrospect like a conspiracy, rather than a single 

event of small probability. Recently large deviations has been widely used in the area 

of A T M networks. A T M is a packet switching standard that is generally understood 

to have cell loss probabiUties on the order of 10~^ to 10~^. This means that many 

aspects of operating A T M networks need to have remarkably small error rates. Therefore, 

admission control, buffer dimensioning, and even the simulation of ATM models have 

stochastic behaviour falling in the domain of large deviations. In this appendix, we give 

a brief review of some of the basic theorems of large deviations. For a complete reference 

on the subject, see [111] [133]. 

D . l Cramer's Theorem 

Let's begin with the simplest large deviations question: what is 

Pr(^Ex,>a) 
" i= i 

for i . i .d. random variables Xi, where a > E(a;j)? Cramer's theorem(also known as Cher-

noff's theorem) establishes both upper and lower bounds that are the same to leading 

order. Let the i.i.d random variables xi,X2,... have common distribution function, and 

assume the mean Exi exists. Define 

M{9) = Ee'''=\cp{9)=logM{9),ip*{a)=sup{ea-^pi9)) (D.l) 
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The transformation applied to ip in (D.l) is called the convex transform or Legendre 

transform. Cramer's theorem says: 

Theorem 1 (Cramer) Let xx,X2,... be i.i.d. random variables. Then the function y?* 

defined in (D. l ) is lower semicontinuous^ and convex. For any closed set 

l i m s u p - l o g P r ( ^ ^ ^ " " ^ ' ' " e F) < - inf ^*{a) (D.2) 
7i->oo n n aeF 

and for any open set G 

l i m i n f - l o g P r ( ^ ^ ^ ^ ^ ^ ^ e G) > - inf ^*{a) (D.3) 

Now applying the above theorem to our basic question, we have 

Theorem 2 Let x\,X2,--- be i.i.d. random variables. For every a >Ea;i and positive 

integer n 

n 

Assume that M{d) < oo for 0 in some neighborhood of 0 and that (D.4) holds for some 

0* in the interior of that neighborhood. Then for every e > 0 there exists an integer no 

such that whenever n > no 

^^^Xi + --- + Xn ^^^^ g-n{v>'{a)+e) ^ 
n 

Next we introduce a refinement of Cramer's theorem due to Bahadur and Rao (see 

[111], pp. 94). I t involves a more accurate estimate of the law ^„ of 5„ = ^ E i L i ^ i -

Specifically, for a "nice" set A, one seeks an estimate of iJ.n{A) in the sense that 

l i m „ ^ o o ^ M n ( - 4 ) = 1-

Theorem 3 (Bahadur-Rao) Let Sn = ^ 127=i where Xi are i.i.d. real valued ran­

dom variables with logarithmic moment generating function ip{9) = logEe^^'. Let ^„ 

denote the law of Sn, i.e., / i n is the probability distribution of Sn- Consider the set 

A = [q, D O ) , where q = <p'{'r)) for some positive rj 6 X>°.̂  

(a) I f the law of xi is non-lattice, then 

l im J„/i„(A) = 1 (D.6) 
n—*oo 

where J„ = 7?y(/p"(r/)27rne"^*(9). 

(b) Suppose xi has a lattice law, i.e., for some xo,d, the random variable d~^{xi - XQ) 

is (a.s.) an integer number, and d is the largest number with this property. Assume 

^That is, if yi,y2, ••• is a sequence so that j/„ ^ j/ as n oo, then liminf„ f'iyn) > f'iv)-
is the interior of the effective domain = {9 : ip{9) < oo} of (p{e). 
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further that 1 > Pr(3 : i = g) > 0. Then 

l im Jn(J-n{A) = (D.7) 
ra—>oo 1 — e ' 

D.2 The Large Deviations Principle 

Theorems in large deviations are usually stated in terms of a Large Deviations Princi-

ple(LDP). A general statement of this principle is given in the following. 

Definition 1 We are given a sequence of processes or random variables zi,Z2,... on a 

state space X . We say that zi,Z2,... satisfies an LDP with rate function / if, for every 

closed set F C X , we have 

l im sup - log Fi(zn eF) < - inf I{x) (D.8) 
n-s-oo n xeF 

and for every open set G C X , we have 

l im inf - log Fi{zn € G) > - inf I{x) (D.9) 
n->oo n xeG 

Definition 2 A real valued function / on X is called a rate function i f it satisfies the 

following requirements. 

(a) lix) > 0, 

(b) / is lower semicontinuous. 

I f in addition the set {x : I{x) < a} is compact for every real a, then / is called a good 

rate function. 

In Cramer's theorem, we consider the random variables Zn = ^{xi-] hXn). The 

function (p* defined in (D. l ) is a rate function. I f lim|a|_).oo </'*(<̂ ) = OO) then it is a good 

rate function. 

D.3 The Gartner-ElHs Theorem 

The Gartner-Ellis theorem establishes the existence of an LDP with convex good rate 

function for a large class of sources. Given a sequence s i , S 2 , . . . of random variables, 

define 

<Pn{9) = ^logEe''- (D.IO) 

We wil l estimate the asymptotics of { s „ / n } . First we have following assumptions. 

Assumption 1 The limit lim„_>oo V 'n(^) = fi9) exists (possibly infinite) pointwise. 

Assumption 2 (p is differentiable on V^,. 
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Let </?*(.) be the Legendre transform o{(p{.), with V^* = {x : ip*{x) < oo}. 

Theorem 4 (Gartner-Ell is) (a) Under Assumption 1, for —oo < a < 6 < oo, if 

[a, b] n ^ 0, then 

l i m s u p - l o g P r ( — G [a,6]) < - inf ip*{x) ( D . l l ) 
n->oo n n xe[a,b] 

(b) Under Assumption 1 and Assumption 2, let —oo < a < 6 < oo and assume that for 

any v G (a, b), there exists 6y such that (p'{9v) = v. Then 

l i m i n f - l o g P r f — e (a,6)) > - inf (p*(x) (D.12) 

This result applies to i.i.d sequences with Ee^^^ < oo for all 6, which corresponds 

to the original large deviation estimate of Cramer. The result also applies to sequences 

with weak dependencies. For example, (random) coordinate functions of Markov chains 

satisfying strong uniformity conditions on the transition kernel and tails wil l satisfy an 

LDP. For stationary sequences satisfying appropriate mixing and tail conditions similar 

results hold. 
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