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Abstract 

Two related lines of research in experimental electron density determination are reported in this 

thesis. In the first case, the well-proven and popular miiltipole modeling technique is applied 

to three high resolution, single-crystal X-ray diffraction data sets. The preliminary part of this 

thesis (Chapters 2-5) deals with the theoretical aspects of the multipole model, and al.so some 

of the theoretical and practical aspects of data collection and reduction. Chapter 6 reports an 

experimental charge density determination of a nitrogen ylide. Chapter 7 contains details of 

the treatment of data from a large, pendant-arm macrocyclic complex of nickel, while Chapter 

8 reports the characteristics of the experimentally determined charge density for a substituted 

acetylene molecule which exhibits interesting intramolecular interactions. The charge densities 

for all three cases are analysed vising Bader's Theory of Atoms in Molecules. 

The latter part of this thesis deals with more novel ways of treating experimental data. 

Chapter 9 gives a thorough review of the literature on the application of Maximum Entropy 

techniques to image reconstrviction in general and charge density determination in particular, 

followed in Chapter 10 by an application to diffraction data from the cubic phase of acetylene. 

The novel approach of removing core scattering from the data is developed and gives improved 

results. 

Chapter 11 reviews some aspects of fermion density matrices and their relationship to elec­

tron density fimctions and X-ray scattering, followed in Chapter 12 by results from the density 

matrix refinement method applied to diffraction data from formamide. Particular emphasis is 

placed upon basis set effects, idempotency and various N-representable approximations to the 

experimentally determined density matrix. 
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Chapter 1 

Introduction 

1.1 In the Beginning . . . 

X-rays and their diffraction is a very old "modern" science. The first ever Nobel Prize in Physics' 

was awarded to Wilhelm Conrad Rontgen in 1901 for his discovery and characterization of the 

then called "Rontgenrays". 1914 saw Max Theodor Felix von Laue become a Nobel Laureate for 

his discovery of the diffraction of "Rontgenrays" by a crystal. The significance of this work was 

twofold; it confirmed that X-rays displayed wave character and that a crystal is a symmetrical 

three-dimensional array of atoms that can act as a diffraction grating. 

Even before von Laue had received his prize, work was already afoot to utilize the diffraction 

phenomenon in elucidation of crystal structure. Debye was prominent in his assertion that the 

X-rays were being scattered by electrons. He states^ 

"It seems to me that experimental study of the scattered radiation, in particular from 

light atoms, should get more attention, since along this way it should be possible to 

determine the arrangement of the electrons in the atom." 

Debye and Scherrer attempted to determine the ionic charges in LiF^, follwed by a similar 

study by Bragg on NaCH. Bragg also endeavoured to use diffraction data to obtain an exper­

imental description of the covalent bonding in diamond by calculating the diffracted intensities 

which would result from localized two-electron bonds in accord with the Lewis model'̂ . 

It is thus apparent that, right from the start. X-ray diffraction was recognized not only as 

a tool for molecular structure determination in the sense of atomic positions but also for the 

determination of the more ftmdamental electronic structure. Despite this fact, the work now 

done in X-ray diffraction is almost exclusively to gain information of the former kind. 

1.2 Why do the Experiment? 

Well, the answer to this question depends upon the viewpoint of the scientist being asked. 

Experimental electron density determination is an interdisciplinary topic of research. We are 

hoping to gain an experimental description of what is a quantum-mechanically well defined 

situation. The practical aspects of data collection and diffraction physics are undoubtedly well 

covered by crystallography but the quantitative analysis of the electron distributions so obtained 

is the realm of theoretical chemistry. 

1 
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Chemical Crystallographers may become involved in charge-density research initially as a by­
line to their occupation of solving crystal structures and become drawn in or they may become 
involved deliberately as they realize that a study of bond lengths and angles etc. cannot possibly 
provide all the information that they require to ascertain certain properties of systems such as 
molecular polarity or "atomic charges" within the molecule. 

Theoretical Chemists have other reasons to become involved. Although the a6 initio calcu­

lation schemes embodied in the proprietary software packages have evolved to become tractable 

tools for obtaining an approximate wavefimction, there are inherent limitations in the Hartree-

Fock scheme. For large systems the processor time required is substantial, especially when many-

Gaussian contractions and polarization fimctions are utilized in the basis set and such schemes 

only calculate the wavefimction for an isolated, gas-phase molecule. If our interest is actually in 

a molecule in a crystalline environment as it might be for example in non-linear optics or piezo­

electricity, the only formally correct way to proceed is to perform either a periodic Hartree-Fock 

calculation or a band theory calculation. These are computationally expensive. For the two 

examples just mentioned, we may assume that the free molecule wavefunction is sufficiently close 

to the in-crystal one to allow us to use the gas-phase wavefimction, but for non-localized states 

such as those found in superconductors or semi-conductors band theory is unavoidable. 

A second reason is that while current calculation schemes give good reproducibility of strong, 

covalent interactions, chemical interest is moving towards weak, inter- and intramolecular in­

teractions such as van der Waals forces, hydrogen bonds and the like which are of fimdamental 

importance in molecular recognition, molecular biology and biochemistry. These forces are not as 

accurately calculated by current quantum theory without recourse to extremely large scale calcu­

lations. Since a crystal is an assemblage of molecules weakly held together, these forces and their 

manifestations in the charge density may be experimentally accessible via the experimentally 

determined electron density. 

The final reason, and to me the most fimdamental is that mathematical physics has, as yet, 

offered no analytical solution to the many body problem. The standard HF-SCF scheme neglects 

the correlated motion of electrons. Two main avenues are open to approximate inclusion of these 

effects: 

• Moller-Plesset perturbation theory where inclusion of one or more perturbation terms in 

the Hamiltonian help to describe the inter-electron interaction. 

• Configuration Interaction where excited state wavefimctions are allowed to mix in with 

the ground state. Despite the fact that excited states have higher energies, the mixing in 

of small amoimts of higher states actually reduces the total energy by incorporating the 

interelectronic distance into the wavefimction. 

Both of the above methods can include a substantial amount of the effects of electron corre­

lation but only with a dramatic increase again in computational effort^. One other possible com­

putational route to correlated wavefimctions and densities is Density Functional Theory^ 

This area of quantum chemistry is at last coming into vogue after lagging behind HF theory. Its 

level of development is not as far advanced but a common view is that alternative approaches 



CHAPTER 1. INTRODUCTION 3 

must now be sought as post-HF theories have taken us as far as they can and an alternative, com­
putationally less-demanding approach is required. However, even DFT can only approximately 
include the true consequences of electron correlation via the exchange-correlation potential. 

The point to be emphasised is that any experimental density is by definition a correlated 

density and hence what is difficult to calculate may be experimentally investigated. 

1.3 What do we hope to gain? 

Development of charge-density research, whether theoretical or experimental is ultimately a waste 

of time unless the results so obtained can be used in chemical, physical or biological applications. 

The very first charge-density work was done when the most satisfactory theory of valence was 

that of Gilbert Lewis, so the ftmdamental character of bonding was being investigated. However, 

Born, Schrodinger et al, elucidated at least the mathematical principles of wave mechanics and the 

development of this theory has continued to it's current high level. There is no great justification 

for conducting a charge den.sity study of small organic molecules (including drugs) when the 

calculation could so more easily be done and probably more information gained. However, the 

study is justifiable if applied to one of the four areas I have outlined above (big systems, molecules 

in crystals, weak interactions, electron correlation). 

The relevant areas of application of the results include: 

• Bonding and electronic configuration of transition metal complexes. These can be difficult 

to do all-electron calculations on due to their size. Semi-empirical calculations can be done 

but the parameterization of some of the integrals means that confidence in reliability of the 

result is degraded. Utilization of effective core potentials" is another way of reducing the 

computational effort required, but again the reliability of the results may be compromi.sed. 

This is especially true if two different spin states are close in energy. The experimental 

determination of the electron density can, in suitable cases, determine the spin state. Some 

transition metal complexes are currently being developed to act as electronic .switches 

by way of spin-state crossover. Application of pressure to a crystal can change the spin 

state of the system and so experimental electron density determination is an ideal tool for 

investigating this behaviour. 

• Systems where weak interactions are important. Some of the most important financially are 

drug-receptor and enzyme-substrate binding. Although the resolution required to actually 

study a drug bound to a real receptor is not attainable at the moment, it is for model 

systems, so the binding properties of the drug can be ascertained and hopeftilly extrapolated 

to more realistically sized systems. Fimdamental knowledge in biochemistry can be obtained 

in this way, but more importantly it is another avenue to be explored in rational drug design. 

X-ray scattering can actually help from both sides in this context by providing the structure 

of the receptor site via protein crystallography and the properties of the drug via charge 

density research in a two-pronged attack. 

• Rational design of solid state devices such as optical materials, electronics, superconductors 

and piezoelectrics could follow from a detailed knowledge and theoretical analysis of the 
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electron density. For example, non-linear optical properties are related to the molecular 
dipole moment. 

• Parameter values for empirical molecular mechanics force fields. Such force fields are usually 

used in circumstances where calculation fail or are too expensive. Parameter values can 

be obtained from charge densities, either theoretical or experimental. Applications include 

molecular dynamics simulations, solutions, thin films and polymers. 

The research performed in connection with the above criteria and presented in this thesis falls 

into two broad categories, namely applications and theoretical development. Firstly, the "stan­

dard" technique of fitting a structured model which implicitly accounts for the fimctional form of 

the charge density, the so-called multipole model, by least-squares techniques to experimentally 

determined structure factor magnitudes for three different compounds was performed. These 

three compoimds represent a wide spectrum of interesting chemical phenomena. The first com­

pound, a nitrogen ylide, is of chemical importance because it contains three nitrogen atoms, all 

in different chemical environments, and therefore provides a good test of the model's sensitivity 

to different bonding situations of the same element. The chemical information gained includes 

atomic charges which are compared with those predicted by the Lewis structures of the resonance 

forms. The second compound is a large pendant-arm nickel complex, at this time the largest 

compound to have its charge density determined experimentally. The results for this compound 

are particularly novel because the coordination of the metal by the ligand is non-centrosymmetric 

and of particularly low symmetry, unlike the most commonly encountered and studied octahedral 

case. The space group for this crystal is also non-centrosymmetric which causes extra difficulties 

from the crystallographic point of view. The third compound studied by this method was a small 

organic molecule containing a carbon-carbon triple bond. It is one of a series of derivatives of 

di-benzyl acetylene where, because of the phenyl-ring substituents, through-space effects distort 

the linearity of the triple bond. Bader's topological Theory of Atoms in Molecules provides an 

invaluable method of analysis for such weak interactions in theoretically determined electron 

densities, but I show that the experimental techniques employed here are sufficiently sensitive to 

detect such small features in the charge density obtained from X-ray diffraction. 

The second category of work undertaken in this research is more fundamental, and involved 

applying and developing two new techniques for the treatment of diffraction data for the extrac­

tion of the cliarge density. The first of these is the technique of maximum-entropy data analysis, 

which has its foundations in Information Theory and Bayesian statistics. No structured model 

is employed here at all, the density being described by a three-dimensional pixel map in real 

space. This technique was used to treat the diffraction data from crystalline acetylene from the 

literature, and an improved formalism for data analysis within this regime by treating only the 

valence density was developed. 

The second of the newer techniques reverts to fitting a parameterized model of the charge 

density, but instead of the empirical multipole expansion model, I have fitted the elements of 

the first-order density matrix. This work has been undertaken in collaboration with Dr. Sean 

Howard at the University of Wales, Cardiff, who provided an early version of software for this 
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task, which I have updated and extended. The consequences of idempotency as a restriction of 
the fit have been investigated. 



Chapter 2 

Developments From The 
Spherical Atom 

2.1 Conventional Spherical Atom Approach 

To a first approximation, justified by the first Born approximation^'^'''^. X-rays are scattered 

elastically by the atomic or molecular electron density />(r), resulting in set of structure factors 

F{S). The relationship between the two is.the Fourier transform 

F(S) = J p(T)exp{iS.T)dT (2.1) 

where 
S = 27r(s - so)/A (2.2) 

s, and So are unit vectors in the direction of the scattered and incident beams respectively, r is 

the position vector in real space, and A is the wavelength of the radiation. 

In conventional crystallography, the scattering is decomposed into a sura over the scattering 

factors f j of spherical, neutral atoms 

F{S) = J 2 M S ) e x p { i S . r i ) (2.3) 
j 

The structure factor itself is a complex quantity, i.e. has both magnitude and phase 

F{S) = \F{S)\exp{i<f>) (2.4) 

Returning to the formally rigorous continuous electron density, direct inversion of (2.1) to give 

the Fourier synthesis 
p(r) = ^F(S)exp( - iS . r ) (2.5) 

s 
cannot immediately be performed since only the magnitude of F(S) is obtained by experiment 

but not the phase, and hence no information is available on the value of the exponent of the 

structure factor. This is the well known crystallographic phase problem. There are currently two 

methods commonly used to circumvent this difficulty: 

1. Heavy atom techniques. These involve the calculation of the Patterson ftmction: 

_l_ 
V 

P{u) = ^ J 2 \ ^ { S ) f e x p { i S . u ) (2.6) 
s 
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The physical reality of the Patterson fimction is that it is the "square" of the electron 

density, or more strictly its self-convolution 

P(u) = P{T) * p{-r) = f p{T)p{r + u)dr (2.7) 
Jv 

The significance is that if we have one or more "heavy" atoms which dominate the scattering 

in the unit cell, the largest peaks in the Patterson map correspond to the interatomic vectors 

between the heavy atoms. This allows us to locate these atoms in the miit cell. If we then 

calculate the structure factors (amplitudes and phases) which would result from scattering 

by these atoms, assuming they scatter in the molecule the same way as the spherical free 

atom, we have not only their magnitudes but also a set of trial phases. If we now assign 

the trial phases to the measured structure amplitudes and compute the electron density 

using(2.5), the next level of atoms in terms of scattering power will reveal themselves in the 

Fourier synthesis. The positions of these new atoms are then included in the next structure 

factor calculation and the cycle is repeated until all atoms (or all non-hydrogen atoms) are 

revealed. 

2. Direct Methods. This technique is based on the statistical probability of certain phases 

given the structure amplitudes. These two components of a general wave are independent 

but certain relationships do exist for structure factors via two properties of the electron 

density function that they describe. 

Firstly, the electron density fimction must be everywhere positive. Secondly, the luolecule 

is composed of atoms. Direct methods will produce reliable starting phases in most cases, 

provided that the quality of data is adequate. It is more suited to crystals where the number 

of electrons is more uniform throughout the constituent atoms, but will still work for metal 

complexes. 

Both of the above methods furnish an approximate solution of the structure. From here 

the next step is least squares refinement. This involves parameterizing the structure in terms 

of three positional coordinates and one temperature parameter in the case of isotropic thermal 

displacement from the equilibrium position, or six independent parameters by way of a third-rank 

tensor for anisotropic thermal motion for each atom. The thermal smearing is incorporated into 

the structure factor formalism so that (2.3) becomes: 

^^{S) = E fjiS)TjiS)exp{iS.r) (2.8) 
i 

As the refinement naming suggests, the purpose of this step is just to try to get the model which 

"best" fits the data. Least-squares does this by minimizing the "Chi-Square" fimction 

X̂  = ; ^ H i n S ) „ , J - | F ( S ) , „ , J p (2.9) 
s 

i.e. it systematically adjusts the parameter values imtil the discrepancy between the observed 

and calculated structure factors is minimized. In this way, true random noise in the data will be 

filtered but systematic errors will not. Assuming good quality data, the main block to lowering the 

value is the model used to calculate the structure factors. A brief summary of crystallographic 

least squares is given in Appendix A. 



CHAPTER 2. DEVELOPMENTS FROM THE SPHERICAL ATOM 8 

2.2 Nature of f j - The Atomic Scattering Factor. 
The first calculations of atomic scattering factors'^ assumed that the atom contained electrons 

which scattered according to the classical theory of electrodynamics. I t was further assumed that 

the frequency of the radiation is large compared with the absorption frequencies of the atoms, to 

the effect that the scattering corresponds to that of free electrons. J.J. Thomson's law concerning 

this scattering is that i f unpolarised radiation of unit amplitude falls on an electron, the scattered 

intensity at unit distance from the electron is (e^/mc^)^(l + cos^26)/2. To get the combined 

scattering from an assemblage of electrons in an atom, we add the individual contributions, 

remembering the phase differences which result from the electrons being distributed in a volume 

of .space, the cross-section of which is comparable to the wavelength of the incident radiation. 

The scattering amplitude now becomes /(e^/mc^)^, where / is the atomic scattering factor. The 

nature of / is such that at very low angles the value of / approaches that of the number of 

electrons in the atom, but falls off rapidly with increasing scattering angle. 

The / .so far characterized has neglected thermal motion of the atom. This was included to 

a first approximation by Debye^^'^® by forming an effective scattering factor for an isotropically 

vibrating atom with Gaussian probability distribution aroimd the equilibrium position 

/ = /o .e -^ (2.10) 

where 

M = 2u'̂ S (2.11) 

with w'̂  the mean-square atomic displacement. Therefore the separation of temperature effects in 

(2.8) is justified with Tj = . This form of the temperature factor is still often used although 

anisotropic effects are included by the extension of Waller in 1926. B o r n " describes temperature 

effects in poetic fashion: 

"the effect of the thermal motion on an X-ray beam traversing the crystal has 

been compared with the effect of the agitated surface of the sea on the image of the 

setting sun." 

I t is now convenient to concentrate on / „ , the scattering factor resulting from a static atomic 

electron density distribution. I t is easiest related to the radial distribution of the static density 

[/(r) =47rr'V(r) by 

Knowledge of ?7(r) as a ftmction of r allows equation (2.12) to be numerically integrated to yield 

fo for any particular scattering angle. This was first done by Hartree'* assuming an orbital 

model for the atom, and treating the time average of the electron density as a classical scatterer 

in accord with Thomson's equation. 

Waller'" developed a wave-mechanical theory of diffraction and showed that Thomson's for­

mula produced the total scattered intensity, assuming the incident wavelength was large com­

pared to the absorption frequency of the atom but not so large that relativistic effects became 

significant. This total scattering is composed of a component deriving from inelastic (Compton) 



CHAPTER 2. DEVELOPMENTS FROM THE SPHERICAL ATOM 9 

scattering where the wavelength of detected radiation differs from that of tlie incident beam and 
a second, dominant component deriving from coherent elastic scattering. I t is only the latter we 
wish to consider when calculating / . The importance of Waller's theory is that i t allows us to 
relate the radial distribution U{T) to the electronic wavefunction V)(r). 

The production of the scattering factor therefore rests on the ability to produce a wavefimc-

tion and deriving the associated charge density. This can be done analytically for the hydrogen 

atom and hydrogen-like ions but for many electron systems the Hartree-Fock method of the self-

consistent field can be used. This of course, becomes intractable for atoms with high atomic 

number and hence many electrons, but a charge density can still be obtained by reverting to 

the electron gas, Thomas Fermi regime''^'''^' which is the forerunner to Density Functional The­

ory. Inspection of the atomic scattering factors in International Tables'̂ ^ shows that the lighter 

atoms and ion scattering factors are derived from Hartree-Fock and Relativistic Hartree-Fock 

calculations while the heaviest ions bear the legend "Dirac Slater" denoting their extension to 

the Thomas Fermi theory. The important points to take from the James and Brindley formalism 

for atomic scattering factors are (as summarized by McWeeney^^) 

1. Non-spherical atoms may be dealt with as though spherical, using an electron density which 

is effectively "smeared out" by averaging over all orientations in space. 

2. There is no significant difference between the scattering from an isolated atom and frorn 

the same atom engaged in chemical (covalent) bonding or 'metallic' bonding. 

This is the level of theory utilized in conventional structure determination and least-squares 

refinement procedures. In the past this was probably justified by the quality of data which could 

be collected and the data reduction schemes used. However, current diffractometer technology 

is such that much more information can be recovered from the experimental structure factors. 

2.3 Inadequacy of Spherical Scattering Factors 

In a letter to the editor of the Phy.sical Review^'', James and Johnson brought to attention their 

conclusion that discrepancies between the observed and calculated structure factors using the 

spherical atom model were not due to errors in the data but the nature of the charge distribution 

"We have thus been brought to the conclusion that the valence electrons in the 

crystal, despite their small numbers, are responsible for the observed anomalies". 

From the beginning, the allotropes of carbon have have played a prominent part in the 

question of the suitability of spherical scattering factors. Bragg® noted the probable aspherical 

nature of atoms during his studies of carbon and silicon. This revolves aroinid the measurement of 

the so-called "forbidden" reflections. I f the scattering from a diamond crystal is calculated using 

spherical scattering factors for the carbon atoms, certain reflections, notably the (222), have 

zero intensity. However, the experimental data shows that the (222) reflection has small but 

definitely non-zero intensity. The discrepancy is caused by the non-centrosyrametric component 

of the density. A similar effect was noticed by Franklin^® in the case of powder diffraction from 
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graphite for the (10) band from single carbon layers and she recognizes atomic asphericity as the 
cause, proposing that the three sp^ electrons are concentrated mainly at the centres of the bonds. 
Bacon''̂ ® points out that while a large bonding concentration would indeed remove the discrepancy 
for the (10) band, i t would cause large discrepancies elsewhere in the data. He narrows the cause 
down to a slight concentration in the bonding directions relative to a spherical atom and shows 
that use of McWeeny's'^^ scattering factors for the sp'̂  hybridized carbon reconciles experiment 
with theory. 

2.4 Aspherical Scattering Formalisms 

McWeeney^^ has given the scattering factor for an atom in terms of scattering factors for the 

individual orbital products in an orthogonal basis. Since any orbital product where one orbital 

is a non 5 fimction is not spherically symmetrical, the scattering factor is no longer orientation-

ally independent for a given scattering angle. McWeeny decomposes the scattering factor into 

components parallel and perpendicular to some symmetry axis, leading to a complex scattering 

factor. He also shows how to arrive at the scattering factor for hybrid valence states (sp, sp^,sp^) 

by taking linear combinations of the basis functions. 

This appears to be a vast improvement theoretically, judging by the comparison McWeeny 

gives between the parallel and perpendicular components of the anisotropic scattering factor for 

carbon 2p electrons compared to the spherically averaged scattering from the same electrons. 

He also points out that equal occupancy of the 4 valence orbitals, irrespective of hybridisation 

state will still lead to a spherical charge distribution and thus a single isotropic scattering factor. 

The scattering from each individual orbital may be anisotropic but the total scattering is still 

isotropic. This is quite an important point and one which is open to misinterpretation. Given a 

total wavefimction expres.sed in the form of a Slater Determinant, addition of the corre.sponding 

elements in any two columns of the determinant leave its value unchanged. The effect of this is 

that we may produce new orbitals by formation of linear combinations of the original orbitals 

without altering either the total wavefunction or the resulting density. This is the basis of 

forming orbitals by localizing them spatially''^^-^* or energetically''^^. I t amounts to performing a 

unitary transformation on the basis fimction expansion coeflicient matrix. The ability to do this 

underlines the arbitrary nature of talking about certain orbitals within a molecule. 

The next step in McWeeny's development^^ is to include the effect of bonding into the scat­

tering factors. His method of assigning charge in the molecule is the same as that of Mulliken^' 

and in fact pre-dates some of MulHken's work in this area. While the one-centre components 

are unambiguously assigned, the two-centre ones are only so in the case of bonding between two 

identical atoms. As far as calculating the scattering from a whole molecule is concerned this is 

fine, but to decompose the scattering into a sum of one-centre components by assigning half of 

the scattering to each atom is arbitrary if all atoms are not the same. McWeeny also assumes 

static atomic positions. Problems with this analysis could easily occur if atoms with overlap 

populations between them have differing temperature factors in the crystal. The development is 

appHed to a static H2 molecule so none of these considerations apply. This allows the effect of 
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the bonding charge or overlap population to be treated as a "correction" to the spherical atomic 
scattering factor 

/ , ( S ) = / , ( S ) + A / , ( S ) (2.13) 

The correction term derives from the one centre and two centre scattering functions. Since 

/ j ( S ) is in general neither spherically symmetrical nor centrosymmetric, the correction term will 

introduce a phase shift and so is complex 

/ i (S ) = / i ( S ) + i A / , ( S ) (2.14) 

Although formally similar to inclusion of "anomalous" scattering into the scattering factor, 

the two effects are entirely separate in origin and not to be confused. 

The main implementational problem with this approach is the analytical form of the basis 

ftuictions. The radial dependency is described by a Slater fimction, but computing products and 

integrals over these ftmction is difficult. McWeeny'''^ proposes using the Gaussian approximation 

where the underlying Slater function is "fitted" by a contraction of Gaussians due to their easier 

mathematical manageability. This is now the norm in ab initio MO calculations. The other 

contention raised earlier about temperature effects is said to be insignificant: 

"The small correction to f j , based on the diffuse valence-electron distribution are 

almost certainly relatively insensitive to vibration." 

McWeeny's work culminates^^ in the calculation of scattering factors for carbon in both 

diamond sp^ and graphite sp^. Due to the strong bonding in both of these situations causing 

extreme levels of deviation from atomic asphericity (as also in the case of H > in reference 30), 

the discrepancy from spherical scattering factors is the largest one might expect to occur in real 

situations. The deviations found to occur are, however, substantial although they derive almost 

wholly from the "atomic" asphericity part of the correction A f j i.e. the component derived from 

orbital products on the same centre. The "bonding" contribution arising from orbital products 

on neighbouring centres is very small. Justification is therefore provided for using the atomic 

scattering factors for atoms in the prepared valence state derived in reference 23. The validity of 

the prepared valence states used {sp^,sp^, etc.) is perhaps suspect since it has since been shown 

that the actual proportions of the various contributions of the orbitals to the true hybridisation 

state deviates from those presupposed^'*: 

"The discrepancy from the "ideal" ratio is very .substantial; however, i t is not 

surprising, since it has become more and more apparent in the last decade that the 

"ideal" ratios are more of linguistic than of physical value." 

McWeeny also suggests that a more rigorous approach to temperature effects is desirable, 

especially for high scattering angles. He has developed a generalized theory for scattering from 

the electron density in atoms and molecules but states that attention should now be turned to a 

better description of thermal motion. 

Dawson^'^ has built upon McWeeny's work and tabulations for the scattering factor of N, 

P, 0 , S, F, CI in ground states and prepared valence states are given. The important point 
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developed is the decomposition of the aspherical scattering factor from a valence orbital 4>„ into 
centrosymmetric and antisymmetric components 

f{<l>v)=fcXM + ifa{<l>v) (2.15) 

The antisymmetric component of (2.15) is TV/2 out of phase with the centro.symmetric part 

and hence the total scattering factor is complex. We have now reached an explanation of "forbid­

den" reflections. When the structure factors are calculated using the spherical atom model and 

harmonic temperature factors, there are only centrosymmetric contributions to the scattering. 

By symmetry, some reflections will only have components from the centric part of the scattering. 

These will have calculated intensities close to the experimental values. Some reflections will have 

components from both centrosymmetric and antisymmetric parts of the scattering and hence 

there will be discrepancies between calculated and observed values. Finally, some reflections, the 

"forbidden" reflections, have component only from the antisymmetric part. Since this is ignored 

in the structure factor calculation, they have zero calculated intensity but non-zero, although 

rather small, ob.served inten,sity. This is borne out for diamond^^. Planes whose indices are odd 

have contributions from both the centrosymmetric and antisymmetric scattering and disagree 

with the calculated intensities. Planes whose indices are even agree well with the calculated 

intensities since they arise from only the centrosymmetric part of the scattering and the "forbid­

den" reflections disagree since their inten,sity derives exclusively from the antisymmetric part of 

the scattering. 

The aspherical scattering factor can be decomposed further into parallel and perpendicular 

components related by the angle ^ to a symmetry axis of the scattering function: 

with 

f = fc + ifa (2.16) 

fc = flcos'e + f^sin'9, (2.17) 

fa = flcose (2.18) 

For a general reflection 

F(S) = 2(/e(S)co5<p - /„(S)sin<^) * T(S) (2.19) 

where f — S.r. The spherical atom approach gives 

F = 2/c(S)cosv9 * T(S) (2.20) 

since fc = \Uc. + 2 f ^ ) and / „ = 0. 

In order to examine the physical consequences of using the standard spherical atom scatter­

ing formalism in the refinement of a true structure, Dawson constructed a hypothetical crystal 

structure composed of two sp^ hybridized nitrogen atoms per unit cell^^. This facilitated the cal­

culation of the true structure factors and also those structure factors resulting from the spherical 

atom model with the atoms placed at the true positions. This allows one to produce a difference 
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Fourier map with coefficients F{S) — ̂ (S) which display the inadequacy of the .spherical atom 
model. The result is a plot of A/ j ( r ) = A/9c(r) -I - Pai^). The features of this have remarkable 
similarity to spherical harmonic frmctions, an observation that was not lost on Dawson. 

As an investigation of the effect of spherical atom refinements on structural parameters, sets 

of reflection intensities were calculated by Dawson assuming isotropic temperature factors at 

three different levels, B = 1,2 and SAand to two different {sin6/X)max levels of 0.65A~^ and 

0.50A~'. The net effect of using the / model is to produce spurious shifts of the atomic centres 

of w O.OiyAfor the high angle data and a 0.027Afor the low angle data. Substantial anisotropy 

was also foimd in the temperature factors so the overall effect of using the / approach in a 

least squares refinement is to introduce spurious shifts in both the positional and temperature 

parameters. Because these shifts actually improve the fit of the model to tlie data, the standard 

deviations obtained from the variance-covariance matrix are substantially xmder-estimated. 

The multipolar nature of the deviation from sphericity is noted by Dawson^'^ 

"For all except the rare cases of central atoms in linear molecules possessing cen-

trosymmetry, the environment of neighbours about any bonded atom must inevitably 

generate what is effectively a set of bonding multipoles about each atomic nucleus." 

This statement is important since i t shaped the development of charge density techniques to 

the present day. 

McWeeny^^ called for a better description of thermal effects and Dawson develops this in 

terms of centrosymmetric and antisymmetric components, in an analogous way to the charge 

density formalism 

tj{r)=tcj{r)+taAT) (2.21) 

giving in reciprocal space 

Using 

Tj{S)=T,j{S)+T,j{S) (2.22) 

F{S) = J2 fjiS)Tj{S)expiiS.ri) (2.23) 

substituting in with the generalized expressions for f j { S ) and Tj{S) and expressing the structure 

factor in the form 

F{S) = A(S) + iB{S) (2.24) 

gives 

MS) = Y^iifcTc - faTa)jcosS.ri - {f,Ta + / „Te) , s inS . r , ] (2.25) 

J 

B{S) = Y,[{fcTc - faTa)jsinS.ri - {f,T„ + UT,)jCosS.rj] (2.26) 
J 

Neglect of antisymmetric components easily reduces the above to the more orthodox form 

with spherical scattering factors and harmonic temperature factors. As was shown above, the / „ 

component in the scattering factor leads to forbidden reflections in the X-ray data. In neutron 

diffraction, the effective cross-section of the nucleus is many orders of magnitude smaller than 

the wavelength of the thermal neutrons and hence they act as point .scatterers. Thus there 
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is no antisymmetric component of the nuclear density. However we may conclude that any 
antisymmetric component of the temperature factors will lead to forbidden reflections in the 
neutron data in an analogous manner to the X-ray. This is indeed the case and mucJi work has 
been done in this area by Willis^* and coworkers^". 

The flrst application of Dawson's multipole description of the charge density is in an exper­

imental description of the covalent bond in diamond^". Due to the "hard" nature of diamond, 

resulting in its high characteristic temperature, anharmonic motion was thought to be insignifi­

cant and only a single harmonic, isotropic temperature factor was employed 

B = STT'^WI (2.27) 

The important development in this work is the description of the non-spherical components 

in terms of combinations of Kubic Harmonics'^' with Gaussian radial ftuictiojis. 

p{r)=Pc{r) + Spc{T)+Pa{T) (2.28) 

The antisymmetric component is expanded in terms of the third and seventh order Kubic Har­

monic and the centric but aspherical component is expanded in the fourth and sixth order Kubic 

Harmonic: 

Pair) = p„,3(r) + p„,7(r) + . . . (2.29) 

6pc{T) = SpcA^) + 6pc,6{r) + ... (2.30) 

The spherical part p(r) is taken to be the spherically averaged Hartree-Fock density of the 

free atom. 

For simplification, the expansion is truncated at the 4th Kubic Harmonic level. 

The actual form of the fimctions used are: 

Pa,3(r) = F3{T){xyz)/r' (2.31) 

(5pe,4(r) = G,{T){{X' +y'+ z ' ) / r ' ) - ^ (2.32) 

where the radial frmctions are of Gaussian form: 

F3(r) = 7.5r'^exp{-2.2r^) (2.33) 

Giir) = 2.2r'^exp{-2.2r'^) (2.34) 

The values used in these radial ftmctions are admitted to be arbitrary, but they do allow a 

good agreement between experimental and calculated structure factors. 

These density functions are easily Fourier transformed to give the scattering factors; the Kubic 

harmonics remain invariant under the inversion as do the Gaussian radial functions. This basic 

recipe for modeling the aspherical nature of the atomic charge distribution has been developed 

into various "multipole models", the structure of which will be elaborated in the next chapter. 
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However, Dawson's decomposition of the temperature factor into centric and acentric components 
is not used. More usually a tensor representing anisotropic but still centro.symmetric temperature 
displacement is used instead. I t has the form 

r ( S ) = e ip( -27rV (S) ) (2.35) 

with a representing the symmetrical three by three array of temperature factors which describe 

the harmonic gaussian displacement of the atom from its equilibrium average position. 

2.5 Deviations from Elastic Scattering 

The above development of scattering processes has relied upon the First Born Approximation to 

neglect any non-elastic scattering. The regime of the Second Born Approximation includes some 

effects which are relatively important in this context, and should be accoimted for. While elastic 

scattering is by far the most probable outcome of the incidence of a photon on a crystal, other 

events may occur. These are best described with the aid of Feynman diagrams. Figure 2.1 is 

the Feynman diagram for elastic scattering. The waveftmction of the crystal is denoted by the 

straight arrows with their labels giving the current quantum state that the crystal occupies. The 

situation of the photon is given by the oscillating line with the label again denoting the state 

vector. The bold dot indicates that point in time when the event such as absorption, scattering or 

momentum transfer from photon to crystal occurs. As Figure 2.1 indicates, the crystal remains 

in the ground state *o after the scattering event and hence no momentum transfer occurs. 

Figure 2.1 - Feynman diagram representing elastic scattering. 

However, an incoming photon may interact with the crystal in such a way that momentum 

transfer occurs from the photon to the crystal, promoting the crystal to an excited electronic 

state * „ as shown in Figure 2.2. The photon leaving the crystal has a lower energy and hence 

longer wavelength than the incident photon, the change in wavelength being proportional to the 

energy tran.sferred 

AE = hc/AX (2.36) 

where h is Planck's constant and c is the speed of light in vacuum. This type of inelastic scattering 

is usually named Compton Scattering after the pioneer in the field, Arthur Holly Compton. I f 

very high energy radiation such as 7-rays are used, the effect is appreciable and is an effective 

experimental probe of the electronic momentum den.sity, but much softer radiation .such as that 

produced by Copper or Molybdenum sources used in standard diffraction experiments means 

that the effect is negligible to the extent that i t is usually ignored. 
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Figure 2.2 - Feynman diagram representing inelastic scattering. 

A third type of scattering which may occur involves the absorption of an X-ray photon with 

similar energy to the core electron excitation energy for an atom. The energy absorbed excites the 

atom into some other, higher energy state, * „ , by promotion of a core electron into a valence state. 

The excited state may subsequently decay back into the ground state, emitting a photon of exactly 

the same wavelength as that absorbed. This photon has undergone a phase change relative to the 

elastically scattered photons since the excitation/relaxation process takes a small but finite time. 

In crystallography, this effect is termed "anomalous" scattering, and the corresponding Feynman 

diagram is shown in Figure 2.3. Again the probability of this effect occuring is wavelength 

dependent, and most likely where the X-ray energy is close to the atomic Is core energy. For 

Molybdenum radiation the effect is small, but for Copper radiation i t is sufficiently large to 

be utilized in absolute structure determination. The effect is easily accounted for in charge 

density analysis by altering the core scattering factors by incorporation of a corrective term in 

the complex plane and all scattering factors now commonly in use incorporate sudi a correction. 

Figure 2.3 - Feynman diagram representing anomalous scattering. 

The final type of scattering to be considered is multiple .scattering, where the photon under­

goes two or more scattering phenomena, and is the imderlying explanation for primary extinction. 

Basically, two elastic scattering events take place within the crystal. Due to the geometry of the 

crystal while the Laue conditions are satisfied, the final scattered photon has direction the .same 

as that for the incident beam, but has imdergone a phase-shift of TT, S O that destructive inter­

ference and hence reduction in magnitude of the observed structure factors occurs. Figure 2.4 

shows this diagrammatically. This effect only occurs when a very perfect crystal with few defects 

is under study. Since the probability of a second elastic scattering event is proportional to the 

distance travelled within the crystal, the effect is minimized by use of a small crystal. 
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k 2 l h ' o 

Figure 2.4 - Feynman diagram representing multiple scattering. 

2.6 Diffraction - Scattering by a Crystal 

Up until this point. X-ray scattering from a general chemical entity has been developed. We 

now turn our attention to the scattering from a single crystal. A crystal is a perfectly ordered 

array for which we can define a subvolume from which the whole crystal can be generated by 

repeated translations in specific directions. This specific volume is called the unit cell, and its 

three bovmding edges are the unit cell vectors a,b and c. The electron density of the crystal is 

therefore a three-dimensional periodic ftmction 

P{T) = P{T + ja. + mh + nc) (2.37) 

where j,m,n are integers. This can be restated as a convolution 

P{T) = J2 PcM (r) * <5(r + + mh + nc) (2.38) 

where 6 is Dirac's delta ftmction and Pceii{^) is the electron density of the unit cell. According 

to the Fourier convolution theorem'*'^ 

%Pij)] = ^ ^Pceii (r)] Y l + 3^ + '"t> + nc)] (2.39) 
j ,m,n 

and hence 

!5[p(r)] = ^F{S) '̂ (S + /la* + kh' + Ic') (2.40) 

with 9 symbolising the Fourier operation. The above equation signifies that, in contrast to 

the general case where scattering can take place with any scattering vector S, for the crystal 

scattering occurs only in those directions S = H ( / i , A;,/) where the Laue conditions are satsified 

S =/ la*-1-i tb*-I- ic ' (2.41) 

The vector H is called the reciprocal lattice vector and is defined by its three Miller Indices h, k, I. 

The structure factor observed from scattering by a crystal is obtained by performing the 

Fourier transform only over the unit cell 

F ( H ) = / pa,u{r)exp{ilI.r)dT (2.42) 
Jv 
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and the relationship of Pcc//(r), the charge density in the unit cell to the structure factor is then 
the inverse Fourier transform 

Pceiiir) = ^Y1 m)exp{-in.r). (2.43) 
H 



Chapter 3 

The Multipole Models 

There exists a multiplicity of programs available for aspherical atom refinements, all based on 

multipole models. These fall into two distinct groups: 

• Models based on Spherical Harmonic Functions. 

• Models based on Cosine Fimctions. 

There are also adherents to "Valence" orbital models. I t is the purpose of this chapter to 

summarize these formalisms. 

3.1 Spherical Harmonic Models 

Stewart^^ follows the work of McWeeny outlined in the previous chapter by developing "general­

ized scattering factors" based on density ftmctions obtained by forming orbital products. Orbital 

products fall into two categories; one-centred and two centred. By consideration of only the one-

centred orbital products, Stewart unites the theoretically based ftmctions of McWeeny which are 

one-centred orbital products, with the arbitrary multipole functions of Dawson, showing them to 

be equivalent. Stewart also states that a more justifiable set of multipoles is the spherical har­

monic functions rather than Dawson's use of the Kubic Harmonics. This is because any product 

of two spherical harmonics (such as one-centred orbital products) will themselves be spherical 

harmonic functions. 

For all cases, i t is assumed that the core remains unaffected by the chemical bonding, which 

is perhaps, in itself, not strictly true, but any deviation from sphericity will be so slight that i t 

is unlikely to be detectable in the X-ray experiment. The density functions to use are orbital 

products 

P(r)=x(r)x'(r) (3.1) 

for example the core density is described by 

Pcoreir) = XU{T)XU{^) (3.2) 

The x(r) functions are the atomic orbital basis and it is conventional to use the spherical har­

monics times some radial function as the orbital basis set 

x(r)=y,,,„(e,^)r"->e-«^ (3.3) 

19 
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where Yi^mi^,'!'') the spherical harmonic of order I oriented with respect to m. In these appli­
cations we assume the real spherical harmonics which result from taking linear combinations of 
the complex fimctions. The relevance of V/_m(^,<^) is that they are analytical solutions to the 
eigenfunction problem of the hydrogen atom. The radial ftmction r"~^e~^'' is referred to as a 
Slater Type Orbital or STO. The values of ( are taken from an analytical fit to dementi's atomic 
Hartree Fock calculations'*^. 

For first row atoms, we use a "frozen" core, 

Pcoreir) = Xuir)Xui^) (3-4) 

and assign i t a population of 2 electrons. The radial part of this density frmction will be 

{r"-'e-^'-)'' (3.5) 

which is 
(rn-l)'2e-2Cr (35) 

Quite often 2^ is renamed a. For the valence density, we again use orbital products, but we must 

form all possible orbital products within a given basis and assign populations to the resultant 

density fimctions 

P„a/(r) = X;P<jXi(r)x; (r ) (3.7) 

I f we first consider products between fimctions on the same centre, the case of a first row atom 

gives: 

2s2s 

2s2p^ : 2s2py : 2s2p: 

2p^2p^ : 2p^2p„ : 2p^2p, 

2py2py : 2py2p^ 

2p,2p, 

These orbital products combine to give two monopoles, three dipoles and five quadrupoles. In 

all applications of this formalism, since i t is concluded that scattering from the monopoles will be 

very similar, one monopole replaces the two from above, taking the character of the spherically 

averaged Hartree-Fock isolated atom valence density. The relation to Dawson's work can now be 

seen 

Pjiv) = p{v) + Apc{v) + pa{r) (3.8) 

The monopole term will provide p(r), while the three dipoles will describe the pa{v) term with 

the five quadrupoles describing the Apc(r) term. For second row atoms, we can lock the 2s 
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and 2p contributions into the core and the formalism is easily extended to include participation 
from the third quantum level which includes d-orbitals^^. The 3s and 3p ftmctions will provide 
the monopoles, dipoles and quadrupoles as before, and the 3s3d orbital products provide five 
quadrupoles, the 3p3d three monopoles and seven octapoles and the 3d3d one monopole, five 
quadrupoles and nine hexadecapoles. The level of expansion usually chosen is that of truncation 
at octapoles for first row atoms. At first this seems reasonable, with the expansion to quadrupole 
level accounting for density deriving from the s and p orbital products and the octapole ftmctions 
providing for ftirther polarization effects. The development so far mirrors McWeeny's first paper 
dealing with orbital products on the same centre. For a real molecule there will also be a 
contribution, albeit small, from the orbital products on neighbouring centres. These are not 
included per se in the multipole model although they should be approximately described by the 
octapole fimctions. However they blur our choice of radial exponent for the expansion, since they 
cannot be based on atomic values. This will be particularly so in molecules with "long" bonds. 
Inclusion of specific overlap functions at bond mid-points would alleviate this problem. 

3.2 Practical Implementation 

There are three programs which use this formalism: POP''^'''^ by Craven and Weber, Stewart's 

own program VALRAY**, and MOLLY^" by Hansen and Coppens which has latterly evolved 

into XD^°. Since they are all very similar, I will outline only XD since it is the only one used 

during the research reported in this the.sis. 

The model used develops in two stages 

3.2.1 Stage 1. Allow charge transfer between atoms 

Atoms in the molecule will have partial charges due to their diflfering electronegativities. Allowing 

the population of the valence shell to vary will describe this effect. However, i t is an empirical 

observation^' that the size of the atom increases with increasing negative charge. The first stage 

in the XD model allows for this by including a K' parameter which scales the exponent of the 

radial function and is varied in the refinement 

( K ' , r ) (3.9) 

with the specific form of the radial ftmction being 

R,{T) = K'V"->e-« '« ' - (3.10) 

The initial K'^ retains the normalization to one of the spherical valence monopole. For first row 

atoms in organic structures this model itself is surprisingly successftil in improving the agreement 

with the experimental intensities relative to the spherical atom model'^'. 

3.2.2 Stage 2. Allow atoms to deform from sphericity 

Pjir) = Pco,-e{r) + PvaiPvaii^'r) + 6p{r) (3.11) 
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M r ) = ^ Pi,mYi,m{<t>,9)Ri{K"v) (3.12) 
1=0 m=-l 

The K" parameter again rescales the exponent of the radial ftmction to allow expansion or 

contraction of the aspherical deformation ftmctions. 

The scattering from this model is easily calculated by performing a Fourier transform. The 

spherical harmonics remain invariant imder the process while the Slater radial fimctions become 

spherical Bessel's functions under the transform. Restating the complete static charge density 

model: 

/ma. m=+/ 

Piir) = P,P,{T) + K'^P,P,{K'\) + 53 E 'c" 'f /m/?/(K"r)rf ,„ .p(e, <j>) (3.13) 
/=0 m = - / 

The normalization of the monopole terms is to one. Since the higher order deformation 

ftmctions integrate to zero, the normalization chosen is that an occupancy parameter of one 

indicates a transfer of one electron from the negative lobe(s) into the positive lobe(s). 

I t is usual practice to omit the second monopole (the I = 0 deformation function) for almost 

all atoms, since i t is exactly the same as the .spherical valence ftmction, and simultaneous refine­

ment of two identical parameters will give an unstable refinement due to their total correlation. 

However, i t is possible to give these two dipoles differing radial extents to allow simultaneous 

refinement and improve the model flexibility. 

The level of expansion generally used is to octapole level for first row atoms and hexadecapole 

level for second row atoms. Hydrogen atoms are usually modelled by either the set of three 

dipole ftinctions, or a single, bond-directed dipole. While hexadecapoles on first row atoms may 

"improve" the fit of the data in the sense of agreement factors, these ftmctions may not be well 

determined in the sense of extremely high estimated standard deviations as obtained from the 

least-squares procedure. The radial flexibility of the deformation ftmctions is usually restricted 

such that all deformation ftmctions share a common K" parameter, but for second row atoms, 

specifically in the case of Sulphur'^^, separate K" parameters for each value of / can improve the 

model. I t is generally observed that the most sensitive and therefore least well defined parameter 

in the model is K", and great care need be exercised that a ftilly converged refinement results. 

For an atom in a general crystallographic position in the unit cell, all functions up to the 

maximum value of I for the particular level of expansion chosen may be refined. In the case of 

an atom on a crystallographic symmetry element, restrictions on the values of some multipole 

parameters are required to ensure that the charge density retains the ftill crystallographic sym­

metry. For example, a dipolar deformation ftmction perpendicular to a mirror plane must have 

an occupancy of exactly zero so as not to break the symmetry. Since the spherical harmonic 

expansion for the charge density is rotationally invariant, the local axis system for each atom is 

chosen to be related in a convenient way to the crystallographic symmetry elements involved at 

a particular site to facilitate the easy application of the restrictions. The fi i l l .set of restrictions 

for all possible combinations of symmetry elements have been elucidated and are tabulated for 

reference'^^. 
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The static charge density model for each atom "rides" on the usual crystallographic structural 
model fractional atomic coordinates and anisotropic temperature factors for non-hydrogen atoms 
and isotropic temperature factors for the hydrogen atoms. 

Since hydrogen atoms formally contain only a single electron, and this is within the covalent 

bond to the heavy atom, little reliable information of the hydrogen positional or thermal param­

eters is available from the x-ray experiment. A separate neutron diffraction experiment to obtain 

these values is a possible way to proceed but is not without difficulties^''. Utilizing only the X-ray 

data, a .spherical atom refinement may be performed, using the contracted scattering factors of 

Stewart, Davidson and Simpson^^ for the hydrogen atoms. This is supposed to give more reliable 

isotropic temperature factors. The hydrogen positions may then be obtained by "normalizing" 

the bond vector to the average length of a similar bond type obtained in neutron diffraction 

experiments'^®. An alternative way of defining the hydrogen temperature factor is simply setting 

it equal to some factor between 1.2 and 1.5 times the isotropic equivalent of the atoms to which 

i t is bonded. The hydrogen structural parameters are kept fixed in the refinement, but all other 

parameters are refined. An electroneutrality constraint is applied to keep the unit cell neutrally 

charged. 

Within X D , the coordinate system is explicitly defined for each atom. The idea is that 

chemically similar but non-crystallographically identical atoms can be set up to have the same 

local axis system allowing multipole parameters to be tied together. This may help the attain­

ment of convergence and reduces the number of independent parameters and hence improves the 

observations to parameters ratio for a given set of experimental data. 

3.3 Cosine Function Models 

The only current program utilising cosine ftmctions is Hirshfeld's LSEXP code'̂ "̂'̂ *. The model 

consists of the following basis ftmctions 

fm,n,k = cos"'OkR{r,n) (3.14) 

For m = 0 the ftmctions are spherically symmetric, but they take on three different radial 

exponents so there are three spherically symmetric functions. 

For m = 1 the shape of the ftmctions are cosOk- There are three such ftmctions with directions 

defined by Ar= 1,2,3. 

For m = 2 the ftmctions are cos'^dk. In this case there are six ftmctions with directions defined 

by A; = 1 - 6. 

For m = 3, there are ten ftmctions with shape part cos^Ok- The ftmctions cosd and cos^O 

are antisymmetric while cos^O is centrosymmetric. Therefore this model is ftiUy compatible with 

Dawson's idea of expansion with centrosymmetric and antisymmetric ftmctions. The ftmctions 

are not automatically orthogonal via their angular part, however and this may introduce interpa-

rameter correlations in the model. The same treatment of temperature effects as in XD is apphed. 

Since there are more functions per level (e.^. six for second order functions as opposed to five in 

the spherical harmonic case) i t is claimed to be more flexible. However, the tenuous links that 

Stewart's model has with theory are absent so the choice of functions is purely arbitrary. I t is 
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the common view that very similar results are produced with the cosine function model as with 
the spherical harmonic model. 

3.4 Valence Models 

There are two main schools developing and i:sing valence orbital models 

• B.N. Figgis and P.A. Reynolds at the University of Western Australia. 

• Kiyoaki Tanaka at the Tokyo University of Technology. 

The model of Figgis and Reynolds is 

Pi^) = E H E <^^LC^^i'm 'X?""(r)xl?'' ' '"' '(r) (3.15) 
i n fm.nTm' 

where is an atomic orbital of quantum numbers n,l,m on centre k. The C',*„^ are 

expansion coefficients for the x snch that MO i is described. The sinnmation over i thus means 

the summation over all MOs described as expansions of the atomic orbitals, x( r ) -

This is a purely general description of the density. I t is made tractable to least squares 

refinement by discarding any terms with k k, i.e. overlap fimctions are ignored, hi this sense 

the model is pretty similar to the multipole model. In fact, given an infinite expansion the two 

are identical. The difference is that for a finite expansion the cut-off comes at what is chemically 

and physically reasonable as opposed to just .some level of multipole^^ 

"The use of a restricted set of atomic fimctions is equivalent to a restricted mul­

tipole expansion in which the terms neglected are not cut off at an arbitrary order of 

multipole but chosen on the basis of chemical intuition." 

The sensibility of this assertion is questionable though, since a valence orbital expansion using 

for example a set of four sp^ hybrid orbitals on a carbon atom is no different to a multipole 

expansion up to quadrupole level, however the number of parameters to be refined is less. 

In application, the fimctions used are usually chemically reasonable hybrid orbitals for first 

row atoms corresponding to a minimal basis set. I f higher functions are used, the two centre 

density will be projected into these functions, but restriction to a minimal basis is thought to 

exclude this density from the model^^'®°. The advantage of this is that the populations of the 

ftmctions are physically meaningful and can be analysed literally, especially the refined value 

of the radial parameter, ^, since this is not distorted in trying to describe the overlap density. 

The overlap density excluded from the model should show in the difference synthesis and this 

is usually the case. One disadvantage is then that an electroneutrality constraint cannot be 

applied since all charge is not accounted for in the model. Greater requirement for accurate 

scale factor determination results. The most successful application of this model is to transition 

metal complexes since the 3d and 4p populations can be refined directly*'^ In this application, 

mid-bond functions between the transition metal and ligating atoms are included to account for 

the overlap density in these "long" bonds. Also, since the model is based on atomic hybrids, 

experimental data other than from X-ray diffraction can be described by the same model and 
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direct comparison is possible. For example, in transition metal complexes with unpaired electrons, 
bonding information can sometimes be seen more easily in a map of the spin density as opposed 
to the charge density. Polarised neutron diffraction provides this information and can be refuied 
using exactly the same model as the charge density data^'^. 

The valence orbital method is not unique in providing individual d-orbital occupancies. The 

multipole model can also provide approximate d-orbital populations^^'®^ since the one-centre d-d 

orbital products contribute only to the even order multipole functions in specific ratios. Matrix 

transformations bring the d-orbital populations from the multipoles but since this is a more 

indirect method, other density contributions such as 4s, 4p and metal-ligand overlap density can 

contaminate the result. 

Tanaka's*^'®® model is formally similar to the Figgis model^® but overlap terms are included. 

He also provides a formalism for estimating the temperature factors for these functions from the 

temperature factors of the contributing nuclei. Further, by allowing different radial exponents 

for each of the d-orbitals, an approximate set of experimental, orthogonal, metal centred MO's 

are derived whicli have the correct symmetry properties for the particular point group involved. 

3.5 Difficulties 

The main problems with all of the models are much the same as in orthodox spherical atom 

refinements. Reliable nuclear positions and temperature factors are difficult to obtain from the 

X-ray data alone because cross correlation between temperature factors, atomic positions and 

multipole populations is inevitable. Specifically, the dipole functions correlate with the atomic 

positions while the quadrupole frinctions correlate with the temperature factors. We might expect 

that use of the best description possible for the temperature effects and the cliarge den,sity will 

reduce correlation. Work by Manin,son et al.^^ indicates that a spherical atom model coupled to 

anharmonic temperature factors using the Gram-Charlier expansion is as effective at describing 

the thermally averaged charge density contained within the experimental structure factors as a full 

multipole expansion with harmonic temperature factors. I f the temperature factors can describe 

the density, i t is not unreasonable to expect the multipole parameters to de.scribe the thermal 

effects. In current implementations, usually only harmonic temperature factors are employed 

which, of course, have no antisymmetric component. The only way such a component can be 

expressed is by population of the antisymmetric multipole functions. Anharmonic temperature 

factors would be expected to improve the situation. The XD package includes the option of 

anharmonic temperature factors but the large number of parameters the.se introduce almost 

definitely precludes their use due to the reduction in the observations to parameters ratio, and 

large correlation would still be expected. 

Hirshfeld^^ proposes that with enough high-angle data the two effects of thermal motion and 

non-spherical atomic charge density should be separable. The reason for this is that core electrons 

which are compact in real space, are diffuse in reciprocal space and therefore dominate the 

scattering at higher angles. Po.sitional and thermal parameters derived from this data should be 

relatively insensitive to the bonding density since this dominates the low angle scattering because 
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the valence density is diffuse in real space. The adiabatic approximation*"' is always as.sumed 
to be valid in any applications of thermal deconvolution from the dynamic scattering model. 
This states that the electrons follow the nuclei rigidly as the nuclei execute their vibrational 
motion. The more familiar Born-Oppenheimer approximation''*' is a special case of the adiabatic 
approximation. While this approximation is not strictly true and there are many cases known 
where i t breaks down altogether ^ ' , a more appropriate approximation has not been developed. 
To reduce as far as possible the cross-correlation of thermal and valence parameters, Hirshfeld 
proposes the use of data to resolution {sin6/\)max = l A ~ ' which is much hirther than for a 
regular crystal structure analysis. At room temperature, data at high angles are very weak and 
usually immeasurable above sinO/X = 0.7A~' for an average organic crystal'^. The only way of 
getting data above this angle is to lower the temperature. Thermal smearing makes the dynamic 
atomic charge density more diffuse in real space and hence more compact in reciprocal space, 
meaning a more rapid fall-off of intensity with scattering angle. Lowering the temperature makes 
the atomic dynamic density more diffuse in reciprocal space and hence measurable to higher 
resolution. The bonus of low temperature work is that the thermal parameters themselves are 
smaller so errors in their determination will have a less severe effect. Liquid nitrogen Cryostream 
coolers'^ will allow a stable working temperature of about 100A' allowing measurement up to 
sin6/\ = 1.0A~'. Liquid heHum devices at lOA' will give data up to sinO/X — 1.3A~'. The 
greater number of data means that a least squares fit of thermal parameters will have a more 
appropriate observations to parameters ratio. This is important for anharmonic effects since 
more parameters are required per atom. High angle data do not resolve the problem of hydrogen 
atom parameters since these atoms have no core electrons. 

A useful indicator of unreliable temperature parameters for heavy atoms is the rigid bond 

test^ '̂̂ '*. Anisotropic temperature factors are known to compensate for inadequacies in the model 

and systematic errors in the data such as absorption. I t is reasoned that the relative vibrational 

component of a pair of bonded atoms at least as heavy as carbon has an effectively vanishing 

component along the bond vector. I f we denote g as the mean-square displacement amplitude 

of atom A in the direction of the A,B bond then 

A ^ , B - 4 , B - 4 , ^ = 0 (3.16) 

For atoms at least as heavy as carbon, 1^A,B should be less than O.OOlA-̂ . I f this is confirmed 

then confidence in the validity of the static charge density deconvolved from the dynamic density 

should be heightened because the temperature factors are at least not physically unreasonable. A 

systematic error in the temperature factors such as an isotropic effect will not cause a model to fail 

the rigid bond test though, since both temperature factors under consideration for a given bond 

will be incorrect by a similar amount and hence the mean-square difference will be unaffected. At 

the introduction of this model into the literature for organic structures, no mention was made of 

likely values for bonds containing atoms of dissimilar masses such as a transition metal to ligand 

bond. I t is reasonable to assume that these bonds will fail the rigid bond test since the heavier 

atom will probably have much smaller thermal excursions than the lighter atom. 

The visualization of the density is sometimes by means of a deformation density. This is the 
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"true" density as defined by the model minus that of free spherical atoms placed at the nuclear 
positions. Any mis-estimation of the nuclear positions will mean an inappropriate reference 
density being subtracted and false conclusions drawn. In fact, deformation densities are still 
arbitrary due to choice of reference state and should be discouraged because better tediniques 
for analysis of the total density now exist. 

In the early 1980's the lUCr initiated a project^^ to investigate the reproducibility of charge 

density experiments by asking several laboratories to perform multipole refinements on samples 

of oxalic acid dihydrate. This compound was chosen since i t contains a conjugated TT system, 

hydrogen bonds to water molecules and crystallizes well, although it does have a tendency to 

form twinned crystals. On the whole, the re,sults of the deformation densities produced agreed 

quahtatively with each other and with theoretical calculations, but relative to the calculations, 

the lone pair peaks from the experiment were quantitatively smaller. The charge density on the 

oxygen atoms is acentric and so therefore is the potential experienced by the nucleus. Since 

only harmonic temperature factors were used, i t is reasonable to assume that any anharmonic 

effects are absorbed by a slight shift of the experimentally determined nuclear position towards 

the lone pairs, so when a spherical atom is subtracted i t lowers the effective lone pair height. 

This situation emphasizes the need for better temperature parameters and the poor behaviour 

of deformation densities. 

A more serious problem may occur with refinement of the charge density parameters when 

the crystal is non-centrosymmetric. I t has recently been shown^® that to an approximation, a 

change in the population of an odd order multipole will cliange only the phase of the calculated 

structure factors and not the magnitudes. For a centrosymmetric crystal, the phases may only 

take the values 0 and TT but for non-centrosymmetric cases the reflection phases may take any 

value. Since i t is only the structure factor magnitudes which we measure, in theory the odd order 

multipoles may take any value and still fit the data equally well. However, this problem is only 

severe for small and highly symmetric molecules. I t is obviously preferential to perform charge 

density analyses on centrosymmetric crystal structures for this reason. 

In .summary, given the highest quality data, the multipole models are .sufficiently reliable to 

gain qualitative representations of the electron density and are useftil for extracting approximate 

values, of for example, atomic, group and molecular multipole moments and other one-electron 

properties. The model cannot provide more frmdamental properties such as two-electron prop­

erties or first order density matrices. 



Chapter 4 

Data Collection and Reduction 

4.1 Experimental Considerations 

At the end of the second chapter, the effect of periodicity of the crystal on the scattering was 

introduced, and i t was shown that scattering only takes place at specific points called the re­

ciprocal lattice points. The real lattice is defined by the unit cell vectors a,b and c while the 

reciprocal lattice is in terms of a*,6',c*. The unit cell volume is the vector triple product of the 

unit cell vectors 

V = a - b x c (4.1) 

while the reciprocal lattice vectors are defined relative to the real-space lattice bj ' 

^ . ^ b x c ^ ^ . ^ c x a ^ ^ . ^ a x b ^^^^ 

A lattice point where diffraction is observed is any point where the expression 

H = /la* 4- A;b* + Ic' (4.3) 

is satisfied. One may expect the most general case to be where each reciprocal lattice point 

is imique, and a complete set of reflections would require measurement of the structure factor 

amplitude at each lattice point. 

Within the first Born approximation, this is not the case. The internal symmetry of the 

reciprocal lattice is related to the crystal system. The lowest symmetry crystal system, triclinic, 

has a,b, c all different magnitudes and all non-orthogonal. The symmetry of the reciprocal 

lattice is centrosymmetric and hence each reciprocal lattice point has one other reciprocal lattice 

point, called its Friedel Pair, with the same intensity. The relationship in reciprocal space for 

the triclinic case is centrosymmetric, that is any reflection F{hkl) has equal intensity to F{hkl), 

where the overline means "the negative value of". To collect a complete set of unique data only 

half of the total reciprocal lattice vectors require to be sampled. For higher symmetry crystal 

systems such as monoclinic, where all unit cell lengths differ but only one of the internal angles 

is not 90°, the multiplicity of the data is four-fold with only a quarter necessary for a complete 

unique data set. The multiplicity of the data increases with increasing symmetry of the unit cell, 

to a maximum multiplicity of 48 for some cubic space groups (all unit cell vectors orthogonal 

and of the same magnitude). 

28 
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The situation becomes a little more complicated by anomalous scattering. In addition to 
the elastic scattering which follows the above rules, the anomalous scattering acts to lower the 
overall symmetry of the reciprocal lattice because the Friedel Pairs become inequivalent in cases 
where the crystal space group is non-centrosymmetric. For a centrosymmetric space group, the 
fiiU multiplicity of the data is retained, even with the inclusion of anomalous scattering. 

In least squares analysis of the measured data only the unique set of data is utilized. There 

are two possible strategies for improving the reliability of this unique set. The first is to measure 

only one of the symmetry equivalent reflections slowly and careftilly, or to measure several of 

them more quickly and merge the result. The latter is the better option because statistical 

considerations^^ indicate that the latter will provide a more accurate intensity, and if one of the 

equivalent measurements is poorly measured or subject to either a random or .systematic error, 

comparison with the related measurements should allow the outlier to be detected. 

The preferred strategy for charge density data collection is to collect four equivalents. Mea-

•surement of only two makes i t impossible to detect which of the pair is the outlier in the case 

of poor internal agreement, while measurement of greater than four would be excessively time 

consuming and would not provide a significant increase in accuracy. 

Almost all contemporary charge density data sets are collected on automated diffractometers 

which are provided with suitable data collection software as standard. All data sets used in 

the work reported in this thesis were measured either on an Enraf-Nonius CAD4 or Siemens 

P4 diffractometer. The X-ray source for both machines is a hot X-ray tube with Molybdenum 

target. The production of X-rays by such a device is achieved by bombarding the target with a 

high intensity electron beam. A single core electron is ejected from the atomic core followed by 

relaxation of a valence electron into the "hole" left by the ejected electron. A photon of energy 

equivalent to the difference of the two atomic states is emitted. Wi th a Molybdenum tube, two 

main radiation wavelengths are produced. Since the de-excitation producing the radiation is into 

the core, or K shell, the two radiations are known as M O - K Q and M o - K ^ . The ratio of K „ to K ^ j is 

approximately 2 to 1. A wide background of radiation of progressively longer wavelengths is also 

produced by the tube and this needs to be removed to give what is known as a monochromatic 

source, although in fact, there are the two slightly different wavelengths of radiation left in the 

beam. The raw source beam monochromatization is achieved by Bragg diffraction on a single 

crystal of graphite. 

In the nomenclature of standard four-circle diffractometer geometry, the recommended'* data 

collection mode is ^ - 20, often referred to as bisecting mode. The alternative data collection 

mode of parallel geometry is not recommended for charge density studies. At higher scattering 

angles, the spread of a single reflection in real space becomes very large in bisecting mode. 

The relationship between the crystal axes and the set of axes of the diffractometer is called 

the crystal orientation, and is contained in the orientation matrix. This is obtained in the 

first instance by simply driving the diffractometer around with the crystal under X-ray flux 

until the detector comes across a point in reciprocal space with high X-ray intensity. This 

process is continued until a sufficient set of such points have been accumulated and standard 

routines determine both the cell constants and the orientation matrix. Given the orientation 
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matrix, calculation of the angles where all the remciining reciprocal lattice points are is fairly 
straightforward and the diffractometer is instructed to drive to all such points and collect the 
intensity data for all the required reflections. The reflection profile is scanned across with step-
scans of ninety-six steps being measured. The treatment of these raw scan profiles to extract 
the peak intensity and correct for geometrical effects in the diffraction process is called data 
reduction and is a critical step on the way to production of accurate diffraction intensities. 

4.2 Data Reduction 
4.2.1 Raw Reflection Intensities 

The D R E A M package of programs used for data reduction are freely available FORTRAN code 

written specifically for charge density data sets by Bob Blessing at the Hauptmann-Woodward 

Institute, Buffalo, USA. The programs are the subject of a review article^'' and use standard 

theory. The first step in data reduction is the determination of the peak centroids. This gives the 

exact positions of the reciprocal lattice points and hence an accurate unit cell. The orientation of 

the crystallographic imit cell relative to the machine is contained within the orientation matrix. 

Wi th in DREAM, a new orientation matrix is determined and used for data reduction. I t is 

derived from the centroids of a well distributed range of reflections with well defined profiles and 

intensities passing signal to noise ratio tests. 

This same subset of reflection profiles is then used to determine peak width parameters. 

Accurate peak widths are essential in the determination of background coimts which must be 

subtracted. Peak widths can be calculated for all reflections after the relevant parameters are 

obtained from the well defined reflection profiles. 

The next step is to correct for two geometrical factors of diffraction called Lorenztian and 

Polarization. They are often made together and referred to singly as LP corrections. The 

correction is applied to every one of the 96 steps on the scan individually. The Lorentzian 

correction is connected to the manner in which the reciprocal lattice point appears as the crystal 

is rotated into the diffracting position and has the form 

while the second accounts for polarization of the beam on diffraction 

P = \ + \{cos2ef. (4.5) 

The corrected intensity is now given by 

/ = ^measured 
LP 

The above equations are the correct for diffraction once of an unpolarized incident beam. How­

ever, by the time the beam impinges on the crystal, diffraction has already occurred on the 

graphite raonochromation crystal at a Bragg angle 6m of 6.0817°, so the beam incident on the 

sample is already partially polarized. The combined effect of both Lorenztian and Polariza­

tion from both diffractions are made together giving a total LP factor of*° (assuming a perfect 
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monochromator crystal) 

^ cos^2e\cos-'2em\ + 1 , . 
sin29{l + |cos226'„|) ^ ' 

The unsubscripted 9 angle is the diffraction angle of the sample. Once each step has been LP 

corrected, the background of the peak is determined and subtracted from that part of the scan 

deemed to represent the true peak. The remaining counts for each step within the peak are 

summed to give the net intensity. I f the background has been slightly over-estimated for very 

weak reflections, for example i f the estimated peak width is smaller than the true peak width, 

the net intensity appears to be negative. Even if the peak widths are correctly determined, truly 

random statistical fluctuations across the scan range may still combine to give a net negative 

inten.sity. 

4.2.2 Decay Correction 

The crystalline sample imder study experiences a substantial X-ray flux for much of the total ex­

perimental duration, brief relief being provided when the diffractometer drives between reciprocal 

lattice points with the X-ray shutter closed. Decay of the crystal under sucli harsh conditions is 

inevitable. Because all charge density experiments are conducted in the temperature range 10-

150K the damage is somewhat less than would be experienced at ambient temperature, however 

the decay is still appreciable enough to require correction. Generally speaking, as the crystal de­

teriorates, the inten.sities of reflections reduce in a linear manner. By remeasuring a small sample 

of reference reflections, called the "standards", throughout the data collection an approximate 

measure of the decay is obtained. Five or six reflections at lattice points well separated in recip­

rocal space are usually remeasured every two hours (CAD4) or after every 96 normal reflections 

(Siemens P4) to give a plot of intensity versus time for these reflections. A moderate amoimt 

of decay is to be expected but substantial reduction in intensity signifies that the crystal has 

deteriorated to an unacceptable level for high quality studies. The intensity versus time profile 

is fitted by least-squares to a polynomial fimction of variable order, either linear, quadratic or 

cubic. Purely random fluctuations in the intensities imconnected with decay will not be fitted 

by only these low order ftmctions. The standard deviations of this least squares fit provide a 

useftil indication of the instrument instability, and can be further used in assigning the estimated 

standard deviation to each reflection intensity. 

4.2.3 Absorption 

Absorption is the name given to the general attenuation of the beam intensity as i t passes 

through the crystal. The crystal ab,sorbs energy most effectively when certain atomic electronic 

transitions are close to the energy of the X-ray photons. For heavier elements, lead being the 

classic example, this absorption is severe. The most usual Molybdenum X-ray source produces 

X-ray wavelengths far from the atomic core promotion energies of first and second row atoms 

and therefore this type of absorption is small. More generally, the degree of absorption per unit 

length of sample traversed is proportional to the linear absorption coefficient. 

For monochromatic radiation passing straight through a block of material, the transmission 
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factor A is 

A = ^ = exp{-fd) (4.8) 
'o 

where / Q is the intensity of the incident beam, / the intensity of the attenuated beam, t is the 

path length of the X-ray beam through the sample and /< is the linear absorption coefficient, /t 

is calculated from knowledge of the unit cell contents according to 

^' = P^2fii^)i (4-9) 
1=1 ^ 

with p the crystal density, fi the mass fraction of the i th element in the unit cell and ( ^ ) i is the 

mass absorption coefficient of the i t h element, standard values of which are available from the 

International Tables. 

The analytical ab.sorption correction program ABSORB*^-*^ was used for all absorption cor­

rection. Having evaluated /t as above, the path length t of the beam through the crystal is 

required for each reflection. For diffraction at any point in a crystal, the total path length t is 

the sum of the incident t j and diffracted to path lengths. The transmission factor is then*^ 

j exp[-fi{ti + tD)]dV (4.10) 

which requires the evaluation of tj and to for every point in the crystal for every diffraction 

angle. The approximation invoked is to overlay the crystal with a 3-dimensional grid and t/ 

and to are evaluated for the centre points of each grid cell and are taken to be representative 

of those for any point within the cell. Most crystals are irregular in shape and consequently the 

peripheral cells are not fully occupied by the crystal. These outer cells are assigned a weighting 

in the absorption correction proportional to their occupied fraction, and a weighted average value 

for ti and to are obtained from a knowledge of the crystal boundaries. These boundaries can be 

mea.sured optically and are described by their Miller indices and their perpendicular distances 

from the geometric centre of the crystal. The number of cells used varies but a grid of 8 x 8 x 

8 is considered satisfactory. 

4.2.4 Data Merging 

The data produced up to this point have not been merged, that is symmetrically equivalent 

reflections have not been combined to produce a value of F{S) and aF{S). Least squares analysis 

uses only the unique data and hence the symmetry equivalent reflection intensities need to be 

sorted and averaged. This is performed automatically in DREAM but care needs to be applied 

to check the consistency of equivalent reflections. Given the ideal number of four equivalents, the 

internal agreement provides an adequate indicator for the rejection of discordant data. Various 

tests for truly discordant data (perhaps a reflection was measured for a detector position where 

the diffracted beam is fouled by the beam-stop) are performed, and statistical tests determine 

true outliers. The poorer the internal agreement of the equivalent reflections, the larger the 

standard deviation assigned to the merged, unique datum. One test of the quality of a data set 

is the overall merging agreement factor defined by 

flme,-,. = S | / ( S ) - 7 ( S ) | / E / ( S ) (4.11) 
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however this tends to be dominated by the more inten.se data. Evaluation of Emerge for batches 
of data in ranges of resolution or intensity gives a better indication of the data quality. 

The relationship between structure factor F{S) and observed intensity / ( S ) is 

F{S) a \/7(S) (4.12) 

I t is obviously not possible to obtain values for the magnitude of F{S) in cases where / ( S ) remains 

negative after merging . There are several possible ways of dealing with this problem. The first is 

to deal wi th F{S)'^ in the refinement since the calculated structure factor magnitudes may easily 

be squared, or alternatively to simply remove from the refinement all data with / ( S ) < 0. The 

former is probably the better course of action since i t will retain all the available experimental 

information, while the latter will not. I t is conceivable although unlikely that the model may 

take on parameter values which lead to FcauiS) large for data points which have been removed. 

For those data points with / ( S ) negative, i t is fair to assume that Fo(,g(S) is in fact small and 

positive and therefore retaining this information would prevent the model parameters taking 

values which give large Fcn/c(S) values for these reflections. The treatment of "negatives" in 

all cases in this thesis is a compromise of working with F(S) values, but setting any negatives 

to a small positive value and assigning a large standard deviation to them. I t is thought that 

refinements on F{S) and /(S) lead to almost identical final models, at least for the standard 

crystallographic approximation of spherical atoms*'*. 

A significant quantity for each datum is the final estimated signal to noise ratio, / (S ) /CT( / (S ) ) . 

For data with a low value for this, the error is of similar magnitude to the intensity, and therefore 

the reliability of these data is less than ideal. For this reason a lower limit cut-off of anything 

between / ( S ) > 2 a ( / ( S ) ) and / ( S ) > 3(T(/(S)) is commonly applied. 

4.2.5 Extinction 

In general, extinction is only a real experimental problem for large and very highly ordered 

crystals, and hence is much more of a problem in neutron diffraction experiments which require 

large samples. For the X-ray case, the crystals are much smaller and extinction does not present 

major diflficulties. In most cases, crystals of sufficient long-range internal order for extinction to 

be prevalent are unobtainable by the standard crystal growth techniques employed on the bench. 

The effects of extinction become evident when refining the structural model against the data. 

While most calculated structure factor magnitudes fit the data well with the occasional outlier 

present, the very strongest reflections will have systematically smaller observed values than the 

values calculated ft-om the model. Analysis of the mis-fit statistics of the data batched in terms 

of structure factor magnitude is easily performed and extinction effects are easily spotted. 

Pr imary Extinct ion 

The standard definition of a crystal is an infinite array of perfectly ordered repeating units 

(unit cells). While this is an unattainable limit for a real crystal which contains many different 

types of defect, i t is a l imit which may be approached quite closely under certain circumstances 

and is called a "perfect" crystal. The foregiven relationship of the ob.served structure factor. 



CHAPTER 4. DATA COLLECTION AND REDUCTION 34 

to the composition of the crystal have excluded the possibility of multiple reflection, where the 
reflected beam may undergo a second reflection taking it bcick into the same direction of the 
incident beam, although the Feynman diagram was given in Figure 2.4. When this effect occurs, 
the doubly reflected beam is returned to the incident direction of the primary beam, but has 
undergone a phase-shift of n and hence induces destructive interference to the incident beam. 
The net effect is a reduction of intensity of the incident beam experienced by the next layers of 
the crystal, causing a general reduction in the intensity of observed reflections, most noticeably 
for the very strongest of reflections. The same effect may occur with the diffracted beam while 
still inside the crystal, again with the effect of reducing the observed structure factor intensities. 

Secondary Extinct ion 

A more realistic model of the internal structure of a crystal is the mosaic model of the "ideally 

imperfect crystal"*^. In this case, small domains of effectively perfect crystal exists, but are 

slightly misoriented to one another by a small amount, of the order of .seconds. This model is 

used to justify another similar effect, that of secondary extinction. In this case, for a domain 

undergoing Bragg reflection, those subsequent domains further on in the crystal which have 

exactly the same orientation, experience a reduced intensity of incident radiation. The intensity 

which these further domains diffract is lessened and again a reduction of intensity of the most 

intense reflections occurs. 

A suitable model with refinable parameters to take account od extinction effects has been 

formulated*® and is used within the XDLSM program. The parameters refined are the average 

domain size, and the width of the distribution of domain misorientation angle, which may take 

either a Gaussian or Lorentzian form. 



Chapter 5 

Interpretation of Results 

5.1 Fourier Based Maps 

In essence, given a complete set of noiseless structure factors Fo(,s(S), reconstniction of the 

electron density in the crystal p(r) is a trivial matter, performed by the Fourier relationship 

/'W = ^ E ^ ' ' * » ( H ) e - ' " - (5.1) 
H 

However, three problems become apparent when actually trying to perform sucli an operation 

with experimental data 

• The phase problem: while the magnitude of the structure factor |Fo(,s(H)| is known, the 

phase e'"* is not. 

• The set of structure factor magnitudes measured is far from complete, limited to a certain 

resolution limit by experimental considerations. 

• This subset of magnitudes is contaminated by noise, i.e. both random and systematic 

errors. 

Fortunately, nature is kind to the small molecule crystallographer (unlike the protein crys-

tallographer) in that the vast majority of small molecules crystallize in centrosymmetric space 

groups. The centre of inversion restricts the structure factor to the real line giving only two 

possibilities for the phase of 0 and n. For refinements performed using the spherical atom ap­

proximation, the calculated structure factor phases will be all correct with perhaps the exception 

of a few structure factors with very small absolute value. These calculated phases can be put to 

the observed structure factor magnitudes and used in the Fourier synthesis 

Pir) = ^ 5][|Fo6,(H)|e'*--]e-'" ' (5.2) 
H 

While such an electron density would resemble the true one, series termination effects would 

be most apparent. These occur because the data is limited in resolution to a certain value, no 

structure factor magnitudes above this value being incorporated in the Fourier synthesis. This is 

equivalent to multiplying a complete set of structure factor magnitudes by a step ftmction at the 

resolution l imit . The Fourier inversion of a step function in reciprocal space gives a sine function 
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in real space with frequency related to the resolution in reciprocal space where the step function 
applies. This sine ftmction in real space permeates the electron density and manifests itself in 
the so called "Fourier-ripples", distorting the finer details. 

The final problem is that of noise in the striicture factor magnitudes. While good experimental 

technique should minimize these, no filtering can occur in the Fourier inversion and random noise 

(unstructured features in the real space map of small magnitude) occur. 

In the centrosymmetric case, the phase indetermination is not a real problem although i t 

persists for non-centrosyrametric crystals. Not a great deal can be done with noise in the data. 

However there is a simple and effective way of reducing series termination effects. 

5.1.1 Difference Maps 

I f we have two Fourier series such as two sets of structure factors, both of whicli are restricted 

to some given resolution l imit , simply subtracting one set of magnitudes from the other and 

using these difference amplitudes as coefficients of the Fourier series substantially reduces the 

series termination effects. Both sets of structure factors have a step frmction at the resolution 

cut-off value, above which the structure factor amplitudes are unknown. For any reasonable pair 

of sets of amplitudes pertaining to the same structure, the unknown coefficients will be similar 

in magnitude and hence their difference close to zero. In the difference Fourier techniques the 

coefficients are zero above the resolution limit anyway, and hence the series termination effect is 

reduced markedly. 

The general form of a difference Fourier series is 

= V Etl^^'l^''*' - l^ 'Ble '^^le- '" - (5.3) 
H 

5.1.2 Residual Map 

The most elementary Fourier map and probably the most important one is the Residual map. 

The Fourier coefficients are the difference in observed and calculated structure factor magnitudes 

and therefore indicates the agreement between model and data 

Ap"^*(r) = ^ - I f c a / c D e ^ - ^ - ' l e - ' " - (5.4) 
H 

For a good experiment well refined with a suitable model, there will still be small (certainly 

less than 0.15eA~^) peaks in the residual map due to noise in the data. Unstructured features in 

the residual map of large magnitude indicates either poor quality data or insufficient correction 

for a systematic error. Structured features in the residual map indicate model inadequacies. Since 

the map is in real space, i t is relatively easy to see where the model requires extra flexibility. 

5.1.3 Dynamic Deformation Maps 

Since the effects of bonding in the charge density are subtle and many orders of magnitude 

smaller than the absolute value of the density, particularly at the atomic core regions, some 

method is required to accentuate the bonding and other structural features. A simple way of 
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thinking about the manifestations of a chemical bond is as the difference between the electron 
density in a molecule and that which would occur if spherical, neutral atoms were placed at 
the same atomic positions, called the promolecule density. This idea leads to the concept of 
the deformation density, the difference between the experimental density and the promolecule 
density, giving the dynamic deformation density 

A / ' ' " ( r ) = i J^KlFo,, - | F , , < , | ) e ' ^ - ] e - ' " - (5.5) 
H 

with pro indicating structure factors calculated from the promolecule atoms smeared by the ex­

perimental thermal parameters. This is not so straightforward however, since the promolecule 

requires accurate positions and thermal parameters to be known and assigned to the neutral, 

spherical atom scattering model. The standard spherical atom model when refined against stan­

dard data does not provide sufficiently accurate structural parameters for this purpose, as dis­

cussed in Chapter 3. The first dynamic deformation maps were produced by Coppens^^ using 

neutron diffraction to locate the atomic structural parameters unbiased by the non-spherical na­

ture of the atomic charge density. This method went on to become known as the X - N method. 

Utilizing the high-angle X-ray scattering also provides approximately unbiased atomic structural 

parameters, and analogous maps were produced, known eis X — X' maps. Both sets of structure 

factors include the effects of thermal vibrations and hence both the X — N and X — X' methods 

produce a dynamic map in the sense that the deformation density is averaged over the nuclear 

motion. 

5.1.4 Static Deformation Maps 

To approximately remove the effects of thermal motion from the maps, a structured model 

capable of accounting for the static electron density convoluted by thermal motion is required 

and hence the observed structure factor can no longer be used. The static deformation map uses 

the difference between the structure factors calculated from the static raultipole model and the 

static promolecule 

A / ' " * ( r ) = ^ Yl[\Fmui\e''>""' - |Fp,<, |e '*-°]e- ' " - ' (5.6) 
H 

This reciprocal space summation is not really required however. The multipole model provides 

an analytical description of the static charge density in real space, and i t is easy to calculate the 

static promolecule density in reals space, so a direct space sum may be used instead 

Ap(r) = Pmuiir) - Pp,-o{r) (5.7) 

All deformation maps have peaks in bonding regions and also show lone-pairs rather nicely. 

They can also show occupied and unoccupied d-orbitals in transition metal complexes. 

While the deformation map concept has undoubtedly been useful, there are two flaws in the 

idea. The first is that subtracting a promolecule of neutral, spherical atoms is a little arbitrary. 

An alternative procedure of subtracting oriented, non-spherical atoms in place of the promolecule 

has been proposed**'*" and called the chemical deformation density. 
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The second flaw is that small effects in the deformation density in the lone-pair region are 
dependent upon the local coordination, since this determines the promolecule density subtracted. 
A neighbouring atom's remaining negative deformation density cause more promolecule density 
to be subtracted from the current atom than the tnie promolecule density from just the current 
atom. This effect has been studied by Olovsson and coworkers'"'®'. 

The overall arbitrary nature of deformation densities means that they are unsuitable for 

accurate, quantitative studies. Fortunately, a relatively new and far more rigorous way of looking 

at electron densities has been developed. 

5.2 Atoms in Molecules 

A complete quantum mechanical theory has been built around the one-particle electron density 

in real space, p(r) by Bader®'-^. I t is not the purpose of this chapter to recover his work, but 

merely to give an outline of the components of his Theory of Atoms in Molecules (AIM) of most 

relevance in the analysis of experimental charge densities. A I M is primarily a topological theory, 

dealing with the 3-dimensional shape of the charge density to provide chemical and physical 

information. 

5.2.1 Critical points in p(r) 

Critical points in any 3-dimensional scalar ftmction occur when the gradient of that function is 

equal to zero. 

with i j and k representing unit vectors. Classification of critical points (CPs) is given by cur­

vatures, that is the second derivatives of p(r). For an arbitrary axis system, these are expressed 

by the three by three square array of partial derivatives called the Hessian of p(r) 

&^p{v)idx? d'^p{T)idxdy d''piT)/dxdz \ 
d'p{v)ldxdy aV(r)/9y^ d'p{v)ldydz (5.9) 
d'^p{r)/dxdz d'^p{T)/dydz d'^p{r)/d^z J 

Being a real, square, symmetric matrix, i t can be diagonalized to yield the three principle axes 

of curvature with respect to which the magnitudes of the three second derivatives have extremal 

values. This is equivalent to a rotation of axes to a new coordinate system (x, y, z) -> {x',y', z') 

d'^p{r)/dx''^ 0 0 \ 
0 &'p{T)/dy'' 0 (5.10) 
0 0 a'V(r)5z'2 / 

We may rename the diagonal elements in this new coordinate system as parameters Ai , A2, A3 

to give: 
/ A , 0 0 \ 

(5.11) 

where the values of A are the the curvatures, or eigenvalues, corresponding tp three principle 

axes. The numerical value of the Laplacian at any point in space is the trace of the Hessian 
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Critical Points are classified by their rank, w, the number of non- zero eigenvalues and their 

signature, a, the algebraic .sum of the signs of these eigenvalues. The .symbolism is iuj,a). All 

stable critical points have rank three, giving four possible (w, a) combinations. 

• (3,-3) all curvatures are negative and hence P { T ) is a local maximum at T C - Nuclear position 

behave as i f (3,-3) CPs. 

• (3,-1) two curvatures are negative and P { T ) is a maximum at r^ in the plane defined by 

their eigenvectors. /j(r) is a minimum at r^ along the third axis. This feature is called a 

saddle point and is characteristic of a bond CP. 

• (3,-1-1) two curvatures are positive and p(r) is a minimum at rc in the plane defined by 

their eigenvectors. p(r) is a maximum at rc along the third axis. 

• (3,-t-3) all curvatures are positive and p{r) is a local minimum at TC- This characterises the 

CP at the centre of a cage. 

For any pair of atoms sharing a common interatomic surface, a bond path is present. This 

is a line of maximal charge density linking the two nuclei. The charge den.sity along a bond 

path reaches a minimum at the (3,-1) critical point and thus A3 is positive. The other two 

perpendicular eigenvalues Ai and A2 are both negative. For cylindrically symmetrical bonds 

A] = A2. However, for a bond with 7r-character in one plane, Vp(r) is le.ss in one direction than 

the other and the corresponding curvature A2 is less than that of the perpendicular eigenvalue 

A i . We define the ellipticity of a bond in terms of the two negative curvatures: 

£ = ^ - 1 (5.13) 

For example, a saturated carbon-carbon bond has e = 0; an aromatic C-C bond has e = 0.23; 

a ftill isolated C-C double bond has e = 0.45. The bond ellipticity is useful in quantifying multiple 

bonding, conjugation and delocalization effects. 

5.2.2 The Laplacian, VV(r) 

The Laplacian of a scalar field is a very important property, for i t determines where the field is 

locally concentrated and depleted. 

A ftinction is maximally concentrated where the curvature i.e. the second derivative has its 

largest value even though the function itself need not have a maximum at this point. Extrema in 

the Laplacian are classified in a similar manner to /?(r) i.e. where V.V'^p(r) = 0. The eigenvalues 

of the Hessian of V^p{r) are the curvatures of the Laplacian. 

A local concentration of electronic charge occurs at a (3,-3) critical point in - V ' ' p ( r ) . Al ­

though this does not exactly represent a localized pair of electrons, the occurance of (3,-3) critical 

points strongly echo the Lewis electron-pair model of valence. (3,-3) CPs in -V'-^/)(r) occur in 

the valence shell charge concentration of an atoms in the .same number and same direction as 
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the. corresponding arrangement of both bonding and non-bonding electron pairs in the Lewis 

theory. I t is by looking not at the total density, p(r), but at the Laplacian V'-^p(r) we find a 

physical quantification of the Lewis model. This extends not only to bonding phenomena, but 

also non-bonding concentrations in V^/3(r) corresponding to the classical "lone-pair". 

Because the Laplacian is a direct fimction of the density, unlike the various types of deforma­

tion densities, there is no arbitrariness associated with i t . 

In this thesis, all analysis of the charge density is done using A I M , with both the density and 

Laplacian being the fimdamental fimctions of study. 

There is a second, more fimdamental property of the Laplacian however The Laplacian occurs 

in the local form of the virial theorem 

( f t V 4 m ) V V ( r ) = 2G(r) + V{T) (5.14) 

where G{T) and V{r) are the electronic kinetic and electronic potential energy densities respec­

tively. While the integral of the Laplacian over a whole molecule is zero 

{Ti:^/4m) Jv^p{T)dT = 0 (5.15) 

such that 

j 2G{v)dT = - j V{T)dT (5.16) 

in accord with the virial theorem, such a situation need not occur locally, and hence the value 

of the Laplacian is determined by the local dominance of one or other of the energy densities 

relative to their virial ratio. 

The topological features of the Laplacian such as local concentrations and depletions are 

directly related to the meclianics of the system at that point via the local virial expression. 

5.3 Experimental d-orbital populations 

As stated in Chapter 3, the charge density of a set of d-orbitals can be equally described by the 

expansion of even-order multipoles to hexadecapole level. The relations were first given in the 

context of working backwards from the experimentally determined multipole populations to gain 

the d-orbital occupancies®^. The approximation inherent in this analysis is that all the metal 

valence density derives from the set of 5 d orbitals, 

5 5 5 

Prf(r) = 1 3 f / r f f + ^ ^ Pijdidj (5.17) 
/=1 1=1 i < i 

Zero overlap with the ligand atom density is assumed and i t is therefore a crystal-field approx­

imation. For the general case, the population parameters may be obtained from the multipole 

populations by 

Pi = M-'Pim± (5.18) 

where Pj is the 15-element vector of d-orbital coeflScients, Pim± is the matrix of multipole pop­

ulations of functions generated by the d-d orbital products, and M is the 15x15 matrix relating 

the two. 



Chapter 6 

Experimental Charge Density of a 
Nitrogen Ylide 

6.1 Introduction 

Ylides of first row elements in general contain a quaternary ammonium group bonded to an 

electronegative atom [RsN^-X"] . Other than in the case of X=oxygen, the electronegative 

atom usually requires further stabilization, achieved by substitution with electron withdrawing 

groups to delocaHse the formal negative charge. Multiple bonding is not possible due to the fi i l l 

coordination sphere of the quaternary nitrogen atom and the non-availability of nitrogen d orbitals 

for participation in pn - dn bonding, as in the case of the more familiar phosphorus ylide. This 

unusual N"'"-X~ bond is of fimdamental interest, having both covalent and ionic contributions 

according to its Lewis formula. Theoretical investigations of such bonds are always limited by 

computational capabilities, however some excellent studies into the simple model compound H3N-

C H 2 have been conducted; a study using the generalized valence bond approach''^ gives pictorial 

evidence for the lack of pn — dir bonding in this molecule while a correlated study^'* at the M P 2 

level using the DZ+d basis set gave a calculated bond length of 1.561 A , considerably longer than 

the 1.473A calculated for a single bond in C H 3 - N H 2 , signifying a weaker bond than expected. 

In addition, the natural bond order was calculated by the method of Weinhold"^'^^, yielding a 

bond order of only 0.773. Atomic partial charges obtained by the same method give qN=-0.795 

and 7c =-0.741 signifying that far from the electrostatic contribution acro.ss the bond being 

favourable, i t is actually repulsive. I t is not too surprising that the formally positive nitrogen 

atom in fact bears a negative charge; a positive pole is highly electronegative and therefore pulls 

electron density strongly from its substituents into its own valence shell. 

A particular subclass of first-row ylides are the aminimides^^. In the,se molecules, the first 

row atom is also nitrogen giving the general form R3N+-N~-Y. The stabilizing Y group is often 

one which contains a carbonyl group such as Y=CHO, CO.Ph, CO.Me, C 0 2 M e , thus allowing 

the non-bonded density on N ~ to be delocalized into the n system as with conventional amides. 

Such molecules have found utiHty as carriers for zinc salts through membranes"^. The weakness 

of the N+-N~ bond proves industrially useful; thermolytic cleavage of this bond to yield tertiary 

amines makes arainimides useful polymerisation initiators^". A further derivative is the case 

where R and X are part of the same group. Such cyclical aminimides have been investigated by 
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nitrogen nmr ' ° ° and X-ray photoelectron spectroscopy'"^'*"'^ where the authors have interpreted 
their results to be consistent with a displacement of the bonding charge in the N+-N~ bond 
towards the N"^ atom. 

The electron withdrawing group may take on a different form, and in this work we have 

investigated the electronic properties of trimethylamine nitroimide"^-'"^,!, where X = N 0 2 . In 

this case there are three nitrogen atoms all with different bonding environments, and a strong 

electron withdrawing group to stabilize the negative charge by delocalization as shown by the 

resonance forms (Figiire 1). In order to ascertain the characteristics of the N ^ - N " bond and the 

extent of the delocalization of N ~ non-bonding charge in 1, we have performed an experimental 

charge density determination by fitting X-ray diffraction data to a model which explicitly accounts 

for the complicated fimctional form of the electron density. 

CH3 

\ + - 4 ^ 0 " 
C H 3 — N ^ N — ( a ) / 

CH3 

CH3 

C H 3 — N — N = N C (b) 
/ 

C H s 

Figure 6.1 - The two major resonance forms of trimethylamine nitroimide. 

6.2 Experimental 

High resolution, single-crystal X-ray diffraction data were measured at 123K on an Enraf Nonius 

CAD4 automated diffractometer by Paul Mallinson and Chris Prampton at the University of 

Glasgow as previously described'"'*. Although present at the time of data collection, 1 was not 

directly involved in this aspect of the work and therefore claim no credit for i t . Reflection 

profiles became available to me and I performed all subsequent data analysis. Data reduction 

was performed with the DREAM^ ' program suite. The intensities of 5 standard reflections had 

been measured every two hours and were fitted to cubic polynomials to scale the data for decay 

correction, and the instrument instability factor, P, was obtained from the errors in the fit of the 

polynomials and fluctuations in the standards. An analytical absorption correction was applied 

on a 16 X 16 x 16 grid using ABSORB®''*^. Experimental data are summarized in Table 1. 
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Formula C3N3O2H9 
M 119.13 
Crystal system Orthorhombic 
Space group Pnma 
T / K 123(1) 
a/ A 12.064(2) 
6/ A 6.622(2) 
c / A 7.051(1) 
V/ A - 3 563.4(2) 
z 4 
Dc/g cm -3 1.405 
Crystal dimensions/ mm 0.12 X 0.16 X 0.26 Crystal dimensions/ mm 

1.09 
nange of corrections for absorption 0.980 - 0.987 
Radiation(A /A) Mo-K„(0.7107) 
Scan type 6-26 
(sin 6/XUaz/^-' 1.08 
Standard reflections 2 3 4, 6 0 4, 2 3 4, 0 2 0, and 0 10 0 
No. reflections measured 13958 
Range hkl -12 to 25; -14 to 14; -15 to 15 
No. symmetry-independent reflections 3105 
No. / > 2.5(t(/) reflections 1732 
Agreement factor R = E | / - / | / E / 0.0277 
Refined on F 
R 0.0305 
Rw 0.0288 
S 0.9190 
No. variables 133 
Weighting scheme, w 1 4 F = 

' <r=(F) ~ ( T 2 ( F 2 ) 
1 4 F = 

' <r=(F) ~ ( T 2 ( F 2 ) 

P 0.018 

Table 6.1 - Experimental data for Trimethylamine nitroimide. 

6.2.1 Multipole refinement 

The crystal structure had been determined by earlier work^^. The backbone of the molecule oc­

cupies a mirror plane at y—l/4, with two symmetry related CH3 groups completing the molecule. 

The multipole refinements were performed using the least-squares part of the XD package^". The 

fimction X] ' " ( l^o(S) | - A;|Fc(S)|)''^ was minimised where Fo{S) and Fc(S) are the observed and 

calculated structure factors respectively and k is the scale factor which minimizes the sum. Only 

those reflections with / > 2.5a{I) were included in the refinement. 

An electroneutrality constraint was applied in the refinements. In addition, the crystallo-

graphic mirror plane places restrictions^^ on the allowed populations of the spherical harmonics 

and certain functions were fixed at zero accordingly. A further chemical constraint of identical 

valence parameters for the two oxygen atoms was introduced. 

The level of expansion was truncated at the octapole level (imoi=3) for C, N and 0 while 

the asphericity of all H atoms was modeled by a single bond-directed dipole. Both symmetry-

independent carbon atoms are expected to have similar environments so they sliared the same 

K' and K" values. However, given the disparity in bonding environment of the three nitrogen 

atoms, they were assigned individual expansion-contraction coefficients. For each atom, the 

K" was the same for each I value. Each non-hydrogen atom had an anisotropic temperature 
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factor refined while the isotropic temperature factors for the hydrogen atoms were those obtained 
during conventional, spherical atom refinements using the contracted scattering factor of Stewart, 
Davidson and Simpson^^. The C-H bond lengths were subsequently normalized to 1.06A, an 
average value obtained from neutron diffraction experiments^®. Hydrogen K' and K" were fixed 
at 1.16 which is equivalent to using the contracted scattering factors. 
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Figure 6.2 - Residual map in the molecular plane. Contours at O.leA 

The refinement resulted in reasonable values for all parameters, however the maximum 

shift/esd was 0.5 signifying an unconverged refinement. Careful checking of the mis-fit statistics 

showed two reflections (5 12 4 and 23 0 2) with Fo{S) an order of magnitude greater than Fc{S). 

Removal of these reflections from the refinement allowed convergence to be obtained, improved 

the agreement statistics and slightly reduced the maximum discrepancies in the residual map. 

The reason for these rogue reflections could not be ascertained. The in-plane residual map (Fig­

ure 6.2) shows the disagreement between the data and the model. Only in the region around 

0(2) is there evidence of discrepancy; various attempts were made to alleviate i t , for example 
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by removing the imposed non-crystallographic symmetry between the two oxygen atoms, none 

of which was successful. There is no structured residual density anywhere else in the molecule. 

A second factor which increases faith in the fitted model is the result of Hirshfeld's rigid bond 

test̂ '̂ ''̂ '*. Al l bonded pairs of atoms satisfy the necessary criterion. 

6.3 Results and Discussion 

Final agreement factors for the refinement are given in Table 1. A thermal ellipsoid plot is shown 

in Figure 6.3 which also details the numbering scheme used. 

H(21A) 
H(21l H(22) H(22A) 

H(23AI 

H(12A) 

Figure 6.3 - Thermal ellipsoid plot at the 50% probability level. 

The initial structure determination"^ for this molecule was performed at room temperature 

and refinements used the independent atom approach. In the current work with high-resolution 

data and an aspherical atom model, we have observed some small differences in the geometrical 

parameters. Table 6.2 contains the bond lengths and angles for non-hydrogen atoms determined 

here and in the previous study. Of most interest are the lengths of the nitrogen-nitrogen bonds. 

The N(l)-N(2) bond has length 1.472(1)A which is comparable to a single covalent bond. The 

N(2)-N(3) bond however is much shorter at 1.315(2)A indicating that the resonance form (b) is 

a more accurate depiction of the electronic structure. 
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Bond Length(this work, A ) Length(ref 97, A ) 
C ( l ) - N ( l ) 1.498(1) 1.490(9) 
C(2)-N(l) 1.500(1) 1.507(7) 
N(l)-N(2) 1.472(1) 1.470(8) 
N(2)-N(3) 1.315(2) 1.323(8) 
N(3) -0 ( l ) 1.247(1) 1.265(8) 
N(3)-0(2) 1.267(1) 1.252(8) 
0( l ) - . -H(21) 2.228(1) 2.26(5) 
Atoms Angle(this work, °) Angle(ref 97, °) 
C( l ) -N( l ) -N(2) 101.9(1) 102.8(5) 
C(2)-N(l)-N(2) 113.2(1) 112.4(3) 
C( l ) -N(l ) -C(2) 107.8(1) 107.6(4) 
C(2)-N(1)-C(2A) 112.2(1) 113.2(4) 
N(l)-N(2)-N(3) 113.6(1) 115.0(5) 
N(2)-N(3)-0(l) 125.0(1) 123.0(6) 
N(2)-N(3)-0(2) 114.2(1) 115.5(6) 
0( l ) -N(3)-0(2) 120.9(1) 121.5(6) 

Table 6.2 - Bond Lengths and Angles. 

The electronic charge in a molecule is a single continuous distribution and there exist many 

schemes for the assignment of "atomic charges", all of various degrees of rigour. The set of 

monopole populations of the pseudoatoms from the multipole refinement is one such decomposi­

tion and i t is reasonable to assume that they provide an approximate guide to the distribution of 

charge throughout the molecule. The monopole populations for non-hydrogen atoms are shown 

in Table 6.3. According to this scheme, the formally positive N ( l ) has a valence monopole pop­

ulation of 5.58(6) electrons, its substituent carbon atoms are also slightly negatively charged, 

while all hydrogen atoms are positively charged. This is a manifestation of the alkyl inductive 

effect. The net valence population of the (CH3)3N'*' fragment is 25.3(3) electrons compared with 

the neutral value of 26, indicating that while the nitrogen atom itself does not carry the positive 

charge as the Lewis structure suggests, this group of the molecule does bear the best part of a 

frill positive charge. 

Atom Monopole Charge (electrons) K' K" 

C ( l ) 4.74(8) 0.984(8) 0.77(2) 
C(2) 4.53(8) 0.984(8) 0.77(2) 
N ( l ) 5.58(6) 0.964(9) 0.78(4) 
N(2) 5.14(8) 0.995(7) 1.08(6) 
N(3) 5.2(1) 0.99(1) 0.75(3) 
0(1) 6.21(7) 0.998(6) 0.85(6) 
0(2) 6.21(7) 0.998(6) 0.85(6) 

Table 6.3 - Monopole populations and K parameter values. 

Independent evidence that the charge resides on the hydrogen atoms is provided by proton 

nmr studies"'^'*"' on this and similar compounds where the methyl protons have a chemical shift 

of 3.40ppm, indicating significant depletion of electron density about their nuclei. The formally 

frilly negatively charged N(2) has a charge of only -0.2(1) while for the NO2 group this is -0.6(3) 

showing the extent of electron withdrawal and hence stabilization of the ylide. 

A more informative analysis of the experimental charge density is based upon the topological 

properties of P{T). We have performed such an analysis, in the first instance by searching for 
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the (3,-1) bond critical points (CPs). Such critical points were located between every atom pair 

bonded by conventional criteria. In addition, a bond critical point was also located between 0(1) 

and H(21). The values of functions of the density at the bond CPs are listed in Table 6.4, and a 

map of the Laplacian of the density, —V^P{T) is shown for the molecular plane in Figure 6.4. 

Bond Length(A) V^p(ri,)(eA-^) e 
C ( l ) - N ( l ) 1.498(1) 1.64(4) -9.2(2) 0.45 
C(2)-N(l) 1.500(1) 1.68(7) -13.6(2) 0.32 
N(l)-N(2) 1.472(1) 1.90(3) -2.52(8) 0.01 
N(2)-N(3) 1.315(2) 3.34(5) -30.6(2) 0.53 
N(3) -0 ( l ) 1.249(1) 3.82(7) -25.7(2) 0.32 
N(3)-0(2) 1.268(1) 3.46(6) -21.0(2) 0.33 
0 ( 1 ) - - ^ ( 2 1 ) 2.228(1) 0.12(1) . 1.65(1) 0.54 

Table 6.4 - Electronic Properties at r j . 
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Figure 6.4 - V'^p(r) in the mirror plane. 

The values of the density in the C ( l ) - N ( l ) and C(2)-N(l) bonds at 1.64(4) and 1.68(7) e A - ^ 

are quite similar and in the range expected, while both bonds show negative Laplacian indicating 

a local concentration of charge in the bond and hence covalence. Of note are the unexpectedly 
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high ellipticities of these bonds which may be due to the high degree of polarization of N( l ) 
which is quite pronoimced in the Laplacian map. 

The N(l)-N(2) bond appears rather pinched here and has V^p(r(,) of a mere -2.52(8)eA~^, 

although the density itself is reasonably high at 1.90(3)eA~^, higher than for the C-N bonds. 

The ellipticity is not significantly different from zero, indicating no TT contribution to the bond. 

This forces the conclusion that this is a relatively weak bond in agreement with the thermolytic 

cleavage properties of similar compounds mentioned in the introduction and also the calculated 

bond order of only 0.773 in the H3N+-C"H2 molecule. In contrast, the N(2)-N(3) bond has 

a far greater electron density of 3.34(5) e A ~ ^ and a more negative Laplacian value of -30.6(2) 

e A ~ ^ indicating a substantially stronger interaction than a mere single bond. Additionally the 

elHpticity of 0.56 is consistent with a high degree of double bonding character. 

Of the two resonance forms (a) and (b), one major structural difference in orbital terms is 

the hybridization of N(2); for form (a), N(2) has sp^ hybridization with two a-honding and two 

non-bonding or lone-pair orbitals while for form (b), the hybridization is sp' with two cr-bonds, 

one TT-bond and a single sp'^ lone pair. While lone pairs do not show themselves in the total 

electron density, they do appear as local concentrations of charge in the Laplacian. 

The Laplacian through N(2) and perpendicular to the molecular plane such that i t bisects the 

expected lone-pair region is shown in Figure 6.5. Only one, albeit diffuse, lone-pair is observed 

giving further evidence for resonance form (b) being more representative of tlie true structure. 

In the original structural report of this compound"^, the cis conformation was attributed to 

the N ( l ) + • • •0(1)*'" electrostatic interaction. However, according to the monopole charges, N( l ) 

bears a substantial negative charge and this must bring such a conclusion into question. Also 

noted in the original work was the existence of a pair of weak hydrogen bonds between 0(1) and 

H(21) and 0(1) and H(21A) at 2.26(5)A. Given that we have shown the positive charge of the 

amino end of the molecule to reside wholly on the hydrogen atoms, this .seems reasonable. All 

bonds, even weak ones such as the.se should possess a bond path and (3,-1) CP. This is found 

to be the case: p{rt,) is very low at 0.17(1) e A ~ ^ while the V^p(r(,) value is po.sitive at 1.65(1) 

e A ~ ^ , indicating a closed-shell interaction entirely consistent with a weak hydrogen bond. The 

Laplacian map in the plane defined by C(2), H(21) and 0(1) is shown in Figure 6. The lone pair 

of 0(1) is approximately aligned with the hydrogen atom. 

6.4 Conclusions 

We have investigated the bonding in 1 by analysing the experimentally determined charge dis­

tribution, obtained by refining a multipole model against high resolution X-ray diffraction data. 

We find that the distribution of charge is more subtle than the Lewis formula suggests with the 

formally positive nitrogen atom bearing a negative charge. The N ^ - N " bond is weaker than a 

normal single covalent bond while the nitro group delocalizes much of the non-bonding charge 

on N(2), leaving i t with only one lone-pair. The N(2)-N(3) bond has high double bond charac­

ter. The original assertion that there exists a hydrogen bond between 0(1) and H(21) has been 

proved correct, and this is probably the reason for the cis conformation. 
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Figure 6.5 - V^/9(r) perpendicular to the molecular plane and bisecting the N(l)-N(2)-N(3) 

angle. 

Multipole populations and local coordinate systems etc. are tabulated in Appendix B. 
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Figure 6.6 - V^P{T) in the plane of C(2), 0(1) and H(21). 



Chapter 7 

Experimental Charge Density of a 
Nickel Complex 

7.1 Introduction 

While the standard quantum chemical techniques, either ab initio or density functional, un­

doubtedly provide huge insight into chemical bonding phenomena, their limitations with respect 

to molecular size has already been stated. I t is for those molecules of sufficient size to make cal­

culations excessively expensive or unreliable that the experimental technique of X-ray diffraction 

for the determination of the charge density becomes particularly competitive. An obvious class of 

molecules large enough for this to be the case are transition metal complexes, particularly those 

of low symmetry. In fact, in his timeless text on transition metal complexes'^'^, Orgel mused on 

the insight which would be provided by such a technique before the technical difficulties inherent 

in the method had been overcome. An immediate advantage of the experimental approach is 

that the charge density obtained is by definition correlated, being a representation of the true 

density. While the one-electron approximation is reasonable for organic molecules, its validity is 

more questionable in transition metal complexes where correlation effects are greater. 

This chapter of the thesis reports research on a large N-substituted triaza macrocycle inves­

tigating the fimdamental nature of metal-ligand bonding. This molecule is sufficiently large and 

of low enough symmetry to lie on the upper limits of what can be tackled by theoretical tech­

niques, and provides important independent results with which to compare any sucli theoretical 

calculations. We also believe this to be the most difficult experimental determination of the 

topological properties of the charge density attempted so far due to the size of the complex and 

the non-centrosymmetric space group of the crystal. 

The particular macrocyclic complex chosen for study in this work is [Ni(H3L)], [H3L=N,N',N"-

tris(2-hydroxy-3-methylbutyl)-l,4,7- triazacyclononane], (1). I t is of interest because the metal 

atom is ligated by trimethyl-ammonium nitrogen atoms and alcoholic oxygen atoms. The former 

is conventionally thought of as a very strong u-donor while the latter is considered as much 

weaker in this respect, although potentially capable of 7r-bonding. 

The large difference of the ligating properties of these two atoms should be reflected by the 

properties of the charge distribution. Additionally, the complex has the low .symmetry point 

group C3 in the crystal which is much less studied than the octahedral case. 

51 
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The crystal structure and absolute configuration are as determined previously'"". Figure 7.1 

shows a thermal ellipsoid plot of the complex cation at the 90 percent probability level. The 

nickel ion lies on a crystallographic three-fold axis and is complexed by three nitrogen atoms above 

and three oxygen atoms below the basal plane, with an 18" twist away from pseudo-octahedral 

coordination. The Ni-N and Ni -0 bond lengths at 2.064(1)A and 2.094(1)A respectively do not 

indicate a priori any substantial difference in bond characteristics. The NO^ and PF^ counterions 

also lie on the three-fold axis above and below the main complex respectively. A preliminary 

account, using a less flexible model of the charge density has already been published'"^. 

7.2 Experimental 

A dark blue octahedral crystal of [ N i ' ' ( H 3 L ) (PF^) (NO^)] was chosen for analysis. High 

resolution, single-crystal X-ray diffraction data were measured at 123(1)K on an Enraf-Nonius 

CAD4 automated diffractometer as previously described'"''. As with the data from the nitrogen 

yhde in the previous chapter, the data was collected by Drs. P.R. Mallinson and C.S. Frampton 

at the University of Glasgow. Data reduction was performed with the DREAM'''^ program suite, 

including an analytical ab,sorption correction by Gaussian quadrature using ABSORB*''*^. The 

intensities of 5 standard reflections were measured every two hours and fitted to cubic polynomials 

to scale the data for decay correction, and the instrument instability factor, P, was obtained from 

the errors in the fit of the polynomials and fluctuations in the standards. Experimental data are 

summarized in Table 7.1. 

7.2.1 Multipole refinements 

Only those reflections with / > 2a{I) were included in the refinement. Due to the crystallographic 

C3 site symmetry of the Ni , and counterion P and N atoms, only certain deformation frmctions 

may take non-zero populations for these sites^^. Each non-hydrogen atom had anisotropic tem­

perature factors refined while the isotropic temperature factors for the hydrogen atoms were 

those obtained during conventional, spherical atom refinements using the contracted scattering 
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factor of Stewart Davidson and Simpson^^, with the bond length to C normalized to 1.06A, an 

average value obtained from neutron diffraction experiments^®. Hydrogen K' and K" were fixed 

at 1.16 during the multipole refinements which is equivalent to using the contracted scattering 

factors. 

Figure 7.1 - Thermal ellipsoid plot of 1 at the 90% probability level. 

In all refinements in this study, the charge of each of the coimterions was constrained to 

be -1 and the metal-ligand complex total charge was held at -1-2. For the counterions, the K " 

parameters were not refined. The non-centrosymmetric space group P2i3, introduces additional 

complications to miiltipole refinement resulting from the ambiguity in phase assignment of the 

reflections. In such cases, extreme care must be taken to ensure that the final model is physically 

sensible and this is"best done by examining physical attributes such as the temperature factors 

using Hirshfeld's rigid bond test^^'^^, topological properties etc. A second complication arises 

because the multipole model, being a one-centred expansion, is not designed for the efficient 

projection of diffuse, two centred (or overlap) terms of the experimental density into the model"". 
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Here, we specifically mean those parts of the density in the N-Ni and 0-Ni bonds, which are far 

from either nucleus. For example, the 4s and 4p orbitals on the metal which have maximal 

overlap with the ligand lone-pairs are so diffuse that they will contribute only to the very lowest 

angle data and these data are those most affected by extinction effects. It should be pointed out 

that these difficulties arise from the specific scattering formulation of the multipole model; by 

the Fourier transform relation, ai7 of the density determines all of the structure factors, but by 

modeling the density as discrete single centred pseudo-atoms, the diffuse density in sucJi a model 

is determined only by the low angle data. 

Formula C2lH45N303Ni'''+ (NO3-) (PFfi-) 
M 653.28 
Crystal system Cubic 
Space group P2i3 
T / K 123(1) 
a / A 
V / A 3 

14.008(2) a / A 
V / A 3 2748.7(7) 
z 4 
Dc/g cm-^ 1.578 
Crystal dimen.sions/mm 0.4 X 0.4 X 0.6 
/ i / c m ~ ' 8.47 
Range of corrections for absorption 0.774 - 0.804 
Isotropic extinction Gaus.sian mosaic spread l i s 

domain size 3.8 x 10"'̂  cm 
Radia t ion(A/A) Mo-Ka(0.7107) 
Scan type 0 - 26 
(sin e/X)max/^-' 1.08 
Standard reflections 8 8 8, 0 4 9, 0 4 9, 0 26 0, 4 0 4 
No. reflections measured 20445 
Range hkl 1 to 30; 0 to 30; -17 to 10 
No. Symmetry-independent reflections 6017 
No. / > 2(T(/ ) reflections 5094 
Agreement factor R = E | / - / | / S / 0.017 
Refined on F 
R 0.0220 
Rw 0.0155 
S 1.07 
No. variables 400 
Weighting scheme, w w = l / a 2 ( F ) =4FVcr'^(F2) w = l / a 2 ( F ) =4FVcr'^(F2) 

P 0.018 

Table 7.1 - Experimental data for [Ni^' (H3L)] (NO3) (PFg) . 

For organic molecules containing only first row atoms, many fine multipole studies have been 

published using the standard multipole model including some excellent recent works'"*''"'*'"". 

In our particular case, the standard scattering formalism including expansion to hexadecapolar 

frmctions on P and Ni produced a good fit to the data in terms of agreement indices and a 

reasonable re.sidual map, but resulted in an unconverged K" refinement for the ligating N and 

0 atoms which became extremely diffuse. One imagines this was due to the ftmctions on these 

atoms "reaching out" towards the metal to incorporate the density in the metaJ-ligand bond 

which is not explicitly accounted for by the model. It has been shown previously"'^'*''* that 

the electron density distribution of the 3d-orbitals of a transition metal can be described fully 
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by the set of multipolar functions of orders 0,2 and 4. We therefore tried using only these 
fimctions in the scattering expression for the nickel atom. While the refinement was stable and 
converged, the ligating atoms again had unrealistic K" values and the C-N, C-0 and metal to 
ligand bonds failed the rigid bond test indicating deficiencies in the charge density model for 
the ligating atoms. Additionally, no metal to ligand bond paths could be traced in the charge 
density. I t became apparent that i t was essential to include the odd order raultipoles on the 
metal atom which account for valence density other than 3d such as 4s, 4p and metal-ligand 
overlap density. This also meant than any analysis based only on metal ei-orbital occupancies 
would be of limited value in describing the metal ligand bonding. Since the odd order terms 
would be describing density which was more diffuse than the 3d density, we reasoned that a more 
elaborate radial treatment of the metal would be appropriate. Thus 3d HF radial fimctions were 
assigned to the first monopole and to the order 2 and 4 multipoles. A Slater type radial function 
was assigned to the 0,1 and 3 order multipoles. We refined individual kappa parameters for 
these three sets and an acceptable, stable refinement resulted. The C-N and C-0 bonds became 
acceptable in terms of the rigid bond test indicating physically sensible temperature factors for 
the ligating atoms and bond paths with (3,-1) critical points were located between the metal 
and ligating atoms. However, the N-Ni and 0-Ni bonds still failed the rigid bond test, having 
values of 0.0015 and 0.0018A^ respectively compared to the Hirshfeld criterion of < O.OOlA^. 
This could indicate that the metal temperature factors are deficient in some way, or may just be 
a reflection of the substantial difference in mass between these bonded atoms. The n value for 
the HF monopole took the value of 1.04(1) while the order 2 and 4 kappa was 1.15(4). Both of 
these are slightly contracted compared with the fi^ee metal ion. The K value of the 0, 1 and 3 
order multipoles with the Slater-type radial fimction (which were included to describe the diffuse 
density) refined to 0.44(1) which indicates a far greater diffuseness than the 3d radial density 
fimction used as the starting value. The K" values for the ligating N and 0 atoms were 0.70(2) 
and 0.78(2) respectively, again indicating a move towards greater diffuseness. As required for 
non-centrosymmetric structures, special care was taken to check the absolute values, shifts and 
e.s.d.'s of the odd order multipoles to ensure that they are well defined in the refinement. In 
all cases they appeared to have reasonable values and the supposed difficulties specific to non-
centrosymmetric systems''" were not immediately obvious. The typical e.s.d. for the multipole 
parameters, at 0.03 is a li t t le higher than the average value of 0.02 usually encoimtered for small 
organic charge density studies, but given that this is a large transition metal complex this is not 
unreasonable. They are certainly not high enough to draw suggest inherent difficulties with the 
refinement. An isotropic extinction parameter (type 1, Gaussian distribution*") was also included 
in the refinement. This "best" refinement has a residual peak of 0.41eA~'' at the nickel position 
and other small, unstructured residual features in the nickel coordination sphere as can be seen 
in Figure 7.2. Irrespective of the treatment of the metal (including using the neutral scattering 
factors in place of those corresponding to the doubly charged ion) these residual features could 
not be further diminished. Additionally, the least-squares correlation coefficients were diecked. 
There were many large (C,j > 0.80) correlations between multipole parameters describing the 
density in the PF^ and NO^ counterions which are most likely attributable to slight disorder of 
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the counterions.. The only substantial correlations of note in the complex cation were between the 
off-diagonal temperature factors for the nickel, which are constrained by symmetry to be equal, 
and the single symmetry allowed quadrupole along the 3-fold axis. The correlation coefficient is 
0.94 indicating almost complete correlation. One possible explanation for the high correlation 
is the inadequacy of the Clementi Hartree-Fock scattering factors, which incorporate neither 
correlation nor relativistic effects. These are probably significant for an element of sucli a high 
atomic number**'. 
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Figure 7.2 - Residual map in the plane of the N i ( l ) , 0(1) and N( l ) atoms. 

Given the above mentioned limitations, slight caution must be applied in the quantitative 

analysis of the results. However we assume that the model is qualitatively accurate. The con­

clusions we draw from these refinements is that the residual maps and R-factors do not allow 

one to discriminate between all the models which fit the data reasonably well. I t is the physical 

properties such as the result of the rigid bond test, the appearance of bond paths in the refined 

model where expected and the stability and convergence of the refinement which indicate an 
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appropriate model. Prom our final refinement, i t appears necessary to account for the diffuse 

metal density implicitly and also the metal-ligand overlap density in the model. This we have 

done by accepting K" parameters with more diffuse values than u.sual on ligating atoms, and a 

model for the metal atom with greater radial flexibility than normal. Final R-factors etc. are 

incorporated in Table 7.1, and Figure 7.2 shows the residual map in the N ( l ) , N i ( l ) , 0(1) plane. 

7.3 Results 
7.3.1 The H3L Ligand 

The results of topological analysis of P{T) with respect to the bonding in the ligand is reported in 

Table 7.2. As expected for covalent bonds, (3,-1) bond critical points with negative V^p{r) values 

are observed in all of the intra-ligand bonds. All C-C bonds have small ellipticities indicating 

pure sigma bonding, with the values of the electron density at the critical points, ^(r;,, in the 

range 1.80(5) to 1.99(4) e A ' ^ 

bond length/A p(r , ) /eA-^ e 
C(l)-C(4) 1.533(1) 1.91(7) -16.8(1) 0.08 
C(2)-C(3) 1.522(1) 1.99(4) -29.9(1) 0.08 
C(3)-C(5) 1.537(1) 1.93(5) -17.9(1) 0.07 
C(5)-C(6) 1.527(2) 1.81(5) -16.8(1) 0.08 
C(5)-C(7) 1.531(2) 1.80(5) -13.9(1) 0.03 
C ( l ) - N ( l ) 1.493(1) 2.08(7) -22.2(2) 0.16 
C(2)-N(l) 1.482(1) 2.09(6) -21.9(2) 0.20 
C(4)-N(l) 1.486(1) 2.06(6) -21.8(1) 0.11 
C(3)-0( l ) 1.447(1) 1.78(6) -11.8(3) 0.14 

Table 7.2 - Critical Point Properties for H3L. 

The C-N bonds show excellent internal agreement and a higher value of p{Tb) ranging from 

2.06(6) to 2.09(6) eA~^ when compared to the C-C bonds, which correlates well with the ob­

servation of the C-N bonds being approximately 0.05A shorter. The C-N bonds show slightly 

higher ellipticities which are likely to be due to polarization at the nitrogen atom end of the 

bond, rather than any 7r-contributions to the bonding. Finally, the C-0 bond again has bond 

critical point properties consistent with a polar covalent bond. 

One major conclusion of this study is the disposition of the chemical "lone-pairs" on the 

ligating N and 0 atoms since a conventional picture of the bonding in transition metal complexes 

predicts a dative bond from the lone-pairs to the metal. Unfortunately lone-pairs do not reveal 

themselves in the total density p{r). However, i t has been observed in a range of molecules 

that the negative of the Laplacian function of the electronic distribution, -V'^p(r), posesses local 

maxima, or (3,-3) critical points (CPs) in their distributions in every instance where the Lewis 

electron pair theory requires a lone-pair to be pre.sent*'̂ . Additionally there are also (3,-3) CPs 

in the VSCC in the direction of covalent bonds. Thus an oxygen atom in water exhibits four 

such features in an approximately tetrahedral arrangement; two which correspond to covaient 

bonds and two to the lone-pairs'''^. In our study, we located four (3,-3) CPs in the VSCC of 

N ( l ) , three associated with the bonds to carbon and one to the lone-pair. The angles between 

the CPs are approximately tetrahedral as expected. Table 7.3 contains the properties of these 
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CPs, with the nomenclature chosen to indicate the atom towards which the CP is directed. 

An important observation is that the lone-pair which points towards the nickel ion has higher 

density due to i t being a little closer to the nitrogen nucleus. An interesting feature is that the 

CPs are not directed exactly along the bond vectors. Table 7.4 shows that the angular deviation 

of the N(1)-CP vector from the N( l ) -X bond is smallest for the bonds to carbon indicating that 

these covalent bonds are holding the orientation of the nitrogen atom such that the apex of its 

tetrahedron, where the lone pair is located, does not point directly at the metal (Fig 7.3). 

CP r / A V V ( r ) c / e A - ^ 
CP(1)-^ C ( l ) 0.410 3.6(1) -72.7(7) 
CP(2)->C(2) 0.411 3.6(1) -66.3(6) 
CP(3)->C(4) 0.413 3.6(1) -65.8(7) 
CP(4)-^ N i ( l ) 0.402 4.3(1) -79.2(6) 

Table 7.3 - Properties at the (3,-3) CPs in - V V ( r ) in the VSCC of N ( l ) . 

C(1)-N(1)-CP(1) 6.8 
C(2)-N(1)-CP(2) 12.3 
C(4)-N(1)-CP(3) 10.7 
Ni( l)-N(l)-CP(4) 20.8 

Table 7.4 - Angles between bond vectors and corresponding N(1)-CP vectors in degrees. 

The situation for 0(1) is a little more complex. I f 0(1) is sp^ hybridized as in water or a 

simple alcohol, we should expect four (3,-3) CPs in a tetrahedral arrangement, corresponding to 

two bonds and two lone pairs. On complexation with the metal, we may expect one lone pair to 

act as a (T donor. However i f 0(1) is sp^ hybridized, we should see only three (3,-3) CPs arranged 

in trigonal-planar fashion, two associated with the bonds to C(3) and H(01) and one acting as a 

tr-donating lone pair. The remaining unhybridized p-orbital will act as a 7r-donor to the metal. 

Our studies show 0(1) to possess only three (3,-3) CPs, two for direct, covalent bonds, and one 

lone-pair directed at the metal. A mean plane fit of the CPs with 0(1) shows them to be almost 

exactly planar with a maximum deviation of 0.02A. The trigonal nature of -V'^p(r) about the 

oxygen atom is shown in Figure 7.4. This evidence forces the conclu.sion that 0(1) is indeed sjr 

hybridized. However, the three centres to which it is bonded are far from coplanar; the angle 

between the Ni ( l ) -0 (1) vector and the C(3)-0( l ) -H(01) plane is 35.9°. Table 7.6 shows the 

orientation chosen by the trigonal planar arrangement of CPs. Since the CP(7)-0( l ) -Ni( l ) angle 

is only 5.9°, this proves that in contrast to the case of the nitrogen atom, the oxygen atom is 

oriented in the direction which makes the lone-pair almost colinear with the bond vector to the 

metal, rather than maximize the colinearity of the CPs to its directly bonded substituents. The 

additional consequence of this arrangement is that any 7r-interaction to the metal from 0(1), 

which must be perpendicular to the plane defined by the three CPs, is maximized. 
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CP r / A p{rc)/eA-' V V ( r c ) / e A - ^ 
CP(5)->C(3) 
CP(6)->H(01) 
C P ( 7 ) ^ N i ( l ) 

0.347 
0.344 
0.345 

6.2(2) 
6.5(2) 
6.3(1) 

-146(1) 
-160(1) 
-161(1) 

Table 7.5 - Properties at the (3,-3) CPs in -V^P{T) in the VSCC of 0(1). 

C(3)-0(1)-CP(5) 21.8 
H(01)-0(1)-CP(6) 23.3 
Ni( l ) -0( l ) -CP(7) 5.9 
CP(5)-0(1)-CP(6) 114.6 
CP(5)-0(1)-CP(7) 117.9 
CP(6)-0(1)-CP(7) 126.0 

Table 7.6 - Angular disposition of (3,-3) CPs in -V'V(r) in the VSCC of 0(1) in degrees. 

Q Q 

Figure 7.3 - V ^ W in the plane of the C ( l ) , N ( l ) and Ni ( l ) atoms. 
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Figure 7.4 - V'V(r) in the plane of the N i ( l ) , 0(1) and C(3) atoms. 

7.3.2 The nickel ion 

As with all members of the first period of the transition elements, the charge density distribution 

of the nickel ion in the bonded environment may be thought of as deriving from Zd density 

and more diffuse density predominantly of 4s/4p character. The symmetry of the Zd density 

is gerade and hence can contribute only to the even-order multipoles. Due to the asymmetric 

coordination geometry of the ligating atoms about the metal atom, the more diffuse metal density 

associated with metal-ligand overlap will project mainly into a monopolar finiction and the odd-

order multipoles. We included two monopolar fimctions in the refinement. The first was assigned 

a 3d radial fimction while the second monopole shared the K parameter of 0.44(1) with the odd-

order multipoles. Refining the populations of these two monopoles simultaneously is po.ssible in 

this case due to the large difference in radial extents. The populations obtained of 3fi=7.8(l) and 

diffuse=1.3(2) give a net charge of -1-0.9 for the metal which concurs with chemical expectation, 

i.e. the formally double charged ion has its charge reduced by donation from the ligands. The 
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values of the populations we have obtained here are remarkably similar to those of Figgis et.aJ.^^ 

who report 3<i=7.7(l), diffuse=1.61(2) and hence a net charge of -1-0.8, with a rather different 

type of refinement. 

The total d-orbital charge may be further decomposed^^'®'' into symmetry adapted d-orbital 

populations. For a crystaliographically imposed trigonal field, the d-orbital set consists of an 

ai orbital and an e pair, which are a symmetry adapted derivation from the top set in O/,, and 

a remaining e pair, symmetry adapted from the Oh Cg set. The orbital energy level diagram 

obtained by relaxing from O/, to C3 symmetry is shown in Figiire 7.5. The ai orbital has the 

same form as a d.2 orbital oriented along the 3-fold axis, while the e{t-2g) pair lie perpendicular 

to this axis in the basal plane. The remaining orbitals are an e{eg) pair and lie out of the basal 

plane, with lobes pointing directly at the ligands. 

e(eg) 

3d-
\ teg 

Oh C3 

Figure 7.5 - d-orbital splitting diagram in O/j and C3 fields. 

The results of the orbital occupancy determination carried out in this study are displayed 

in Table 7.7. They are in the order expected for splitting under a crystal field. However the 

stabilized oi and e{t2g) orbitals have lower populations than expected while the destabilized 

e{eg) set has a higher population. These facts are consistent with an appreciable ligand field 

effect. 

Orbital Population Crystal Field 
ai 
e{t2g) 
6 ( 6 9 ) 

1.60(6) 
3.53(7) 
2.62(6) 

2.00 
4.00 
2.00 

Table 7.7 - Symmetry adapted d-orbital populations. 

The 3 dimensional disposition of the diffuse density in the nickel coordination sphere has 

lobes pointing towards the three ligating nitrogen atoms and a fourth lobe pointing along the 

3-fold axis on the oxygen side of the metal and is very diffuse. In form i t bears a close similarity 

to that expected for a set of sp^ hybrid orbitals composed from a 4s and 4p basis. 
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7.3.3 Topological Properties of the Metal-Ligand Bonds 

Bond paths in p(r) for both nitrogen-nickel and oxygen-nickel have been found with the (3,-1) CP 

properties shown in Table 7.8. The N i ( l ) - N ( l ) bond CP has a far greater value of the electron 

density than that for the Ni ( l ) -0 (1) bond. This is due to the observed orientation of the diffuse 

charge on the metal which orients its lobes directly towards the ligating nitrogen atoms. A second 

effect of this is the nature of the bond path, which has a total length of 2.10A and is therefore 

almost linear: the direct distance between these atoms is 2.063(1)A. The bond CP is situated 

0.67A from the nitrogen terminus. The Ni( l ) -0(1) bond path at 2.45A is substantially longer 

than the direct intemuclear distance of 2.094(1)A. Starting at the nickel nucleus, the bond path 

to oxygen leaves the metal along the diffuse lobe directed along the C3 axis and then curves 

around towards the oxygen lone pair, with the bond CP lying 0.91 A from the oxygen nucleus. 

For both bonds, the critical point lies much closer to the ligator than to the metal atom reflecting 

their differing .sizes. 

Figure 7.6 - V''^p(r) in the plane of the N i ( l ) , 0(1) and N ( l ) atoms. 
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C{2 ) 

Figure 7.7 - Isosurface of - V V ( r ) at the -lOOeA-^ level. 
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Figure 7.8 - Isosurface of - V^^(r) at the -50eA ^ level. 
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Figure 7.8 - Metal to ligand bond paths. 

bond n / k r j / A p(r , ) /eA-^ e 
N i ( l ) - N ( l ) 
Ni ( l ) -0 (1 ) 

1.405 
1.367 

0.674 
0.908 

3.10(9) 
0.93(4) 

+1.4(3) 
-1-9.77(7) 

0.15 
1.29 

Table 7.8 - Critical Point Properties for the metal-Hgand bonds. 

Interestingly, both critical points show positive Laplacian, which is usuaJly indicative of a 

clo.sed shell, non-covalent interaction. Given the rather curved nature of the Ni-0 bond, the 

elHpticity is not a particularly reliable indicator of 7r-bonding and therefore its high value should 

not be over-interpreted in this context. The ellipticity of the metal-nitrogen bond however is more 

valuable, since the bond is reasonably linear, and its small value indicates a lack of 7r-bonding 

as expected. A plot of -V''^p(r) in the plane of N ( l ) , 0(1) and N i ( l ) is shown in Figure 7.6. 

3-dimensional isosurfaces of -V''^p(r) at the -100 and -50 eA~^ levels are shown in Figure 7.7. 

These values give the clearest view of the topological properties of —V^p(r) for the oxygen and 

nitrogen atoms respectively. I t can be clearly seen in three dimensions that the nitrogen lone-

pair ligates towards a lobe of negative V^p(r) while the single oxygen lone-pair ligates between 

these lobes. Figure 7.8 shows traces of the bond paths between metal and ligands. Despite there 

being a total of six ligating atoms, only four bond paths leave the metal. Three conventional, 
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approximately linear bond paths from the metal to the nitrogen atoms are in evidence, while the 
fourth bond path trifurcates into branches, each leading to an oxygen atom. 

7.4 Discussion 

The overall picture of metal-ligand bonding consists of donation of approximately 1.1 electrons 

to the metal from the ligands as determined by the monopole populations. This donation does 

not increase the occupancy of the d-orbitals, but does produce an arrangement of diffuse density 

of approximate tetrahedral symmetry consistent with sp^ hybridization of the 4.s and 4p orbitals. 

These hybrids point towards the three ligating nitrogen atoms and also along the three-fold axis 

between the oxygen atoms. This results in much higher electron density in the Ni-N bonds than 

the Ni-O bonds. Bond paths in /?(r) with (3,-1) bond critical points are traceable from metal to 

ligand. The value of p{rb) in the Ni-N bond is 3.10(9) eA~^ which is very high and the bond 

path is almost linear. This contrasts with the Ni-O bond path which follows the diffuse density 

away from the nickel but then curves towards the oxygen atom (Figure 7.8). Since the diffuse 

density on the metal does not point directly at the oxygen atoms, the Ni-O bond has a much 

lower P{TII) value of 0.93(4) eA~^. The covalency indicated by the topology of the charge density 

appears to derive from the diffuse density about the metal rather than preferential occupancy of 

the individual d-orbitals. The nature of the ligating nitrogen atom is as expected, with a single 

lone-pair pointing at the nickel. The oxygen is sp^ hybridized with a single lone-pair oriented 

towards the metal atom and an unhybridized p-orbital available for 7r-bonding. 

Both types of metal-ligand bond critical point exhibit positive Laplacian value.s. In more 

usual covalent bonds such as C-C, C-N etc, the Laplacian value is negative indicating a local 

concentration of charge in the bond. In ionic bonds such as Na^-CI" the Laplacian is po.sitive 

indicating a local depletion and therefore a closed shell and ionic bond. A literal application of 

these observations to the less well studied Ni-N and Ni-O bonds would conclude that these bonds 

are ionic. However, this is at odds with both accepted chemical notions fuid the other evidence 

presented here. I t has been observed previously that the behaviour of the Laplacian becomes less 

easily interpreted as the diffuseness of the charge density increases. For example, its ability to 

show shell structure in atoms^^ '̂  as local concentrations and depletions of charge no longer holds 

for Z > 40. Also, in covalent bonds between electronegative atoms such as in CI-CI, V'-^/j(r(,) has 

only a small negative value, due to the large magnitude of the single positive curvature of the 

density. In F-F, this curvature is sufficiently large to make V^p(r(,) positive, even though the bond 

is obviously covalent"^. All other published computational s t u d i e s ^ ' " ' ' " ' ' ' " ' ' ' ' ' w h i c h 

incorporate Laplacian values in metal ligand bonds also show positive Laplacian and therefore 

our experimental results provide an important, independent confirmation of this behaviour. I t 

would appear that the topological properties of covalent metal-ligand bonding does not have the 

same characteristics as covalent bonding between first row atoms. 
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7.5 Conclusion 
We have determined the experimental charge density of a large pendant arm macrocyclic complex 

by fitting a multipole model to high resolution X-ray diffraction data. We find covalent bonding 

of the ligating nitrogen and oxygen atoms with the central nickel ion which considerably reduces 

the charge on the metal. While the metal d-orbital populations are in accord with ligand-field 

modification of the populations predicted by crystal-field theory, the characteristics of the charge 

density on the metal are dominated by four diffuse lobes which point at the ligating nitrogen 

atoms but between the ligating oxygen atoms. The disposition of the lobes is consistent with 

sp^ hybrids from the 4s and 4p metal orbitals. The properties of the Ni-N and Ni-0 bond 

critical points differ considerably reflecting the chosen orientation of the diffuse hybrids which is 

presumably determined by the differing ligating properties of the two atom types. Additionally, 

the (3,-3) critical points in —V'^p(r) within the VSCC of the ligating oxygen atom provide 

evidence for metal-oxygen 7r-bonding. We have shown this technique to be tractable for large 

molecules wi th many electrons, even when they crystallize in non-centro.symmetric space groups. 

Multipole populations and local coordinate systems etc. are available in Appendix C. 
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Chapter 8 

Experimental Charge Density of 
Weak Interactions 

As outlined in the introduction, one class of molecules well worth investigating by experimental 

charge density determination are those containing weak interatomic interactions. Tho.se weak 

interactions most commonly investigated include hydrogen bonds, electrostatic and van der Waals 

interactions. In this chapter, the definition of a weak interaction is one where an attractor 

interaction line^'^ links two nuclei not thought to be bonded by conventional criteria. While not 

a rigorous definition, i t is a u.sefiil one in this context. The particular class of molecules under 

study are those where an oxygen atom makes a close approach to a carbon atom of a carbon-

carbon triple bond, inducing a distortion from linearity of the triple bond. As will be seen, this 

C- • -0 interaction cannot possibly be covalent, however the equilibrium geometries of a series of 

molecules would seem to indicate an attractive interaction here as opposed to a steric one. 

Alkyne groups are known to undergo both nucleophilic and electrophilic addition reactions 

depending upon the nature of their substituents. Electron withdrawing groups enhance the 

susceptibihty to nucleophilic attack, whereas electron donating groups encourage electrophilic 

attack on the acetylene. For example, but-3-yne adds one equivalent of bromine^^", whereas the 

electron-deficient alkynes methyl propiolate and dimethyl but-2-yne-l,4-dioate add aziridine' '^ 

Tolane (ethynylenedibenzene) occupies an intermediate position, reacting with both electrophiles 

and nucleophiles. Thus i t will add chlorine'^'^ or bromine'^^ as well as adding thiols''^'*'^^'^'''^^, 

tributylphosphine (to give a betaine)''^^ and n-butyl Hthium^'^^. 

Short of ful l chemical reaction, acetylene groups in molecules also participate in non-covalent 

interactions; hydrogen bonds to acetylenic 7r-systems have been accepted in the literature as a real 

occurrence due to their investigation by crystallography, infra-red spectroscopy and theoretical 

techniques. More novel interactions are those involving the approach of nucleophilic atoms such 

as 0 , N , H ~ . In many cases, the equilibrium structure of molecules or dimers containing non-

covalent interactions to acetylenic moieties have the interesting property of a distorted geometry 

about the triple bond. The ability of a molecule to distort geometrically imder the the approach 

of, but non-reaction with the functional group of another molecule may well be an efficient method 

of transmitting through its own molecular structure the specific recognition of the approaching 

molecule. The consequences of such action within the context of signaling mechanisms such as 

those which occur in the non-covalent binding of a drug to a receptor protein or in molecular 

68 
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switch devices, may be important. 

Steiner et.ai.'^® have performed a study aimed at validating the description of relatively weak 

C-H- • - 0 = 0 interactions as true hydrogen bonds. To this end a database analysis, crystal struc­

ture determinations, vibrational spectroscopy and correlated ab-initio calculations all indicate 

that their criteria for such a description are met by these systems, and Hobza et.ay.^''° have 

performed high-level ab-initio calculations on the acetylene dimer at the frozen monomer geome­

tries, yielding a binding energy of 5.9 kJmol" ' . Reports of H-bonds to acetylenes which mention 

distortion to the linearity of the triple bond are somewhat rarer; Pilkington et.al}^^ have de­

termined the crystal structure of the diboronic acid 1 by X-ray diffraction, reporting a C=C-C 

bond angle of 178.15(8)° and Block et.al.^^^ have reported a very small distortion of 0.75° for 

the T-shaped complex of acetylene with HCN from ab-initio calculations performed in reference 

to infra-red spectroscopic measurements, with the acetylenic H atoms moving away from the 

impending HCN molecule. 

qH 
B - Q 

1 / 
OH 

The largest distortions discovered so far are for the set of CHn_4CI„ T-shaped dimers''^'' with 

the rather exotic C2Na2 molecule. The maximum deviation from linearity of the triple bond is 

22.0° for the CH2CI2 • • •C2Na2 calculation at the MP2 level where the Na atoms move toward the 

H bond donor. This is also true for C H C I 3 • • •C2Na2 where the distortion is 18.6°. Conversely, 

the CHsCl- • •C2Na2 dimer is characterized by a bending of the Na atoms away from the H-bond 

donor by only 4°. All of the above systems are representative of accepted chemical intuition of 

attractive, bonding, albeit weak interactions. 

The analogous approach of electron-rich groupings to acetylenic carbon atoms enjoy less of 

a precedent. Such situations are an important model for the early stages of nucleophilic attack 

on the acetylene. A molecular orbital study of the nucleophilic attack of the hydride anion^'''' on 

acetylene found the optimum geometry to have a H~ • • - 0 = 0 angle of 126°, which remains similar 

through the transition state to the final vinyl anion product.The approach of H ~ is accompanied 

by a trans bending of the H atoms, which increases progressively along the reaction coordinate. A 

subsequent study'^^ has identified the transition state of the same reaction to have a nucleophile 

approach angle of 127° accompanied by a distortion of the H-C=C angle of 24° at the attacked 

carbon and 32° at the secondary carbon. This trans bending is attributed to the large energy 

drop of the TT* L U M O on such distortion. 

Similar early stages of nucleophilic attack by other electron-rich atoms such as oxygen should 
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be recognizable by an 0- • -C distance within the sum of the respective van der Waals' radii, an 

approach angle of approximately 126° and a trans bending of the acetylene. I t is the aim of the 

first part of this chapter to highlight structural evidence for the existence of such interactions 

which occur intramolecularly in organic crystal structures. 

0 = 0 

Q Q Q Q 

Of the molecules analyzed in this study, two main groupings exist; those in which the 

oxygen atom of a carbonyl group in either an ester or carboxylic acid approaches the acety­

lene and those where the "attacking" atom is the oxygen of a nitro group. Methyl 2-[(2,6-

dimethoxyphenyl)ethynyl]benzoate'^*, 2, is a member of the former. The 0-• C distance is 

2.827(2) A(well within the van der Waals' sum of 3.18A) and the angle of attack is 109.2(1)0. 

Confirmation of this interaction falling into our characterization of being a model of nucleophilic 

attack is given by the non-linearity of the triple bond. A bend of 9.5(1)° at the primary carbon 

accompanied by a very small 0.7(1)° bend in trans mode at the secondary carbon atom occurs. 

The lack of a bend of similar magnitude at the secondary carbon may be due to the proximal 

positioning of the two ether oxygens on the second aromatic ring. 

The geometric parameters pertaining to the O- • -C interactions for 2 along with those for 2-

[(2,6-dihydroxyphenyl)ethynyl]benzoic acid'^^, (3), 2-[(2,6-dimethoxyphenylethynyl]-3-raethoxy-

benzoic acid^^* (4) and 2,2-ethynylenedibenzoic acid^^^ (5) are displayed in Table 8.1. 

O---C(A) 0 - - - C = C ( ° ) I ' f distortion (°) 2'"*' distortion(°) 
2 2.827(2) 109.2(1) 9.5(1) 0.7(1) 
3 2.767(2) 104.2(2) 5.9(2) 7.7(2) 
4 2.785(2) 107.8(2) 9.0(1) 3.6(1) 
5 2.775(2) 104.9(2) 5.9(2) 5.9(2) 

Table 8.1 - Observed geometrical parameters for 2 to 5. 

. Points worth noting are the small ranges of the 0- • -C distance (0.059A) and attack angle 

(5.01°). These are both constrained by molecular geometry, preventing the attack angle moving 

closer to the optimum 126° found for the H ~ • • CiHz system. Of special interest is structure 5. 

I t is shown to posse.ss a cis bent alkyne. This is not inconsistent with the previous structures 

because 5 undergoes .simultaneous cis attack at both carbon atoms. An explanation consistent 

with this observation is that the more important distortion occurs at the primary carbon, with the 

secondary trans distortion occurring i f possible. In the case of 5, both atoms are in fact primary 

carbon atoms and the more important primary distortion overrides the .secondary distortion. 
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CH3 , O H 

Q Q Q D 

Somewhat more perplexing is the fact that this molecule would chose to be in the cis con­

formation at all. The distance between the two carbonyl oxygen atoms is 3.120(2)A, slightly 

outside the sum of the van der Waals' radii, but this is achieved by twisting the aromatic rings 

from planarity by 19.7(1)° and the acid groups by 15.4(1)° from their respective aromatic rings, 

disturbing the 7r-conjugation. Even at this distance apart, the oxygens are presumably repelling 

one another electrostatically i f not sterically. A hypothesis for the favourability of the cis isomer 

over the trans given by Pilkington et.a/.'^' is that the approach of a nucleophile will induce an 

incipient lone-pair on the secondary carbon in the trans position. The approach of a .second 

nucleophile trans to this first one would cau.se steric and electrostatic repulsion between it.self 

and this incipient lone-pair, and hence the favoured geometry of simultaneous approach of two 

nucleophiles is cis. 

The second series of molecules showing similar interactions include ethyl 3-(2-nitrophenyl)-

propynoate^''" 6, 2-amino-2'-nitro-ethynylenedibenzene''*' 7, and the unpublished, room temper­

ature structure 2,2'-dinitro-ethynylenedibenzene'''^ 8. 

For these molecules, the oxygen of a nitro group makes a close approach to the triple bond. 

The relevant geometric parameters are summarized in Table 8.2. The 0- • C distances are slightly 

shorter here compared to those in Table 8.1, while the angles of approacli lie within the previous 

range, again due to geometric constraints. 8 is of interest since i t is chemically similar to 5, 

having two identical attacking nucleophilic groups. In this case the approach is trans questioning 

the validity of the argument given for the greater stability of cis approach of both groups. 

O---C(A) 0 - - - C = C ( ° ) I'y distortion(°) distortion(°) 
6 2.642(2) 106.4(2) 6.8(2) 6.9(2) 
7 2.672(4) 108.3(2) 8.1(3) 6.6(3) 
8 2.647(4) 108.3(3) 8.2(2) 8.2(2) 

Table 8.2 - Observed geometrical parameters for 6 to 8. 

While the above structural data from X-ray crystallographic measurements suggest the pres­

ence of some sort of C- • -0 interaction, the molecular geometries themselves do not provide much 

frirther information. Within the context of Bader's Theory of Atoms in Molecules, i f the hy­

pothesised interactions do occur, they must manifest themselves by the presence of a (3,-1) bond 

critical point between the nuclei accompanied by an attractor interaction line. Theoretical ev-
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idence for the existence of weak interactions, either attractive or sterically repulsive, using the 
topological theory is relatively rare. 

N — O 

Q 
0C2H5 

1 
U—6 NH2 

Q Q 

Q Q 
O — 

Charge transfer ion-pairs'"** have been found to exhibit bond paths as do steric interactions 

in ortho-substituted biphenyls^'*''. The presence of bond paths has been confirmed between 

sterically crowded H atoms in benzenoid hydrocarbons''*'^ and also between halogen atoms in 

perfluoronated hydrocarbons''**. Steric F- • -0 bond paths in fluoro-acetone''*'' and N- • N bond 

paths''*^ have also been observed. 

The values of P{T) at the bond critical point in all of the above cases are very low, and hence a 

charge density determination of such features is Hkely to be on the limits of currently attainable 

accuracy. 

McCormack et. a/.'"** have located S- • -S trans-annular interaction within a C2S4 ring in ab-

initio calculations on 3,3,6,6-tetramethyl-S-tetrathiane, but have been unable to locate the .same 

features in the experimentally determined charge density. They did locate S- • -S interrnolecular 

interactions between neighbouring molecules in the experimental study. The value of p(r) at the 

bond critical point was low, while V'^p(r(,) was small and positive, indicating a weak, closed-

shell interaction. Tsirelson et. a/."^ have conducted studies of the theoretical and experimental 

charge densities of .solid C I 2 and again located intermolecular bond paths with .similar properties. 

The original intention of this part of the work was to perform charge density determinations 

on as many molecules in the series 2 to 8 as part of a collaboration with Dr. J.D. Wallis at 

the Univer.sity of Kent, Canterbury. Preliminary crystallographic investigations of 7 indicated a 

phase transition during cooling which resulted in the crystal turning to powder. Several attempts 
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to cool a crystal very slowly while retaining its integrity proved fiitile. Samples of 8 were unstable 
under X-ray flux and the prolonged exposure inherent in charge density experiments meant that 
this experiment also had to be discarded. Fortunately, one single crystal of 5 proved ideal for a 
charge density determination. This molecule is perhaps the most interesting of the whole series of 
substituted acetylenes. In addition to the C- • 0 intramolecular interaction of primary interest, 
the crystal structure also shows strong intermolecular hydrogen bonding via head to head pairing 
of carboxylic acid groups. 

8.1 Experimental 

A well formed, transparent crystal of [C7H4C02H]2 was selected and mounted on a glass fibre. 

Preliminary rotation photographs showed strong diffraction to high Bragg ajigles, a prerequisite 

for suitable crystals for charge density analysis. The crystal was cooled slowly to 123(1)K using 

an liquid nitrogen cryostream device^^ after being mounted on the diffractometer, a Siemens P4, 

and rotation photographs taken confirmed that no degradation or phase change had occurred due 

to temperature change. The crystallographic imit cell was determined from the setting angles of 

56 reflections in the 26 range 12.28-50.18°. Pairs of equivalent reflections were measured in shells 

of 10" in 20 starting from low angle to a maximum resolution of 1.04A~' (95.3" in 2^). The 

crystal did not appear to suffer from any appreciable decay, so the remaining pair of .symmetry 

equivalent reflections were measured commencing from high angle. Six standard reflections were 

measured periodically to correct the data for decay. The total X-ray exposure time of the crystal 

was 704.65 hours. 

Data reduction was performed with the DREAM package^*. I t became apparent on careful 

examination of reflection profiles that there was a problem with the very highest angle data. The 

peak limits calculated for data reduction lay outside the measured scan range, indicating peak 

truncation due to insufficient scan widths at high angle. A discussion of this problem is given by 

Destro and Marsh '^° . Remeasurement of the highest angle data with increased scan widths was 

the preferred option, however the diffractometer was no longer available. Tlie next best option 

was to evaluate the resolution limit where the calculated peak widths lay far enough within the 

scan for reliable background estimation. After inspection of a substantial sample of profiles, 

only those reflections with sin 6/X < 0.935A~' were deemed usable. Absorption corrections 

applied using the ABSORB*^'^'•^ program slightly worsened the internal agreement of symmetry 

equivalent reflections and degraded the residual maps by a small degree, so uncorrected data was 

used in the final refinements. The small absorption coefficient coupled to the .small crystal .size 

suggests that absorption effects would be neglegible. 

8 . 1 . 1 M u l t i p o l e r e f i n e m e n t 

The crystal structure was as determined'^" previously. Figure 8.1 is a thermal ellipsoid plot of 

the molecule from this study. Only half of the molecule is unique by symmetry with a twofold 

rotation relating the two halves. There is a dihedral angle of 21.0(1)" between the two aromatic 

rings, while the carboxylic acid groups have a torsion angle of 15.5(1)" with their respective 
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phenyl rings. Separate molecules come together via their carboxylic acid groups to form head to 

head dimers where the monomers are related by a centre of inversion, a common motif in crystal 

packing. For the molecule under study, the hydrogen atoms involved in these hydrogen bonds are 

well ordered in single sites, presumably due to the different different nature of the two different 

oxygen atoms. This is not always the case'"*. 

Thermal vibrations were modeled in the refinements by assigning anisotropic thermal param­

eters to all non-hydrogen atoms, while the hydrogen atoms were given an isotropic temperature 

factor of 1.2 times the isotropic equivalent of the heavy atom to which they are bonded. 

H(7A) 

C(IOA) 

Figure 8.1 - thermal elHpsoid plot of 5 at the 50% probability level. 

An electroneutrality constraint was applied in all refinements. The level of expansion was 

truncated at the octapole level (/mai=3) for C, and 0 while the asphericity of H(3) to H(6) was 

modeled by a single bond-directed dipole. H{7) was given the greater flexibility of three dipole 

fimctions to allow for proper description of the hydrogen bond. The two oxygen atoms shared a 

common kappa set, as did all the carbon atoms. 

Hydrogen atom K' and K" were fixed at 1.16 which is equivalent to using the contracted 

scattering factors of Stewart, Davidson and Simpson^'^. After multipole refinement, the C-H bond 
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lengths in the aromatic ring were subsequently normalized to 1.084A, the value in benzene''^', 

while H(7) was moved out along its bond vector to the value of 0.95A as in methanoic acid''^'. 

Figure 8.2 - Residual map in the plane of the benzene ring. Contours at 0.1 eA ^. 

The refinement converged smoothly with stable values for all parameters and no large least-

squares correlation coefficients. Various residual maps were plotted and no structured features 

indicating either model or data inadequacy were noted. Additionally, all bonded pairs of atoms 

easily satisfy the rigid bond test criterion. Figure 8.2 shows the residual electron density in the 

plane of the aromatic ring. Table 8.3 summarizes experimental data and refinement details. 
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Formula C16H10O4 

Crystal System Monochnic 
Space group C2/c 
T / K 123(1) 
a/ A 11.801(1) 
6/ A 13.233(1) 
c/ A 7.874(1) 

0/" 90.326(1) 
VI A* 1229.6(1) 
z 4 
Crystal dimensions/mm 0.18 X 0.12 X 0.10 
Radiation(A/A) Mo-K«(0.7107) 
Scan type 9-26 
sin 6IXmaxl^~^ 0.935 
Standard reflections 2 0 0, 0 2 0, 0 0 2, 1 7 2, 3 7 0, 6 4 1 
No. reflections measured 20689 
Range (hkl) -22 to 22; -24 to 24; -14 to 14 
No. .symmetry-independent reflections 4214 
No. / > 2(7(7) reflections 2738 
Agreement factor /? = E | / - 7 | / i ; / 0.0154 
Refined on F 
R 0.0348 

Rw 0.0266 
S 1.0211 
variables 267 
Weighting scheme, w 1 4F^ 

Table 8.3 - Experimental data for 5. 

8.2 Results 

Figure 8.3 shows the Laplacian distribution, —V''^/?(r) in the plane of the phenyl ring. Figure 8.4 

- V ^ / ) ( r ) in the plane of the acetylenic carbon atoms C(10) and C(IOA), and 0(1) while Figtire 

8.5 shows 

shows the molecular graph (the network of bond paths) in the mean-plane of the molecule. 

Finally, Figiire 8.6 shows —V^pir) in the plane of the intermolecular carboxylic acid hydrogen 

bond dimer. Table 8.4 shows the bond lengths, p{T), -V^/3(r) and ellipticity (e) at the bond 

critical points for all covalent bonds, while Table 8.5 contains these properties for the hydrogen 

bond and the intramolecular interactions of interest. 

Bond Length(A) p(r6)(eA-*) V V ( r 6 ) ( e A - ^ ) e 
C(l)-C(2) 1.414(2) 2.52(5) -29.5(1) 0.25 
C(2)-C(3) 1.404(2) 2.51(5) -29.2(1) 0.28 
C(3)-C(4) 1.390(2) 2.51(5) -27.8(1) 0.29 
C(4)-C(5) 1.393(2) 2.55(6) -29.0(1) 0.24 
C(5)-C(6) 1.391(2) 2.57(5) -31.2(1) 0.21 
C(6)-C(l) 1.398(2) 2.51(5) -29.0(1) 0.26 
C(2)-C(10) 1.427(2) 2.21(4) -21.4(1) 0.14 
C(10)-C(10A) 1.214(2) 3.19(6) -34.8(2) 0.01 
C(l)-C(7) 1.484(2) 2.29(5) -25.3(1) 0.22 
C(7) -0( l ) 1.227(2) 3.15(8) -35.4(5) 0.24 
C(7)-0(2) 1.319(2) 2.46(7) -26.1(4) 0.23 
0(2)-H(7) 0.95(-) 2.29(6) -37.7(4) 0.04 

Table 8.4 - Electronic Properties at p{vb) for Covalent Bonds. 
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Figure 8.3 - V^p(r) in the plane of the benzene ring. 

8.3 Discussion 

The internal agreement of the carbon-carbon bonds within the phenyl ring by inspection of Figure 

8.3 and Table 8.4 is excellent, especially given that no constraints on the multipole parameters 

were applied for the.se atoms. A relatively high value for pijb) coupled with negative —V^p(r(,) 

values at the bond critical points indicates strong covalent bonds as expected. The ellipticity, 

defined as one minus the ratio of the two negative Hessian eigenvalues of the density at the critical 

point gives a good indication of 7r-bonding in systems such as these, given the proviso that the 

TT-density is accumulated only in one plane. The range in the aromatic bonds, e=0.21-0.29 is 

entirely consistent with the theoretically calculated value of 0.23 quoted for benzene"'̂ . 

Basic electron delocalization considerations suggest that the formally single C(2)-C(10) bond 

would have a bond order greater than 1, and the ellipticity of 0.14 concurs with this expectation. 

Interestingly, the C(l)-C(7) bond has e=0.22 which is comparable to the ful ly aromatic bonds 

and suggests higher delocalization of the 7r-system than expected. The triple bond C(10)-C(10A) 
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has effectively zero ellipticity within experimental error indicating equal 7r-bonding in the two 

perpendicular planes parallel to and containing the bond. This bond has the largest value for 

the density at the critical point, along with greater diffuseness of the charge density in the bond 

as shown by Figure 8.4. 

C(2A),.„„ 

Figure 8.4 - V'-^p(r) in the plane of the weak interaction. 

The above observations, being in accord with chemical expectation, heighten our confidence 

in the results, however i t is the much weaker O(l)-C(10) interaction which is the prime interest of 

this study. A conventional assignment of bonds in this molecule would not place a bond between 

these two atoms, however the evidence for the existence of some sort of interaction is twofold; the 

O(l)-C(10) distance is short at 2.774(2)A, and the triple bond is non-linear by 5.9(1)". According 

to A I M , i f these two atoms are directly interacting, a bond path and associated bond critical 

point should exist, linking the two nuclei. The experimentally determined charge density does 

indeed posses a bond path between the two nuclei, and the bond critical point has the expected 

characteristics of a weak, clo.sed-shell interaction: the value of p{Tk) is a mere 0.06(l)eA~*, while 
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V^p(r(,) is small and positive. The Laplacian field in the plane of 0(1) , C(10) and C(IOA) is 

shown in Figure 8.4, while the molecular graph of bond paths for the molecule is shown in Figure 

8.5. 

0(1) 0(1 A) 

C(10) C(10A) 

Figure 8.5 - Molecular graph in the mean plane of the molecule. 

Bond Length(A) V V ( r 6 ) ( e A - ^ ) e 
H(7) -0 ( l ' ) 
O(l)-C(10) 
0(1)-0(1A) 

1.671(-) 
2.774(2) 
3.125(2) 

0.39(3) 
0.06(1) 
0.03(1) 

4.50(3) 
1.06(1) 
0.46(1) 

0.04 
0.11 
0.05 

Table 8.5 - Electronic Properties at for Weak Interactions. 

A local concentration of charge on 0(1) associated with a lone-pair is observed to point 

almost exactly at a small hole, and hence positive Laplacian, in the Valence Shell Charge Con­

centration (VSCC) of C(10). This arrangement of a (3,-3) CP in V^p{r) of 0(1) with a (3 ,+ l ) 

CP in V^p(r) of C(10) mirrors the situation found by Tsireslon et a i " ^ for the intermolecular 
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interactions of chlorine molecules in the solid. In f£ict, this alignment of negative Laplacian and 
hence local concentration of charge on the nucleophilic atom and positive Laplacian hence local 
depletion of charge on the electrophile is generally found along the reaction coordinate for Lewis 
acid/base reactions. Under certain circumstances, 5 undergoes intramolecular cyclisation to give 
the corresponding lactone presumably by nucleophilic attack of 0(1) on C(10). 

Wi th regard to the fimdamental reason why the close approach of 0 to C in the.se molecules 

is attractive, we turn to the Laplacian, V^p(r) to examine the inherent chemical reactivity of 

these molecules. Such an analysis is founded in the occurrence of the Laplacian fimction in the 

expression for the local virial; 

( ^ ) V V ( r ) - 2 G ( r ) - f V ( r ) (8.1) 

where G{r) and V ( r ) are the electronic kinetic and electronic potential energies respectively. 

While the integral of the Laplacian over a whole molecule is zero 

( ^ ) / v V ( r ) d r = 0 (8.2) 

such that 

J 2G{T)dT = - J V{r)dT (8.3) 

in accord with the virial theorem, such a situation need not occur locally, and hence the value 

of the Laplacian is determined by the local dominance of one or other of the energy densities 

relative to their virial ratio. Where potential energy locally dominates, there exists a volume in 

space of local concentration of charge and hence negative Laplacian. Such volumes are known 

to behave in a nucleophilic manner. Similarly, positive Laplacian is indicative of eiectrophilic 

behaviour. The Laplacian map in the region of the O- • -C interaction for the trans form of 5 

shown in Figure 8.5 shows that the attacking oxygen atom, 0(1) lines up a lone-pair region 

with the local depletion of charge on the attacked carbon atom C(10). I t is proposed that the 

consequence is that since the expression for the Laplacian contains the full quantum potential 

and not merely the classical electrostatic part, we may have a net attractive interaction between 

these two regions of charge, i.e. the region of positive Laplacian on C(10) apphes an attractive 

force on the charge den.sity possessing negative Laplacian in the general vicinity, and particularly 

the charge density of the lone-pair on 0(1) . 

On checking the molecular geometry, i t was noticed that 0(1) and 0(1A) are in relatively 

close contact, wi th internuclear separation of 3.125(2)A. Once again, despite the very low level 

of electron density in this region, the experimental technique has detected a bond path and bond 

CP here with the properties given in Table 8.5. The geometric distortions from planarity of this 

molecule are consistent with repulsion between the two oxygen atoms, and we assume the bond 

path to be representative of either a steric or electrostatically unfavourable interaction. 

As mentioned in the introduction, an interesting observation regarding this molecule is that 

the crystal structure displays a cis arrangement of carboxylic acid groups about the triple bond 

despite the steric repulsion between the two oxygen atoms which could be relieved on going to 

the trans conformation. I t has been proposed'^" that the cis conformation is more stable than 



CHAPTER 8. EXPERIMENTAL CHARGE DENSITY OF WEAK INTERACTIONS 81 

the trans because strong repulsion occurs between an incipient trans lone-pair on the second 

acetylenic carbon atom and the second approaching oxygen atom. This is proposed to be of 

sufficient magnitude to force the molecule into the cis conformation despite the fact that this 

geometry places 0(1) and 0(1A) close together, sufficiently close for a bond path between the 

atoms to appear in what appecirs to be a repulsive interaction. An alternative explanation for 

the cis arrangement about the triple bond is that this geometry allows strong hydrogen bonding 

via head to head pairing of the carboxylic acid groups. I t is possible that the additional energy 

stabilization of these hydrogen bonds is sufficient to override the less favourable conformation. 

. • • , ^ ^ ^. ~. ^ y 
s 

s s 
\ -

\ 
\ 

\ 

Figure 8.6 - V'^/>(r) in the plane of the carboxyHc acid dimer. 

Although we cannot determine the energy of the hydrogen bonds from the experimental charge 

density, we can obtain a relative idea of how favourable such interactions are by ascertaining from 

the Laplacian distribution how well the various atoms are aligned, with particular emphasis on 

the lone-pair properties of the oxygen atoms. Figure 8.6. shows this distribution in the plane of 

the carboxylic acid dimer. 
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It is immediately obvious that the lone-pairs in the 0(1) and 0(1A) atoms are almost exactly 
aligned with the hydrogen atoms. Indeed, a more favourable arrangement of electron density 
would be difficult to conceive. Table 8.5 shows that, as expected, the 0(2)-H(7) bond is covalent 
since V''^p(r6) is negative, while H(7) -0( l ' ) is ionic with positive Laplacian. This is the usual 
situation encountered in topological studies of conventional hydrogen bonds''''^. In the solid state, 
every molecule has a half share in two of these head to head interactions and i t is therefore likely 
that these interactions lower the overall energy to overcome the intramolecular steric repulsion 
of the 0(1) and 0 ( 1 A) atoms. 

8.4 Conclusion 

In this work we have attempted to locate and classify weak interactions by the method of topo­

logical analysis. This analysis has been performed on a charge density determined from high-

resolution X-ray diffraction data. We find topological bond paths which indicate weak interac­

tions between a carbonyl oxygen atom and an acetylenic carbon atom in a manner analogous 

to that fovmd in the previous study of the theoretically derived charge density. We have also 

located a weak interaction between two sterically crowded carbonyl oxygen atoms. We believe 

this to be the first experimental observation of topological bond-paths for weak intramolecular 

interactions. 

This work demonstrates that the technique of high-resolution X-ray diffraction can be sensi­

tive enough to locate and classify interactions which are much weaker even than hydrogen bonds. 

Additionally, the technique has provided information on the molecule in the crystalline environ­

ment, e,specially with respect to hydrogen bonding to neighbouring molecules. This information 

is not directly obtainable from ab-initio quantum chemical calculations performed on isolated, 

gas-phase molecules. 

Multipole populations and local coordinate .systems etc. are available in Appendix D. 
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Chapter 9 

The Maximum Entropy Method 

9.1 Introduction 
The preceding analyses have all implicitly as.sumed that performing a least-squares fit to a struc­

tural model is the best way to extract experimental information from the data. There is an 

alternative which goes under the intriguing name of maximum entropy. Although maximum 

entropy theory'^^ has been around for a long time, practical application to important physical 

problems is only now becoming apparent in the literature. The areas of application are still few, 

but the generality of the method is indicated by the very diversity of these areas which includes 

signal processing in optical and radioastronomy, seismic exploration, magnetic resonance imag­

ing, plasma physics and, of course, crystallography. The common point is that the data is noisy 

and incomplete and u.sually in one space while the desired result is in another space and while 

an analytical expression usually exists to perform the transformation, it is only truly valid for 

noiseless and complete data. In the case of crystallography, the data are in reciprocal space and 

the mathematical device of Fourier transformation allows visualization of the electron den.sity in 

direct space. The data are certainly incomplete since they will only have been measured up to a 

certain resolution in sin^/A and they will also be contaminated by experimental noise. Assum­

ing completely known phases, performing a Fourier synthesis on such a data set will provide a 

density which is noisy and suffers from series termination errors which manifest themselves as 

the so-called Fourier ripples due to the incomplete nature of the data. 

This is probably not the context that most crystallographers have heard of "maximum en­

tropy" within crystallography. So far the major impact of the method within this area of science 

has been in structure .solution i.e. as an extension to direct methods'^"^ for gaining phase in­

formation on structure factors from their magnitudes. I t should be emphasised that this type 

of implementation, pioneered by Gerard Bricogne, has been as an extension to direct methods 

for the express purpo.se of structure solution. However, for electron density studies structure 

solution at the level of atomic re.solution is generally treated as a preliminary task. What we 

require is some way to get more from the data again. Fourier synthesis and model fitting are the 

two commonly u.sed but the maximum entropy method is another possibility. The current im­

plementation of this method in charge density research is via the Single Pixel Approximation'^'^. 

In some ways i t is rather crude and should be treated as the starting point in using tliis powerful 

technique in charge density research rather than the finished article. This is a new and promising 

83 
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area and attention should be turned to improving the method. Hopefully i t will have as big an 
impact in accurate charge density analysis at some point in the future as it has in other areas of 
science. 

9.2 General Data Processing Philosophy 

Any experiment defines data points in data sp£ice, in our case structure factor magnitudes 

|Fo6«(H)|. The reality of the situation is described in direct or r space as the electron den­

sity, p{r). I t us usually possible, at least for centrosymmetric structures, to determine almost all 

of the structure factor phases, and hence when coupled to their observed magnitudes we have the 

complete structure factor, Fo6g(H). We may think of data processing as determining N numbers 

describing p(r)from K observations. K is obviously flnite whereas N may be finite or infinite, 

depending upon our point of view. In our situation, K is the number of structure factors and N 

is a description of the electron density of the crystal in real space. N therefore is certainly large 

and possibly tends to infinity since since an infinite number of fimctional parameters are required 

to completely describe the density perfectly. We have a situation where A' > K and hence insuf­

ficient data is available to fully describe the situation. The problem is underdetermined. There 

are several methods commonly employed to try to overcome the problem: 

9.2.1 Model Fitting 

The compHcated fimctional form of the smeared electron density may be described by a model. 

This may be a spherical atom model supplemented by isotropic temperature factors or it may 

be a complicated multipole expansion supplemented by anisotropic temperature factors. If we 

believe that the model exactly and concisely describes the true situation then the problem is 

now one of parameter fltting and N was less than K from the start. I f we are not sure whether 

the model is sufficient or not then the model produced by fltting is just one of a multitude of 

conclusion which flts the data. We don't know whether this model is typical or not or whether 

an analysis will highlight those factors resulting from the data or from the model. While we may 

think that the multipole model is reasonably soimd, i t is not a fully sufficient description of all 

possible features in the charge density. 

9.2.2 Invent More Data 

The linear transformation of Fourier synthesis comes into this category because while the Fourier 

coefficients are known up to the cut-off level, the method of Fourier Inversion formulates the 

electron density by making all the higher coefficients zero. The direct method of going from 

reciprocal space to real space is only valid for a full set of noiseless Fourier coefficients which 

we never have. The error introduced is due to the assignment of zero to the higher coefficients. 

The assignment of zero for the higher resolution fourier coefficients effectively moves the problem 

from & N > K situation to a N = K one, however the addition of the zero coefficients obviously 

does nothing to improve the result. While most people are aware of this effect, they still ignore i t 

to an extent by computing deformation densities. These are Fourier series where the coeflicients 
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are those from the experiment minus those which would result from spherical atoms placed at the 
atomic positions. The error now is that the difference of the higher coefficients is now suppo.sed 
zero. I t presents itself as halos about the nuclear positions in the valence region, exactly the 
volume of greatest interest in charge density studies. 

9.2.3 Non-linear Transformation 

The third method, and the one that this chapter deals with is to perform a non-linear trans­

formation from reciprocal to real space. The restoration of the charge density from noisy and 

incomplete structure factors is only one member of the general class of problems of restoring an 

image in real space from incomplete and noisy data points in some other s p a c e ' T h e descrip­

tion of the structure factor set as often as a "band-limited" function, meaning that knowledge 

of them is only available within a certain band of resolution. Any non-linear transformation is 

one which will produce a map in real space which gives non-zero calculated Fourier components 

for scattering vectors (H) outwith the limited band used as the initial source of data and hence 

an element of "superresolution" occurs. This obviously involves more information being applied 

to the problem since we may not expect to improve our result without the application of more 

data. For the case of the electron density, one obvious piece of information is that the density 

must be everywhere po.sitive. This is not a result giiaranteed by Fourier Inversion. We have 

stated that we are dealing with a problem with N > K, and while the additional information 

provided by positivity wil l help reduce this deficit, i t will not do so to the extent of providing a 

unique solution and the problem will remain ill-conditioned. There will be a large set of po.sitive 

electron density maps which fit the data, and choosing between them and deciding whidi is the 

"best" one requires yet further discriminatory powers. 

9.3 Regularizing Functions 

The approach taken in producing a map which fits the data, and is also imique by some other 

criterion is that we introduce a fimction of the data in reciprocal space which measures agreement 

of the map to the data, then from all maps which agree with the data by this measure, introduce 

a regularizing function in real space to discriminate between the maps. This is therefore a 

minimization with constraints procedure. I f we call the two ftmctions A and S, one obvious 

choice for A is the chi-square fimction of least-squares analysis 

> l = x ' = i :4- | l^o(H)| - |F,(H) |p (9.1) 
H 

B is some regularizing or smoothing function of the density in real space. Nityananda and 

Narayan'^^ have taken a pragmatic view on the choice of B. Their candidates for the smoothing 

fimction include p{r)^/'^, p(r)'/''^, /n/9(r), -/?(r)/»i/?(r). 

The constrained minimization is performed using the Lagrange Multiplier technique, mini­

mizing A + XB. 

In the absence of B we just revert to the ill-conditioned least-squares case with A' > K. What 

makes the method tractable is that B encodes more information. B is in real .space and the 
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only criteria which rigorously restrict the charge density in real space are the N-representability 
criteria. These state that any quantum mechanically acceptable one-particle charge density must 
integrate to the correct number of electrons 

pir)dr = N (9.2) 

where is the number of electrons and that i t must be everywhere positive 

p(r) > 0 (9.3) 

Al l of the candidates proposed above as regularizing functionals meet the everywhere positive 

criteria and an additional Lagrange multiplier may easily be incorporated to ensure correct 

normalization. Hence, this approach is potentially superior to the multipole projection method 

since i t ensures an N-representable den.sity. 

9.3.1 Choice of B 

Two particular choices of the regularizing functional are most common. The former is the "Burg" 

entropy 

' lnp{r)dr (9.4) 

This form of entropy is suited to astronomical reconstructions because of its tendency to produce 

a flat background and sharp, Lorentzian peaks, which are representative of point sources such as 

stars. The second form is the Shannon entropy' 

/ p{r)lnp{T)dT (9.5) 

which has a greater tendency towards producing gaussian peaks. The form of both entropy 

fimctions lead to a flat background'^*, and indeed both have local extremum for a flat, continuous 

distribution. In the absence of any useful data, the method will default to the most uninformative 

map. 

9.3.2 Preliminary Applications 

One of the first applications of the maximum entropy method was by Gull and Daniell to radio-

astronomical data'^'. U.sing normalized data, they maximized the fimction 

Q(\) = ^ ynjhiinj - A ^ )M;k - Ekf'/a^ (9.6) 

where Mk and Ek are observed and calculated data points respectively. The map is defined 

by digitizing i t on a j by j grid, with rn j representing the occupancy of the jth pixel. The 

assumed that the errors on the data were Gaussian, and hence used the Lagrange multipler to 

constrain equal to the number of data, while maximizing the entropy. The results for these 

radio-astronomical reconstructions were promising. The incorporation of the data by means of 

the fimction leads to this general method being called "least-squares M E M " . 

The next stage in development of the method in this context was given by Bryan and 

Skilling'®". Using a similar formulation, with each data point being the intensity of a pixel of a 
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digitized photograph, they consider the distribution of the residuals obtained by the method. A 
serious difficulty becomes apparent at this point. The largest residuals (observed minus calcu­
lated pixel intensities) are for those pixels at the positions of peaks in the photograph. This is 
not unexpected, although i t is certainly undesirable. The entropy expression is trying to give the 
flattest map possible, and penalizes large peaks in the map. Setting the desired dii-square value 
equal to the number of data points gives a common pool of mis-fit to be distributed about the 
data points, but does not constrain the distribution of this mis-fit. Close fit to data with high 
values is heavily penalized by the entropy fimctions since i t would incorporate a large degree 
of structure into the map and consequently these data are are heavily mis-fitted. Most of the 
chi-square value is used by a small number of data and hence the majority of points which have 
.small intensity are over-fitted. 

The authors go on and suggest an improved formulation where the data are incorporated in 

a way which ensures a Gaussian distribution of residuals. I f the residuals 7i, from an initial step 

are ordered 

7li < 712 < • • • < UN (9.7) 

the i t h sorted residual Vi should have the value 

v i ^ - f - ' i ^ ^ ) (9.8) 

where $ is the cumulative normal probability 

<t>ix) = ( 2 7 r ) - ' / 2 [ exp{-\l2u^)du (9.9) 
J - iiif 

The distance measure E between the observed and expected residuals is introduced 

E^iY.im-Vifyl-' (9.10) 
i=l 

The expected vale of this function is shown to be < iB > ~ (In A^) ' /^. This new function in 

place of obviously gives a Gaussian distribution of residuals and greatly reduces but does not 

eliminate the positive residuals at the peaks, which are believed to be inherent in any formulation 

of the method. The same authors subsequently publish algorithms for efficiently performing the 

optimization procedures"''. 

9.3.3 Crystallographic Applications 

Several authors introduce maximum entropy ideas into the crystallographic problem in the mid 

1980's. The most well-known is the work of Bricogne'^* for phasing structure amplitudes from 

first principles. Livesey and Skilling'®^ provide the relevant equations but no real applications. I t 

falls to Steven Wilkins in a series of papers entitled "Statistical Geometry" to work through the 

theory of least-squares M E M to applications. The general theory as outlined above is developed 

in the first paper'^^, while a numerical procedure for evaluation of the maximum entropy electron 

density is subsequently provided'®^, called the singel pixel equation, so named because of the 

digitization of the unit cell, and the definition of the entropy in terms of the values of the 

individual pixels. At this point in the development in the theory, reference is made to the work 
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of Jaynes'®^ on the entropy expression. Without recourse to either Bayesian or Information 
Theoretic arguments at this stage, Jaynes states that while the entropy on a discreet probability 
distribution is 

S = Y^Pilnpi (9.11) 
i 

the seemingly obvious generalization to a continuous distribution of 

5 = y" p{T)lnp{r)dr (9.12) 

is not in fact correct. The correct entropy expression according to Jaynes is 

S = J P ( r ) i n ^ d r (9.13) 

where r ( r ) is some other electron density function and 5 is a relative entropy of p(r) with 

respect to T ( r ) . The application of the single pixel equation is to partially phased structure 

factors measured from the small protein a-lactalbumin'®^-^^*, and the results are described as 

"encouraging". No mention is made of the distribution of residuals. 

An alternative way of tackling the distribution of residuals problem comes about by following 

direct method structure solution philosophy. The more common way of working in this side of 

crystallography has been to use the structure amplitudes directly to infer phase information and 

the emphasis is on reciprocal space. No model f i t t ing occurs at this stage and as a consequence 

Uttle attention is paid to the errors in the structure factor amplitudes. As a result the values 

of the amplitudes are used directly as "hard" constraints with no mis-fit allowed and hence no 

difficulties wi th poor distribution of residuals which are all zero. Navazâ *"̂  formulates maximum 

entropy in this way, using a constraint equation and hence Lagrange multiplier for every data 

point. Al l phased data are incorporated using 

C H = I p{T)exp{iHv)dr - f o 6 , ( H ) (9.14) 

and the imphased data are incorporated using 

Cu = \ ^ j p{r)exp{illT)dr\-\Fotsm\ ' (9.15) 

while noise in the data is incorporated to a certain degree, a higher degree of Fourier extrapolation 

appears to occur. This is expected since peak heights in the final map will be higher than for least-

squares M E M , and i t is the higher frequency fourier components which are related to the peaks. 

While the A^-representability criteria are the only fimdamental characteristics of the density 

which must be displayed, the concept of atomicity is one which should prove to be powerful. 

Any realistic electron density in a crystallographic unit cell is expected to display peaks which 

integrate to the number of electrons in that atom. Navaza suggests introducing atomicity by 

using non-local functions of the density^ 

9.3.4 Charge Density Applications 

The first applications of the maximum entropy method to accurate charge density determinations'^" 

were performed by the Nagoya group using their MEED program''^°. The first data set so anal­

ysed was the very accurate Pendellosung data for Silicon measured by Saka and Kato '^ ' . This 
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data must be considered a special case since i t is not obtained by standard X-ray diffraction, 
but by a different technique which yields structure amplitudes with much smaller e.s.d.'s than 
usual. The algorithm used is the same one used in the novel research reported in the latter part 
of this thesis and i t is hence worth elaborating on more fully. The basic formalism is the same 
as Wilkin's single pixel approximation described earlier. 

The entropy is defined by the charge density relative to some previous density 

5 = -1 p ' ( r ) / n ^ d r (9.16) 

The densities in the above equation are normalized to one by 

p'{r)^p{r)/l^p{r) (9.17) 

r ' ( r ) = r ( r ) / ^ r ( r ) (9.18) 

For computational expediency, the integral is replaced by a sum over pixel values digitized 

on a regular grid 

S = -Y,Piln^ (9.19) 
i ^' 

and the fimction is used as a constraint to incorporate the data 

^1 = l!? E 4-|l^ca/(H)| - (9-20) 

Since is the number of data, setting this constraint equal to one is equivalent to setting = N 

and doing this while maximizing the entropy gives 

Q{Xi) = -Y^Pilnf^-{Xi/2)C, (9.21) 

An extremum of Q is then required 

dQ{Xi)/dpi = 0 (9.22) 

The solution is performed by an iterative method and the distribution taken as T ' ( r ) is the value 

of P ' { T ) from the previous iteration. 

The phases of the structure factors are easily evaluated since Silicon in the solid state has the 

same structure as diamond. The maximum entropy map of the charge density produced by this 

procedure for the Silicon data is of much higher quality than the Fourier synthesis. For Silicon 

there are only thir ty measured structure factor amplitudes and the consequences of this for a 

Fourier synthesis in terms of series termination effects must be expected to be severe. While the 

maximum entropy map appears very good, there are peaks in the centre of the bonds, wiiich are 

not expected. The distribution of residuals appears to be good, but this is due to the very low 

standard deviations on the experimental data. There is only a very small pool of mis-fit available 

to the method and therefore its is difficult for a few strong reflections to mis-fit badly. Further 

applications to Rutile^^'^, Ice'^^ and Beryllium metal'^* have subsequently appeared. 

Despite no mention of i t being made by the Nagoya group, other workers had noticed the 

problem of severely non-random residual distribution. Using the MEED program to analyse 7-ray 
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diffraction data'^^ from both MnF2 and NiF2, i t was observed that a few very strong reflection 
used up the majority of the total residual allowed. I t was later suggested that the intrinsically 
high dynamic range of the charge density function was the cause of the non-random residuals 
and that an exact fitting procedure for the data rather than the least-squares MEM would be 
more appropriate'^^. 

De Vries and coworkers have adopted an alternative p rocedure 'which retains the chi-square 

function but uses a modified weighting scheme for the data. Upweighting the low angle reflections 

to improve their fit is appropriate and empirical tests on a hypothetical water crystal settled on 

the optimum weighting scheme of 

ti;H = I / I H I " (9 .23) 

to be used with 

C : = ^ « ; H ( | F < , 6 , ( H ) | - |Fea/c(H)||Vaf,)) = N (9 .24) 

H 

This produces a closer residual distribution to that required, althoiigh it is still not perfect. 

Application of the modified weighting scheme to the Pendellosung data for Silicon makes little 

difference since the CTH values are so small to begin with that very little mis-fit is allowed. 

9.3.5 Non-uniform measures 

More recent developments by De Vries'^* have involved using different measures in the relative 

entropy expression. The unexpected result of non-nuclear maxima at the mid-bond positions in 

crystalline Silicon are not substantiated by density fimctional calculations'^" and therefore their 

real occurrence must be questioned. Indeed, when structure factors were calculated from the 

theoretical density and processed with the standard M E M , non-nuclear maxima appeared, even 

though they were not in the known initial density. In place of a flat, normalized measure as T ( r ) 

in the relative entropy expression, a structured measure would be a way of incorporating some a 

priori knowledge into the reconstruction, giving the method additional power. A good candidate 

is the theoretically determined charge density. When this is used with the standard weighting 

scheme, the non-random residual distribution remains, but the non-nuclear maxima in the bonds 

disappear and are therefore shown to be an artefact of the method and not physically real. The 

same procedure of using a calculated density as the measure in the relative entropy expression 

for Beryllium also removes the non-nuclear maxima. 

Non-uniform measures have also been applied in the analysis of magnetic structure factors. 

Magnetic structure factors are obtained by diffraction of polarized neutrons from crystals con­

taining unpaired electrons. The fourier synthesis of these magnetic structure factors yields the 

electron spin-density in an analogous manner to X-ray structure factors yielding the electron 

density. An alternative entropy expression has been proposed in the M E M analysis of magnetic 

data from a crystal containing the tetracyanoethylenide anion radical'*^ 

S = l p{r) - r ( r ) - p ( r ) / n ^ d r (9 .25) 

This new entropy expression acts to reduce the discprepancy between the current density and 

the measure. Excellent looking maps are produced by using the experimental data and a local 

spin density calculated measure. 
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9.3.6 Deformation densities 

Since the maximum entropy method suppresses peaks, i t automatically discriminates against 

ftmctions with high dynamic range. Unfortunately the electron density is siidi a function with 

very high peaks, while the valence features of most interest are at a much lower value. I f an alter­

native fimction of the density can be used with lower dynamic range, a more realistic reconstruc­

tion should ensue. Use of the deformation density in the M E M has recently been attempted'*^. 

An immediate problem with this approach is that the deformation is not everywhere positive, 

and in fact should have equal integrated positive and negative volumes. The standard entropy 

expression is undefined for a deformation density so an alternative, "two-channel" approach was 

developed. The deformation density in real space is defined as 

Apir) =P{T)- p,ph (r) = p+ (r) - p' (r) (9.26) 

With p'^(r) and p~{r) being the positive and negative deformation den.sities re.spectively. 

Assuming known atomic positions and temperature factors, the structure factors from neutral, 

spherical atoms with these parameters can be calculated and subtracted from the experimental 

structure amplitudes to give "deformation structure factors" 

A F ( H ) = Fotsin) - n p f t ( H ) (9.27) 

to be used with 

SiApir)) = I P + ( r ) / n ^ + / ' - ( r ) i n ^ (9.28) 

which quantifies the entropy of the deformation density. Both flat and structured measures were 

used in this work. While the results are imdoubtedly better than those produced by the single 

channel reproduction of the total density, i t is stated that the best maps produced are not really 

competitive with those from the least-squares fit of the multipole model. 

9.3.7 Impressions from existing applications 

The overall conclusion is that maximum entropy maps produced from small data sets of very 

limited resolution are better than the corresponding Fourier synthesis, primarily because of the 

ripple suppression which occurs by Fourier extrapolation by the non-linearity of the method. Such 

small data sets could not be used in least-squares fit to the muitipole model and hence the MEM 

probably represents the best that may be obtained. Unfortunately some of the finer details in 

the maps such as the non-nuclear maxima found for Silicon and Beryllium are merely artefacts of 

the method. The extension to non-uniform measures in the relative entropy expression certainly 

improves the results, as does reconstructing the deformation density with its reduced dynamic 

range. For powder diffraction data sets, or polarized neutron data sets, the method is well 

worth applying but for high quality, high resolution diffraction data i t is diflRcult to conceive of 

a case where the M E M provides better results than the multipole model. In addition i t merely 

gives a representation of the dynamically smeared charge density, with no means of thermal 

deconvolution to give the static charge density available. 
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9.4 Information Theory and Bayesian Inference 
The preceding exposition of the application of maximum entropy techniques to the problem 

of image reconstruction from incomplete data has taken the pragmatic approach of static the 

entropy function merely as some smoothing fimction. There is a more fimdamental reason for 

using maximum entropy, which is as an information measure within a Bayesian framework for 

statistical inference. An informative account of justifications of maximum entropy within this 

context is available'*^. 

Bayes' Theorem requires that we choose a prior probability assignment, chosen by using a 

probabilistic argument known as the maximum entropy criterion. I t is a theorem of probabil­

ity and is therefore only applicable to situations where a probability distribution is required. 

Fortimately the Born interpretation of the wavefimction states that the square of the wavefimc-

tion subsequently integrated over all particle coordinates bar one is the probability of finding an 

electron in some volume of space dr and hence maximum entropy can be applied. 

9.5 Bayes' Theorem 

Bayes' Theorem may be stated as 

P(conclusion|new data) cx P(conclusions|old data) x P(new data|conclusions) 

where P(A|B) means the probability that A is true given that B is true. In our specific case 

P(map|new data) a P(map|old data) x P(new data|map) 

Bayes' Theorem can therefore be re-stated as "the probability that the density map is true is 

proportional to the probability of the map given the old data times the probability that the new 

data is produced given the true map." 

This takes a bit of thinking about but does intuitively make sense. The P(map|old data) 

part is called the prior. In cases where the data is strong and plentiful, its actual properties are 

pretty insignificant because the second term on the RHS of Bayes' equation swamps it and any 

reasonable prior can be used. I t can usually be assigned on a combination of tlieoretical grounds. 

In our case, we want a density map which is everywhere positive and whose integral over the 

space which i t describes is equal to some value, usually the integral over the unit cell being equal 

to the number of electrons in that unit cell. 

The P(new data|map) part is the probability that the new data is produced given the true 

map. I t is called the likelihood. We don't need to know the true map to calculate this, just a 

knowledge of the characteristics of the apparatus. For example, we might know that for any 

map, the data produced will have a Gaussian distribution of errors. For good data with small a 

values this term of the Bayes' equation overrides the prior and so choice of prior is insignificant. 

The problem occurs when the data is not so good and the prior now has a significant effect 

on the P(map|new data). I f we wish to invoke Bayes' Theorem we need some way to define the 

prior. 
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9.5.1 Entropy Maximization 

There are many arguments invoked when justifying maximum entropy philosophy. One of the 

easiest to grasp is the monkey argument**^. Imagine that we can divide up our function in real 

space into cells of width A i . This is the process of digitization. Although it is an approximation, 

i f the size of the cells is much smaller than the experimental resolution, there isn't really any 

approximation introduced in terms of the effect i t will have on the result. Now let the intensity 

in the cells be quantized such that cell i has intensity fi = riiS. Again let the quanta 6 be 

so small that no effective approximation is invoked. The image of the electron density can be 

represented such that f ( x ) = Jii ,112,. •• iipix where iipix is the number of pixels. If the monkeys 

now throw balls into the boxes, such that there is a box representing each pixel, the random 

nature of the assignment of balls to boxes means that the probability of gaining some picture 

f{x) worn,712,...,iipi^c is 

2 " ^ — r ^ T — (9.29) 
Jii!n2!.. . 

where M is the number of balla given to the monkeys at the start. Since both M and the 71^ are 

large Stirling's approximation can be invoked to give 

P ( / i , / 2 , . . . ) ocexp(a5) (9.30) 

where 

= -
b 

I f we forget about a and b for the moment and just say that they are constants, we can define S 

as the entropy of the function f{x). This frmctional form for the entropy was first introduced into 

information theory by Shannon^^^ during his investigations into sending signals down a telephone 

wire. In the above justification, maximizing the entropy will produce the map f{x) which is most 

probable since the monkey process is random and the map with maximized entropy can come 

about in the greatest number of ways since the order of the balls entering the boxes does not 

change the final outcome. There are also other, probably more convincing arguments for choosing 

the maximum entropy distribution for the prior. Shannon initially used the entropy as a measure 

of how much information was incorporated in a probability distribution. The maximmn entropy 

distribution is the one with the least information; i t is the flattest map from those pos.sible. This 

reasoning is intuitively more appealing. The prior should be derived from the data we have. 

Since i t is derived before any measured data are admitted, it makes sense to choose the prior 

which embodies the least information. 

We have thus defined our prior in Bayes formula. I t remains to define the probability that the 

data will be observed given the map. I f we assume for simplicity that the experiment is linear 

and introduces Gaussian errors on the data points, 

P{data\map) = Rp+ an (9.32) 

in other words the distribution of data points is the response of the system R times the map 

producing that data plus a random number coming from the normal distribution 71 times the 

5 ^ _ ^ / . ; n ^ (9.31) 
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standard deviation of the data point. The probability for any value of n is 

P(n) = -^exp{-ny2) (9.33) 

I f we have N data points 

P{data\map) = J] - ^ e x p ( - l / 2 x ' ) (9.34) 

By Bayes' Theorem 

P{map\newdata) oc exp{aS - 1/2^^) (9.35) 

where is the usual mis-fit statistic 

x' = E i ( l ^ ( S ) , | - | F ( S ) , | ) 2 (9.36) 
s 

We want to choose one map from the space of all maps with the highest probability of coming 

from the data. To do this we maximize P(map|hew data). This is the same as maximizing 

aS - l/2x^. So the way to proceed is to maximize 

" E / ' ' " T - V 2 x ' ( / i ,h,...) = Q (9.37) 
t 

The effect of the two terms is this: 

The prior, which is the entropy term tries to make the distribution as flat as possible, that is 

to say makes the map contain as little information as i t can. 

The second, term incorporates the data and introduces structure into the map. 

The a acts in a way to moderate the two opposing effects. I t balances uniformity against 

structure. Since the map must agree with the data, only structure that is justified by the data 

wil l appear in the map. 

The entropy of the map is maximized siibject to being in agreement with the data. The effect 

is that from all maps which satisfy the data, we choo,se the one with the greatest entropy. The 

data act as a constraint via the fimctions and that is why this kind of procedure is sometimes 

called constrained entropy maximization. The effect is that the map produced will contain only 

information implicit in the data and should filter out noise. I t should be least-biased toward 

missing information such as the higher order structure amplitudes above the sinO/X cut off level. 

Jaynes puts i t 

"The probability assignment shall be the one with maximum entropy consistent 

with the available knowledge so as to remain maximally non-committal with regard 

to missing information." 

The Shannon entropy for a discrete distribution is that given in (9.11). However, the obvious 

generalization to a continuous distribution 

H' = - J p{x)lnp{x)dx. (9.38) 
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does not hold since (9.11) is not an invariant measure of information. For a continuous distribu­
tion {e.g. an electron density) an absolute measure of informational entropy does not exist, only 
a relative entropy'®'* can be defined 

Hcont. = - f p i x ) l n ^ d x (9.39) 
J in(x) 

The exact role of m{x) is not clearly defined generally but i t has similar properties to p{x). 

I t does provide a way to encode prior information into the method however. 

While the Bayesian argument is intuitively appealing, i t is worth stating that it only provides 

an additional interpretation to the maximum entropy method, not a justification. 



Chapter 10 

M E M results for acetylene 

10.1 Introduction 

Much of the currently published work using the maximum entropy method has used the extremely 

accurate Silicon pendellosung data, with its limited extent and low noise level. These data 

probably represent the best possible scenario for maximum entropy and therefore a more realistic 

X-ray diffraction data set was sought to provide a fairer evaluation of the method. 

A multipole refinement of single crystal data for acetylene in the cubic phase at 141K has been 

published'^'*. Diffraction is limited in resolution to sm9/X = O.SA"' due to the relatively high 

temperature. The high S5TTimetry of the space group (cubic, Pa3) leads to only 164 reflections 

up to this resolution l imit . The imit cell is small with a reported value of a = 6.091(3) with four 

molecules per unit cell. Lower temperature data for the cubic modification is not attainable due 

to a phase change to orthorhombic occurring at 131K. The paucity of higher angle data for de-

convolution of thermal effects led to high correlations between the static deformation parameters 

and the thermal parameters. 

I t is in those cases where the data are limited in resolution that we may expect the Fourier 

extrapolative properties of the M E M to be beneficial and therefore the acetylene data appeared 

to be an ideal candidate for such analysis. The crystal system is cubic so there is no difficulty in 

digitizing the unit cell uniformly and the number of reflections is small making all calculations 

relatively swift. 

All maximum entropy calculations performed used the pubUcly available MEED program'^". 

The input to this program requires the reflections to be phased and on an absolute scale, so a 

preliminary multipole refinement to obtain reflection phases and an overall scale factor for the 

data was performed. The interparameter correlations found previously'^"^ were again in evidence 

and therefore no attempt was made to analyse the multipole results ftirther than the acquisition 

of calculated structure factor phases and the scale factor. I t should be noted that the scale 

factor parameter is affected by correlations so it's value may only be taken as an estimate. The 

scale factor is seldom totally free from correlation with the temperature factors and monopole 

populations so in any practical application of the M E M , mis-estimation of the scale factor is 

always a possibility. For a centrosymmetric structure such as the one under consideration, i t is 

reasonable to assume that the phases may be accurately determined from an aspherical atom 

refinement. Of the 164 measured reflection, only 138 had intensity greater than zero. A further 

96 
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six of the calculated structure factors had zero magnitude and hence undefined phase. The 

observed reflections corresponding to these were omitted from the analysis since ambiguity exists 

on the calculated phase to be assigned to the observed magnitudes. The density in the unit cell 

was approximated on a grid of 64 x 64 x 64 pixels of uniform size. 

10.2 Standard MEM analysis 

In the first instance, the standard analysis was tried using all of the experimental data and the 

method converged successfully to the required x^ value. One acetylene molecule lies along the 

body diagonal of the unit cell, and the most informative plane for viewing the density is along 

this body diagonal which also allows the ends of two neighbouring molecules to be viewed. The 

density in this plane is shown in Figure 10.1. The contour level is arbitrarily chosen such that 

the features are shown most clearly. 

Figiire 10.1 - Charge Density by the Standard M E M . 
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The acetylene molecule can be seen lying horizontally in the figure. Two distinct peaks 

can be seen for the carbon atoms but no discernible peaks for the hydrogen atoms are present. 

While the overall shape of the acetylene molecule can be made out, there are many extraneous 

features imbedded in the background with no obvious cause. The overall impression is that the 

reconstruction is poor. This is not surprising when one considers the distribution of residuals 

as shown in Table 10.1. As the studies detailed in the previous chapter revealed, the mis-fit 

allowed by the x^ function is taken up rnostly by the strongest few reflections, with almost all 

of the remaining reflections fitted too tightly. The exceptions from the representative sample of 

reflections shown are the 552 and 725 reflections which have large deviations, suggesting them 

to be outliers. 

h k / Fo Fc Fo-Fc c{Fo) h k / Fo Fc Fo-Fc "{Fo) 

1 1 1 2 7 . 1 1 0 1 6 . 4 7 8 1 0 . 6 3 1 1 . 0 0 4 5 3 4 0 . 3 2 7 0 . 2 1 7 0 . 1 1 0 0 . 0 7 9 

2 0 0 2 1 . 9 1 7 1 5 . 4 2 8 6 . 4 8 9 0 . 6 1 4 5 4 1 - 3 . 4 7 0 - 3 . 4 7 0 0 . 0 0 1 0 . 0 1 0 

2 1 0 - 7 . 9 9 0 - 7 . 2 1 2 0 . 7 7 7 0 . 0 8 8 9 1 3 - 0 . 3 7 2 - 0 . 2 6 5 0 . 1 0 8 0 . 1 0 3 

2 1 1 - 6 . 0 6 2 - 5 . 7 1 9 0 . 3 4 3 0 . 0 4 8 5 4 2 - 0 . 4 9 9 - 0 . 5 3 3 0 . 0 3 5 0 . 0 5 1 

2 2 0 1 2 . 2 0 6 1 1 . 2 1 0 0 . 9 9 7 0 . 1 0 2 7 2 1 - 1 . 0 6 0 - 1 . 0 5 2 0 . 0 0 8 0 . 0 2 5 

2 2 1 - 2 . 6 7 9 - 2 . 6 5 9 0 . 0 2 0 0 . 0 2 5 5 4 3 - 1 . 4 0 5 - 1 . 4 1 1 0 . 0 0 7 0 . 0 1 2 

2 2 2 7 . 2 1 6 6 . 9 9 1 0 . 2 2 5 0 . 0 8 7 7 2 2 - 0 . 7 2 8 - 0 . 7 3 3 0 . 0 0 5 0 . 0 3 6 

3 0 2 - 7 . 8 4 1 - 7 . 9 3 6 0 . 0 9 5 0 . 0 4 7 5 4 4 - 0 . 4 0 9 - 0 . 3 6 5 0 . 0 4 4 0 . 0 6 5 

3 1 1 7 . 0 2 2 6 . 6 7 7 0 . 3 4 6 0 . 0 4 9 7 2 3 - 0 . 4 3 4 - 0 . 5 1 4 0 . 0 8 0 0 . 0 4 1 

3 1 2 - 0 . 6 7 3 - 0 . 7 3 2 0 . 0 5 8 0 . 0 4 2 7 2 4 - 0 . 7 4 4 - 0 . 7 9 3 0 . 0 4 9 0 . 0 3 7 

3 2 1 - 6 . 7 0 8 - 6 . 6 1 7 0 . 0 9 1 0 . 0 4 5 9 3 1 - 0 . 2 8 8 - 0 . 5 3 5 0 . 2 4 7 0 . 1 3 3 

3 2 2 - 4 . 2 6 4 - 4 . 2 4 9 0 . 0 1 5 0 . 0 1 9 5 5 2 0 . 1 3 7 1 . . 306 1 . 1 6 9 0 . 1 9 0 

3 3 1 0 . . 3 0 3 0 . . 3 6 8 0 . 0 6 5 0 . 0 2 1 7 2 5 0 . 2 2 3 1 . 1 6 1 0 . 9 . 3 9 0 . 1 6 7 

3 3 2 - 2 . 1 0 4 - 2 . 0 9 6 0 . 0 0 8 0 . 0 1 4 9 3 2 0 . 3 1 5 0 . 3 3 0 0 . 0 1 5 0 . 1 5 3 

Table 10.1 - Statistics for sample of reflections using standard M E M . 

10.2.1 Hard constraints 

Since a few reflections mis-fit drastically, one way to try to improve the fit is to tighten up 

the overall fit. This was attempted by setting all of the a values to a very very small value, 

making the desired value of x^ very small indeed, effectively using the data as hard constraints. 

Convergence could not be obtained by this method. Slackening the fit slightly by setting the a 

value for every reflection to 0.01 did give convergence. Table 10.2 lists the statistics for the same 

sample of reflections as before. The experimental standard deviations are listed, but were not 

used. 

h k I Fo Fc Fo-Fc T ( F „ ) h k / Fo Fc Fo-Fc "(Fo) 
1 1 1 2 7 . 1 1 0 2 6 . 0 6 1 1 . 0 4 8 1 . 0 0 4 5 3 4 0 . 3 2 7 0 . 2 9 1 0 . 0 3 6 0 . 0 7 9 

2 0 0 2 1 . 9 1 7 2 2 . 1 4 3 0 . 2 2 6 0 . 6 1 4 5 4 1 - 3 . 4 7 0 - 3 . 3 6 5 0 . 1 0 5 0 . 0 1 0 

2 1 0 - 7 . 9 9 0 - 7 . 6 6 1 0 . 3 2 8 0 . 0 8 8 9 1 3 - 0 . 3 7 2 - 0 . . 3 5 3 0 . 0 1 9 0 . 1 0 3 

2 1 1 - 6 . 0 6 2 - 5 . 7 5 7 0 . 3 0 6 0 . 0 4 8 5 4 2 - 0 . 4 9 9 - 0 . 3 2 6 0 . 1 7 3 0 . 0 5 1 

2 2 0 1 2 . 2 0 6 1 2 . 3 1 3 0 . 1 0 7 0 . 1 0 2 7 2 1 - 1 . 0 6 0 - 0 . 9 9 6 0 . 0 6 4 0 . 0 2 5 

2 2 1 - 2 . 6 7 9 - 2 . 9 3 0 0 . 2 5 1 0 . 0 2 5 5 4 3 - 1 . 4 0 5 - 1 . 8 6 1 0 . 4 5 6 0 . 0 1 2 

2 2 2 7 . 2 1 6 7 . 1 2 6 0 . 0 9 1 0 . 0 8 7 7 2 2 - 0 . 7 2 8 - 0 . 9 7 8 0 . 2 5 0 0 . 0 3 6 

3 0 2 - 7 . 8 4 1 - 7 . 9 0 0 0 . 0 5 9 0 . 0 4 7 5 4 4 - 0 . 4 0 9 - 0 . 4 3 3 0 . 0 2 6 0 . 0 6 5 

3 1 1 7 . 0 2 2 7 . 1 0 9 0 . 0 8 7 0 . 0 4 9 7 2 3 - 0 . 4 3 4 - 0 . 7 2 0 0 . 2 8 6 0 . 0 4 1 

3 1 2 - 0 . 6 7 3 - 0 . 8 3 9 0 . 1 6 6 0 . 0 4 2 7 2 4 - 0 . 7 4 4 - 0 . 7 9 3 0 . 0 4 9 0 . 0 3 7 

3 2 1 - 6 . 7 0 8 - 6 . 9 7 4 0 . 2 6 6 0 . 0 4 5 9 3 1 - 0 . 2 8 8 - 0 . 2 8 8 0 . 0 0 0 0 . 1 3 3 

3 2 2 - 4 . 2 6 4 - 4 . 0 0 6 0 . 2 5 8 0 . 0 1 9 5 5 2 0 . 1 3 7 0 . 2 7 9 0 . 1 4 2 0 . 1 9 0 

3 3 1 0 . 3 0 3 1 . 0 0 8 0 . 7 0 5 0 . 0 2 1 7 2 5 0 . 2 2 3 0 . 2 6 7 0 . 0 4 4 0 . 1 6 7 

3 3 2 - 2 . 1 0 4 - 2 . 0 6 3 0 . 0 4 1 0 . 0 1 4 9 3 2 0 . 3 1 5 0 . 2 7 3 0 . 0 4 2 0 . 1 5 3 

Table 10.2 - Reflection statistics with data as hard constraints. 
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Figure 10.2 - Charge Density with hard constraints. 

For this variant of the method, the residuals are much more evenly distributed, with the 

strongest reflections fitting much more closely. Despite the fact that there is much less mis-fit 

allowed, the low intensity, high angle data is not fitted more tightly than in the previous case, 

with some better fitted, and some more poorly fitted. The 552 reflection which was hypothesi.sed 

to be an outlier from the standard MEM now fits rather well, and no worse on average than 

any other reflection. The contour level for Figure 10.2 is the same as 10.1, so direct comparison 

is possible. The spurious backgroimd peaks (aliases) appear more localized, but are higher in 

intensity. Although the fit to the data is much better, i t is not possible to conclude that the map 

shows a great improvement. No distinct peaks are visible at the hydrogen positions. 

10.2.2 Low-angle data 

Another way to reduce the total mis-fit allowed is to retain the experimental a values and truncate 

the data set. This should force tighter fitting of the strong reflections, while removing the problem 
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of over-fitting the weak ones since they are no longer in the data set. An additional rationale 

for this is that at the experimental temperature, only the carbon core density is likely to scatter 

to higher angle and therefore removing this data should not impair the reconstruction of valence 

density. To test this hypothesis, the data were truncated to sinO/X = 0.410A~', leaving only 21 

reflections. 

Figure 10.3 - Charge Density with only low-angle data. 

The most immediate effect on the map has been to suppress the aliasing. The contours 

of the carbon atoms are also considerably smoother, but the absolute value of the peaks have 

been reduced. There are still no indications of the hydrogen atoms. Overall, this map probably 

contains slightly less detailed information than the previous two, but it "looks" better due to 

the smoother contours and suppression of the spurious background features. Table 10.3 shows 

that the old problem of non-random residuals still occurs, but the absolute value of mis-fit of 

the strongest data is less than in the standard M E M . Overfitting of the weaker data seems to be 

more of a problem though, with most of the reflections fitted almost exactly. 
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h ( F „ Fc F„-Fc a{Fo) 
1 1 1 2 7 . 1 1 0 2 2 . 6 7 0 4 . 4 4 0 1 . 0 0 4 

2 0 0 2 1 . 9 1 7 2 1 . 2 3 1 0 . 6 8 6 0 . 6 1 4 

2 1 0 - 7 . 9 9 0 - 7 . 9 8 9 0 . 0 0 1 0 . 0 8 8 

2 1 1 - 6 . 0 6 2 - 6 . 0 6 6 0 . 0 0 4 0 . 0 4 8 

2 2 0 1 2 . 2 0 6 1 2 . 2 4 7 0 . 0 4 1 0 . 1 0 2 

2 2 1 - 2 . 6 7 9 - 2 . 6 8 2 0 . 0 0 2 0 . 0 2 5 

2 2 2 7 . 2 1 6 7 . 2 1 1 0 . 0 0 5 0 . 0 8 7 

3 0 2 - 7 . 8 4 1 - 7 . 8 4 3 0 . 0 0 2 0 . 0 4 7 

3 1 1 7 . 0 2 2 7 . 0 3 0 0 . 0 0 8 0 . 0 4 9 

3 1 2 - 0 . 6 7 3 - 0 . 6 7 5 0 . 0 0 2 0 . 0 4 2 

3 2 1 - 6 . 7 0 8 - 6 . 7 1 0 0 . 0 0 2 0 . 0 4 5 

3 2 2 - 4 . 2 6 4 - 4 . 2 6 3 0 . 0 0 1 0 . 0 1 9 

3 3 1 0 . 3 0 3 0 . 3 0 3 0 . 0 0 0 0 . 0 2 1 

3 3 2 - 2 . 1 0 4 - 2 . 1 0 4 0 . 0 0 0 0 . 0 1 4 

4 0 0 1 . 7 6 7 1 . 7 6 8 0 . 0 0 1 0 . 0 4 7 

4 0 2 1 . 5 9 6 1 . 5 9 5 0 . 0 0 1 0 . 0 4 9 

4 1 0 - 3 . 3 8 6 - 3 . 3 8 6 0 . 0 0 0 0 . 0 4 2 

4 1 1 - . 3 . 0 1 0 - 3 . 0 1 0 0 . 0 0 0 0 . 0 4 5 

4 1 2 - 2 . 1 5 8 - 2 . 1 5 7 0 . 0 0 1 0 . 0 1 9 

4 2 0 1 . 6 0 8 1 . 6 0 8 0 . 0 0 0 0 . 0 2 1 

4 2 2 0 . 8 0 7 0 . 8 0 3 0 . 0 0 4 0 . 0 1 4 

Table 10.3 - Reflection statistics using only low angle data. 

10.2.3 Low angle data as hard constraints 

Removing the higher angle data suppresses the background noise in the map, and using the data 

as hard constraints considerable improves the fit of the strong reflections while not increasing 

the overfit of the weaker ones. An obvious next step is to try both techniques together. 

Il k I Fo Fc Fo-Fc 

1 1 1 2 7 . 1 1 0 2 7 . 0 1 0 0 . 0 0 9 1 . 0 0 4 

2 0 0 2 1 . 9 1 7 2 1 . 9 1 7 0 . 0 0 0 0 . 6 1 4 

2 1 0 - 7 . 9 9 0 - 7 . 9 8 2 0 . 0 0 8 0 . 0 8 8 

2 1 1 - 6 . 0 6 2 - 6 . 0 5 9 0 . 0 0 3 0 . 0 4 8 

2 2 0 1 2 . 2 0 6 1 2 . 2 1 8 0 . 0 1 2 0 . 1 0 2 

2 2 1 - 2 . 6 7 9 - 2 . 6 8 7 0 . 0 0 8 0 . 0 2 5 

2 2 2 7 . 2 1 6 7 . 2 1 0 0 . 0 0 6 0 . 0 8 7 

3 0 2 - 7 . 8 4 1 - 7 . 8 4 1 0 . 0 0 0 0 . 0 4 7 

3 1 1 7 . 0 2 2 7 . 0 1 1 0 . 0 1 1 0 . 0 4 9 

3 1 2 - 0 . 6 7 3 - 0 . 6 8 7 0 . 0 1 4 0 . 0 4 2 

3 2 1 - 6 . 7 0 8 - 6 . 7 1 1 0 . 0 0 3 0 . 0 4 5 

3 2 2 - 4 . 2 6 4 - 4 . 2 5 4 0 . 0 1 0 0 . 0 1 9 

3 3 1 0 . 3 0 3 0 . 3 3 0 0 . 0 2 7 0 . 0 2 1 

3 3 2 - 2 . 1 0 4 - 2 . 1 0 5 0 . 0 0 1 0 . 0 1 4 

4 0 0 1 . 7 6 7 1 . 7 6 7 0 . 0 0 0 0 . 0 4 7 

4 0 2 1 . 5 9 6 1 . 5 9 7 0 . 0 0 1 0 . 0 4 9 

4 1 0 - 3 . 3 8 6 - 3 . 3 9 0 0 . 0 0 4 0 . 0 4 2 

4 1 1 - 3 . 0 1 0 - 3 . 0 1 6 0 . 0 0 6 0 . 0 4 5 

4 1 2 - 2 . 1 5 8 - 2 . 1 5 1 0 . 0 0 7 0 . 0 1 9 

4 2 0 1 . 6 0 8 1 . 6 0 9 0 . 0 0 1 0 . 0 2 1 

4 2 2 0 . 8 0 7 0 . 7 8 7 0 . 0 2 0 0 . 0 1 4 

Table 10.4 - Reflection statistics using low angle data as hard constraints. 

As expected, the strong reflections now fit much better. Again, despite the total mis-fit 

allowed being reduced, the weaker data now have slightly larger deviations and do not appear 

to be over-fitted quite so drastically. The appearance of the map (Figure 10.4) does not seem 

to have improved much over the one produced using experimental a values and the tnmcated 

data set, even though the residual distribution is much better. Once again, no evidence for the 

hydrogen atoms is present. 
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Figiire 10.4 - Charge Density using low-angle data as hard constraints. 

10.3 L-shell projection MEM 

I t was stated in the preceding chapter that one major limiting factor on the appHcability of 

maximum entropy reconstruction methods to the charge density was the intrinsically high dy­

namic range of the function. Coppens'*' has tackled this problem by reconstructing the de­

formation density, however the soundness of the two-channel maximum entropy approach may 

be questioned. Because the vast spikes which occur in the charge density at nuclear positions 

are primarily caused by the asymptotic behaviour of the core electron density, reconstruction 

of the valence density is a suitable alternative. The valence density is everywhere positive and 

can still be interpreted as a probability distribution defining the probability of finding a valence 

electron at any particular point in space, and hence such a method is clo.ser to the information 

theoretical ideas which are phrased in probabilistic terms. In the early stages of development of 

the multipole formalism, Stewart'*^ obtained experimental valence densities by fitting aspherical 



CHAPTER 10. MEM RESULTS FOR ACETYLENE 103 

form factors to "valence structure factors". These are defined as Po6s(H) — Fcorc(H) with the 

calculation of Pcore(H) from two Is electrons plficed at the fractional coordinates of first row 

atoms and attenuated by the temperature factor refined for that atom from a spherical atom 

model. Because the ft'-shell scattering had been removed within a reasonable approximation, 

Stewart called this method "L-shell projection". The next section oft his chapter deals with 

"L-shell projection M E M " where we have subtracted the core scattering from the carbon atoms 

to leave valence structure factors. 

The first application uses the standard M E M method with all data assigned their experimental 

(T values. This is not strictly correct since the standard deviations assigned to the valence 

structure factors should certainly be less than those on the full data, however without any direct 

knowledge of the correct values for the valence standard deviations i t was decided to retain those 

from the full data. In any case, we know from our previous studies that tightening the fit by 

making all of the standard deviations small will probably improve the fit considerably, even if we 

knew the correct valence a values. 

Fig\ire 10.5 - Valence density by standard M E M . 
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Inspection of Figure 10.5 shows that by reducing the dynamic range of the problem we 

have allowed additional detail to become immediately apparent. Peaks have appeared for the 

hydrogen atoms for the first time, along with an obvious concentration of charge density in the 

central bond. Unwanted noise in the background is also heavily subdued, with an almost flat 

background between the molecules. This is undoubtedly the most informative map so far. The 

problem of mis-fit of residuals remains (Table 10.5) with the strongest reflection imderfitted. 

h k / Fo Fc Fo-Fc <T(F„) h k / Fo Fc Fo-Fc a{Fo) 
1 1 1 15.775 7.295 8.479 1.004 5 3 4 0.014 0.044 0.010 0.079 
2 0 0 9.855 5.555 4.300 0.614 5 4 1 0.050 0.051 0.001 0.010 
2 1 0 -5.177 -5.131 0.046 0.088 9 1 3 -0.031 -0.006 0.025 0.103 
2 1 1 -3.476 -3.465 0.011 0.048 5 4 2 -0.059 -0.066 0.007 0.051 
2 2 0 5.646 5.605 0.041 0.102 7 2 1 0.036 0.038 0.002 0.025 
2 2 1 -0.692 -0.692 0.000 0.025 5 4 3 -0.024 -0.023 0.001 0.012 
2 2 2 3.062 3.117 0.055 0.087 7 2 2 0.036 0.040 0.004 0.036 
3 0 2 -2.311 -2.330 0.019 0.047 5 4 4 -0.099 -0.084 0.015 0.065 
3 1 1 2.677 2.687 0.010 0.049 7 2 3 -0.081 -0.080 0.001 0.041 
3 1 2 0.543 0.550 0.007 0.042 7 2 4 -0.064 -0.069 0.049 0.037 
3 2 1 -1.637 -1.658 0.021 0.045 9 3 1 0.053 0.049 0.004 0.133 
3 2 2 -0.398 -0.398 0.000 0.019 5 5 2 -0.124 -0.169 0.025 0.190 
3 3 1 1.455 1.459 0.065 0.021 7 2 5 -0.004 -0.103 0.099 0.167 
3 3 2 0.213 0.211 0.002 0.014 9 3 2 -0.091 -0.028 0.063 0.153 

Table 10.5 - Reflection statistics using valence data. 

10.3.1 L-shell M E M with low angle data 

I t is questionable what effect the higher resolution data have upon the refinement. Almost all 

of their intensity derives from the core scattering, and since this is removed, the higher angle 

valence structure factors all have very small magnitudes of similar size to their a values. I t is 

reasonable to assume that removing these data from the refinement will not degrade the result, 

with the added benefit that the pool of mis-fit is reduced so that strong data are fitted more 

tightly. Table 10.6 shows that the strong data do indeed come into much closer agreement but 

the rest of the data are far too tightly fitted, with many data points having a perfect fit. 

/ l k / Fo Fc Fo-Fc ^{Fo) 
1 1 1 15.775 11.205 4.570 1.004 
2 0 0 9.855 9.577 0.278 0.614 
2 1 0 -5.177 -5.180 0.003 0.088 
2 1 1 -3.476 -3.480 0.004 0.048 
2 2 0 5.646 5.668 0.022 0.102 
2 2 1 -0.692 -0.693 0.001 0.025 
2 2 2 3.062 3.065 0.003 0.087 
3 0 2 -2.311 -2.313 0.002 0.047 
3 1 1 2.677 2.685 0.008 0.049 
3 1 2 0.543 0.542 0.001 0.042 
3 2 1 -1.637 -1.639 0.002 0.045 
3 2 2 -0.398 -0.398 0.000 0.019 
3 3 1 1.455 1.455 0.000 0.021 
3 3 2 0.213 0.213 0.000 0.014 
4 0 0 0.458 0.458 0.000 0.047 
4 0 2 1.021 1.021 0.000 0.049 
4 1 0 -0.421 -0.421 0.000 0.042 
4 1 1 -0.294 -0.294 0.000 0.045 
4 1 2 -0.099 -0.099 0.000 0.019 
4 2 0 1.033 1.033 0.000 0.021 
4 2 2 0.646 0.645 0.001 0.014 

Table 10.6 - Reflection statistics using low angle valence data. 

Despite having very small magnitudes, removal of the higher angle data has a negative effect on 

the map (Figure 10.6). The hydrogen atoms have disappeared and there is much less information 
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in the carbon valence region. 

Figure 10.6 - Valence density using low angle data. 

10.3.2 L-shell M E M with low angle data as hard constraints 

From the subset of low angle reflections, only the two strongest have appreciable mi.s-fit and i t 

would therefore seem unlikely that these two reflections contain the missing valence information 

that was pre-sent in the previous map, therefore tightening the fit of these reflections by using 

the data as hard constraints is imlikely to improve matter greatly. However, i t is possible that 

the valence information has been lost by fitting the remaining refiections too tightly. We saw 

from the first part of the chapter that tightening the fit for all data actually caused the higher 

angle data to mis-fit more where necessary so an obvious next step is to use the data as hard 

constraints to see i f the weaker data are not so overfitted and reintroduce valence structure back 

into the map. 
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h /!; / F„ Fc F„-Fc a{Fo) 
1 1 1 15.775 15.759 0.016 1.004 
2 0 0 9.855 9.867 0.012 0.614 
2 1 0 -5.177 -5.180 0.003 0.088 
2 1 1 -3.476 -3.471 0.005 0.048 
2 2 0 5.646 5.665 0.019 0.102 
2 2 1 -0.692 -0.693 0.001 0.025 
2 2 2 3.062 3.071 0.009 0.087 
3 0 2 -2.311 -2.313 0.002 0.047 
3 1 1 2.677 2.646 0.031 0.049 
3 1 2 0.543 0.543 0.000 0.042 
3 2 1 -1.637 -1.635 0.002 0.045 
3 2 2 -0.398 -0.398 0.000 0.019 
3 3 1 1.455 1.443 0.012 0.021 
3 3 2 0.213 0.212 0.001 0.014 
4 0 0 0.458 0.462 0.004 0.047 
4 0 2 1.021 1.027 0.006 0.049 
4 1 0 -0.421 -0.421 0.000 0.042 
4 1 1 -0.294 -0.294 0.000 0.045 
4 1 2 -0.099 -0.099 0.000 0.019 
4 2 0 1.033 1.038 0.005 0.021 
4 2 2 0.646 0.651 0.005 0.014 

Table 10.7 - Reflection statistics ussing low angle valence data as hard constraints. 

Figure 10.7 - Valence density using low angle data as hard constraints. 



CHAPTER 10. MEM RESULTS FOR ACETYLENE 107 

Tightening the overall fit slightly increases the deviation for the weaker reflections but does 

nothing to improve the map, further degrading the reproduction of the valence density in the 

central bond region. 

I t would appear from the last two refinements that inclusion of the higher angle data is 

essential to reproduce the valence density, although i t is not obvious why this should be the case. 

10.3.3 L-shell M E M with hard constraints 

We now turn to the last remaining derivative of the L-shell projection variation of maximum 

entropy. The higher angle data is retained while the data are used as hard constraints to reduce 

the residual on the strongest reflections. 

Figure 10.8 - Valence density using data as hard constraints. 
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/ l fc ( Fo Fc F„-Fc a(Fo) h k I F„ Fc Fo-Fc a{Fo) 
1 1 1 15.775 15.740 0.0.35 1.004 5 3 4 0.014 0.024 0.010 0.079 
2 0 0 9.855 9.877 0.022 0.614 5 4 1 0.050 0.041 0.009 0.010 
2 1 0 -5.177 -5.175 0.002 0.088 9 1 3 -0.031 -0.035 0.004 0.103 
2 1 1 -3.476 -3.469 0.007 0.048 5 4 2 -0.059 -0.051 0.008 0.051 
2 2 0 5.646 5.671 0.025 0.102 7 2 1 0.036 0.037 0.001 0.025 
2 2 1 -0.692 -0.689 0.003 0.025 5 4 3 -0.024 -0.014 0.010 0.012 
2 2 2 3.062 3.074 0.012 0.087 7 2 2 0.036 0.038 0.002 0.036 
3 0 2 -2.311 -2.307 0.004 0.047 5 4 4 -0.099 -0.109 0.010 0.065 
3 1 1 2.677 2.637 0.040 0.049 7 2 3 -0.081 -0.078 0.003 0.041 
3 1 2 0.543 0.543 0.000 0.042 7 2 4 -0.064 -0.062 0.002 0.037 
3 2 1 -1.637 -1.654 0.017 0.045 9 3 1 0.053 0.049 0.004 0.133 
3 2 2 -0.398 -0.391 0.007 0.019 5 5 2 -0.124 -0.102 0.022 0.190 
3 3 1 1.455 1.444 0.011 0.021 7 2 5 -0.004 -0.002 0.002 0.167 
3 3 2 0.213 0.213 0.000 0.014 9 3 2 -0.091 -0.088 0.003 0.153 

Table 10.8 - Reflection statistics using valence data as hard constraints. 

The appearance of the map is similar to Figure 10.5 which used the experimental standard 

deviations on the data. I f anything i t is marginally better with more pronounced peaks at the 

hydrogen positions and slightly cleaner background. There is also a little more detail in the 

central bonding region, although the contour lines are less smooth than before. Overall this is 

probably the best map. Fitt ing the data tightly reduced the large deviations (Table 10.8) from 

the strong reflections without increasing the overfit of the weaker ones. 

10.4 Summary 

This work was undertaken with the aim of learning the relative characteristics of different maxi­

mum entropy reconstructions, ultimately to produce better quality results. Of particular impor­

tance was the use of a real data set, representative of the type usually obtained in charge density 

experiments using standard equipment. This has been acliieved by three different approaches of 

using the data as hard constraints by reducing the size of the pool of mis-fit, truncating the data 

set to reduce the size of the pool of mis-fit, and removing approximately the core scattering to 

produce valence only maps. From the various possible combinations of the above variations of 

the method the following conclusions can be drawn. 

• The standard M E M gives poor quality maps. For the particular data set used, no peaks for 

the hydrogen atoms of the acetylene molecules could be located in the density map. Spu­

rious features in the background of substantial magnitude are common. The few strongest 

reflections are substantially underfitted while the remainder are overfitted. 

• Tightening the fit by assigning each reflection a small experimental a value in the refinement 

improves the agreement of the strong reflections as expected. Contrary to expectation 

however, such an approach also causes the weaker data to be slightly less tightly fitted. 

The effect on the maps is to sharpen features while suppressing the general background, 

although spurious background peaks also appear sharpened. 

• Retaining the experimental a values while truncating the data set reduces the deviation of 

the strong reflections by reducing the total amount of mi.s-fit, but overfitting of the weaker 

data is increased. The maps are markedly less informative than the corresponding all-data 

results 
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• Removing the core scattering from the data to give L-shell projection MEM gives the biggest 
improvement. Substantially reducing the dynamic range of the fimction being reconstructed 
allows far greater detail in the lower regions to be observed, in this particular case, it allows 
the hydrogen atoms to become apparent. 

10.5 Conclusions 

From this particular study, the maximum entropy method does not seem to be competitive with 

the multipole model for charge density analysis. The L-shell projection technique does improve 

matters, allowing additional detail to be obtained, but not to a sufficient degree to make i t a 

worthy alternative. 

Rirther advances such as using non-uniform measures in the relative entropy expression or 

even entirely different entropy expressions are worth considering, particularly if valence structure 

factors are used, but the inability to deconvolute thermal motion to give the static density limits 

the ultimate utiHty of the method. 



Chapter 11 

Density Matrix Refinement 

11.1 Introduction 
Given the inherent limitations of the maximum entropy method, one must conclude that X-ray 

diffraction data themselves contain insufficient information to adequately describe the system 

under study, and the return to least-squares refinement of a structured model is necessary. The 

multipole models already described are slanted more towards the conventions of crystallography 

than those of quantum chemistry, being somewhat ad hoc improvements to the standard static 

scattering model of spherical atoms. One is entitled to think that more accurate charge densities 

may be obtained by improving the refinement model. Unfortunately, i t is difficult to see where 

further improvements may be made to the multipole model, save perhaps for improvements in the 

atomic scattering factors used. Since molecular electron densities are quantum chemical entities, 

it is reasonable to look to molecular quantum mechanics for an improved model of the charge 

density. 

Such a model exists, and is a description of the charge density in terms of orbital products 

introduced by Coulson^*^ and named by him as the Charge and Bond-Order Matrix. I t is the 

representation in a particular basis set of one of a set of interesting fimctions, the reduced density 

matrices. 

11.2 Wavefunctions, Densities and Density Matrices 
11.2.1 Density functions 

Given an electron waveunction * ( x i , X 2 , . . . ,X7v), where x contains both the spatial ( r) and 

spin (s) variables for that electron, the quantity 

* ( x i , X 2 , . . . , X A ' ) * * ( X i , X 2 . . . , X A , ) d x i c i X 2 . . . X A T (11.1) 

is interpreted as the probability of simultaneously finding electron 1 in d x i , electron 2 in cix2 

etc. A more useful property is the probability of finding electron 1 in cfaci and the other electrons 

anywhere which is 

d x i y ^ * ( x i , X 2 , . . . , X N ) * * ( x i , X 2 , . . . , X A , ) d X 2 . . . ( i X N (11.2) 

Since the wavefunction is completely symmetrical in the variables of the A' electrons and each 

one therefore has the same probabihty of being in a given volume element, the probability of 

110 
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finding any of the N electrons in t ix i must be N times this. This is the one electron spin density 
fimction 

p(x) = Â  J * ( x i , X 2 , . . . , X A r ) * * ( X i , X 2 , . . . , X N ) d X 2 . . . d x N (11.3) 

The more familiar spinless one electron density is obtained by integrating over spin 

p{r) = j p(x)ds (11.4) 

This is just the probability of finding an electron in dx\ irrespective of its spin. Similar density 

functions may be defined for more than one electron, for example, the two-electron density 

which defines the probability of simultaneously finding electron 1 in <tx.\ and electron 2 in dx2 

irrespective of the positions of any other electrons is the pair function 

7 r ( x i , X 2 ) = N ( A ^ - l ) j » I ' ( x i , X 2 . . . , X A f ) ' J ' * ( x i , X 2 , . . . , X w ) c i x 3 . . . X j v (11.5) 

This is reduced to spinless form as before by integrating over spin 

n{Ti,T2) = j n{xuX2)dsids2 (11.6) 

The pair fimction contains information on the correlated motion of electrons and thus is of 

considerable interest. 

The extraction of an expectation value from a wavefunction is fairly straightforward for any 

general operator'*^ 

(O) = y <I'*(x)0*(x)cix (11.7) 

I f O is just a multiplicative operator such as the position operator then 

(O) = j 6*(x)**(x) (11.8) 

and since O is a multiplier we can use the commutative law of multiplication so that 

y6*(x)**(x)dx = y^dp(x,)(ix (11.9) 

11.2.2 Density matrices 

In the case of a differential or integral operator, the commutative law will not apply and the 

rearrangement cannot be performed. This problem is overcome by introducing a new piece of 

notation'*^. We say that O operates only on x deriving from rp. Now change the variables of ip* 

from X to x' to make i t immune from O. Rewrite the operator expression as 

( 0 ) = / 6*(x)*'(x')(ix (11.10) 

Jx'=x 

and put x' = X after performing the integration. The generalised density function is now written 

as 
p(x)=Kx;x') (11.11) 

so that 

(O) = / dp (x ;x ' )dx (11.12) 
Jx'=x 
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Exactly the same procedure holds for extraction of an expectation value from the two electron 
density matrix. 

These generalised density matrices are obtained by squaring the wavefunction and integrating 

out the extra particles, but retaining the coordinate information separately from ^'(x) and * * ( x ) . 

For example for the spin-traced charge density 

p{T;r')^N j * ( r i , r 2 , . . . , r y v ) * " ' ( r ' , , r 2 , . . . , r y v ) ( i r 2 . . . d r A / (11.13) 

This separate storage of coordinate information from r and r ' is the essential difference be­

tween the density and the corresponding density matrix. Obtaining the density from its matrix 

is called the collapse of the density matrix 

P{T)= j 8{v-T')p{T-T')dr' (11.14) 

The density is hence that element of the f i i l l density matrix when r = r ' , and is therefore called the 

diagonal of the density matrix. The density matrix contains more information than the density. 

In fact, for molecular electronic wavefunction the density matrix contains sufficient information 

to calculate all energy components, while this cannot be done, at least within operational form, 

from the density. 

11.2.3 Natural Orbitals 

The concept of the natural expansion of the density matrix was introduced by Lowdin^**'^^^. 

Any proper one-electron density matrix derived from the corresponding -electron wavefimction 

wil l be Hermitian 

P{V;T')=P'{V'-V) (11.15) 

and can therefore be brought to diagonal form by some unitary transformation. The eigenvec­

tors of the den,sity matrix are caJJed the natural orbitals, and their respective eigenvalues the 

occupation numbers. The spin-traced density matrix can therefore be restated 

P{T;T') = Y,niU^)ri{r') (11.16) 

i 

where n ; is the occupation number of the natural orbital (/>i(r). The Hermiticity of the matrix 

leads to real occupation numbers and orthonormal natural orbitals'"". 

If we diagonalise the .spin-included density matrix we obtain the natural .spin-orbitals 

p (x ;x ' ) = ^ n i 0 i ( x ) < / , a x ' ) (11.17) 

The natural orbitals have a special place in the context of this work. Not all possible one-

electron density matrices can derive from an N-particle wavefunction so a way to discriminate 

between those which do and are hence quantum mechanically acceptable and those which are 

not is sought. The proof of this problem, the A^-representability problem for the one-electron 

density matrix has been given by Coleman'^\ and is in terms of the matrix eigenvalues. U.sing 

the normalisation of Trp{T;r') — N, the N-representability criteria for the spin-traced density 

matrix are 

0 < n , < 2 (11.18) 
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and that the matrix should be correctly normalised 

Ylni = N (11.19) 
t 

These criteria may be thought of as a restatement that no orbital may contain more than two 

electrons, and the sum of the occupation numbers must sum to the total number of electrons. 

11.2.4 Idempotency 

Of the class of N-representable one matrices, a particular subset are those matrices where the 

natural orbital occupancies are either zero or two exactly, and the density matrix has the charac­

teristics of a projection operator. Such a density matrix is described as idempotent and has the 

special property that in a sense i t equals its own square'®^. Idempotent matrices correspond to 

"pure" quantum mechanics in the sense that the system is in a single, pure state. For any isolated 

atom or molecule of N electrons, not interacting with its surroundings, the N-electron density 

matrix will be idempotent. However, due to the instantaneous interactions of the individual 

electrons, the one-electron density matrix will not be idempotent, since all of the one-electron 

states or orbitals are interacting with each other. 

In atomic and molecular theory there is a special case, however. Within the Hartree-Fock 

approximation, no accoimt is taken of electron correlation with the result that within HF theory, 

the one particle states are pure in the above sense, and hence the one-electron density matrix 

is idempotent. The natural orbitals of a wavefunction from HF theory have integral occupation 

numbers. As is known, post-HF treatments of electron correlation produce orbitals with non-

integral occupation numbers and hence a non-idempotent matrix. 

Although the true one-matrix must be non-idempotent, i t has been proven that an idempotent 

matrix can describe the true density exactly'^^'^^'', and hence an idempotent one-matrix would 

make an ideal model for the charge density. I t has the advantage over the multipole model that 

i t is quantum mechanically acceptable. 

11.2.5 Basis Set Representation 

The preceeding density matrices have been in their most general form as continuous functions, 

and would be better named as density kernels. The projection of the one-matrix into a basis set 

representation is relatively painle!5s. Starting with our natural expansion (11.16) and expanding 

the natural orbitals into a basis set of m atomic orbitals Xt(r) by the linear combination of atomic 

orbitals principle 
m 

<t>i{r) =Y.Xj{r)cji (11.20) 
j=i 

In this representation, the density matrix becomes a more conventional matrix P with elements 

Pjk 
P = Pjk=Y.cjinicli (11.21) 

t 
or equivalently 

P = CNC^ (11.22) 
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with C = Cj i and N = Nu — m, the diagonal matrix of natural orbital occupation number. A 
simplified statement of the density matrix is in terms of the contributions of the orbital products 

p ( r ; r ' ) = ^ P , * X , ( r ) x ^ ( r ' ) (11.23) 
jk 

In general, the atom centred basis function will be non-orthogonal giving an idempotency relation 

modified by the overlap matrix S 

PSP = 2P (11.24) 

where the factor of two comes from working with the spin-traced density matrix and hence doubly 

occupied orbitals. 

11.2.6 X-Ray Scattering 

The introduction of density matrices into X-ray scattering is relatively triviaP'''^'^'"'. In the non-

relativistic l imit , the total scattering (sum of elastic and inelastic scattering) is a function of 

the two-electron den.sity matrix and occurs at all scattering vectors (not just reciprocal lattice 

points), given as its ratio to the classical scattering of a free electron {Id) 

/ fot(H)/ /o, = ^ + ^ j J Arur2;r'ur'2exp{iH{n - r2))dridr.2 (11.25) 

Our interest lies only in the elastically scattered intensity from a crystal however, and being a 

one-electron property wholly defined by the charge density i t is defined by the diagonal of the 

one-matrix 

/c(a , t .c (H)/ /„ = 11 pir-T)exp(iKT)dr\' (11.26) 

Of more interest is the structure factor in terms of the density matrix and scaled relative to the 

total elastic scattering from a unit cell, obtainable by simply taking the square root of the above 

equation 

F ( H ) = J piT;T)exp(iHx)dT (11.27) 

This can be recast in terms of the natural expansion of the one-matrix 

F ( H ) = ^ n i f Mr)<l>:{r)exp{iHT)dT (11.28) 
i *' 

The density matrix formulation of the scattering of X-rays was later applied to investigate 

the difference in total cind elastic scattering from density matrices at the HF and post-HF levels 

for atomic Beryllium This work is important because it draws attention to the differences 

in scattering curves with varying levels of correlation. Inelastic scattering, being a function of 

the two-electron density matrix is most affected by incorporation of electron correlation but the 

changes to the elastic scattering curve are not negligible. 

11.3 Determination of the One-Matrix 

The first attempts to directly determine the one-matrix'^* used the electrostatic and virial the­

orems as constraints in a fitting procedure of Slater functions for H J , H2, and He2. The process 
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was successful except for the fact that one natural orbital had either a negative occupation num­
ber, or an occupation number greater than two. The subsequent approach""^ to this problem 
which ensured N-representability was the imposition of idempotency on the matrix. McWeeny 
has given an iterative means of returning to idempotency an almost idempotent matrix'^^ 

F„+, =3P„2-2P„3 (11.29) 

Generalising this equation to incorporate other constraints in the form of expectation values of 

operators on the one matrix 

TrPdk={Ok) (11.30) 

using the method of Lagrange multipliers gives 

P„+i = 3 P ^ - 2 P „ ^ - t - 5 3 A f c 6 f c (11.31) 
ib 

This methodology was applied with some success to subsequent direct determinations of the 

one-matrix for small atoms and molecules'^'"''^°''^°''^. 

11.4 Application to the Crystallographic Case 

The first attempts to fit the one-matrix to structure factors were made by Coppens^°^. No 

restriction was placed upon the occupation of the density functions and therefore the density 

was in fact represented in terms of one and two centred orbital products in a minimal basis. No 

heed was paid to the A^-representability of the density matrix. The general conclusion reached 

from this work was that severe linear dependencies among the orbital product functions existed, 

leading to very large correlation coefficients in the least squares procedure. The removal of poorly 

determined density fimctions such as two centre orbital products on atoms not bonded and also 

removal of all two centre terms is considered in refinement against several data sets^°'''^''''''^°*'. 

The two centre orbital products are observed to be essential for realistic description of the charge 

density and a general description of the density in terms of one and two centred orbital products 

is seen to give reasonable charge densities. The individual values of orbital product occupancies 

however are not physically meaningful due to their severe correlations. 

Clinton'^"^ was the first to produce and idempotent matrix fi-om X-ray diffraction data, albeit 

simulated data. Structure factors were calculated from Stewart, Davidson and Simpson's bonded 

hydrogen atom^'^ in H-i and these were fitted in the least squares sense to a model density 

matrix derived from a Is and a 2s basis set. In .such a limited basis set, there is only one free 

parameter available in an idempotent matrix while there are two in the corresponding normalised 

but non-idempotent matrix. The non-idempotent matrix invariably fails to be A'-representable, 

although i t gives a slightly better fit to the structure factors. This is interesting from a practical 

point of view since the p r o o f s ' ® ^ ' ' g i v e n that an idempotent matrix can reproduce a density 

exactly assumed an unlimited basis set. Given a limited basis set i t is not unexpected that a 

non-idempotent matrix will have greater flexibility to describe a density, but this extra flexibility 

will come at the expense of A'^-representability. 
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The imposition of idempotency restricts the number of independent parameters in the ma­
tr ix and hence will reduce the correlation problems encountered by Coppens. The number of 
conditions required to fix an idempotent matrix is^°* 

K,{M,N) = N{M - N) (11.32) 

where M is the number of basis functions used and is the number of doubly occupied orbitals 

while for the normalised but non-idempotent matrix the number is 

K,,iM) = ^ i ^ ^ ± ^ - l (11.33) 

The idempotent matrix is linear in the dimension of the basis set while the non-idempotent 

matrix is quadratic. 

Examination of the effect of starting guess in the refinement of an idempotent density matrix 

has been performed for simulated data from the hydrogen molecule'^"^ and a recommendation of 

the HF density matrix is made. 

So far, i t has been assumed that the molecular states in the crystal are genuinely localised. 

While this is a fair as.sumption for organic crystal structures, i t is not so for conductors and semi­

conductors where the states are delocalised over the whole crystal in bands. The appropriate 

generalisation of the basis functions to Bloch orbitals has been published-^'". 

The first application of the localised state density matrix to real experimental data has been 

performed on the Beryllium data set of Larsen and Hansen^" by Massa and coworkers^^^. The 

fit to the data is excellent despite the limited basis set and proves that the fonnalism will work 

in real situations. Pecora has fitted an idempotent density matrix to po.sitron annihilation data 

from a Cu-Ge alloy'^'^. 

11.4.1 Thermal Effects 

The multipole model of the charge density is a one-centred expansion of pseudoatoras. The 

treatment of thermal motion within the multipole model is of independently moving pseudoatoms, 

and the charge density of each pseudoatom is convoluted with the thermal parameters assigned 

to that nucleus. An obvious treatment of thermal motion for one-centre orbital products in the 

density matrix expansion is to convolute the charge density of that orbital product with the 

thermal parameters assigned to the nucleus on which i t is centred. An appropriate practical 

treatment of thermal motion for two-centred orbital products does not suggest itself so easily '''*. 

A reasonable empirical estimate is to use the average of the temperature factors for the two 

c e n t r e s " ' ^ I n the case of an orbital product between bonded centres, the component parallel 

to the bond will be a good approximation since the rigid bond test^ '̂̂ ^ shows that this component 

seldom differs for the two atoms in question. Averaging the perpendicular components for the 

two atoms is more of an approximation. This procedure is even less rigorous when the two 

centres are not bonded and the rigid bond criterion does not apply, although low temperature 

experiments do reduce the degree of thermal motion considerably. 

The greatest part of the thermal motion of molecules in crystals can be interpreted as a rigid 

body executing translational, librational and screw motions, the so-called TLB approach'"'..This 
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approximation comes about because the lattice modes are mucli lower in energy and therefore 
much more highly populated than the internal molecular modes. Additionally, the lattice modes 
involve a far greater magnitude of nuclear motion than the internal bond stretcliing and bending. 
Treatment of thermal motion of two-centre orbital products within the TLS formalism is much 
simplified'^'''. 

Practical fits of den.sity matrices for molecular systems incorporating thermal smearing have 

used the average temperature factor for two centre orbital products, in the fit of a minimal basis 

set to structure factors from crystalline formamide^'^ and to transition metal d-orbitals in a 

copper complex^®. 

11.5 Practical Application in DENMAT 

The original work carried out on fitting density matrices to experimental data used the Fortran 

program DENMAT''^'* kindly supplied by Sean Howard at the University of Wales, Cardiff. The 

density matrix is expressed in terms of products of standard basis set orbitals expressed as 

gaussian expansions such as ST0-6G, 3-21G etc. The basis set is general but restricted to s and 

p type fimctions, and the populations of the orbital products are refined. The atomic positions 

and temperature factors are not refined and are assumed known from an independent source such 

as a neutron structure determination or a multipole refinement of X-ray data. In its standard 

form, no accoimt is taken of anomalous scattering by the atomic core electrons. The starting 

guess is the HF density matrix computed by the GAMESS program. 

11.5.1 Algorithm 

The fitting algorithm is based on that of Pecora^*^. The usual function is minimi.sed 

X' = ^ « ; „ | | F o , , ( H ) - *|Pea;c(H)||'^ (11.34) 

where A; is the scale factor chosen to minimise the sum and the calculated structure factor is 

FcaiciH) = PjkTjkir)expl,iHx) [Xj{r)xk{rrexp{itlv)dr (11.35) 

with Tjk the temperature factor assigned to the jk-th orbital product. In the case of more than 

one molecule per unit cell, the orbital products are transformed to their symmetry equivalent 

positions and a further summation over all molecules in the unit cell is performed. 

The fit is performed by varying the Pjk to minimise x^. Two methods are available, both 

iterative. The first is to utilise the gradient vector Vx^ and perform a steepest descent method. 

The elements of Vx'^ are computed as'̂ '* 

^ = - E d i M < l ^ " ™ l - ' l - . ( H ) l ) . ( F . ( H ) ( ^ " ) . ^ ) ^ 4 H , - , ( n . 6 , 

For a reasonable sized basis set for a molecule this is a relatively large calculation. Given this 

vector, the current density matrix is perturbed by a small amount 6 giving a new matrix 

P' = P - V x ' . ( 5 (11-37) 
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The second method is less elegant but much less computationally demanding. Random pertur­
bations to the matrix elements are made and i f 'S reduced, the perturbed matrix becomes the 
current one. I f not, a new set of random perturbations are applied to the current matrix imtil a 
lower value is obtained. 

The above methods wil l produce a general matrix, neither normalised nor idempotent. If we 

wish to con.sider non-idempotent matrices, they should at least be normalised. This is easily 

performed by computing the current normalisation of the density matrix, PS, and then rescaling 

each element by the ratio of the desired normalisation to the current one. This is performed after 

each step of perturbation before computing the new x^. To produce an idempotent matrix, the 

McWeeny algorithm is used, suitably modified to take into account the non-orthogonality of the 

basis fimctions 

Pn+l = ^PnSPn - ^ P „ 5 P „ 5 P „ (11.38) 

This procedure is iterated until the value of P „ 5 P „ - 2P„ is below a specified tolerance. 



Chapter 12 

D M refinements of formamide 

12.1 Introduction 

In collaboration with Dr. Sean Howard and as an extension to the published work'^'^, I have 

implemented some new features into the DENMAT code. The first is the normalisation routine to 

produce non-idempotent but normalised matrices. Output of a Fourier coefficient file to produce 

residual maps has ahso been added and this is particularly useful in evaluating the changes 

between the initial HF starting guess and the final fitted matrices. 

A .second more fundamental change has been the use of anomalous dispersion corrected struc­

ture factors as input data. Although the anomalous scattering for first row atoms with Molyb­

denum radiation is small, i t is worth accounting for. This has been achieved by correcting the 

experimentally observed structure factors using the atomic core positions and temperature factors 

from a multipole refinement, which is performed before density matrix refinement proceeds. 

The data .set used in this work was collected at the University of Glasgow by Drs. Paul 

Mallinson and Chris Frampton. The molecule is formamide, space group P2i/n, Z - A and the 

data were collected at 123K on a CAD4 automated diffractometer. After data merging there 

were 1789 reflections with F > 3cr(P). A multipole refinement using XD gave R - 2.540% and 

was used as the source of atomic positions and temperature factors. The data were rescaled 

according to the multipole refinement and are therefore approximately on an absolute scale. 

12.2 Minimal Basis Set 

As a first approximation, a minimal basis set of gau.ssian contractions was used. The basis 

set cho,sen was the standard ST0-6G basis^^°'^^', giving 18 basis function per molecule. The 

minimum number of data points required to uniquely determine an idempotent matrix of 18 basis 

fimctions is 72, while for the non-idempotent matrix i t is 170. Both of these values are far less 

than the 1789 reflections used in the fit. 

12.2.1 Hartree Fock Starting Matrix 

A Hartree Fock calculation was carried out using the GAMESS codê '̂ '̂  to provide the initial 

density matrix. This matrix is of course idempotent. Before any refinement takes place, i t is 

instructive to note how well this density compares with the experimental data. While the x^ 

119 
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and R factor give a rough guide to the agreement, more information is gained from the residual 

density which shows where the data and the current Hartree-Fock density are in disagreement in 

real space. 
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Figure 12.1 - Residual density for the ST0-6G HF matrix. Contours at O-leA"^. 

The most striking feature from this residual map is that the minimal basis Hartree Fock 

calculation has much more density in the oxygen lone-pair regions and too little in the carbonyl 

bond. Elsewhere, the agreement is not too bad, but there is a general imderestimate of bonding 

density by the calculation. The agreement factors for the initial density matrix are reasonable 

(Table 12.1) showing that on the whole the HF guess isn't too bad a representation of the 

crystalline density. 

R{F) Scale 
PHF 19.806 5.255% 1.033 
Pldemp 7.725 3.802% 1.028 
PNorm 4.832 2.985% 0.918 

Table 12.1 - Fit statistics for the ST0-6G basis set. 
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An interesting feature is that the scale factor for the data is 1.033, appreciable different from 

the miiltipole value of 1.00. The reason for this is not obvious. 

As mentioned previously, the total density pr) does not provide a great deal of information 

so the Laplacian of the density, V'^/9(r) will be used to assess the chemical sense of the fitted 

densities. 
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Figure 12.2 - ST0-6G HF Laplacian map. 

The Hartree Fock Laplacian map (Fig 12.2) is as expected with negative V^p(r) in all covalent 

bonds. The lone-pairs on the oxygen atom appear a little too equatorial, and we know that this 

general area is where the experiment and theory are in most disagreement. 

12.2.2 Idempotent Fitted Matrix 

The next stage of the analysis wa-s to vary the matrix elements while retaining the idempotency 

constraint. As Table 12.1 indicates, the fitted matrix is in far closer agreement to the data than 

the HF matrix, with a reduction in ^ from 19.806 to 7.725. The R factor is also substantially 
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improved from 5.255% to 3.802%. The experimental residual map (Figure 12.3) shows that the 
fitted matrix gives a better reproduction of the experimental density both in the oxygen lone-pair 
and carbonyl bond regions. There remain substantial deviation of up to 0.2eA~^ elsewhere in 
the molecule, but at least the most serious discrepancies have been reduced. 
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Figure 12.3 - Residual density for the ST0-6G idempotent matrix. Contours at O.leA"^. 

This gives hope that the Laplacian distribution (Figure 12.4) from the fitted idempotent ma­

trix will also be better than the HF one. Unfortunately, it is surprisingly poor, with unphysical 

features such as an effectively ionic carbonyl bond, no local concentrations of the charge corre­

sponding to lone-pairs and an almost ionic C-N bond. It is obvious that the idempotent fitted 

matrix in this minimal basis set, while being N-representable is chemically unreasonable. The 

A^-repre.sentability conditions on the charge density itself are that it be differentiable, normalised 

and everywhere positive''''*. Numerical analysis of the density shows that it is everywhere posi­

tive, and being expanded in a set of gaussian orbitaJs it will be differentiable. It is also normalised 

so although the density is N-representable, it is not chemically meaningful. 
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Figure 12.4 - ST0-6G idempotent Laplacian map. 

12.2.3 Normalised Fitted Matrix 

The preceeding section has shown that the idempotent density matrix in the minimal ST0-6G 

cannot simulatneously fit the data and give a chemically sensible Laplacian map. Starting with 

the idempotent fitted density matrix, the idempotency constraint was lifted to produce the best 

fitted normalised density matrix. Further improvements in the function to a value of 4.832 

and R = 2.985% were achieved. More worrisome is the refined scale factor for the normalised 

matrix of 0.918 compared the multipole scale factor of 1.00, which should be reasonably accurate. 
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o 

Figure 12.5 - Re.sidual density for the ST0-6G normalised matrix. Contours at O.leA ^ 

The residual map for the normalised density matrix (Figure 12.5) is comparable to the one 

resulting from the idempotent fitted matrix. There are no gross features about the oxygen atom 

or in the carbonyl bond although there is a general lack of density in these areas. This is probably 

related to the scale factor discrepancy. There is also a relatively large peak outwith the molecule 

between H(l) and H(3). Despite the better value for x^, the residual map does not really indicate 

a substantially better fit to the data. 

By lifting the idempotency constraint, there is no surety of producing either an A^-representable 

density matrix or density. Examining firstly the density, numerical analysis shows that the den­

sity does take small negative values at several areas in the molecular plane, and hence is not 

quantiun mechanically acceptable. 

Turning to the density matrix, we might hope that by chance the eigenvalues remain between 

zero and two and an acceptable density matrix results. This is not the case in practice for the 

normalised matrix. The lowest eigenvalue is -1.424 while the highest is 4.762, both massively 

outside the required limits. In fact only eight of the eighteen eigenvalues lie between zero and 

two, with four negative and six greater than two. 
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Figure 12.6 - Eigenvalue spectrum for the normalised ST0-6G density matrix. 

The spread of eigenvalues can be seen in the eigenvalue spectrum in Figure 12.6. The eigen­

values for the idempotent matrix are two for the first twelve naturcil orbitals and zero for the 

remaining six. There is no correspondence between the two spectra in this case. 

The Laplacian map (Figure 12.7) for this fit is much better than the idempotent matrix. All 

bond axe covalent with a negative V^p(r) at the bond critical points. The lone-pairs are just 

about visible on the oxygen atom, and at more reasonable positions compared to the HF density. 

12.2.4 Conclusions from STO-6G matrices 

The first conclusion reached for the ST0-6G density matrices is that the Hfu-tree Fock density is 

in considerable disagreement with the experiment. The two possible causes are that the Hartree 

Fock density is accurate and the experiment differs due to solid state effects perturbing the free 

molecule density, or that the minimal basis set Ccilculation is deficient, with the latter the more 

likely. The idempotent fitted density matrix is a far better reproduction of the experiment but 

gives a chemically unreasonable density and is therefore of little use. The normalised fitted density 

matrix gives a good fit to the experiment and a chemically reasonable Laplacian map. It has 

already been stated that an idempotent matrix may describe any reasonable density'®*'̂ ®®, and 

therefore there should be no gain in lifting the idempotency condition. However, this situation 

will only prevail in the case of a sufliciently flexible basis set. A minimal basis set obviously does 

not meet these criteria and substantial deviation from iderapotency is required to make up for 

the basis set inadequacy. 

A similar effect can occur in calculations in a minimal basis set. Inclusion of correlation 

in a minimal basis set calculation leads to unreaJistically high "correlation". This is not tnie 

correlation but merely the calculation adapting in a way to make up for the minimal basis set. 
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Figure 12.7 - ST0-6G normalised Laplacian map. 

The density matrix for a true, correlated wavefimction expanded in an infinite basis set will 

be of infinite order. It is known that the most rapidly convergent series approximation to the true 

wavefimctions is the natural expansion, and for a given number of terms, the approximation with 

the greatest overlap with the true waveftmction of a specified order is obtained by tnuicating 

the natural expansion at this order and renormalising the result'^". A related question of more 

relevance in this case concerns the best approximation to the true one-electron density matrix. 

Given the true one-electron density matrix po(r;r') in an infinite basis set, the "best density" 

approximation to /)o{r;r') is trivially^^^ 

Tr(p(r;r') - poij\r')) = minimum (12.1) 

This best density approximation to order n is given as before by truncating the natural orbital 

expansion at the nth term and renormalising the result. Our main problem with the normalised 

fitted density matrix is that it is not N-representable. The above discussion suggests an obvious 

way to obtain the best density approximation to the normalised fitted density matrix which is 
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idempotent and hence N-representable. For formamide with 24 electrons, truncate the natural 

orbital expansion at twelve terms, and rescale the eigenvalues of these natural orbitals to two. 

The Laplacian map produced from this "best density" idempotent matrix is shown in Figure 

12.8. 
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Figure 12.8 - ST0-6G "best density" idempotent Laplacian. 

It generally appears worse than the idempotent fitted matrix. While tnmcation of the natural 

expansion followed by renormalisation of the eigenvalues will provide the best approximation 

to an N-representable matrix, it may not be the best approximation to a markedly non Â -

representable one. The poor flexibility of the minimal basis set is almost certainly the cause of 

the large deviation from A^-representability so no conclusions on the "best density" idea should 

be draw on this result alone. 
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12.3 Split-Valence Basis Set 

The most obvious next stage of development is the use of a better quality basis set. In the 

next part of the work, the 6-31G split valence basis set̂ '̂' was used. For the forraamide case this 

comprises 33 basis ftmctions. The minimum number of data to uniquely fit an idempotent density 

matrix is 252 giving an approximate data to parameters ratio of ten, while for the non-idempotent 

matrix it is 560 data reducing the data to parameters ratio to approximately five. 

12.3.1 Hartree Fock Starting Matrix 

The re,sidual for the Hartree Fock starting den.sity (Figure 12.9) shows that the 6-31G Hartree 

Fock density is much closer to the experimental density than the corresponding minimal basis 

set calculation, although some of the features are common. There is still too much density in the 

calculated lone-pairs compared to the experiment while there is too little density in the carbonyl 

bond. The agreement in the remainder of the molecule is far better. 

Figure 12.9 - Residual density for the 6-31G idempotent matrix. Contours at O.leA .̂ 
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The statistics for the fitted 6-31G density matrices along with the Hartree Fock calculated 

one are shown in Table 12.2. The calculated density matrix fits the data much better than the 

ST0-6G calculated one with reduced from 19.806 to 10.430, and R factor reduced from 5.255% 

to 3.531%. The scale factor is 1.026, a little closer to the multipole refined value. 

R{F) Scale 
PHF 10.430 3.531% 1.026 
Pldemp 9.969 3.494% 1.026 
PNorm 3.635 2.508% 1.004 

Table 12.2 - Fit statistics for the 6-31G basis set. 

I ' ' ' 
I I I 

' ,' < ! 
I I , ' I , ' 

I I , I I / • 
' I I ' ' / ' 

\ / I I ' ' ,' ' \ ^ / / / / / / 

I I I v ' I I I I : I 
( i / / / I / I 
' ' > I I , / I 

' I I , ' 
' ' I , , ' 

/ I I . 
' , / I I 

/' / / / 
/ /' / 

Figure 12.10 - Laplacian distribution for the 6-31G HF matrix. 

The calculated Laplacian map in this basis is obviously reasonable. Compared to the STO-

6G Laplacian, the oxygen atom lone-pairs are at less equatorial positions, closer to the positions 

given by the fitted normalised ST0-6G matrix. This suggest that the deficiencies in the calculated 

density at the minimal basis set level are more likely to be the cause of the poor fit of that den,sity 
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to the experiment in the oxygen lone-pair region, rather than solid state effects, although .some 
discrepancy between the 6-3IG density and the experiment still occurs here. 

12.3.2 Idempotent Fitted Matrix 

Refining the density matrix elements while retaining the idempotency requirement was the next 

step. The improvement in agreement factors is quite small, giving a higher value than the 

even the idempotent fitted ST0-6G matrix. 
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Fig\ire 12.11 - Residual distribution for the 6-31G idempotent fitted matrix. 

The residual map indicates that the main discrepancies around the oxygen between the calcu­

lated matrix and the data remain. Since both of the ST0-6G fitted matrices managed to remove 

this feature, it is possible that the minimisation procedure used is stuck in a false minimum and 

that the final matrix obtained may be dependent upon the starting point. Given the number of 

basis fimctions, the topology of the x^ surface is probably far more complicated than the ST0-6G 

one, making a global minimum much easier to locate in the latter case. The small differences 
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in agreement indices between the Hartree Fock and idempotent fitted matrices suggest that the 

idempotent matrix has changed only a little from the starting point, further evidence that a false 

minimum has been reached and the Laplacian distribution does not differ in markedly from the 

Hartree Fock one. 
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Fig\ire 12.12 - Laplacian distribution for the 6-31G idempotent fitted matrix. 

12.3.3 Normalised Fitted Matrix 

The 6-3IG normalised fitted matrix gives by far the best agreement factors with = 3.635 

and R = 2.508. The scale factor is 1.004 which is the clo.sest of all the matrices to the multipole 

refined value. According to the residual map, this matrix fits the data the best with no substantial 

residual in the oxygen lone-pair region or the carbonyl bond. This is ftirther evidence that the 

6-3IG idempotent refinement has come to rest in a local rather than global minimum. 
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0 

Figure 12.13 - Residual distribution for the 6-31G normalised fitted matrix. 

Numerical analysis for the 6-31G normaHsed fit shows that the density goes slightly negative 

and therefore cannot be considered quantum mechanically acceptable. Of much greater interest in 

this case is the eigenvalue spectrum (Figure 12.14 - Note: four eigenvalues did not differ from zero 

in the second decimal place and are excluded from the graph). The eigenvalues of the ST0-6G 

normalised matrix differed hugely from those of an idempotent matrix, but in this case the extra 

fiexibility of the split-vaJence basis set leads to much smaller violations of the A'-representability 

criteria. The smallest eigenvalue is -0.295 while the large.st is 2.603. Of even greater interest is the 

shape of the eigenvalue spectrum. With no restrictions other than normalisation placed on the 

density matrix, the eigenvalue spectrum resembles an idempotent one. The first twelve natural 

orbitals have occupancies close to two, and their sum is 24.619, quite close to the idempotent 

value of 24.00. Of the remaining orbitals, three have small positive occupancies, seven have 

reasonably small negative occupancies, seven are close to zero and the remaining four effectively 

zero and excluded from the eigenvalue spectrum for this reason. 
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Figure 12.14 - Eigenvalue spectrum of the 6-31G normalised fitted matrix. 

The shape of the eigenvalue spectrum suggests that the flexibility of the 6-31G basis set is 

approaching the level where an idempotent matrix will be suflScient to fully describe the density, 

but that a modest deviation from idempotency is still required in this basis. 

The next stage of basis set expansion would conventionally be to add a set of d polarisation 

functions to carbon, oxygen and nitrogen to give the 6-31G* basiŝ ^®. Assuming use of the set 

of six cartesian d-functions on each centre, the basis set size becomes 52 fimctions requiring 

a minimum of 480 data to provide a unique fit for the idempotent matrix and 1377 for the 

normalised matrix. The data to p£irameters ratio is unacceptable for the normalised matrix, and 

in any case, scattering fi-om orbital products involving d functions is beyond the airrent program 

capabilities. 

Another possibility would be the 6-31IG extended basis set^^®. For formamide this amounts 

to 48 functions requiring 432 data for the iderapotent fit and 1175 for the normalised fit. A 

possible advantage in using 6-31 IG is that it is "correlation-consistent", i.e. the radial exponents 

are energy optimized in a correlated calculation as opposed to ST0-6G and 6-3IG which are 

optimized at the Hartree Fock level. A disadvantage is that the extra fimction is a diffuse 

fiinction and diffuse functions in real space project only into the lowest angle data in reciprocal 

space and hence will probably be poorly determined. 

The Laplacian distribution (Figure 12.15) for the 6-3IG normalised fitted density matrix 

is chemically soimd, with all bonds well defined. The oxygen lone-pairs are also well defined, 

although smaller in extent thEui the theoretical equivalents, and at slightly more polar angles 

than usually seen in calculated maps. The only feature not convincing is the diffuseness and 

slightly lop-sided appearance in the region of H(3). The scattering by hydrogen is of course weak 

in X-ray studies and underdetermination of the orbital products involving H(3) centred functions 
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could be the cause. 
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Figure 12.16 - Laplacian distribution for the 6-31G normalised fitted matrix. 

12.3.4 Conclusions from 6-31G matrices 

The Hartree Fock calculated density with the 6-31G basis set is in much better agreement with 

the experimental data than the ST0-6G calculated matrix. The idempotent fitted 6-3IG matrix 

is probably not the best idempotent 6-3IG density matrix since the evidence presented suggest 

that the minimisation algorithm has settled into a local minimum of the x ' function. 

The best fitted density in terms of agreement to the data is the normalised 6-31G matrix. It 

has the lowest agreement indices of all and a chemically informative Laplacian distribution. The 

eigenvalue spectrum is closer to A^-representability than the corresponding ST0-6G one, and 

in fact resembles an idempotent eigenvalue spectrum. It is known that in a sufficient basis set 

an iderapotent matrix can describe the true density, and hence the deviation from idempotency 

of the fitted normalised matrix for any given basis set could be a useftil indicator of basis set 

sufficiency. 
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The "best denisity" idea truncated at twelve terms to give an idempotent matrix with the 

6-31G basis gives a reasonable Laplacian map (Figure 12.17). 
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Figure 12.17 - Laplacian distribution for the "be.st density" idempotent matrix. 

The lop-sidedness of H(3) has gone but the lone-pairs on the oxygen atom are markedly 

different in extent, although their positioning is consistent with the normalised matrix. Due to 

software limitations no values for the agreement indices are available and also there is no way 

currently to produce a residual map for the "best density" idempotent matrix. The similarity 

of the oxygen atom here compared to the normalised density matrix suggests that the residual 

features in this area may have been reduced but without hard evidence it is difficult to be 

conclusive. 

Within the best density idea, there are other alternative ways of producing an A'-representable 

matrix from the fitted normalised one. Truncating the expansion at a higher level should improve 

the correspondence between the two matrices. As a test, the eigenvalues of the first seven natural 

orbitals which are all greater than zero were set to two. Summing all of the positive eigenvalues 
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gives only 23.485 electrons so rescaling of some of the eigenvalues is necessary. There are 15 

eigenvalues with 0.0 < nj < 1.970 so rescaling these eigenvalues to normalise the matrix will 

given the N-representable density matrix closest to the fitted matrix. A slight complication 

arises since rescaling of the largest matrix makes it greater than two, but this is overcome by 

setting this eigenvalue to two and rescaling the other positive eigenvalues. This natural orbital 

expansion has 22 terms. 

An alternative would be to reset the eigenvalues greater than two to exactly two, exclude the 

negative eigenvalues with m < -0.017 and add an equal amount to all of the remaining eigen­

values until a normalised matrix results. This method gives 25 terms, and maximum agreement 

term for term with the eigenvalues of the complete normalised matrix. In practice, both methods 

give an imperceptibly different Laplacian distribution and therefore the former method is used. 
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Figure 12.18 - Laplacian distribution for the "best density" matrix. 

This matrix should be the best A^-representable density matrix available in terms of agreement 

with the data. One-electron properties calculated from it should be closer to the true experimental 
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values than the 6-3IG idempotent fitted matrix, even in the case where the idempotent method 
finds a true minimum. 

12.4 Gradient Information and False Minima 

All of the fitted matrices reported in this work were obtained by the random perturbation ap­

proach. While rather brutalist and imelegant, this method consistently returned lower x~ values 

than the gradient based techniques, which always found some local minimum less optimal than 

the random technique. 

Assuming that the problem of false minima could be solved, the gradient based approach 

has the major disadvantage that Vx'^ needs to be evaluated in every step. In the early stages 

of a refinement where many of the elements of Vx'^ are large, big gains in x' occur at eacli 

step and the efficiency of the algorithm is good. As convergence is approached far too long is 

spent computing Vx^ for the small gains at each step, and the random method becomes more 

economical. 

One way to improve efficiency while retaining the use of gradient information was implemented 

in the code. This involved optimising the value of S by Brent's Method'̂ '̂ ^ when updating the 

density matrix at each step 

F ' = F - V x ^ < 5 (12.2) 

to give the greatest gain in x'̂  for that iteration. In the early stages of refinement, the steps are so 

big that the matrix is perturbed so far from idempotency that the McWeeny algorithm diverges, 

so the maximum value of 6 has to be limited at the start. As convergence is approached, the 

elements of dx^/dPij become so small that they contain little useful information, and their errors 

are probably of similar magnitude to their values. The net effect is that the refinement moves 

slowly around a flat bottom and has to be terminated. For normalised density matrices, this 

method finds the same minimum as the random perturbation technique, but always converges 

on a higher minimum in the idempotent case. 

A disadvantage of both methods over the conventional least-squares approach outlined in 

Appendix A is that no variance-covariance matrix is produced. This would be particularly useful 

in density matrix refinement to determine which parameters are poorly determined and which 

are heavily correlated. A further computational project would be to implement full least squares 

with inversion of the normal equations but this was outside the time limitations of the project. 

12.5 Basis Set Expansion 

The next step to even better fits to experimental data should be expansion of the basis set. A 

few difficulties become apparent though. Firstly, the "standard" basis sets in common usage are 

radially optimized in the sense of producing the best energy in some trial calculations on isolated 

gas-phase molecules. One can certainly envisage basis sets which give reasonable energies but 

much poorer densities, so perhaps radially optimizing basis sets with the charge density in mind 

as an additional criterion to the energy would be sensible. Such basis sets would obviously give 

better values for all one-electron properties. 
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A second problem is that the density of an isolated molecule is likely to be more diffuse 
than that of the same molecule in a crystal, where electron-electron repulsion with the charge 
densities of neighbouring molecules will tend to make the density more compacted and truncate 
the exponential decay to zero with distance. Radially optimized basis sets for molecules in 
crystals would likely differ from the corresponding free molecule functions for large r. 

Polarisation functions of higher angular momenta, specifically a shell of d functions on the 

heavier atoms would be one obvious improvement to the 6-31G basis set, but increases the number 

of orbital products quite substantially, diminishing the data to parameters ratio. The equation 

given in the previous chapter for the minimum number of data to uniquely fix a density matrix 

with a basis set of any particular dimension assumed the data were imcorrelated and noiseless. 

We know that information on the valence density is carried predominantly by the low angle data, 

so although we have 1789 data in the refinement, the higher angle reflections will carry very little 

information for most of the density matrix parameters. 

This problem is further exacerbated for the hydrogen atoms which scatter very weakly. A 

customised basis set with a single Is function with suitably optimized radial exponent on the 

hydrogen atoms would probably eliminate some of the poorly determined orbital products, for 

example perhaps reducing the lop-sidedness of H(3) in the 6-31G normalised fit. 

The best basis set would be one with the minimum number of parameters, all as uncorrected 

as possible. For both basis sets used in this work, the normalised matrix gives better fits than 

the idempotent matrix in the same basis. The eigenvalue spectrum analysis suggests that the 

idempotent matrix will give as good a fit as the normalised one with a sufficient basis .set. This 

agrees with the theoretical work stating that an idempotent matrix can describe any density. It 

is also known that the idempotency constraint acts to reduce parameter correlation in addition 

to substantially reducing the total number of parameters'̂ ^*. An appropriate basis set has the 

importance of allowing the idempotency constraint to be retained, increasing the chance of a 

unique, well defined matrix. 
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Appendix A 

Least Squares 

A . l Rudimentary considerations 

The material in this appendix is drawn from some standard works on crystallographic least-

squares analysis '̂̂ *'''̂ '̂ '''̂ ^°''̂ ^^ Any situation where model fitting is to be applied requires a 

suitable model, set of observations and knowledge of the mathematical relationship between the 

model and the observations. In a situation where the model has more parameters than we have 

observations, the situation is underdetermined and it is impossible to proceed. If we have the 

same number of model parameters as observations, the problem is formally exactly determinable. 

However in any real situation, experimental observations are subject to both statistical fluctuation 

and systematic error and hence even this case is imderdetermined. The only case where any 

progress is possible is when there are many more observations than parameters and the problem 

is formally over-determined. For such cases the chosen method of finding tlie optimal model 

giving the best fit to the data is least-squares analysis. 

A. 1.1 Linear observational equations 

If the relationship between the model parameters and our observations is linear, we can define a 

•set of equations called the observational equation 

Mx = b (A.l) 

where A is a matrix of dimensions m x n with rn > n, x is a vector representing the n model 

parameter values and b represents the 7n data points. For experimental observations, no exact 

analytical solution will occur and a residual vector may be defined as 

r = b - 4x (A.2) 

If each observational equation is assumed to be equally precise, we can adopt minimization of 

r^r , the product of the residual vector with its transpo.se. 

The more realistic situation of variable error magnitude applies to experimental data. To 

approach this problem we assume we have another set of observational equations of the same 

order as before 

Bx^d (A.3) 
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We now construct a matrix X with elements Xij being the expectation value of the product 
of Ti and rj, the residuals of equations i and j. It can be shown that X is syjnmetric and po.sitive 
definite, and we can therefore from a lower triangular matrix of order jn calling it W such that 

WXW"^ = / (A.4) 

If we then set 

WB = A (A.5) 

we can form a set of equations for which the expectation value for the square of each residual 

r^r is imity 

H^d = b (A.6) 

W is of the order m x m but ignoring the correlations between members of the set of equation 

Wd = b, both W and X become diagonal and each element of W is the reciprocal of the 

expectation error of the corresponding equation. Premultiplication of Bx = d by W to get 

Ax = b means the coeflScents and right hand .sides of each equation ar multiplied by a separate 

constant so that each equation becomes equally uncertain. The weighted /Ix = b eqiiations thus 

formed are called the prepared observational eqviations. The normal equations have solutions 

minimizing r^r and have the form 

M = r^r (A.7) 

= (b - Axf{h - Ax) (A.8) 

= b^b - 2b^>lx + x^ / l ^Ax (A.9) 

Differentiating each element with respect to x in turn gives the set of equations 

dMdx^-2b'^A + 2x'^A'^A (A.10) 

Dividing this by 2 and tran.sposing, bearing in mind that at the minimum of M , dM/dx =0 

gives 
A'^Ax = A'^h (A.11) 

These are the normal equations. A'^A is symmetric and positive definite and can therefore be 

inverted provided A is of rank n, that is at least n of the m observational equations are linearly 

independent. This might not be the case if many of the ob.servations in fact provide the same 

information as each other, or several of the imknowns to be determined are the same parameter. 

A. 1.2 Non-linear observational equations 

In the particular case of least-squares refinement of the charge density model against experimental 

structure factor amplitudes, the relationship is non-linear being the Fourier transform. For our 

set of observations Fo(H), we can calculate the corresponding values from our current set of 

model parameters x 

Fe(H) = fe(H,x) (A. 12) 
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If the set of f o ( H ) are independent and each has an estimated to be uncertain by l/y/Ni then 
minimize 

M(x) = ^ « ; „ | ( 7 r o ( H ) | - | F , ( H , x ) | | 2 (A.13) 

H 
M(x) will probably be of complicated form with many local minima. If we have a reasonable 

good starting guess Xo to x, which gives a local minimum so that x = Xo -I- (5x with Sx. small, we 

can expand M(x) as a Taylor series 

M(x) = Y: n>H\\F.m - [ l^c(H,x) + ± ^ ^ S x j + 1/2 f : E ^-^Z^^-J^-^ + ' • • UP 

(A.14) 

We have assumed that 6xj is small for all j and therefore SxjSxk must be very small. If this 

assumption is valid then the second and higher derivatives may be ignored to give 

M(x) = E'"H||^O(H)| - | F , ( H , x J | - f 2 ^ ^ ^ S x j \ ' (A.15) 

H j = l 

This equation is of the same form as (1.8) with the .substitutions Aij = ^wndFc{li,-x.)/dxj 

and bi = v^WH||fo(H)| - | Fc (H ,Xo) | | and Xj = 6x.. We therefore have linearised and prepared 

observational equations of the form 

A8y. = b (A.16) 

and instead of solving to obtain the parameter values, we solve to obtain the parameter shifts to 

be applied to the current model. The corresponding normal equations are 

A'^A6x = A^h (A. 17) 

The elements of the A^ A matrix are 

^ dxi dxj 

and the elements of A^h are 

{A^b)i = E'"H(^|FO(H)| - | F , ( H , x ) | ^ l ^ ^ ^ (A.19) 

H 
The process is iterative and must be applied successively until the shifts are smaller than a 

certain value. The criteria for convergence applied is often that no parameter shift should be 

greater than 0.01 times that parameter's esd. 

Because the evaluation of the parameter shifts involved calculations of derivatives from the 

current model, a poor initial model will lead to poor derivatives and hence spurious shifts. Large 

shifts should be damped in the initial stages of refinement to prevent the model making large 

changes into a neighbouring minimum. 

Additional useful data produced in the least squares process are the parameter esd's and 

correlation coefficients. Assuming accurate standard deviations on an absolute scale on our 

experimental data and with a weighting scheme of wn — 1/(7^, the standard deviations on our 

parameter estimates and the correlation coefficients are given by the variance-covariance matrix 

C with 
C = (A^A) (A.20) 
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Parameter variances (the squares of the esd's) are provided by the inverse of the diagonal elements 
of the variance covariance matrix 

a| = -L (A.21) 

The oflF-diagonal elements are the covariances 

Cij ^ Pij<Ti(Tj (A.22) 

The most valuable information from the covariances are the correlation coefficients pij 

Pij = (A.23) 

These correlation coefficients are on an absolute scale. A parameter is obviously totally correlated 

with it.self and hence p,-,- = 1. A good choice of model would have low correlations between 

parameters and for this reason the correlation coefficients are invaluable in deciding between 

alternative models. In.spection of the parameter esd's from the variance matrix is also valuable 

in the same context. 



Appendix B 

Supplementary Material for 
Nitrogen Ylide 

B . l Structural Parameters 
B . l . l Fractional atomic co-ordinates 

atom x/a ylb z/c 
0(1) 0.49108(6) 0.25000 0.50075(10) 
0(2) 0.37128(7) 0.25000 0.26804(9) 
N(l) 0.33200(5) 0.25000 0.75775(8) 
N(2) 0.30532(9) 0.25000 0.55406(11) 
N(3) 0.39324(6) 0.25000 0.44379(8) 
C(l) 0.21907(6) 0.25000 0.84579(10) 
C(2) 0.39059(5) 0.06203(9) 0.82115(7) 
H ( l l ) 0.23118 0.25000 0.99467 
H(12) 0.17801 0.11632 0.80219 
H(21) 0.46935 0.05403 0.75504 
H(22) 0.39531 0.06914 0.97108 
H(23) 0.34150 -0.06328 0.77975 

B.l.2 Mean-square atomic displacements (A^) 

The form of the anisotropic temperature factor is: 

3 3 

exp[-27r^X^X^{/i^/ii/i^a*a;] 

Uu t/22 t/33 Ul2 Uiz t/23 
0(1) 0.0149(3) 0.0268(3) 0.0136(3) 0.0000 0.0035(2) 0.0000 
0(2) 0.0305(4) 0.0231(3) 0.0070(2) 0.0000 0.0003(2) 0.0000 
N(l) 0.0109(2) 0.0122(2) 0.0077(2) 0.0000 0.0005(2) 0.0000 
N(2) 0.0129(3) 0.0164(3) 0.0083(2) 0.0000 -0.0011(2) 0.0000 
N(3) 0.0172(3) 0.0137(3) 0.0076(2) 0.0000 0.0008(2) 0.0000 
C(l) 0.0137(3) 0.0215(3) 0.0146(3) 0.0000 0.0040(2) 0.0000 
C(2) 0.0229(2) 0.0191(2) 0.0120(2) 0.0076(2) 0.0017(1) 0.0034(2) 

H ( l l ) 0.005 
H(12) 0.009 
H(21) 0.023 
H(22) 0.021 
H(23) 0.015 

151 



APPENDIX B. SUPPLEMENTARY MATERIAL FOR NITROGEN YLIDE 152 

B.2 Multipole population coefficients 
atom Pv Poo Pii P i - i 
0(1) 6.21( 6) - -0.06( 1) -0.02( 1) -
0(2) 6.21 ( 6) - -0.06( 1) -0.02( 2) -

N(l ) 5.58(12) - -0.03( 1) -0.02( 1) -
N(2) 5.14( 8) - -0.07( 1) -0.07( 1) -
N(3) 5.18(12) - 0.02( 1) -0.01( 2) -
C(l) 4.74( 8) - -0.19( 2) 0.01( 2) -
C(2) 4.53( 8) - -0.20( 3) 0.15( 3) 0.17( 3) 
H ( l l ) 0.59( 2) - 0.03( 1) 0.00( 1) -
H(12) 0.59( 2) - - - 0.03( 2) 
H(21) 0.68( 3) - - - 0.11( 2) 
H(22) 0.78( 3) - - - 0.11( 2) 
H(23) 0.59( 3) - - - 0.03( 2) 

atom P20 P21 P2-1 P22 P2-2 

o ( i ) 0.02( 2) - - -0.09( 1) -0.01( 1) 
0(2) 0.02( 2) - - -0.09( 1) -0.01( 1) 
N( l ) 0.03( 1) - - -0.07( 1) -0.01( 1) 
N(2) 0.05( 1) - - 0.01( 1) 0.04( 1) 
N(3) -0.10( 2) - - 0.02( 1) 0.02( 1) 
C(l) 0.11( 2) - - -0.12( 2) -0.03( 1) 
C(2) 0.21( 3) 0.01( 2) -0.04( 2) -0.16( 2) 0.12( 2) 

atom P30 P31 P3-1 P32 P3-2 P33 P3-3 

o ( i ) - -0.02( 1) 0.01( 1) - - 0.01( 1) 0.01( 1) 
0(2) - -0.02( 1) 0.01 ( 1) - - 0.01( 1) 0.01( 1) 
N( l ) - -0.10( 1) 0.14( 2) - - 0.08( 1) 0.07( 1) 
N(2) - 0.00( 1) 0.00( 1) - - 0.06( 1) -0.01( 1) 
N(3) - 0.00( 1) -0.01( 1) - - 0.28( 3) 0.00( 1) 
C(l) - -0.08( 2) 0.18( 2) - - 0.16( 2) 0.04( 2) 
C(2) 0.25(3) 0.02( 2) 0.04( 2) 0.00( 2) 0.04( 2) -0.01( 2) -0.27( 2) 

B.3 Definitions of local axes 
ATOM ATOMO AXl ATOMl AT0M2 AX2 R/L 
0(1) N(3) X 0(1) 0(2) Y R 
0(2) N(3) X 0(2) 0(1) Y L 
N(l) N(2) X N(l) N(3) Y R 
N(2) N(3) X N(2) N(l) Y R 
N(3) 0(1) X N(3) 0(2) Y R 
C(l) N(l) X C(l) N(2) Y R 
C(2) H(23) z C(2) H(21) Y R 
H(l l ) C(l) X H( l l ) N(l) Y R 
H(12) C(l) z H(12) H ( l l ) Y R 
H(21) C(2) z H(21) H(23) Y R 
H(22) C(2) z H(22) H(23) Y R 
H(23) C(2) z H(23) H(21) Y R 

B.4 K, values 
K set «' k" 
0 0.998(6) 0.85(6) 
N( l ) 0.964(9) 0.78(4) 
N(2) 0.995(7) 1.08(6) 
N(3) 0.992(10) 0.75(3) 
C 0.984(8) 0.77(2) 
H 1.16 1.16 



Appendix C 

Supplementary Material for 
Metal Complex 

C . l structural Parameters 
C . l . l Fractional atomic co-ordinates 

atom x/a y/b z/c 
C ( l ) 0.71871(6) 0.75719(5) 0.88904(5) 
C(2) 0.55247(5) 0.75260(5) 0.82903(5) 
C(3) 0.53932(5) 0.64485(5) 0.83317(6) 
C(4) 0.66280(6) 0.87696(5) 0.77258(5) 
C(5) 0.43412(5) 0.61418(6) 0.83785(6) 
C(6) 0.37606(6) 0.64553(7) 0.75107(7) 
C{7) 0.38811(7) 0.64867(8) 0.93078(7) 
N ( l ) 0.65302(4) 0.77735(4) 0.80758(5) 
N(IOO) 0.11157(6) 0.11157 0.11157 
0(1) 0.58557(5) 0.60630(5) 0.74930(6) 
O(IOO) 0.18402(10) 0.06618(9) 0.08480(8) 
F ( l ) 0.45801(12) 0.58917(11) 0.50388(12) 
F(2) 0.45349(14) 0.49967(14) 0.36840(12) 
P ( l ) 0.47892(1) 0.47892 0.47892 
N i ( l ) 0.69344(1) 0.69344 0.69344 
H(01) 0.58967 0.53552 0.75716 
H(1A) 0.67818 0.75712 0.95303 
H(1B) 0.76752 0.81496 0.89327 
H(2A) 0.50725 0.77873 0.77424 
H(2B) 0.53217 0.78181 0.89583 
H(3) 0.57201 0.61859 0.89619 
H(4A) 0.65996 0.92662 0.82965 
H(4B) 0.60434 0.88719 0.72557 
H(5) 0.43139 0.53862 0.84172 
H(6A) 0.30642 0.61588 0.75168 
H(6B) 0.40746 0.61804 0.68795 
H(6C) 0.36676 0.72052 0.74656 
H(7A) 0.31903 0.61848 0.93771 
H(7B) 0.38221 0.72406 0.93079 
H(7C) 0.42699 0.62805 0.99237 
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C.1.2 Mean-square atomic displacements (A )̂ 

The form of the anisotropic temperature factor is: 

3 3 
e ,cp[-27r'^^^t /y / i i /»^a*a;] 

i=i j=i 

Un U22 U33 C/13 t/23 
C ( l ) 0.0155(3) 0.0133(3) 0.0110(3) 0.0004(2) -0.0006(2) -0.0021(2) 
C(2) 0.0123(3) 0.0106(3) 0.0156(3) 0.0002(2) 0.0024(2) -0.0005(2) 
C(3) 0.0114(3) 0.0116(3) 0.0140(3) -0.0002(2) 0.0012(2) 0.0009(2) 
C(4) 0.0142(3) 0.0096(3) 0.0147(3) 0.0004(2) 0.0013(3) -0.0009(2) 
C(5) 0.0127(3) 0.0136(3) 0.0180(3) -0.0008(2) 0.0019(3) 0.0009(2) 
C(6) 0.0164(3) 0.0287(4) 0.0196(4) -0.0038(3) -0.0030(3) 0.0008(3) 
C(7) 0.0170(3) 0.0295(5) 0.0177(4) 0.0005(3) 0.0055(3) 0.0021(3) 
N ( l ) 0.0115(2) 0.0099(2) 0.0114(2) -0.0005(2) -0.0001(2) -0.0006(2) 

N(IOO) 0.0133(2) 0.0133 0.0133 -0.0002(3) -0.0002 -0.0002 
0(1) 0.0149(3) 0.0102(3) 0.0180(3) -0.0016(2) 0.0047(2) -0.0025(2) 

O(IOO) 0.0210(5) 0.0225(5) 0.0171(4) 0.0071(4) 0.0046(4) 0.0017(3) 
F ( l ) 0.0272(6) 0.0179(5) 0.0284(6) 0.0073(5) 0.0036(5) 0.0028(5) 
F(2) 0.0321(7) 0.0326(7) 0.0186(6) 0.0051(6) -0.0009(6) 0.0060(5) 
P ( l ) 0.0168(1) 0.0168 0.0168 0.0044(1) 0.0044 0.0044 
N i ( l ) 0.00906(4) 0.00906 0.00906 -0.0003(1) -0.0003 -0.0003 

H(01) 0.028 
H(1A) 0.017 
H(1B) 0.012 
H(2A) 0.027 
H(2B) 0.015 
H(3) 0.010 

H(4A) 0.011 
H(4B) 0.006 
H(5) 0.019 

H(6A) 0.020 
H(6B) 0.024 
H(6C) 0.021 
H(7A) 0.029 
H(7B) 0.023 
H(7C) 0.029 
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C.2 Multipole population coefficients 
atom Pv Poo Pu P i - i Pio 
C(l) 4.54( 6) - 0.07( 3) 0.07( 3) -0.12( 3) 
C(2) 4.28( 6) - 0.06( 3) -0.05( 3) -0.08( 3) 
C(3) 4.24( 5) - 0.09( 3) -0.05( 3) 0.00( 3) 
C(4) 4.44( 6) - 0.11( 3) -0.03( 3) -0.14( 3) 
C(5) 4.33( 5) - 0.04( 3) -0.01( 3) -0.09( 3) 
C(6) 4.58( 6) - 0.02( 3) -0.05( 3) -0.15( 3) 
C(7) 4.34( 6) - -0.16( 4) 0.03( 4) -0.09( 3) 
N( l ) 5.25( 8) - 0.16( 3) -0.05( 3) -0.05( 3) 
N(IOO) 1.60( 5) - - - 0.01( 1) 
0(1) 6.45( 7) - -0.06( 2) -0.05( 2) -0.01( 2) 
O(IOO) 6.40( 5) - -0.01( 2) 0.04( 2) -0.03( 3) 
F( l ) 7.34( 4) - 0.03( 3) 0.01( 3) 0.19( 3) 
F(2) 7.43( 4) - -0.11( 3) -0.18( 3) 0.03( 3) 
P(l) 1.23( 7) - - - -0.05( 1) 
Ni( l ) 2.59( 4) 0.45( 6) - - -0.01( 1) 
H(01) 0.67( 3) - - - 0.14( 3) 
H(1A) 0.72( 3) - - - 0.04( 2) 
H(1B) 0.70( 3) - - - 0.04( 2) 
H(2A) 0.85( 4) - - - 0.12( 2) 
H(2B) 0.75( 3) - - - 0.02( 2) 
H(3) 0.80( 3) - - - 0.05( 2) 
H(4A) 0.69( 3) - - - 0.06( 2) 
H(4B) 0.70( 3) - - - 0.05( 2) 
H(5) 0.72( 3) - - - 0.03( 2) 
H(6A) 0.68( 3) - - - 0.09( 2) 
H(6B) 0.71( 4) - - - 0.09( 2) 
H(6C) 0.80( 4) - - - 0.05( 2) 
H(7A) 0.77( 4) - - - 0.05( 3) 
H(7B) 0.75( 4) - - - 0.03( 3) 
H(7C) 0.86( 4) - - - 0.10( 2) 

atom P20 P21 P2-1 P22 P2-2 
C(l) -0.12( 3) -0.02( 2) -0.05( 3) 0.02( 3) -0.06( 2) 
C(2) -0.07( 3) -0.06( 3) -0.01 ( 2) -0.00( 2) 0.00( 3) 
C(3) 0.12( 3) -0.08( 3) 0.01( 2) 0.00( 2) -0.11( 3) 
C(4) -0.02( 3) -0.05( 2) -0.10( 3) 0.01( 2) -0.06( 3) 
C(5) -0.06( 3) 0.07( 3) -0.03( 3) 0.04( 3) -0.06( 3) 
C(6) -0.08( 3) 0.01( 3) 0.04( 3) 0.04( 4) -0.06( 3) 
C(7) 0.00( 3) 0.01( 3) -0.06( 3) -0.05( 3) 0.02( 3) 
N( l ) -0.02( 3) 0.01( 2) -0.04( 3) 0.13( 3) 0.00( 2) 
N(IOO) -0.03( 1) - - - -
0(1) 0.02( 2) -0.03( 2) 0.01( 2) 0.05( 2) -0.04( 2) 
O(IOO) -0.12( 3) 0.04( 2) 0.00( 2) 0.06( 2) -0.05( 2) 
F(l) -0.01( 3) -0.01( 3) -0.02( 3) -0.03( 3) 0.00( 3) 
F(2) 0.02( 4) 0.05( 3) -0.02( 3) -0.05( 4) -0.03( 4) 
P(l) 0.01( 1) - - - -
Ni( l ) -0.01( 1) - - - -
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atom Pso Psi P3-1 ^̂ 32 P3-2 P33 ' ' 3 - 3 

C(l) 0.31( 3) -0.03( 2) -0.14( 3) 0.01( 3) -0.02( 2) 0.21( 3) -0.16( 2) 
C(2) 0.35( 3) 0.02( 2) 0.01 ( 3) 0.11( 2) 0.15( 3) -0.10( 2) -0.24( 3) 
C(3) 0.33( 3) -0.03( 3) 0.04( 3) 0.09( 3) 0.12( 3) -0.04( 2) -0.20( 3) 
C(4) 0.15( 3) -0.01 ( 2) 0.28( 3) -0.02( 3) -0.11( 2) -0.06( 3) -0.27( 3) 
C(5) 0.31( 3) -0.12( 3) 0.08( 3) -0.05( 3) -0.10( 3) 0.01( 3) -0.29( 3) 
C(6) 0.32( 3) -0.06( 3) -0.13( 3) -0.01( 3) 0.12( 3) 0.03( 2) 0.13( 3) 
C(7) 0.15( 3) 0.00( 3) 0.00( 3) 0.02( 3) -0.02( 3) 0.00( 2) 0.24( 3) 
N(l) 0.24( 3) -0.06( 3) -0.04( 3) 0.21( 4) 0.05( 3) 0.17( 3) 0.00( 3) 
N(IOO) -0.02( 1) - - - - -0.01( 1) -0.06( 1) 
0(1) 0.16( 2) -0.03( 2) -0.04( 2) 0.13( 2) 0.10( 2) 0.01( 2) -0.05( 2) 
O(IQO) 0.06( 2) 0.04( 2) 0.02( 2) -0.08( 1) 0.02( 1) 0.04( 1) 0.05( 2) 
F(l) 0.01( 2) 0.07( 2) 0.01 ( 2) -0.07( 2) 0.13( 2) -0.01( 2) -0.00( 2) 
F(2) 0.07( 2) 0.07(2) 0.01( 2) -0.05( 2) -0.16( 2) 0.03( 2) 0.08( 2) 
P(l) -0.11( 2) - - - - 0.07( 1) 0.02( 1) 
Ni(l) -0.19( 2) - - - - 0.13( 2) -0.09( 1) 

atom P40 P43 P 4 - 3 

P(l) -0.06( 1) -0.02( 1) -0.08( 2) 
Ni(l) 0.04( 1) -0.20( 2) 0.08( 1) 

C.3 Definitions of local axes 
ATOM ATOMO AX] ATOMl AT0M2 AX2 R/L 
C(l) N(l) Z C(l) C(4) Y R 
C(2) N(l) Z C(2) C(3) Y R 
C(3) C(5) Z C(3) C(2) Y R 
C(4) C(l) Z C(4) N(l) Y R 
C(5) C(3) Z C(5) C(6) Y R 
C(6) C(5) Z C(6) C(7) Y R 
C(7) C(5) Z C(7) C(6) Y R 
N(l) C(2) Z N(l) Ni(l) X R 
N(IOO) Ni(l) Z N(IOO) 0(100) Y R 
0(1) H(01) Z 0(1) C(3) Y R 
0(100) N(IOO) Z 0(100) F(2) Y R 
F(l) P(l) Z F(l) F(2) Y R 
F(2) P(l) Z F(2) F(l) Y R 
P(l) Ni(l) Z P(l) F(l) Y R 
Ni(l) DUMO Z Ni(l) N(l) X R 
H(01) 0(1) Z H(01) C(3) Y R 
H(1A) C(l) Z H(1A) H(1B) Y R 
H(1B) C(l) Z H(1B) H(1A) Y R 
H(2A) C(2) Z H(2A) H(2B) Y R 
H(2B) C(2) Z H(2B) H(2A) Y R 
H(3) C(3) z H(3) 0(1) Y R 
H(4A) C(4) z H(4A) H(4B) Y R 
H(4B) C(4) z H(4B) H(4A) Y R 
H(5) C(5) z H(5) C(7) Y R 
H(6A) C(6) z H(6A) H(6B) Y R 
H(6B) C(6) z H(6B) H(6A) Y R 
H(6C) C(6) z H(6C) H(6B) Y R 
H(7A) C(7) z H(7A) H(7C) Y R 
H(7B) C(7) z H(7B) H(7C) Y R 
H(7C) C(7) z H(7C) H(7A) Y R 
DUMO 0.8, 0.8, 0. 8 
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C.4 K, values 
K set «' « 
C 0.984(4) 0.853(7) 
N(l) 0.985(7) 0.70(2) 
N(IOO) 1.00(1) 1.00 
0(1) 0.981(5) 0.78(2) 
O(IOO) 0.974(4) 1.00 
F 0.975(4) 1.00 
P(l) 1.03(2) 1.00 
H 1.16 1.16 

Ko-.HF Ko,2:HF liO,l,3:ST 

Ni(l) 1.04(1) 1.15(4) 0.44(1) 



Appendix D 

Supplementary Material for 
Diacid 

D. l Structural Parameters 
D . l . l Fractional atomic co-ordinates 

atom x/a Vlb zjc 
0(1) 0.01933(8) 0.38217(7) 0.05393(12) 
0(2) -0.10826(8) 0.44257(7) -0.13191(12) 
C ( l ) -0.10587(6) 0.26669(6) -0.08362(9) 
C(2) -0.08085(6) 0.18295(6) 0.02178(9) 
C(3) -0.12199(7) 0.08754(6) -0.02638(10) 
C(4) -0.18899(8) 0.07544(7) -0.17071(11) 
C(5) -0.21585(7) 0.15867(8) -0.27167(11) 
C(6) -0.17363(7) 0.25338(7) -0.22815(10) 
C(7) -0.05967(6) 0.36861(5) -0.04585(9) 
C(10) -0.02155(7) 0.18981(5) 0.17983(10) 
H(3) -0.10196 0.02247 0.05211 
H(4) -0.22040 0.00060 -0.20165 
H(5) -0.26803 0.15057 -0.38480 
H(6) -0.19274 0.31806 -0.30762 
H(7) -0.07287 0.50427 -0.10008 
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D.1.2 Mean-square atomic displacements (A )̂ 

The form of the anisotropic temperature factor is: 

3 3 
e x p [ - 2 7 r 2 ^ ^ t / 0 / » i / i , a r a ; ] 

.=1 j=i 

Uu U22 U33 U12 Ul3 U23 
0(1) 0.0260(4) 0.0175(3) 0.0287(4) -0.0052(3) -0.0151(3) 0.0054(3) 
0(2) 0.0233(3) 0.0181(3) 0.0316(4) -0.0031(3) -0.0124(3) 0.0075(3) 
C ( l ) 0.0153(3) 0.0169(3) 0.0148(3) -0.0017(2) -0.0038(2) 0.0013(2) 
C(2) 0.0167(3) 0.0149(3) 0.0144(3) -0.0011(2) -0.0032(2) -0.0008(2) 
C(3) 0.0234(3) 0.0165(3) 0.0197(3) -0.0027(3) -0.0034(3) -0.0028(3) 
C(4) 0.0262(4) 0.0229(4) 0.0214(4) -0.0062(3) -0.0047(3) -0.0064(3) 
C(5) 0.0248(4) 0.0303(4) 0.0180(3) -0.0064(3) -0.0072(3) -0.0030(3) 
C(6) 0.0200(3) 0.0251(4) 0.0167(3) -0.0037(3) -0.0063(2) 0.0017(3) 
C(7) 0.0163(3) 0.0163(3) 0.0176(3) -0.0022(2) -0.0041(2) 0.0030(2) 

C(10) 0.0204(3) 0.0152(3) 0.0157(3) -0.0003(2) -0.0057(2) 0.0000(2) 
H(3) 0.024 
H(4) 0.029 
H(5) 0.030 
H(6) 0.025 
H(7) 0.048 

D.2 Multipole population coefficients 
atom Pv Poo Pu P i - i Pio 
0(1) 6.38( 6) - -0.06( 2) -0.04( 2) -0.05( 3) 
0(2) 6.45( 6) - 0.00( 2) 0.02( 3) 0.04( 3) 
C(l) 3.84( 5) - 0.04( 2) 0.01( 3) -0.04( 3) 
C(2) 4.03( 5) - 0.01( 2) 0.06( 3) -0.04( 3) 
C(3) 4.10( 5) - -0.03( 2) 0.00( 3) -0.06( 3) 
C(4) 4.06( 5) - 0.02( 3) 0.05( 4) -0.04( 4) 
C(5) 4.04( 5) - 0.04( 3) 0.05( 3) -0.01( 4) 
C(6) 4.07( 5) - 0.00( 2) -0.01( 3) -0.05( 4) 
C(7) 4.00( 6) - 0.00( 2) 0.16( 4) -0.03( 3) 
C(10) 4.14( 5) - 0.00( 4) -0.05( 2) -0.14( 2) 
H(3) 0.79( 3) - - - 0.12( 2) 
H(4) 0.81( 3) - - - 0.17( 2) 
H(5) 0.79( 3) - - - 0.16( 2) 
H(6) 0.78( 3) - - - 0.14( 2) 
H(7) 0.72( 4) - 0.00( 2) 0.04( 2) 0.05( 3) 

atom P20 P21 P2-1 P22 P2-2 

0(1) 0.00( 3) -0.05( 2) 0.03( 2) -0.11( 2) 0.08( 2) 
0(2) -0.01( 2) 0.01( 2) -0.04( 2) -0.07( 2) 0.01( 2) 
C(l) 0.08( 3) -0.02( 2) -0.01( 3) -0.22( 2) -0.02( 2) 
C(2) 0.09( 3) 0.00( 2) 0.00( 3) -0.24( 2) 0.01( 2) 
C(3) 0.10( 3) 0.01( 2) 0.02( 3) -0.22( 2) 0.01( 2) 
C(4) 0.19( 3) 0.01( 3) -0.01( 3) -0.22( 3) 0.02( 2) 
C(5) 0.15( 3) -0.02( 3) 0.02( 3) -0.22( 3) 0.04( 2) 
C(6) 0.16( 3) -0.04( 3) -0.01 ( 3) -0.24( 2) 0.02( 2) 
C(7) 0.20( 3) -0.02( 2) -0.09( 3) -0.24( 3) 0.01( 2) 
C(10) 0.34( 2) -0.02( 3) 0.02( 2) -0.02( 2) 0.00( 2) 
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atom Pso P31 P 3 - 1 P32 P 3 - 2 P33 P 3 - 3 

0(1) 0.01( 2) 0.00( 2) 0.00( 2) 0.05( 2) -0.02( 2) -0.03( 1) 0.00( 1) 
0(2) 0.09( 2) -0.01( 2) -0.04( 2) 0.09( 2) -0.02( 1) 0.01( 1) -0.01( 2) 
C(l) 0.27( 3) -0.01( 2) 0.00( 4) 0.19( 2) -0.01( 3) -0.02( 2) -0.03( 2) 
C(2) 0.34( 3) 0.02( 2) -0.08( 4) 0.25( 2) 0.01( 3) -0.01( 2) -0.01( 2) 
C(3) 0.28( 3) 0.00( 2) 0.03( 3) 0.20( 2) -0.02( 2) 0.01( 2) 0.03( 2) 
0(4) 0.25( 3) 0.01( 2) 0.02( 3) 0.23( 3) 0.01( 2) -0.01 ( 2) -0.03( 2) 
0(5) 0.25( 3) -0.02( 3) 0.05( 3) 0.26( 3) -0.04( 2) -0.03( 2) -0.03( 2) 
0(6) 0.29( 3) -0.02( 2) 0.01( 3) 0.26( 3) -0.02( 2) -0.01( 2) 0.00( 2) 
0(7) 0.44( 3) -0.03( 2) 0.04( 4) 0.24( 3) -0.01( 3) -0.03( 2) 0.01( 2) 
0(10) 0.04( 2) 0.00( 3) 0.02( 3) -0.01( 2) 0.01( 3) -0.01 ( 2) 0.02( 2) 

D.3 Definitions of local axes 
ATOM ATOMO AXl ATOMl AT0M2 AX2 R/L 
0(1) C(7) Z 0(1) C(10) Y R 
0(2) C(7) Z 0(2) H(7) Y R 
C(l) C(7) Z C(l) C(2) Y R 
C(2) C(10) Z C(2) C(3) Y R 
C(3) C(2) Z C(3) C(4) Y R 
C(4) C(3) Z C(4) C(5) Y R 
C(5) C(4) Z C(5) C(6) Y R 
C(6) C(5) Z C(6) C(l) Y R 
C(7) C(l) Z C(7) 0(1) Y R 
C(10) C(2) Z C(10) 0(1) Y R 
H(3) C(3) Z H(3) C(10) Y R 
H(4) C(4) Z H(4) C(l) Y R 
H(5) C(5) Z H(5) C(7) Y R 
H(6) C(6) Z H(6) C(2) Y R 
H(7) 0(2) Z H(7) 0(1) Y R 

D.4 AC values 
K set «' • " / / 

K 

0 0.980(4) 0.81(6) 
0 1.006(6) 0.84(1) 
H 1.16 1.16 
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Courses and Conferences 

E . l External Events 
The following courses and conferences were attended during the tuition period of this thesis. 

• BCA CCG Autumn Meeting - Birmingham, England. 17th December 1993. 

• UK Charge Density Group Meeting - Cardiff, Wales. 1st December 1993. 

• Shelxl-93 Workshop - Newcastle, England. 26th-28th March 1994. 

• BCA Spring Meeting - Newcastle, England. 28th-31st March 1994. 
Poster on Experimental Charge Density Study of a Nickel Complex presented 

• Density Matrix Workshop - Brest, Prance. 5th-6th August 1994. 
Contributor to the paper presented by Sean Howard 

• Sagamore X I Conference - Brest, Prance. 7th-12th August 1994. 
Poster on Experimental Charge Density Study of a Nickel Complex presented 

• The Oxford Quantum Chemistry Summer School - Laredo, Spain. 4th-14th September 
1994. 

• UK Charge Density Group Meeting - Glasgow, Scotland. 10th December 1994. 
Talk given on Maximum Entropy Methods in Charge Density Analysis 

• BCA Spring Meeting - Cardiff, Wales. 27th-31st March 1995. 
Poster on Experimental Charge Density Study of Wea/f Interactions presented 

• BCA School in X-Ray Stnicture Analysis - Birmingham, England. 2nd-8th April 1995. 

• Gordon Conference on Electron Distributions - Plymouth, New Hampshire, USA. 2nd-7th 
July 1995. 
2 Posters on Maximum Entropy and Experimental Charge Densities Presented. 

• BCA CCG Autumn Meeting - Manchester, England. 17th November 1995. 

• UK Charge Density Group Meeting - Durham, England. 14th-15th December 1995. 
Local Organiser and talk given on Density Matrix Methodology and Results 

• BCA Spring Meeting - Cambridge, England. lst-4th April 1996. 

E.2 Internal Seminars 
The chemistry department organises a ful l and varied seminar schedule, which now follows. Those 
talks attended by the author are prefixed with an asterisk. 

• Prof. P.J. Feher, University of California, Irvine, USA. 4th October 1993*. 
Bridging the Gap Between Surfaces and Solution with Sessilquioxanes 
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• Dr. P. Hubbrsby, University of Nottingham, England. 14th October 1993*. 
Alkali Metals: Alchemist's Nightmare, Biochemist's Puzzle and Technologist's Dream 

• Dr. P. Quayle, University of Manchester, England. 20th October 1993*. 
Aspects of Aqueous ROMP Chemistry 

• Prof. R. Adams, University of South Carolina, USA. 21st October 1993. 
Chemistry of Metal Carbonyl Cluster Complexes: Development of Cluster Based Alkyne 
Hydrogenation Catalysts. 

• Dr. R.A.L. Jones, Cavendish Laboratory, Cambridge, England. 27th October 1993*. 
Perambulating Polymers 

• Prof. M.N.R. Ashfold, Universoty of Bristol, England. 10th November 1993*. 
High Resolution Photofragment Translational Spectroscopy: A New Way to Watch Pho-
todissociation 

• Dr. A. Parker, R.A.L., Didcot, England. 17th November 1993. 
Apphcations of Time Resolved Resonance Raman Spectroscopy to Chemical and Biochem­
ical Problems. 

• Dr. P.G. Bruce, University of St. Andrews, Scotland. 24th November 1993*. 
Structure and Properties of Inorganic Solids and Polymers. 

• Dr. R.P. Wayne, Oxford University, England. 25th November 1993*. 
The Origin and Evolution of the Atmosphere 

• Prof. M.A. McKervey, Queen's University, Belfast, Northern Ireland. 1st December 1993. 
Synthesis and AppUcations of Chemically Modified Calixarenes 

• Prof. O. Meth-Cohn, University of Sunderland, England. 8th December 1993*. 
FYiedel's Folly Revisited - A Super Way to Fused Pyridines. 

• Prof. R.F. Hudson, University of Kent, England. 16th December 1993. 
Close Encounters of the Second Kind. 

• Prof. J. Evans, University of Southampton, England. 26th January 1994*. 
Shining Light on Catalysis. 

• Dr. A. Masters, University of Manchester, England. 2nd February 1994*. 
Modelling Water Without Using Pair Potentials. 

• Prof. D. Young, University of Sussex, England. 9th February 1994. 
Chemical and Biological Studies on the Coenzyme Tetrahydrofolic Acid. 

• Prof. K .H . Theopold, University of Delaware, USA. 16th February 1994. 
Paramagnetic Chromium Alkyls: Synthesis and Reactivity. 

• Prof. P.M. Maitlis, University of Sheffield, England. 23th February 1994. 
Across the Border: Fromm Homogeneous to Heterogeneous Catalysis. 

• Dr. C. Hunter, University of Sheffield, England. 2nd March 1994*. 
Noncovalent Interactions Between Aromatic Molecules. 

• Prof. F. Wilkinson, Loughborough University, England. 9th March 1994*. 
Nanosecond and Picosecond Laser Flash Photolysis. 

• Prof. S.V. Ley, University of Cambridge, England. 10th March 1994. 
New Methods for Organic Synthesis. 

• Dr. J. Dilworth, University of Essex, England. 25th March 1994. 
Technetium and Rhenium Compounds with Applications as Imaging Agents. 

• Prof. R.J. Gillespie, McMaster Univensity, Hamilton, Canada. 28th April 1994*. 
The Molecular Structure of Some Metal Fluorides and OxoHuorides: Apparent Exceptions 
to the VSEPR Model. 
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Prof. D.A. Humphreys, McMaster University, Hamilton, Canada. 12th May 1994. 
Bringing Knowledge to Life. 

Prof. N.L. Owen, Brigham Young University, Utah, USA. 5th October 1994. 
Determininng Molecular Structure - The Inadequate NMR Way. 

Prof N. Bartlett, University of California, USA. 19th October 1994*. 
Some Aspects of Ag(II) and Ag(III) Chemistry. 

Dr. P.G. Edwards, University of Wales, Cardiff. 2nd November 1994*. 
The Manipulation of Electronic and Structural Diversity in Metal Complexes - New Lig-
ands. 

Prof. B.P.G. Johnson, University of Edinburgh, Scotland. 3rd November 1994. 
Arene-metai Clusters 

Dr. G. Hogarth, UCL, London, England. 9th November 1994. 
New Vistas in Metal-imido Chemistry. 

Dr. M . Block, Zeneca Pharmaceuticals, Macclesfield, England. 10th November 1994. 
Large-scale Manufacture of ZD 1542, a Thromboxane Antagonist Synthase Inhibitor. 

Prof. M . Page, Huddersfield University, England. 16th November 1994*. 
Four-membered Rings and /3-Lactaniase. 

Dr. J.M.J. Williams, University of Loughborough, England. 23rd November 1994*. 
New Approaches to Asymmetric Catalysis. 

Prof. D. Briggs, ICI and University of Durham, England. 7th December 1994. 
Surface Mass Spectrometry. 

Prof. P. Pansons, University of Reading, England. 11th January 1995. 
App/ications of Tandem Reactions in Organic Synthesis. 

Dr. G. Rumbles, Imperial College, London, England. 18th January 1995*. 
Real or Imaginary Third Order Non-linear Optical Materials. 

Dr. D.A. Roberts, Zeneca Pharmaceuticals, Macclesfield, England. 25th January 1995. 
The Design and Synthesis of Inhibitors of the Renin-angiotensin System. 

Dr. T. Cosgrove, Bristol University, England. 1st February 1995*. 
Polymers do it at Interfaces. 

Dr. D. O'Hare, University of Oxford, England. 8th February 1995*. 
Synthesis and Solid-state Properties of Poly-, Oligo- and Multidecker Metallocenes. 

Prof. E. Schaumann, University of Clausthal. 22nd February 1995. 
Silicon and Sulphur Mediated Ring-opening Reactions of Epoxide. 

Dr. M . Rosseinsky. University of Oxford, England. 1st March 1995. 
Rj77erene Intercalation Chemistry. 

Dr. M . Taylor, University of Auckland, New Zealand. 22nd March 1995*. 
Structural Methods in Main-group Chemistry. 

Dr. M . Schroder, University of Edinburgh, Scotland. 26th April 1995. 
Redox-active Macrocyclic Complexes: Rings, Stacks and Liquid Gases. 

Prof A.J. Kresge, University of Toronto, Canada. 4th May 1995. 
Reactive /ntermediates; Carboxylic-acid Enols and Other Unstable Species. 

Prof. P. Luger, Free University of Berlin, Germany. 11th October 1995*. 
Low Temperature Crystallography. 

Prof. R. Schmuitzler, Universitat Braimschwieg, Germany. 13th October 1995. 
Calixerane-Phosphorus Chemistry: A new Dimension in Phosphorus Chemistry. 
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• Prof A. Alexakis, Unicersite P. et. M . Curie, Paris, France. 
Synthesis and Analytical Uses of ChiraJ Diamines. 

• Dr. D .M. Davies, University of Nurthumbria, Newcastle, England. 
Chemical Reactions of Organised Systems. 

• Prof. W. Motherwell, UCL, London, England. 
New Reactions for Organic Synthesis. 

• B. Langlois, University Claude Bernard-Lyon, FVance. 
Radical Anionic and Pseudo-Cationic Ti-iHuforomethylation. 

• Dr. D. Craig, Imperial College, London, England. 
New Strategies for the Assembly of Heterocyclic Systems. 

• Prof. J.P.R. Williams, University of Oxford, England. 
Metals in Health and Disease. 

• Dr. A. Andrea, UCL, London, England. 
Chemistry of Lanthanides with Polypyrazoylborate Ligands. 

• Prof. D. Bergbreiter, Texas A & M University, Texas, USA. 

18th October 1995. 

25th October 1995. 

1st November 1995. 

3rd November 1995. 

8th November 1995. 

11th November 1995*. 

15th November 1995. 

17th November 1995*. 
Design of Smart Catalysts, Substrates and Surfaces from Simple Polymers. 

Prof. 1. Souter, Lancaster University, England. 22nd November 1995. 
A Water of Glass? Luminescence Studies of Water-Soluble Polymers. 

Prof. D. Tuck, University of Windsor, Canada. 
New Indium Coordination Chemistry. 

Dr. B. Henderson, Waikato University, New Zealand. 
Electrospray Mass Spectrometry - A New Sporting Technique. 

Dr. J .K.M. Saunders, University of Oxford, England. 
Enzyme Mimics. 

Prof. J.W. Emsley, University of Southampton, England. 
Liquid Crystals: More Than Meets the Eye. 

Dr. A. Armstrong, Nottingham University, England. 
Alkene Oxidation and Natural Product Synthesis. 

Dr. J. Penfold, RAL, Didcot, England. 
Soft Soap and Surfaces. 

Dr. R.B. Moody, Exeter University, England. 
Nitrosations, Nitrations and Oxidations with Nitric Acid. 

Dr. P. Pringle, University of Bristol, England. 
Catalytic Self-Replication of Phosphines on Platinum(O). 

Dr. J. Rohr, Universitat Gottingen, Germany. 

29th November 1995. 

10th January 1996*. 

n t h January 1996*. 

17th January 1996*. 

24th January 1996. 

31st January 1996. 

7th February 1996. 

12th February 1996. 

15th February 1996. 
Goals and Aspects of Biosynthetic Studies on Low Molecular Weight Natural Products. 

Dr. C. Pulham, University of Edinburgh, Scotland. 
Heavy Metal Hydrides. 

Prof E.W. Randall, QMC, London, England. 
New Perspectives in NMR Imaging. 

21st February 1996*. 

28th February 1996*. 

Dr. R. Whitby, University of Southampton, England. 6th March 1996. 
New Approaches to ChiraJ Catalysts: Induction of Planar and Metal-Centred Asymmetry. 

Dr. D.S. Wright, University of Cambridge, England. 
Synthetic Applications of MeaN-p-B/ocJf MetaJ Reagents. 

7th March 1996. 
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• Prof. V. Balzani, University of Bologna, Italy. 12th Marcli 1996*. 
Supramolecular Photochemistry. 

• Prof. D. Garner, Manchster University, England. 13th March 1996. 
Mushrooming in Chemistry. 

• Dr. L.D. Pettit. 30th April 1996. 
lUPAC Commision on EquiUbrium Data: pH-metric Studies Using Very Small Quantities 
of Uncertain Purity. 


