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Abstract 

Molecular dynamics simulation performed on modern computer workstations provides 

a powerful tool for the investigation of the static and dynamic characteristics of hquid 

crystal phases. In this thesis molecular dynamics computer simulations have been 

performed for two model systems. Simulations of 4,4'-di-n-pentyl-bibicyclo[2.2.2]octane 

demonstrate the growth of a structurally ordered phase directly from an isotropic fluid. 

This is the first time that this has been achieved for an atomistic model. The results 

demonstrate a strong coupling between orientational ordering and molecular shape, but 

indicate that the coupling between molecular conformational changes and molecular 

reorientation is relatively weak. Simulations have also been performed for a hybrid 

Gay-Berne/Lennard-Jones model resulting in thermodynamically stable nematic and 

smectic phases. Frank elastic constants have been calculated for the nematic phase 

formed by the hybrid model through analysis of the fluctuations of the nematic director, 

giving results comparable with those found experimentally. Work presented in this 

thesis also describes the parameterisation of the torsional potential of a fragment of a 

dimethyl siloxane polymer chain, disiloxane diol (HOMe2Si)20, using ab initio quantum 

mechanical calculations. 
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C H A P T E R 1 

^"ntroduction 

1.1 L i q u i d Crystals 

1.1.1 His tor i ca l Introduct ion 

Liquid crystal mesophases can exist between the solid and liquid phases. In liquid 

crystals molecules are able to difltuse (as in liquids), yet there exists a preferred direction 

of alignment as occurs in crystalline solids. I t is this combination of fluid and crystal 

properties that make liquid crystals fascinating materials to study. 

The discovery of the liquid crystal phase is attributed to the botanist Friederich 

Reinitzer [1]. In 1888, whilst working on melts of cholesteryl benzoate in the Institute 

for Plant Physiology in the University of Prague, Reinitzer wrote [2]: 

With respect to the melting point... despite continued purification I was able 

to find only 145.5°. However, it struck me that the substance, in this case, 

melted not into a clear transparent but always into a cloudy only translucent 
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liquid, which I initially considered to be a sign of impurities, although both 
microscopic and crystallographic examinations of the compound revealed no 
signs of nonuniformity. Upon closer examination, it was then also noted 
that when heated to higher temperatures, the clouding suddenly vanishes. 
This happens at 178.5° 

He then proceeded to describe the presence of 'colour phenomenon' which '...also dis­

plays chromatic polarisation^. 

We now know that what Reinitzer observed was a chiral nematic liquid crystal. 

Phase transitions in homogeneous substances occur at precise temperatures. This led 

Reinitzer to conclude that the observed material was indeed homogeneous, and the 

cloudy hquid was a phase of matter different from both the sohd, and the clear hquid. 

Friederich Reinitzer initiated correspondence with Otto Lehmann of the Polytechnical 

School at Aachen. At that time Lehmann was noted for his work in designing and 

developing polarisation microscopes. From this point onwards Lehmann developed 

a strong interest in liquid crystals, later discovering mesophases in purely synthetic 

materials. 

Although work progressed on the study of such systems, i t was not until 1922, when 

G. Friedel [3] published a paper classifying liquid crystals into types (smectic, nematic 

and cholesteric), that the liquid crystalline phase was finally accepted as being a new 

state of matter. Friedel also introduced the term mesophase, unhappy with the (even 

today) widely used name of liquid crystals. At the present date there are at least 40 

known mesophases [4]. 
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a 0 
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0^ 

Figure 1.1: Schematic diagram of a nematic phase. 

1.1.2 T h e r m o t r o p i c L i q u i d C r y s t a l s 

Mesogenic materials whose phase transitions are initiated by changes in temperature 

are known as thermotropic liquid crystals. There are three varieties of thermotropic 

liquid crystals: nematic, cholesteric (or chiral nematic) and smectic. Nematic liquid 

crystals (figure 1.1) are characterised by having a high degree of long-range orientational 

order, but no long-range translational order. Thus in the nematic phase, molecules 

spontaneously order with their long axes approximately parallel. The cholesteric 

mesophase (figure 1.2) also exhibits nematogenic ordering, but in addition is composed 

of chiral molecules. As a consequence of this, the structure has either a left-handed or 

right-handed (depending on the molecular chirality) twist about an axis normal to the 

preferred direction of the molecular long axes. The cholesteric phase has the ability to 

perform selective refiection of circularly polarised light, and a rotatory power more than 

a thousand times greater than that of an ordinary optically active substance. Smectic 

phases have a further degree of order. In addition to their orientational order molecules 

form into layers. For example, in the smectic-A [SA] phase, layers form with the layer 
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Figure 1.2: Schematic diagram of a cholesteric hquid crystal 
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Figure 1.3: Schematic diagram of a smectic A phase 

normal parallel to the molecular long axes (see figure 1.3). The smectic-C phase differs 

from the SA phase in that the molecules are tilted with respect to the layer normal 

(see figure 1.4). There are also several other smectic phases, which have long-range 

positional order [5]. 

Mesophases can be formed by low molecular mass organic or organometallic molecules. 

However, high molecular mass polymeric substances also form a variety of liquid crys­

tal phases [6]. Polymeric liquid crystals fall into two categories, depending on where 

the mesogenic core lies. I f the core unit is within the main polymer chain then this is 

known as a main-chain liquid crystal polymer (MCLCP) (figure 1.5). The mesogenic 

cores may also be suspended from the 'backbone' forming side-group liquid crystal poly­

mers (SGLCP) (see figure 1.6). The thermotropic mesophases formed by polymers are 

highly dependent on the flexibility of the backbone, the nature of the mesogenic unit 

used and (in the case of SGLCP's) the spacers. 
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Figure 1.4: Schematic diagram of a smectic C phase 

Figure 1.5: Schematic diagram of a main chain liquid crystal polymer. 

Figure 1.6: Schematic diagram of a side group liquid crystal polymer. 
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Figure 1.7: Schematic diagram of a surfactant molecule 

1.1.3 Lyotrop ic L i q u i d C r y s t a l s 

The phase behaviour of lyotropic liquid crystals is governed by both temperature and 

solvent concentration. Lyotropic phases are formed by amphiphilic molecules. These 

consist of a polar head group attached to one or more long non-polar chains (figure 

1.7). These molecules are also known as surfactants (surface active agents). In ap­

propriate solvents amphiphilic molecules can self-assemble to create structures known 

as micelles (figure 1.8). These structures are roughly spherical aggregates in which the 

chains are 'protected' from the solvent by the polar head groups. As the concentra­

tion of amphiphilic molecules increases then much larger structures form, thus creating 

lyotropic phases. Examples of lyotropic phases include the lamellar phase, the cubic 

phase and the hexagonal phase. The lamellar phase is composed of bilayers separated 

by water. These form at high surfactant concentrations and are planar, with the chains 

shielded from the solvent by the head groups (figure 1.9). In the cubic phase the spher­

ical micelles pack together to form an isotropic body centered cubic arrangement. The 

hexagonal phase is formed from tube shaped micelles; the centres of the tubes are filled 

with chains, and the walls are made from the head groups. These tubes pack into an 

hexagonal array. Lyotropic liquid crystals are known to form some mesophases which 

are not exhibited by thermotropic liquid crystals: for example hexagonal columnar 

structures [7,8]. 
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Figure 1.8: Schematic diagram of the micellar phase. 
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Figure 1.9: Schematic diagram of the lamellar phase. 
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1.2 Computer Modelling of Liquid Crystals 

The primary concern of this thesis is the modelling, computer simulation, and sub­

sequent analysis, of liquid crystal materials. To perform a computational study of a 

liquid crystalline compound it is first necessary to create a model that contains the 

"correct physics" to describe the system. 

1.3 Review of models of mesogens 

I t is very common for mesogenic molecules to consist of one or more rigid aromatic 

units often known as core units, which are joined by linking groups and flanked by two 

terminal units. This leads to a characteristic geometric molecular shape that is often 

described as rod-like or lath-like. This rod-like shape creates anisotropic intermolecular 

forces, wi th the interactions between the ends of the molecules being weaker than the 

lateral interactions. I t is generally observed that any structural feature that lends 

itself to increasing the length of the molecule (and providing some modest rigidity, 

e.g. increased core length, longer terminal or longer linking groups), is conducive to 

liquid crystal formation as seen by an increased thermal stability of the mesophase. The 

earliest models of liquid crystals were based on lattice systems with purely orientational 

dependant interactions of the type described by Maier and Saupe [9] in 1958. In these 

models a lattice site represents a small region of the liquid crystal. The interaction 

between nearest neighbour lattice sites is given by the expression 

v(e) = ,QcosH-^) (1.1) 

where 9 is the angle between vectors on neighbouring sites and e is an energy parameter. 

This expression represents the orientating influence of surrounding regions of nematic 

fluid. Many Monte Carlo simulations have been undertaken using this model [10,11], 
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most famously by Lebwohl and Lasher [12] in 1972. This model predicts a weakly 
first-order phase transition between the nematic and isotropic states. 

1.3.1 H a r d anisotropic models 

Many of the early models of mesogens consisted of various anisotropic geometrical 

shapes that represented the overall rod-shaped structure of a mesogen. The early mod­

els were based on 'hard' interaction sites. 'Hard molecules' interact via an infinitely 

steep potential whenever two molecules overlap. These potentials model excluded vol­

ume interactions and have demonstrated the stability of a nematic phase for spheroids, 

and the existence of smectic-A liquid crystals (Frenkel and co-workers [13,14]) for sphe-

rocylinders [15-18]. Hard anisotropic models are the liquid crystal analogue of the hard 

sphere fluid that was extremely successful in studying the behaviour of simple liquids. 

1.3.2 Soft interaction site models 

'Soft' potentials have attractive as well as repulsive terms. 

Lennard-Jones potential 

The Lennard-Jones (LJ) 12:6 potential, 

(1.2) 

is an isotropic model. The interaction between a pair of L J sites depends only on their 

distance of separation, and not on their orientation. The potential is designed to model 

non-bonded interactions and is calculated for pairs of atoms in diflferent molecules, or 

for pairs of atoms that are in the same molecule, but are separated by more than three 

bonds. The potential consists of a hard repulsive wall generated by the ^ term, and 

a longer range attractive tail, generated by the ^ term. There are two parameters in 
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the LJ model; e represents the well-depth and a represents the distance at which the 

attractive and repulsive terms in the potential cancel out. 

Gay-Berne potential 

The Gay-Berne potential is an anisotropic potential originally designed to represent the 

overlap between two ellipsoidal Gaussian functions [19]. I t has undergone a number of 

modifications and several versions of the potential have appeared in the literature. In 

the original form specified by Gay and Berne [20] the potential was fitted to mimic the 

interactions of a linear chain of four Lennard-Jones interaction sites. The interaction 

energy, U-^^ between a pair of Gay-Berne (GB) sites depends on the relative orientation 

of the GB sites, as well as their distance of separation. 

= 4e;f«[e'^*^(u,,u,)]''[£"'°(u.,u„f.,)]'' .GBr.GB, ]i/riGB / 
(1.3) 

GB 12 ^GB 
^0 

where and are unit vectors along the Gay-Berne molecular axes, a is the orienta­

tion dependent distance of separation at which attractive and repulsive energies cancel 

given by 

\̂  1 + x(uz • Uj) 1 - x{uz • Uj) 

-1/2 

(1.4) 

with the shape anisotropy parameter x given by 

X = 

In equation 1.3 €^^[e^^]' '[e'^^]^ is the orientation dependent wefl depth given by 

-1/2 

(1.5) 

6 G B ( u „ u , ) = 1 - X ' ( u , . u , f (1.6) 

and 

y 1 + x'(ui • Uj) 1 - x'(ui • Uj) 
(1.7) 
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with 

(1.8) x' 

A variety of difi'erent forms of the Gay-Berne potential can be produced by varying 

the ratios aee/(7ss in equation 1.5 (the end-to-end/side-to-side distances at which the 

potential is zero), Cee/^ss in equation 1.8 (the end-to-end/side-to-side well depths), and 

the exponents and i^. 

1.3.3 F lex ib le models 

For model mesogens containing multiple interaction sites one can introduce terms to 

describe the bending of bond angles and the rotation about dihedral angles. This 

allows the molecular model to become flexible with the ability to explore a variety of 

conformations. Incorporation of molecular flexibility allows mesogenic models to more 

realistically reflect the structure of real liquid crystal molecules. Consequently flexible 

alkyl chains attached to rigid core units or (in the case of dimer liquid crystals) between 

core units can be modelled in a simulation [21,22]. In recent years there has been much 

interest in 'realistic' or 'semi-realistic' models for liquid crystals. These have included 

several simulations of low molecular weight compounds [21,23-39] and (recently) one 

simulation study of main chain liquid crystal polymers. The latter have been performed 

by Lyulin et al. [40] with systems of 64 polymer chains with a degree of polymerisation 

of 10 and alkyl spacers with chain lengths of between 5 and 8. 

Force fields 

There are a number of parameterised functional forms that have been developed to 

describe flexible molecules. These include the CHARMM force field [41,42], the AM­

BER [43] and AMBER94 force fields [44], the OPLS [45,46] (Optomised Potentials 
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for Liquid Simulation) force field developed by Jorgensen and co-workers, and a series 

of all-atom force fields developed by Allinger and co-workers; M M l [47], MM2 [48], 

MM3 [49] and MM4 [50-54]. These force fields are published along with large tables 

of parameters that are obtained from sources such as vibrational spectroscopy stud­

ies, diflPraction data and NMR. Force fields are equations that describe the potential 

energy of a molecule in terms of its mechanical features. The equations are classical 

mechanical approximations to the inter- and m^ra-molecular interactions that control 

the behaviour of rea:l molecules. The mathematical functions in a force field adopt a 

number of analytical forms, each of which has a basis in chemical physics. These are 

parameterised to give accurate energy diff"erences between diff"erent conformations of 

small molecules. In general, the configurational energy of a molecular system may be 

expressed as: 

^̂ bond 
C7(r i , r2 , . . . , rN) = ^ t^bond(^bond, ^a, rb) 

ibond = l 
•̂ angle 

"l~ ^ ^ f^ingle(^angle5 ^a) I'bj ^c) 
^angle = l 

^dihed 
+ 5Z ^dihed(Mihed,ra,rb,rc,rd) 

Mihed = l 
i V - 1 N 

+ S 5 ] f ^ p a i r ( « , J , | r i - r j I) 
i=l j>i 

N-2N-1 N 

+ S I ] 5 ] y 3 _ b o d y ( ^ , i , ^ , r i , r j , r k ) 

i = l j>i k>j 
N 

+ ^ f / e x t n ( i , r i , V i ) (1.9) 
i=l 

where t^bond; f^angie, t^dihed) ^pair and t/3_body are the empirical functions representing 

chemical bonds, valence angles, dihedral angles, pair-body and three-body forces re­

spectively, and ?7extn represents an external potential. Force fields come in two varieties, 

all-atom and united-atom force fields. All-atom force fields such as MM2 and MM3 tend 

to be more accurate in describing the energy difference between different conformations, 
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but are more expensive than united-atom models. In united-atom force fields hydrogen 

atoms that are bonded to carbon atoms are represented by single site potentials (such 

as CH2 or CH3). This method was first employed by Ryckaert and Bellemans [55], and 

is known as the united-atom approximation. It greatly cuts down the computational 

expense of a simulation by reducing the number of non bonded interactions. It is also 

a good idea not to explicitly incorporate the hydrogens because of the fact that the 

bond stretching frequency is so high that there is a very poor coupling between C-H 

vibrations ( T c _ h ~ 10 fs) and the slower, 'softer' vibrations of the rest of the molecule, 

so they take a long time to 'thermalise', i.e. for the equipartition principle to be obeyed. 

Comparisons of all-atom and united-atom approximation for a number of nucleosides 

and dipeptides were calculated in the AMBER [43] paper and validated the use of the 

united-atom approximation. 

1.3.4 Quantum mechanical models 

The main difference between classical methods and quantum mechanical methods is 

the explicit inclusion of the electrons in quantum calculations. This requires one to 

solve the Schrodinger equation for the system of interest. For a system of more than 

one electron this necessitates the use of approximate methods (the three body problem 

has no exact solution). Quantum mechanical calculations are very expensive in terms 

of computer time, and at the present time calculations are restricted to single Hquid 

crystal molecules containing no more than 50 atoms [56,57]. There are currently several 

available programs that provide access to 'off-the-shelf ab initio quantum calculations 

(such as Gaussian94 [58]). These calculations can provide the energy of a structure in 

a specified conformation, thereby allowing the development of force field parameters 

for various structural features of a molecule, such as torsional potentials. A study of 
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the parameterisation of a torsional potential is presented in chapter 6. 

1.4 Simulation techniques 

The aim of molecular simulation is to generate a representative statistical sample of the 

system. This is done by enclosing a number of molecules (with present computer power 

this number is between 60 and 10,000, depending on the complexity of the model) in a 

region of space. This region is then periodically 'imaged', i.e. when a molecule leaves 

one side of the region, it appears on the opposite side, thus approximating an infinite 

volume. One then assigns velocities to the computer molecules, (e.g. from a Maxwell-

Boltzmann distribution) corresponding to the temperature of interest. The equations 

of motion are then solved within the computer to generate a trajectory in phase space 

from which macroscopic quantities can be calculated. 

1.4.1 Molecular dynamics 

In general a molecular dynamics code will take in information about the system to be 

simulated in the form of a force field, an initial configuration, information about the type 

of simulation required, and the periodic boundary conditions to be used. The simulation 

code will then perform the molecular dynamics, periodically outputting information on 

the state of the system, as well as coordinates and velocities of the system for later 

analysis. With good simulation code, the main tasks of the simulator is to prepare a 

system for simulation (i.e. a molecular model and an initial configuration), and then 

perform a meaningful analysis of the output data produced during the course of the 

simulation run. 
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1.4.2 Monte Carlo 

The Monte Carlo method stochastically samples the phase space of a given ensemble. 

The method is stochastically equivalent to molecular dynamics and provides an alter­

native simulation method for many systems. Monte Carlo simulations can easily be 

extended to a number of ensembles where it is difficult to carry out molecular dynam­

ics. However, the drawback of this technique is that it is unable to generate dynamical 

information (such as rates of molecular reorientation). 

The simulations in this thesis concentrate on molecular dynamics method, a tech­

nique which will be discussed in detail in chapter 2. 



CHAPTER 2 

Molecular Dynamics Simulation 

2.1 Introduction 

The classical equations of motion will be introduced in the first part of this chapter. It 

is these equations that are solved during a molecular dynamics simulation to produce 

a set of positions and velocities that describe the time evolution of the system under 

investigation. The analysis of the coordinate and velocity data is the subject of the 

latter part of this chapter. It is this analysis that allows us to build a quantitative 

picture of the physical behaviour of our mesogenic model. 

2.2 Classical Equations of Motion 

In classical simulations the positions of spherical atomic sites can be represented by 

a set of coordinate vectors {rj}. If the sites are set in motion with velocities {vj} a 

18 
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molecular dynamics program can be used to solve the translational equations of motion: 

dvi f(r^) 
dt m. 

dvi 

(2.1) 

The forces f(r^) in equation 2.1 are calculated from 

^^{r^) = -VC/,(r,) (2.3) 

where Ui{ri) is the potential energy of site i. 

For anisotropic sites rotation about the center of mass of the sites must also be 

considered. If the anisotropic site is axially symmetric and represented by a unit vector 

e along its long axis, the torque about its center of mass is given by 

T i = e, X (2.4) 

where 

g. = -V. . f / . (r . ,e . ) = - | i . £ . (2.5) 

In equation 2.4 the torque can be seen as the force acting on a point separated by a unit 

distance from the center of mass, acting normal to the symmetry axis of the particle. 

It is usual to take the component of g perpendicular to the molecular axis 

=Zi- (g^ • (2-6) 

so that equation 2.4 becomes 

T. = e, X g ^ (2.7) 

The rotational equations of motion are then written as 

f = u. (2.8) 
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and 

5 = f + ^^' (2.9) 

where A is an undetermined Lagrange multiplier, given by equation 2.15 in section 

2.3.2, and I is the moment of inertia. 

2.3 Integration Algorithms 

The process of MD simulation involves the solution of an initial value problem. The 

equations of motion (2.1-2.2, 2.8-2.9) are solved computationally using finite difference 

methods (also known as step-by-step methods). One of the most widely used integration 

schemes is that of Verlet [59] and this is the method implemented in the simulation 

codes DL_POLY [60] and GB-MOL [61] used in this thesis. 

2.3.1 Verlet leapfrog scheme (isotropic particles) 

For isotropic particles one is concerned solely with the equations of motion of the 

centers of mass. The Verlet leapfrog algorithm [59] generates trajectories in the NVE 

(microcanonical) ensemble. In the leapfrog scheme the positions (r^) and forces ( f j are 

started at time t, whilst the velocities (v^) are started at a time, t — At (where At is the 

simulation time step). The forces and masses (m^) are used to advance the velocities 

by one timestep. A truncated Taylor series expansion for the velocity gives 

v ,(t + ^At) ^ - ^At) + At^-^. (2.10) 
z z mi 

The positions are then advanced using the new velocities 

nit + At) = nit) + At Viit ^At). (2.11) 

When the positions and the velocities are both required at the same time step, the 

velocities at time t can be obtained by averaging the velocities at half a timestep either 
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side of t: 

Mt) = \lMt - 1 ^ + v.(^ + ^At)]. (2.12) 

2.3.2 Verlet leapfrog scheme (anisotropic particles) 

For anisotropic particles (such as the Gay-Berne (GB) particle), rotational motion must 

also be considered in the integration algorithm. It can be handled independently of 

the linear motion but in a similar fashion [62-66]. For linear particles with only two 

degrees of rotational freedom, a leapfrog scheme to solve equations 2.8-2.9 is given by 

Ui{t+-At)^Ui{t--At) + At ^ X i t ) e i ( t ) (2.13) 
z z y li j 

and 

ei[t + At) ^ ei{t) + At u^{t + ^At) (2.14) 

with 

AtX^{t) = -2u^{t - ^At) • e^it). (2.15) 

2.3.3 Bond length constraints - the S H A K E algorithm 

It is often desirable to constrain bond lengths during a molecular dynamics simulation. 

Bond stretching motion occurs at high frequencies (Tc-c ~ 37 fs) and the exchange 

of energy between bond stretches and other degrees of freedom can be rather poor. In 

addition to this, elimination of bond stretching motion from a simulation allows much 

longer time steps to be taken during the integration of the equations of motion. The 

SHAKE method [67] provides an iterative scheme that allows bond length constraints 

to be incorporated into the leap frog algorithm. SHAKE is available in the DL_POLY 

and GBMOL simulation codes described in section 2.5, and is used throughout the 

simulations described in this thesis. 
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2.4 Starting MD simulations 

Once a force field has been chosen and parameterised for the mesogen to be simulated, 

a starting configuration is built. It is often difiicult to pack the molecules in a periodic 

cell at liquid densities without considerable overlaps between neighbouring molecules. 

Instead a short program is used to create a regular array of molecules centered on, 

for example, a cubic array of lattice points. If this array is suitably spacious and an 

isotropic starting configuration is required, it is possible to add a random displacement 

and orientation to each of the molecules so as to introduce disorder to the system. 

Prom this configuration it is then possible to perform MD at a very high (e.g. 10̂ ^ 

atm) pressure in order to compress the system to liquid densities. This produces a 

configuration suitable to start the Hquid state equihbration runs. If it is preferable to 

start the simulations from a system that has a high degree of orientational order (a 

pseudo-nematic starting configuration), then the following procedure can be followed. A 

non-overlapping perfectly aligned system is produced with each molecule positioned on 

a cubic lattice point. A small random displacement is made to the molecular positions 

in each direction and the system is compressed by applying a small linear scaling to 

the molecular centers of mass. This is followed by a short duration molecular dynamics 

simulation at 10 K to remove the high energy configurations caused by molecules coming 

unrealistically close together. A series alternate coordinate scalings and molecular 

dynamics runs may then be carried out until the desired density is reached. In this 

way it is possible to create a'̂ starting configuration with a nematic order parameter of 

2̂ ~ 0.6. ^ 
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2.5 Simulation codes 

The simulations undertaken in this work were performed by two simulation programs, 

DL_POLY [60] produced by EPSRC Collaborative Computational Project Number 5 

(CCP5) and GB-MOL [61] written by Dr. M. R. Wilson, University of Durham. 

2.5.1 D L _ P O L Y 

DL_POLY is a molecular dynamics simulation code based on the Verlet Leapfrog inte­

gration scheme (see section 2.3.1). It can perform simulations in the NVE, NVT, NpT 

and A ' ^CTT ensembles, and can use a number of different periodic boundary conditions. 

DL_POLY also contains a choice of classical force fields and a selection of methods for 

handling long range electrostatic potentials. DL_POLY was developed by W. Smith 

and T. R. Forester for CCP5 and the Advanced Research Computing Group (ARCG) 

at Daresbury Laboratory and is available free to academic institutions. DL_POLY is 

portable over a variety of UNIX platforms, and implements both MPI and PVM op­

tions to allow for parallel operation. DL_POLY requires the input of, at least, three 

files: FIELD, CONFIG and CONTROL. The FIELD file is a file containing the pa­

rameters and functional forms of the force field of the molecule. The CONFIG file 

contains coordinates and (for a restarted system) velocities and forces for the system. 

The CONTROL file provides parameters describing the nature of the simulation: time 

step, ensemble to be used, fixed thermodynamic quantities etc. During, and at the end 

of, a MD simulation data is written out from the DLJPOLY code. The most useful 

output file is the HISTORY file which contains a dump of atomic coordinates, velocities 

and forces at a series of timesteps throughout the simulation. It is on this file that the 

data analysis is performed (see section 2.7). 
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2.5.2 G B - M O L 

The GB-MOL program was written by Dr. M. R. Wilson (University of Durham). 

This code incorporates both Gay-Berne and Lennard-Jones potentials, and can simulate 

systems in the NVT, NpT and NVE ensembles using the anisotropic form of the Verlet 

Leapfrog algorithm (see section 2.3.2). It has options for several torsional potentials: 

Ryckaert-Bellemans, AMBERS and MM2. GB-MOL functions in a similar fashion to 

DL_POLY, with the additional feature of the anisotropic Gay-Berne potential. It is 

available for single processor workstations, and multi-processor machines using PVM 

or MPI message passing harnesses. 

2.6 Testing of MB algorithms 

DL_POLY has already undergone a series of rigorous tests, including simulations of 

metals, a shell model of water, linked rigid bodies at constant pressure, and an osmosis 

experiment with a semi permeable membrane [60]. GB-MOL [61] is a much more 

recent code and prior to the work described in this thesis it was necessary to test the 

torsional potential and constant pressure routines. Testing of the pressure routine and 

the torsional potential was carried out on methane and butane respectively and details 

of this are given in appendix A. 

For simulations in which the total energy of the system is conserved iNVE en­

semble) it is necessary to test the numerical stability of an integration algorithm with 

respect to the size of the time step, because the latter strongly influences energy conser­

vation. The time step should be sufiiciently short to correctly account for the fastest mo­

tions within the molecule. When bond stretching motion is removed with the SHAKE 

algorithm, the fastest motion consists of bond bends with a typical period of 110 fs. 

The length of the timestep has a fundamental effect on the truncation errors of the 



CHAPTER 2. MOLECULAR DYNAMICS SIMULATION 25 

algorithm. The truncation error is a measure of how accurately the finite difi'erence 
algorithm approximates the correct solution of the coupled diff"erential equations. The 
integration algorithm uses a truncated expression to calculate each subsequent MD 
step (equations 2.10, 2.11). With long timesteps the higher order terms, which are 
neglected, become increasingly significant. We are concerned with using the largest 
timestep possible in a simulation, so truncation errors must be carefully monitored. 
An assessment of a suitable time step to employ is performed by undertaking a series 
of short runs from the same initial configuration, for the same total time, but each 
employing a diff"erent time step At. For the Verlet integration algorithm the plot of 
timestep squared against the standard deviation of the total energy {AV?)^ should 
result in a straight line graph over the region for which the algorithm is stable [68]. 
From the graph shown in figure 2.1, one can see that the truncation errors become 
significant for timesteps greater than 3.5 fs. Beyond this point, energy conservation 
is poor, indicating that only timesteps lower than 3.5 fs should be used for molecular 
systems. At very short timesteps (less than 1 fs) one starts to meet rounding errors 
associated with the integration steps and the SHAKE algorithm. These rounding errors 
provide a fundamental limit on the accuracy of the trajectory generated by the leap 
frog algorithm. 

2.7 Analysis of Tvdolecular Dynamics Data 

Coordinates, velocities and forces are available at each step of a molecular dynamics 

simulation. However, it is always necessary to further process these data to obtain 

physically useful quantities that are able to characterise the structure and dynamics of 

the material under investigation. Sections 2.7.1 to 2.7.5 summarise the calculation of 

the main structural and dynamical quantities of interest in the study of liquid crystal 
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Figure 2.1: Standard deviation of total energy against time step squared. 

systems. 

2.7.1 Orientational Order 

Nematic director 

In the nematic phase it is very useful to define a quantity that represents the aver­

age alignment of the long axis of the molecules. This quantity is the director and is 

represented by the unit vector n. The director can be calculated from the equation [69] 

1 /3 1 \ 
Qap = j;;j-Yly2^jaejp--6apj , a,(3 = x,y,z, (2.16) 

where Q is a second rank tensor, ê  is a unit vector along the long axis of the molecule, 

and 6ap is the Kronecker delta. Diagonalisation of this tensor gives three eigenvalues 

A+, Ao and A_, and n is the eigenvector associated with the largest eigenvalue (A-|.). 
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Order Parameter 2̂ 

Once a director for a particular configuration is known, it is desirable to measure 

the degree of alignment with respect to this director. This can be done by defining a 

function such that for a completely disordered system the function would return a value 

of zero, and for a perfectly aligned system, (with all molecules parallel to the director), 

would return a value of one. In 1939 Zwetkoff [70] introduced such a function: 

2̂ = (P2(n-e)) = {P2icos9)) = (Jcos'e-^-^ (2.17) 

where 5*2 is known as the uniaxial order parameter. Here P2 is the second order Leg-

endre polynomial, 6 is the angle between a molecular axes and the director n, and the 

angle brackets indicate an ensemble average. S2 has the properties we desire: for a 

system of perfectly aligned molecules, 0 is equal to 0 or TT for every molecule giving 

{P2icose)) = 1, (2.18) 

and for a system of randomly aligned molecules [71] 

\ / losme de - 3 ^^-^^^ 

giving 

(P2(cos6')) = 0. (2.20) 

In a simulation 52 can be calculated using equation 2.17, or, as is more usual, S2 can 

be obtained from the diagonalisation of equation 2.16, where 5*2 = A+ = —2Ao in a 

uniaxial nematic. 

For non-linear molecules a choice must be made for the vector ej in equations 2.16, 

2.17. For a mesogenic molecule, which has a rigid core unit, then one may take the 

vector along the long axis of the core to represent ej. Alternatively, one may define ê  
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Figure 2.2: RDF for a system of Lennard-Jones atoms. 

as the molecular long axis vector obtained through the diagonalisation of the inertia 

tensor [25] 

^aP = Yl^i^'^i^^P ~ nanp), (2.21) 
i 

where the atomic distance vector is measured relative to the molecular center of 

mass. To calculate the ordering of individual parts of a flexible molecule it is possible 

to replace the vector Bj with a bond vector, thus allowing the calculation of order 

parameters for individual bonds [21]. 

2.7.2 Distribution Functions 

Radial Distribution Function (̂r^ )̂ 

The pair distribution function, or radial distribution function (RDF), g{r) provides 

information on the structure of the fluid, a measure of the probability of finding two 

particles at a distance \rij\ from each other. The form of the RDF for a monatomic 

fluid (for example liquid argon or a Lennard-Jones fluid), is given in figure 2.2. The 

first, and largest, peak is located approximately at the minimum in the pair potential. 
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and corresponds to the first solvation shell. The following peaks are both successively 
smaller and broader, until beyond the fourth or fifth shell the function tends to unity. 
At large distances there is no correlation between the atomic positions and that of the 
'origin' atom and so the RDF tends to the ideal-gas limit. The RDF for a fluid of N 
particles is given by 

y I N N \ 

\ i ji^i I 

where Vij is the vector between the centers of mass of particles i and j. In the analysis 

of the data from simulations, the delta function is replaced by a 'top-hat' function, and 

pairs within this range are sorted into a histogram. In the analysis of smectic phases it is 

useful to plot the radial distribution function parallel (p||(r)) and perpendicular (^i(r)) 

to the director n, providing information on the m^er-layer and mira-layer structure. 

Orientational pair correlation parameter g2{Xij,^u^j) 

The pair correlation function p2 provides information on how aligned pairs of molecules 

are as a function of distance [72]: 

P2(rzi)-(P2(cos^i ,(r))) , (2.23) 

where Qij is the angle between vectors ê  and ê , and the ensemble average includes all 

pairs of particles. 

2.7.3 Structure Factor S'cM(k) 

Results from X-ray diffraction experiments provide a diff'raction pattern that is related 

to the structure of the material under investigation. The intensity of the scattered 

radiation is proportional to the structure factor 

1 5cM(k) = ^ e x p ( - i k . R j ) (2.24) 



CHAPTER 2. MOLECULAR DYNAMICS SIMULATION 30 

where Hj is the position vector of the center of mass of the j^^ molecule, and k is a 

reciprocal lattice vector for the periodic system of dimensions Lx 'X Ly x Lz-, 

y^Lix -Liy -Liz) 

Peaks in 5CM (k) correspond directly to translational ordering within a liquid crystal 

phase, indicating the existence of smectic phases. 

2.7.4 Diffusion D 

For molecular dynamics simulations the diffusion coefficient is a key property of 

the fluid. A sharp drop in the diffusion coefficient indicates the onset of crystallisa-

tion/soHdification, and aids in distinguishing between thermodynamically stable Hquid 

crystalline phases and those in which orientational or translational order have been 

frozen into the system. The diffusion coefficient can be calculated from the integral of 

the velocity autocorrelation function, 

1 /•°° 
^ ^ / (vz(i).v,(0)) dt (2.26) 

where Vj(i) is the velocity of the molecular center-of-mass. For long time scales the 

corresponding Einstein relation can be used to obtain D: 

2iZ) = i ( | r , W - r , ( 0 ) p ) (2.27) 

where viit) is the molecular position vector. To improve the statistics the calculation is 

performed for each molecule in the system, and D is averaged over several time origins 

for r,(0). 



CHAPTER 2. MOLECULAR DYNAMICS SIMULATION 31 

2.7.5 Reor ientat ion Ci{t) 

Reorientation of molecules and molecular fragments can be described by reorientation 

time-correlation functions [73,74] of the form 

Ci{t) = {Pi{ei{to)-ei{t + to))), (2.28) 

where is a unit vector parallel to the axis of the molecule or bond and Pi{) is a 

Legendre polynomial of order /. 

The quantities described in sections 2.7.1 - 2.7.5 wil l be used to characterise the 

liquid crystal phases simulated in chapters 3 and 4. 



C H A P T E R 3 

Simulation of Liquid Crystals using 

Atomistic Potentials 

3.1 Introduction 

In the past few years the rapid rise in the speed of modern microprocessors has led 

to an increase in the number of chemical systems that can be studied by classical 

simulation techniques. A number of atomistic studies of liquid crystal systems now 

exist [21, 23-39]. However, these studies have largely been for small systems (less 

than one hundred molecules) and relatively small simulation times (100-200 ps). In all 

cases the runs have been too short to demonstrate the thermodynamic stabihty of a 

mesophase. 

This chapter describes molecular dynamics simulations of the mesogen 4,4'-di-n-

pentyl-bibicyclo[2.2.2]octane using an united-atom model. The long simulation runs 

32 
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a 

Figure 3.1: Molecular structure of 4,4'-di-n-pentyl-bibicyclo[2.2.2]octane 

(5,5-BBCO), with bond and dihedral labels. 

that have been undertaken demonstrate the growth of an orientationally ordered phase 

directly from an isotropic fluid. This is the first time that this has been seen for an 

atomistic model. This chapter gives details of the simulations and describes the nature 

of the orientationally ordered phase, its structure and its dynamics. 

3.2 Simulation of 4,4'-di-n-pentyl-bibicyclo[2.2.2]octane 

The mesogen 4,4'-di-n-pentyl-bibicyclo[2.2.2]octane (5,5-BBCO) (figure 3.1) is a hydro­

carbon system, that can be modelled directly by united atom potentials situated on 

each of the carbon atoms. The two bicyclooctane units are relatively rigid and provide 

a strongly anisotropic core for the molecule, this leads to a large mesophase range of 

319 K - 520 K [75] in the real molecule. 

The lack of strongly dipolar regions in the 5,5-BBCO molecule mean that no charge 

interactions are required, and so prohibitively expensive Ewald sums or reaction field 

calculations are avoided. The molecule also lacks aromatic regions. These are con­

siderably harder to model than aliphatic regions. For example, the work of Claessens 

et al. [76] suggests that quadrupoles are needed to properly represent the interactions 

between benzene molecules. This can be done either by a point quadrupole in the 

centre of the ring, or by partial aromatic charges on carbons and hydrogens. Both 
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methods necessitate the use of the expensive Ewald sum method to calculate the long 
range interactions. Aliphatic hydrocarbons however require no such special treatment. 
A l l these factors together make 5,5-BBCO a highly suitable candidate molecule for 
atomistic modelling. 

3.3 Computational Model 

3.3.1 Force field 

5,5-BBCO was modelled by a series of united atom potentials, (CH3, C H 2 , C(sp^)), sit­

uated on each of the carbon atoms. The potential energy of the system was represented 

by a variant of the AMBER united atom force field [44] in which the bond lengths were 

fixed using the SHAKE procedure of Ryckaert (see section 2.3.3). The energy of the 

molecule in the force field was given by 

2 
angles dihedrals i<j 

Here, the bond bending term is modelled by a quadratic function where 9 and êq cir^ 

actual and equilibrium bond angles, 0 is a dihedral angle in a three term Fourier series, 

and the Lennard Jones coefficients are given by 

fitotal = E f ( ^ - ^ e q ) ' + E [ 1 + C 0 s ( n ^ ) ] + E p 12 p 6 
^3 ^3 

(3.1) 

i-ij — •Ti^^juij^'^, (3.2) 

and 

Cij = ieijaij^. (3.3) 

Here ê^ is the Lennard-Jones well-depth and aij is the distance at which the potential 

is zero for atoms i and j. Interactions between unlike atoms can be obtained from the 

Lorentz-Berthelot mixing rules 

eij = ^/e^ (3.4) 
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and 

= (3.5) 

The geometry of each bicyclooctane unit was fixed at its equilibrium values as deter­

mined by the molecular mechanics calculations using the MM3 force field [49]. Each of 

the sites were chargeless. A l l 1-4 non-bonded interactions were scaled by an empirical 

factor of 0.5 [43] which has the eff"ect of 'softening' the steep repulsive Lennard Jones 

r~^^ term, that was applied in the original fitting of the AMBER force field. 

3.3.2 Force field parameters 

The force field parameters were all taken from the AMBER force-field [43] and are 

listed in table 3.1. 

3.3.3 Molecular dynamics simulations 

The equations of motion were solved using a variant of the quaternion leap frog algo­

r i thm suitable for the integration of rigid body motion. This algorithm incorporates 

constraints between rigid bodies by using the QSHAKE procedure [77] (an extension 

to SHAKE [67]). The program DL_POLY_2.0 [78] was used throughout this study. A 

2 fs time-step was employed. A l l production runs were carried out in the NVT ensem­

ble using the Nose-Hoover thermostat [79] coupled to translational and (rigid body) 

rotational motion. A 7 A cutoff" was employed for nonbonded interactions along with 

long range corrections for the energy and the virial for rij > 7 A. A Verlet neighbour 

list [59] was used to speed up the expensive computation of intermolecular forces. The 

calculations were carried out on systems of 64 and 125 molecules. 
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bond bond length / A 

C-C 1.526 

bond angle Ke/kJ mol-irad-2 Oeq/° 

CH2-C-CH2 167.36 109.5 

CH2-CH2-CH2 263.592 112.4 

CH2-CH2-CH3 263.592 112.4 

Dihedral ^ / k J m o l - i n 1-4 vdw 

scale factor 

X-CH2-CH2-X 8.368 3 0.5 

X-C-CH2-X 2.791 3 0.5 

X-C-C-X 0.6025 3 0.5 

Non-bonded e / k j mol"-^ a / A 

C(sp3) 0.25104 3.2072 

CH2 0.50208 3.43 

CH3 0.62760 3.5636 

Table 3.1: Force field data for 5,5-BBCO. 
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3.4 Results 

3.4.1 I n i t i a l s imulations 

Simulations were started from a fee array of aligned molecules inside a box at gas phase 

densities. This was rapidly compressed, using a Hoover barostat at a pressure of 1000 

atm, to a density of 1115 kg m~^ to provide a pseudo nematic starting configuration 

using the procedure described in section 2.4. This in turn was equihbrated at a tem­

perature of 500 K to provide an isotropic starting configuration. Simulations of 64 

molecules starting from pseudo nematic and isotropic state points were carried out in 

parallel on separate workstations to provide a preliminary survey of the phase diagram. 

Orientational order was monitored through the order parameter of equation 2.17. 

In equation 2.16, a number of choices are possible for the vector Uj. The most useful 

features for characterising the order in 5,5-BBCO were found to be the axis vector 

associated with the core of the molecule (the two bicyclohexane units) and the long 

molecular axis calculated from diagonalising the inertia tensor (equation 2.16). 

The time required for the decay of orientational order in the pseudo nematic system 

provided an initial pointer to the proximity of the system to a mesophase. For runs 

close to the isotropic-nematic phase transition, simulation times in excess of 4 ns were 

required for 5*2 to decay to a value of less than 0.2. At similar temperatures in the 

isotropic phase the onset of fluctuations in S2 were observed. These runs provided an 

init ial estimate for the phase transition to an orientationally ordered phase of 330db50 K. 

Several longer runs were then carried out to attempt to demonstrate the thermodynamic 

stability of a mesophase by growing it directly from the isotropic liquid. 
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Figure 3.2: Order parameter S'2 for 64 molecules at 300 K 

3.4.2 Demonstrat ion of mesophase stability for 64 molecules 

The growth of orientational order for a system of 64 molecules at 300 K is shown in 

figure 3.2. Growth in orientational order requires approximately 10 ns of simulation 

time at this temperature. Analysis of system snapshots for this run indicate that the 

fluctuations between 3-4 ns correspond to the growth of a single extended domain of 

ordered molecules within the isotropic phase. At longer times (5 — 6 ns) the decay of 

5*2 is due to the formation of multiple orientationally ordered domains with the do­

main directors pointing in different directions such that the overall order parameter 

remains close to zero. In the flnal equilibration period these domains coalesce to form 

a uniformly ordered sample. Analysis of an independent quench run at 330 K, shows 

a similar pattern, though in this case domains seem to form more rapidly and equili­

bration takes place in approximately 6 ns. A summary of equilibrated state-points is 
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(T) no. of equilibration production (^2) 

/ K molecules time / ns time / ns 

500 64 0.5 1.5 0.21 ± 0 . 0 1 

400 64 7 2 0.25 ± 0.02 

360 64 2 2 0.49 ± 0.03 

330 64 6 2 0.49 ± 0.04 

300 64 10 2 0.73 ±0 .02 

300 125 6.5 1.5 0.64 ± 0.02 

250 125 8 (at 300 K) 1 0.74 ± 0.02 

1 (at 250 K) 

200 125 2 (at 250 K) 1 0.78 ± 0.02 

1 (at 200 K) 

Table 3.2: Summary of simulation data for 5,5-BBCO. (Quoted values 

for the orientational order parameter S2 are for the molecular long cixis 

vector obtained from equation 2.21.) 

given in table 3.2. 

Monitoring of the diffusion constant for two additional short simulations at 200 K 

and 150 K indicated that the system was frozen at these temperatures. 

3.4.3 Simulat ions of a 125 molecule system 

After the successful growth of a mesophase for 64 molecules, simulations were carried 

out for a larger system of 125 molecules in a periodic box of dimensions 1:1:1.6, with 

the aim of characterising the nature of the mesophase. The simulations were started 

from a fully aligned pseudo nematic system with randomly selected position vectors 
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for molecular centres of mass, and 7 ns were allowed for initial equilibration at 300 
K. Three temperatures were studied in all (300 K, 250 K and 200 K) and ful l details 
are given in table 3.2. The 125 molecule system remained fluid for all 3 temperatures. 
There was some system size dependency found in the order parameter values at 300 
K (when compared to the 64 molecule simulation at this temperature) as one would 
predict for these relatively small systems. 

3.4.4 P h a s e characterisat ion 

Careful monitoring of 5CM (k) (equation 2.24) throughout the simulations for each 

temperature indicated the absence of significant peaks at low wavevectors and the 

mesophase was therefore assigned to be nematic. Translational order was also moni­

tored through the centre of mass radial distribution function g{r) (equation 2.22). g{r) 

was also resolved parallel (^||(r)) and perpendicular {g±{r)) to the director n, (obtained 

from the diagonalisation of equation 2.17), to check for signs of smectic ordering. To 

allow for spatial fluctuations in n, a new director was used for each set of coordinate 

data used in the compilation of ^ | | (r) . The radial distribution function for the molec­

ular centre of mass in the isotropic and nematic phases are plotted in flgures 3.3 and 

3.4. The change in phase is characterised by a moderate growth in the size of the first 

solvation peak in g{r). However, ^||(r) remains flat and there is no indication of the 

periodic ordering of molecules into smectic layers. There is also no significant growth in 

the first solvation peak of gj_{r) beyond what is expected for normal short range order 

within a nematic. Significant growth in this peak is expected when molecules exhibit 

strong local ordering as a precursor to smectic layer formation [80]. In figures 3.5 and 

3.7 snapshots from the simulations at 250 K (nematic) and 400 K (isotropic) are plot­

ted. The molecular long axis vectors are derived from equation 2.21. The snapshots 
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Figure 3.3: Radial distribution functions for the molecular centre of 

mass, at 250 K (nematic phase). Bold line - ^ ( r ) , dotted line - ^y, 

dashed line - g±. 
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Figure 3.4: Radial distribution functions for the molecular centre of 

mass, at 400 K (isotropic phase, pretransitional region). Bold fine -

p(r) , dotted line - dashed line - g^. 
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confirm the phase assignments made above and confirm local short range translational 
predicted from g±{r). I t is seen that molecules are able to sample a wide range of 
conformations in the mesophase (see figures 3.6 and 3.8), and this wil l be discussed in 
detail in section 3.4.6. MD movies made from sequential snapshots confirm that that 
molecular conformational changes occur in the mesophase down to 200 K. 

3.4.5 Search for smectic phases 

Experimentally 5,5-BBCO is seen to form a uniaxial smectic phase [75]. However, in 

this study only a nematic phase was seen. To check i f the absence of a smectic phase 

was influenced by the fixed periodic boundary conditions, preliminary simulations were 

carried out for different box dimensions for the 125 molecule system. For the original 

box dimensions of 1:1:1.6. The length of the z-axis corresponds to slightly less than 

3 molecular lengths for molecules in an al\-trans conformation. Simulations for box 

dimensions of up to 1:1:2 (with the 2;-axis significantly longer than 3 molecular lengths) 

also showed no evidence for the growth of smectic layers. The director was able to 

fluctuate during the course of the simulation and there was no evidence of any preferred 

director orientations induced by the presence of the periodic boundaries. Preliminary 

simulations were also carried out in the NpT ensemble. Here the box lengths were able 

to fluctuate independently and thereby accommodate the formation of smectic layers 

without favouring particular layer spacings. However, for the NpT runs it was found 

that the Hoover barostat produced large density fluctuations for the small system sizes 

studied here. These runs were therefore not pursued further. Limits on computer time 

also restricted the study of phase behaviour below 200 K for 125 molecules, where 

molecular reorientation was found to be particularly slow. 
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Figure 3.5: Snapshot of the 125 molecule system at 250 K in the nematic 

phase, showing the molecular long axis derived from the inertia tensor. 
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Figure 3.6: Snapshot of the 125 molecule system at 250 K in the nematic 

phase, showing molecular order. 
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Figure 3.7: Snapshot of the 64 molecule system at 400 K in the isotropic 

phase, showing the molecular long axis derived from the inertia tensor. 
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Figure 3.8: Snapshot of the 64 molecule system at 400 K in the isotropic 

phase, showing molecular order. 
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3.4.6 D i h e d r a l angle populations 

The gauche/trans dihedral angle populations are reported in table 3.3. For the nematic 

phase internal rotation about LJ effectively stops but the molecules are still able to sam­

ple all major conformations by concerted changes in the two 6 dihedral angles. For the 

three dihedrals a, P, 7 in the alkyl chain a classic odd even effect is observed with gauche 

conformations most favoured for the dihedral /?. This effect has also been observed in 

simulations of iran5-4-(iran5-4-n-pentylcyclohexyl)cyclohexylcarbonitrile (CCH5) [24] 

and 4-n-pentyl-4'-cyanobiphenyl (5CB) [34]. In the nematic phase there is a strong 

coupling between molecular conformation and the orientational mean field arising from 

neighbouring molecules in the fluid. The effect of this is to promote those conforma­

tions in which the molecule remains linear. Consequently for a p j , the conformations 

tg-^-t, tg-.t are favoured over g+tt, g-tt, which are in turn favoured over Ug+ and ttg-. 

Local orientational ordering in anisotropic systems means that these preferences are 

also seen in the isotropic phase, but to a much smaller extent. 

3.4.7 Effect ive torsional potentials 

In figures 3.9, 3.10, 3.11 and 3.12 dihedral angle distribution functions r(0) are plotted 

for the chain dihedrals a, 7 and 5. The odd-even effect is again seen in these curves as 

is the strong temperature dependence of r(^). To remove the influence of temperature 

in comparing the behaviour of dihedral angles in different phases the dihedral angle 

distribution is written in the following form [24] 

r(0) = Cexp (3.6) 

where C is a normalisation factor and V{(f)) is an effective torsional potential or confor­

mational free energy. F (^ ) is composed of intramolecular contributions to the torsional 

energy, Vint, and an intermolecular part Fgxt) that can be used to measure the influ-
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Dihedral T /K Â mol 9-/% t /% 9+/% 

500 64 19.88 60.57 19.57 

a 400 64 16.94 66.16 16.90 

a 300 125 11.86 74.88 13.25 

a 250 125 10.54 80.66 8.80 

a 200 125 6.09 87.72 6.18 

P 500 64 22.41 55.90 21.69 

400 64 21.81 57.47 20.72 

P 300 125 18.04 63.01 18.95 

P 250 125 18.28 63.46 18.26 

P 200 125 17.12 67.76 15.12 

7 500 64 16.00 68.18 15.82 

7 400 64 14.50 72.59 12.91 

7 300 125 8.04 84.44 7.52 

7 250 125 4.40 91.12 4.47 

7 200 125 3.32 93.57 3.11 

S 500 64 34.48 33.23 32.28 

5 400 64 33.88 33.66 32.47 

S 300 125 37.53 36.42 26.05 

6 250 125 33.55 40.08 26.37 

6 200 125 33.54 41.50 24.96 

500 64 27.36 39.66 32.98 

to 400 64 29.69 35.94 34.38 

u 300 125 0 100.0 0 

cu 250 125 0 100.0 0 

200 125 0 100.0 0 

Table 3.3: Gauche and trans dihedral angle populations. 
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Figure 3.9: Dihedral distribution for torsional angle a. Crosses - 500 K 

(isotropic phase), dot-dashed line - 400 K (isotropic phase), dotted hue 

- 300 K (nematic phase), dashed line - 250 K (nematic phase), bold line 

- 200 K (nematic phase). 
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Figure 3.10: Dihedral distribution for torsional angle /3. Crosses - 500 K 

(isotropic phase), dot-dashed line - 400 K (isotropic phase), dotted hue 

- 300 K (nematic phase), dashed line - 250 K (nematic phase), bold Hue 

- 200 K (nematic phase). 
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Figure 3.11: Dihedral distribution for torsional angle 7. Crosses - 500 K 

(isotropic phase), dot-dashed Hue - 400 K (isotropic phase), dotted line 

- 300 K (nematic phase), dashed line - 250 K (nematic phase), bold line 

- 200 K (nematic phase). 
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Figure 3.12: Dihedral distribution for torsional angle 6. Crosses - 500 K 

(isotropic phase), dot-dashed line - 400 K (isotropic phase), dotted hue 

- 300 K (nematic phase), dashed Hue - 250 K (nematic phase), bold hue 

- 200 K (nematic phase). 



CHAPTER 3. ATOMISTIC MODEL 51 

dihedral angle / degrees 

Figure 3.13: Effective torsional potential for torsional angle a. Crosses -

500 K (isotropic phase), dot-dashed line - 400 K (isotropic phase), dotted 

line - 300 K (nematic phase), dashed fine - 250 K (nematic phase), bold 

line - 200 K (nematic phase). 
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Figure 3.14: Effective torsional potential for torsional angle p. Crosses -

500 K (isotropic phase), dot-dashed hue - 400 K (isotropic phase), dotted 

line - 300 K (nematic phase), dashed fine - 250 K (nematic phase), bold 

line - 200 K (nematic phase). 
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Figure 3.15: Effective torsional potential for torsional angle 7. Crosses -

500 K (isotropic phase), dot-dashed line - 400 K (isotropic phase), dotted 

line - 300 K (nematic phase), dashed hue - 250 K (nematic phase), bold 

line - 200 K (nematic phase). 
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Figure 3.16: Effective torsional potential for torsional angle 6. Crosses -

500 K (isotropic phase), dot-dashed Hue - 400 K (isotropic phase), dotted 

line - 300 K (nematic phase), dashed line - 250 K (nematic phase), bold 

line - 200 K (nematic phase). 
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Conformer % at 400 K % at 300 K % at 250 K 

ttt 17.9 29.9 34.9 

tgt 9.8 11.7 15.4 

gtt 6.2 5.9 5.0 

ttg 5.6 4.4 3.2 

Table 3.4: Most populated conformers for chain dihedrals aPj. 

ence of molecular environment on molecular structure. Figures 3.13-3.16 show values of 

V{(f)) computed from equation 3.6 for a, 7 and 6. To within statistical errors there 

is no significant difference in V{(j)) for the odd dihedrals a and 7. However, for P a 

clear reduction in the energy difference between gauche and trans conformations A ;̂̂ ^ 

is seen as the temperature is reduced. This can be directly attributed to the effects 

of the nematic mean field reducing the energy of conformations in which molecules 

remain linear. This is seen clearly in table 3.4 where the growth in populations of 

ttt and tgt conformers occurs at lower temperatures when orientational order is high. 

These results are consistent with molecular field theory. For 4-n-alkyl-4'-cyanobiphenyl 

mesogens 5CB (C5 chain) and 8CB (Cg chain) molecular field theory predicts an en­

hancement in populations for linear conformers [25,81] with increasing order parameter, 

and these results have been used to successfully interpret quadrupolar couplings from 

NMR studies of the deuterated compounds [82]. 

In this work A^;^^ changes by approximately 2 kJ mol~^ over the temperature range 

studied. This is comparable to the values of A^;^^ reported in table V I of reference [80], 

though in the latter case the conformations which were accessible in the mesophase 

favoured an increase in the gauche/trans energy gap of this magnitude. Samphng of 

conformations at the energy barriers is sparse, consequently it was not possible to ac-
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400 K 300 K 250 K 200 K 

bond 1 0.04 0.26 0.38 0.47 

bond 2 0.01 0.01 0.03 0.03 

bond 3 0.11 0.41 0.53 0.57 

bond 4 0.01 -0.01 0.02 0.00 

bond 5 0.22 0.58 0.68 0.70 

bond 6 0.23 0.61 0.70 0.74 

Inertia tensor 0.25 0.64 0.74 0.78 

Table 3.5: Order parameters for bonds in 5,5-BBCO. (Bonds labels are 

defined in figure 3.1.) 

curately measure the energy barrier for rotation between gauche and trans conformers. 

Hence the graphs of V{(f)) are truncated at 15 k j mol~^ in the figures. 

3.4.8 B o n d order parameters 

Bond order parameters for the alkyl chain (table 3.5) exhibit an odd-even effect which 

arises due to the preference for the all-trans conformation in which successive bonds 

alternately lie parallel and at an angle to the molecular long axis. Bonds lying along 

the molecular long axis have the highest order parameters. For homologous series of 

molecules with different alkyl chain lengths this can lead to a strong odd-even effect 

in transition temperatures. For 4,4'-di-alkyl-bibicyclo[2.2.2]octanes this is seen in the 

reported crystal melting temperatures [75] but not in the clearing temperatures. The 

latter rise to a maximum of 520 K for 5,5-BBCO. At these elevated temperatures the 

influence of the all-trans conformation is much reduced. In this work, the percentage 

of all-trans conformations in the isotropic phase drops to a value of 16.8% at 500 K. 
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The reduction in all-trans populations is likely to diminish the importance of odd-
even ordering of individual bonds in determining the clearing temperatures for the real 
materials. 

3.4.9 Molecular Reorientat ion 

The reorient at ional motion of the long molecular axis defined by diagonalisation of 

equation 2.21 was characterised by the reorientational correlation functions Ci (equation 

2.28). For linear molecules in a liquid phase, Ci can be described by the cumulant 

expansion, which relates the behaviour of Ci to the angular velocity autocorrelation 

function [83-85] 

-l(l + l)hT f \ 
Ci (t) « exp / (t-T)C^{T)dT 

Jo 
(3.7) 

with 

^ ~ MOV) 

where Ui is the angular velocity of molecule i. For short times, where Ĉ ^ ?̂  1, equation 

3.7 becomes 

Ci{t) ^ exp l{l + l)hT 2 
21 

For long time-scales, where t » r^, this relation reduces to the Debye equation 

(3.9) 

Ci{t) = exp[-l{l + l)DRt] (3.10) 

where DR is the rotational diffusion coefficient. The Debye model assumes that molec­

ular reorientation results from many uncorrelated angular displacements leading to 

a single exponential decay of C/. I f the approximation holds true then a plot of 

liiCi{t)/{—l{l -f- 1)) against t would result in the curves for different I being coinci­

dent for all times. 
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Figure 3.17: Reorientational correlation functions: Pi bold line; P2 

dashed fine; P3 dotted line (closely spaced dots); P4 dotted fine (widely 

spaced dots), for the nematic phase (300 K) 
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Figure 3.18: Reorientational correlation functions: Pi bold fine; P2 

dashed fine; P3 dotted fine (closely spaced dots); P4 dotted fine (widely 

spaced dots), for the isotropic phase (400 K) 
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Figure 3.19: Reorientational correlation functions: Pi bold line; P2 

dashed line; P3 dotted fine (closely spaced dots); P4 dotted line (widely 

spaced dots), for the nematic phase (300 K) 
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Figure 3.20: Reorientational correlation functions: Pi bold fine; P2 

dashed line; P3 dotted fine (closely spaced dots); P4 dotted line (widely 

spaced dots), for the isotropic phase (400 K) 
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The decay of Ci for Z = 1,4 is plotted in figures 3.17 and 3.18. I t is seen that 
the decay of C i is extremely slow particularly in the nematic phase (figure 3.17). The 
behaviour of Ci is qualitatively similar to that seen in small linear molecules [74], though 
the time-scales involved are much longer for 5,5-BBCO. The Debye model appears to 
hold well for the isotropic phase for t < 200 ps (figure 3.20). However, at times 
t > 200 ps in the isotropic phase the \nCi{t)/{l(l + l)) curves fan out considerably. This 
behaviour represents the break down of the Debye model. In the cumulant expansion 
this behaviour is usually attributed to the neglect of higher order cumulants in equation 
3.9. For the nematic phase in figure 3.20, the curves of \nCi{t]/{l{l + 1)) are aU 
coincident, suggesting that the cumulant expansion also works well for the time scales 
studied. However, in this case molecular reorientation is so slow that most molecules 
are performing rotational diffusion close to their original positions. 

To test whether or not molecular conformational changes can make a major contri­

bution to the orientation of the molecular long axis the behaviour of C/ was calculated, 

where u in equation 2.28 is now defined by the vector representing the long axis of the 

rigid core of 5,5-BBCO. I t is found that the reorientational behaviour of the molecu­

lar core is very similar to that of the long axis as defined by the inertia tensor. This 

indicates that there is no significant coupling between conformational changes in the 

flexible alkyl chain and reorientational motion of the molecule as a whole. 

3.5 Discussion 

3.5.1 E q u i l i b r a t i o n t imes 

I t is informative to compare equilibration times with other model systems. Wilson [80] 

has performed simulations of a hybrid Gay-Berne/Lennard Jones liquid crystal dimer, 

in which two Gay-Berne particles are linked via a flexible alkyl chain. For 512 such 
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molecules, approximately 6 ns (3 x 10^ time steps) are required for a smectic-A phase 
to grow from the isotropic fluid. The lengths of jun required for flexible models of this 
type contrast strongly with those for single site potentials. For MD simulations of the 
Gay-Berne potential growth of a mesophase from the isotropic fluid typically requires 
1 - 2 X 10^ time steps t*, where t* = ^/[eQI(mal))t ^ 0.0015. From the work of La 
Penna et al. [86] i t is possible to estimate typical mesogenic values for co/ks = 407 
K, (70 = 5.7 A, and molecular mass m = 7.5 x 10~^^ kg mol~^ for the Gay-Berne 
potential based on the mesogen para-azoxyanisole (PAA). These data produce a value 
for i of 7.5 fs which is in the range typically used for the integration of motion for 
(rigid) molecules. This suggests that the reason for the relatively slower equilibration 
times for atomistic model mesogens is partly due to the small time step required to 
integrate internal motion and partly down to the slowness of molecular reorientation 
for flexible molecules. 

3.5.2 C o m p a r i s o n wi th the R e a l system 

In the reported phase behaviour for the real material [75], 5,5-BBCO exhibits a melting 

point at 319 K and a clearing point of 520 K, both higher than those indicated by 

the united atom model of 5,5-BBCO studied in this chapter. Also this study found 

no evidence for smectic stability, whilst the experimental system exhibits a uniaxial 

smectic phase. There are several possible reasons for these discrepancies. Firstly, 

small size simulations are known to exhibit considerable hysteresis at flrst order phase 

transitions for simpler models such as the Gay-Berne potential (section 1.3.2). I t is 

only when system size approaches 1000 molecules that its influence on phase transition 

temperature becomes small. Secondly, recent work by Jorgensen [44] and others have 

demonstrated that the AMBER inter molecular potential functions used in this study 
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can be improved upon for simulating simple liquids. I t is these functions that will 
have the largest influence on transition temperatures. Finally, the cutoff of 7 A for 
nonbonded interactions is close to the minimum that can be safely used in accurate 
atomistic work. I f computational resources had allowed, i t would have been interesting 
to extend the nonbonded cutoff to larger distances to determine i f this had any influence 
on the formation of smectic structures. 

3.6 Conclusions 

Simulations have been carried out for systems of 64 and 128 molecules of the mesogen 

4,4'-di-n-pentyl-bibicyclo[2.2.2]octane (5,5-BBCO) for simulation times of up to 12 ns. 

Spontaneous growth of a liquid crystal mesophase from an isotropic liquid has been 

observed in two independent runs which required respectively 10 ns and 6 ns for the 

orientational order parameter to equilibrate. These simulations are considerably longer 

than any previous runs for atomistic mesogens, and represent the first fully atomistic 

simulations to conclusively demonstrate the growth of a mesophase directly from an 

isotropic liquid. 

The results have shown strong coupling between molecular order and internal molec­

ular structure. A classic odd-even effect has been observed in both bond order parame­

ters and in the relative populations of gauche conformers in the alkyl chain. Molecular 

reorientation of the long molecular axis was found to be extremely slow in these sys­

tems; particularly in the nematic phase. No significant coupling was found between 

molecular conformational changes and the reorientation of the long molecular axis de­

fined by the inertia tensor. In the reported phase behaviour for the real material [75], 

5,5-BBCO exhibits a melting point at 319 K and a clearing point at 520 K, both higher 

than those indicated by the united atom model for 5,5-BBCO. 



C H A P T E R 4 

Simulation of Liquid Crystals using a 

Hybrid Lennard-Jones/Gay-Berne Moda. 

4.1 Introduction 

The simulations of 4,4'-di-n-pentyl-bibicyclo[2.2.2]octane in chapter 3 illustrated how 

computationally expensive atomistic modelling of liquid crystals is at the current time. 

Even when united atom models are used to eliminate some atomic sites from the simu­

lation, system sizes are limited to 100-200 molecules at the most. However, for smectic 

phases it would be highly desirable to be able to simulate several hundred or (ide­

ally) several thousand molecules to look at the ordering of molecules in layers. In this 

chapter the computational burden of simulating the many pairwise nonbonded inter­

actions associated with the rigid core of a mesogen is reduced by replacing the core by 

a single-site Gay-Berne potential. 

61 
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Figure 4 . 1 : Schematic representation of the molecular model of C3-GB-

C 7 , </)i corresponds to dihedral angle i. 

4.2 Computational model 

The computational model to be investigated is based on a common group of mesogens 

consisting of rigid molecular core with two alkyl chains of unequal length at each end of 

the molecule [87-90]. The core unit of our mesogen is made from a single-site Gay-Berne 

potential. This Gay-Berne potential is flanked by C3 and C7 flexible alkyl chains made 

up from Lennard-Jones 1 2 : 6 potentials situated on the CH2 and CH3 united atoms. A 

schematic diagram of this ( C 3 - G B - C 7 ) model is shown in figure 4 . 1 . The force field for 

this model is written as 

^angles i 

E = E (4.1) 
i=l ^ 

•^dihedrals 

+ ^ ai ( 1 + cos</ ) i ) -1 -02 (1-cos(20i ) ) - l -a3( l - l -cos(3( /» i ) ) 

1=1 j>i i= l j > i t= l j = l 

In equation 4 . 1 , N^ngies: -^dihedrals5 -^LJ and A^GB are respectively the number of angles, 

number of dihedral angles, number of Lennard-Jones sites and number of Gay-Berne 

sites in the system. The bond lengths in the model were fixed at 1.53 A between 

LJ sites, and 6.37 A between the Gay-Berne and LJ sites. A harmonic potential is 
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used to model bond angle deformation, where ki is a bond angle force constant and 9i 
and 9" are actual and equilibrium bond angles. The values of A;̂ , 6^ and an are given 
in table 4.1. The parameters used to model the alkyl chains are obtained from the 
work of Jorgensen et al. [91] and Siepmann et al. [92], who have successfully simulated 
hnear hydrocarbon chains. Gay-Berne sites are bonded via their centre of mass. One 
additional harmonic angle term is required for each site bonded to a Gay-Berne particle 
to prevent free rotation of Gay-Berne sites about their centres [80]. These terms involve 
the angle between the long axis of the Gay-Berne particle and the bond between the 
Gay-Berne site and the Lennard-Jones site to which it is attached. For these angles 

= 180°, and the force constant is set at the value for a C-C-C bond angle. A single 
dihedral spans the Gay-Berne site (02) to provide a coupling between the two chains. 
This interaction has two-fold symmetry, with 02/^6 = 892.71 K, to mimic the effects 
of a typical phenyl ring-alkyl chain dihedral, where the barrier to rotation is known to 
be of this form and magnitude [93]. 

The terms Ujj-^, U^^, U]^^^^^ in equation 4.1 represent non-bonded interactions 

energies for two particles i and j. The interaction energy C/̂ "̂̂  for an inter-particle 

separation rij is given by the Lennard-Jones 12:6 potential (equation 1.2), with values 

for and a\j^ given in table 4.1 [91,92]. The U^^ term represents the orientational 

dependent interaction energy for two Gay-Berne particles [19,20]. The parameters for 

the Gay-Berne potential were those of de Miguel et al. [94]. In this form of the potential, 

^ = 2, z/ = 1, the length to breadth ratio Gee/cTss is 3.0 and the ratio of well-depths for 

end-to-end and side-to-side particles eee/^ss is 1/5. = (755, and ê ^̂ *̂" = ess/h are 

set using the values given in table 4.1 obtained from the work of La Penna et al. [95] 

and Wilson [22]. 

LJ /GB 
The form used for the Gay-Berne/Lennard-Jones interaction, U^^ , is based on 
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bond bond length / A 

C-C 1.53 

C-GB 6.37 

bond angle Ke/xlO-^^J rad-2 OeqT 

C-C-C 86.294 114.0 

GB-C-C 86.443 114.0 

Dihedral ai/K a 2 / K 

C-C-C-C 355.03 -68.19 791.32 

GB-C-C-C 0.0 892.71 0.0 

Non-bonded (e/h) 1 K a / k 

CH2 47.0 3.93 

CHs 114.0 3.93 

GB 406.51 4.721 

LJ /GB 171.08 4.117 

mass/kg moment of inertia/kg m^ 

CH2 0.2325 X10-25 

0.2495 X10-25 

GB 2.9558 X10-25 0.2731 X10-23 

Table 4.1: Force field data for C7-GB-C3. 
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the work of Cleaver et al. [96] who have generalised the Gay-Berne potential to cover 
non-equivalent particles. Accordingly, 

r^. - aU/GB(u^ ,_ }.^) + ^ „ U / G B j [r^^ _ <,LJ/GB(<i^.^ f i , ) + <7o"/GB 

where, in the h m i t of one of the particles being spherical , gives: 

a L J / G B ( u , - , f , , ) = ao[l - xc^-Hr^j • U j ) T ' ^ ' (4-3) 

and 

6 - / - - ( u „ f , , ) = eo[l - x^ar^r,, • u . f ] ( 4 . 4 ) 

with 

and 

Q;/2 \essJ ^ ^ 

In this model x /a^ = 0.77027, and xV« '^ = 0.55279. 

Spherical nonbonded cutoffs of 9.808 A, 18.884 A (4 x ^ ) , 16.468 A (4 x a^^^^^), 

were employed for each of the pairwise-interactions Ujj"^, U^^, ul"^^^^. Many simula­

tions of isolated Gay-Berne sites shift the non-bonded potential to allow the interaction 

energy to go smoothly to zero at the cutoff [97], and here the same approach is adopted. 

To speed computation a separate Verlet neighbour list [59] was employed for each of 

the three sets of interactions. In calculating the intramolecular contributions to U}'^, 

U]'^^^^, U^^ in equation 4.1 all interactions between 1-2, 1-3 and 1-4 bonded sites 

have been excluded. 
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4.3 Simulation procedure 

The equations of motions were integrated using a form of the leap-frog algorithm suit­

able for anisotropic systems [64,98]. Calculations were performed for a system of 512 

molecules in the NVT ensemble using a time step of 2 fs. The bond lengths were 

fixed to a tolerance of 1.0 x IQ-^ A using the SHAKE procedure of Ryckaert [67]. The 

starting configurations were created from an initial array of identical molecules, each in 

the all-trans conformation, aligned along a single Cartesian axis of a cubic cell. Each 

molecule was given a random displacement from a bcc lattice point and 50 % of the 

molecules (chosen at random) were rotated by 180° about the short molecular axis 

passing through the molecular centres of mass. This configuration was then rapidly 

compressed by a process of isotropically scaling the coordinates and employing short 

MD runs until liquid densities were reached (see section 2.4). Two pseudo-nematic 

staring configurations were created, with densities of 751.092 and 970.411 kg m"^ and 

with nematic order parameters of 5*2 = 0.6037 and <S'2 = 0.4605 respectively. Atomic 

velocities were assigned from a Mcixwell-Boltzmann distribution, and simulations were 

then carried out on these configurations at 200 K and 300 K respectively. The orienta­

tional order parameter, molecular diffusion coefficients and dihedral angle distribution 

were monitored throughout the simulations, and snapshots of the system were viewed 

periodically using the AVS software. The orientational order of the Gay-Berne parti­

cle was monitored using 5*2 from equation 2.17, where 9 (in equation 2.17) measures 

the angle between the long-axes of the Gay-Berne ellipsoid and the average orienta­

tion of the sample defined by the director n . Translational ordering of the system was 

characterised via the radial distribution function, calculated from equation 2.22. Af­

ter equilibration of the two trial runs, a series of shorter simulations were performed 

starting from the final configurations of the 'longer runs' in order to explore the phase 
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3 4 

t ime / ns 

Figure 4.2: Order parameter S2 at 752.092 kg m^^ at 200 K (sohd line) 

corresponding to the growth of a smectic-B phase from a pseudo-nematic 

structure, and at 250 K (dotted line) showing the decay to the isotropic 

phase. 

behaviour at the two densities. In these runs each picosecond of simulation time corre­

sponds to approximately 4.6 cpu minutes on a DEC 433au workstation. 

4.4 Results and discussion 

4.4.1 P h a s e behaviour - low density system ( p = 752.092 kg m~^) 

The time evolution of the order parameter for the low density (752.092 kg m~^) system 

at 200 K is shown in figure 4.2, along with the order parameter for the 235 K run 

for comparison. At 200 K the rise in (^2) is extremely slow and is accompanied by 

pre-transitional fluctuations that eventually lead to the formation of a smectic-B phase 
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with (^2) = 0.92 (figure 4.3). 

The smectic-B phase assignment is based on the form of the radial distribution 

functions shown in figures 4.5, 4.6, 4.7. The peaks in p||(r) (figure 4.6) indicate a layer 

spacing of approximately 23.7 A, in comparison to an all-trans molecular length of 

21.3 -I- a^"^ = 25.2 A. The perpendicular component of the pair distribution function, 

P- l(^) (figure 4.7), is used to monitor the intra-layer molecular order. The spUtting 

of the second peak at r /A=10 into two occurs as orientational order increases. This 

is indicative of hexagonal close packing within the layers, confirming the presence of 

a smectic-B phase. The smectic-B phase was seen to melt to an isotropic Hquid at 

a temperature of 235 K. Separate simulations at 215 K starting from smectic-B and 

isotropic configurations respectively, showed no change in phase. This allowed us to 

assign the phase transition to between 200 K and 235 K. For relatively small systems one 

expects to see some degree of hysteresis in the position of the phase transition. Careful 

monitoring of the diff'usion constant whilst cooling the smectic-B to temperatures below 

200 K, indicated that the system had frozen. No significant structural differences were 

apparent between the smectic-B and frozen states. No regions of nematic or smectic-

A stability were seen at p = 752.092 kg m~^. Undoubtably the relative strength of 

Gay-Berne/Gay-Berne interactions, over the other non-bonded interactions, strongly 

promotes smectic behaviour in systems of this type. Consequently, the phase behaviour 

at this density is very similar to low density systems of Gay-Berne particles without 

alkyl chains [94,99] where no nematic phase is seen. 

4.4.2 P h a s e behaviour - high density system ( p = 970.411 kg m~^) 

Starting from the pseudo nematic configuration with (52) = 0.60, the high density 

system (p = 970.411 kg m~^) evolved into a nematic phase with an order parameter of 
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Figure 4.3: System snapshot: Smectic-B phase at 200 K (752.092 kg 

m"^). Gay-Berne sites are represented by coloured elHpsoids; Lennard-

Jones sites are represented by white spheres. 
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Figure 4.4: System snapshot: isotropic configuration at 500 K (752.092 

kg m~^). Gay-Berne sites are represented by coloured eUipsoids; 

Lennard-Jones sites are represented by white spheres. 
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Figure 4.5: Radial distribution functions ^(r) for Gay-Berne sites in the 

NVT ensemble: bold line 300 K low density system (isotropic), dashed 

line 300 K high density system (nematic) and dotted line 200 K low 

density system (smectic-B) 

0 ) 2 

Figure 4.6: Radial distribution functions g\\{r) for Gay-Berne sites in the 

NVT ensemble: bold line 300 K low density system (isotropic), dashed 

line 300 K high density system (nematic) and dotted line 200 K low 

density system (smectic-B) 



CHAPTER 4. HYBRID LENNARD-JONES/GAY-BERNE MODEL 72 

2H 

10 20 

r •/A 
Figure 4.7: Radial distribution functions g±{r) for Gay-Berne sites in 

the NVT ensemble: bold line 300 K low density system (isotropic), 

dashed line 300 K high density system (nematic) and dotted line 200 K 

low density system (smectic-B) 

30 

(^2) ~ 0.73 over a period of 1.0 ns (figure 4.8). Further simulations over a period of 7.0 

ns demonstrated no changes in orientational or translational order. Careful monitoring 

of the pair distribution functions, g{r), g±(r), g\\(r)^ indicated that there were no 

significant smectic fluctuations during the course of these runs. ^| |(r) for this system 

(figure 4.6) remained completely flat, and both ^ ( r ) and ^_L( r ) exhibited only small 

peaks at r ^ 5.5 A corresponding to the first solvation shell; typical of the behaviour 

for a nematic system [100]. The nematic ordering is confirmed by the form of the 

pair-wise orientational correlation function g2{r) for Gay-Berne sites (equation 2.23). 

In the nematic phase this function decays to a value of {82)'^ at large separations, as 

shown in figure 4.9. Here, the nematic phase is clearly distinguished from the isotropic 

phase (where g2{r) decays to zero within the simulation box), and the smectic-B phase 

(where the intra- and interlayer spacing give rise to a series of peaks and troughs in 

!;2(r)). 
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Figure 4.8: Order parameter S2 at 970.411 kgm"^ at 300K. 

The fully equilibrated nematic configuration at 300 K was used as a starting point 

for a further series of simulations. The nematic phase was found to be stable at tem­

peratures up to 400 K. At 250 K monitoring of the diflFusion constant indicated that 

the nematic froze to form a solid structure. Based on the phase behaviour of the low 

density system, it is likely that a smectic-B phase wil l exist between 250 K and 300 

K given slow cooling of the system. However, limitations on available computer time 

have not allowed long runs at intermediate temperatures (between 250-300 K) to test 

this assumption. A fu l l summary of all equilibrated state points for both the low and 

high density systems is presented in table 4.2. 
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Figure 4.9: Pairwise orientational correlation function p2(^) for Gay-

Berne centres, bold fine 300 K low density system (isotropic), dashed 

line 300 K high density system (nematic) and dotted fine 200 K low 

density system (smectic-B). 
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Figure 4.10: Snapshots from simulations in the NVT ensemble; ne­

matic phase at 300 K at the high density Gay-Berne sites are repre­

sented by coloured ellipsoids; Lennard-Jones sites are represented by 

white spheres. 
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T phase density equilibration production 5*2 ± CTX mean squared diff'usion 

/ K kg m~^ time / ps time / ps of GB units /A^ps~^ 

200 solid 970.411 600 600 0.74 ± 0 . 0 1 2.7 

250 nematic 970.411 400 3800 0.75 ± 0.01 6.1 

300 nematic 970.411 1000 7000 0.73 ± 0.01 13.8 

350 nematic 970.411 200 200 0.68 ± 0.01 22.6 

400 nematic 970.411 200 800 0.55 ± 0.02 27.6 

450 isotropic 970.411 200 1800 0.17 ±0 .02 31.2 

200 smectic-B 752.092 6000 2000 0.92 ± 0.01 6.7 

215 smectic-B 752.092 200 1000 0.92 ± 0.01 6.3 

235 isotropic 752.092 400 1600 0.08 ± 0.02 72.2 

250 isotropic 752.092 200 1800 0.04 ± 0.02 244.7 

300 isotropic 752.092 200 800 0.09 ± 0.03 112.4 

350 isotropic 752.092 200 600 0.06 ± 0.02 144.7 

400 isotropic 752.092 200 800 0.05 ± 0.02 

450 isotropic 752.092 200 800 0.05 ± 0.02 

500 isotropic 752.092 200 1000 0.04 ± 0.02 

550 isotropic 752.092 200 1000 0.04 ± 0.02 

Table 4.2: Summary of simulation data in NVT ensemble. Quoted 

values of order parameters are for Gay-Berne units. 
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4.4.3 C o m p a r i s o n w i th a single-site G a y - B e r n e potential 

I t is interesting to compare the phase behaviour of our model with that of the pure 

Gay-Berne mesogen [94,99]. As seen with the pure Gay-Berne potential, increases in 

density promote nematic behaviour. The origin of this effect lies in the competition be­

tween orientational and translational entropy within the system. As volume is reduced, 

molecules lying at an angle to each other exclude neighbours from a larger fraction of 

the total volume. This leads to a reduction in the translational entropy and molecules 

start to favour parallel alignment, enhancing the nematic region of the phase diagram. 

I t is well-known that some twin-chain (real) mesogens form smectic-C phcises. How­

ever, in the current model system the relatively high stability of the smectic-B phase 

has suppressed the formation of other smectic phases that do not possess intra-layer 

order. 

I t is known from the work of Brown et al. [101,102] that a smectic-A phase can be 

induced by lengthening a Gay-Berne mesogen and simulating at elevated pressures. I t 

is therefore possible that the system studied here may possess a smectic-A or smectic-C 

phase at higher densities in a region of the phase diagram that has not been studied. 

4.4.4 B o n d order parameters 

Replacing the vector in equation 2.17 by bond vectors allows individual order pa­

rameters to be calculated for each bond in the molecule. These are given in table 4.3 

for the longer C7 chain. In the nematic and smectic-B phases the values of bond order 

parameters exhibit a classic odd-even effect, with odd bonds having high order param­

eters and even bonds having order parameters close to zero. This reflects the relative 

importance of the all-trans conformation in the mesophases formed. Here successive 

bonds lie alternately parallel and at an angle to the molecular long axis. However, the 
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Bond 200 K 300 K 300 K 450 K 

752.092 kg 752.092 kg 970.411 kg 970.411 kg m -3 

GB-C4 0.92 0.09 0.73 0.17 

C4-C5 0.11 0.04 0.05 0.04 

C5-C6 0.86 0.05 0.58 0.09 

C6-C7 0.10 0.04 0.04 0.03 

C7-C8 0.79 0.04 0.51 0.06 

Cg-Cg 0.10 0.04 0.04 0.04 

Cg-Cio 0.67 0.04 0.39 0.05 

Table 4.3: Order, parameters for bonds in the 7 site alkyl chain. 

odd-even effect is seen to decrease in magnitude as the bonds become further from the 

molecular core, reflecting an increase in chain disorder. In several homologous series 

of real liquid crystals, this odd-even ordering of successive bonds manifests itself in an 

odd-even rise and fall in clearing temperatures. This is also seen to diminish as the 

alkyl chain becomes longer. I t is noted that in both nematic and smectic-B phases, 

bond order parameters are always smaller than the order parameters for the Gay-Berne 

units, indicating the importance of the latter in determining the overall structure of 

the bulk liquid crystal. 

4.4.5 D i h e d r a l angle distributions and trans/gauche populations 

The differences in bond order parameters found at different phases in table 4.3, point 

to the fact that large conformational changes must be occurring as the system moves 

from one state point to another. To monitor this the dihedral angle distributions were 

calculated (figure 4.11) for the dihedrals 0i,03 — 07 as defined in figure 4.1. I t is seen 
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Figure 4.11: Dihedral angle distribution of (a) (f)i; (b) (/)3; (c) </)4; (d) 

(1)5] (e) </)6; (f) 07; in the NVT ensemble at density 970.411 kg bold 

Une 450 K (isotropic), and dotted line 300 K (nematic) 
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from figure 4.11 that there is a strong preference for trans conformations in the nematic 
phase at 300 K compared to the isotropic phase at 450 K. Within the nematic phase 
the longer C7 chain prefers the trans conformation more strongly for the odd dihedrals 
in the chain compared to even dihedrals: thus explaining the bond order parameter 
data seen in section 4.4.4. In the isotropic phase the odd-even effect disappears. 

Integrating the dihedral angle distributions provides trans/gauche populations. In 

table 4.4 these are given for the nematic and isotropic state points of figure 4.11, and for 

two state points corresponding to the smectic-B and isotropic phases of the low density 

system. In the orientationally ordered phases, gauche conformations where the molecule 

remains elongated </>6 and, in particular, ^4 are favoured over gauche conformations in 

which the end of the chain is forced to lie at an angle to the molecular axes 01, 03, 

05, 07. This effect has been seen before in the simulation of hquid crystal dimers [80] 

and in molecules with C5 chains [21,24]. The effect is also consistent with results of 

molecular field theory [81,103]. 

4.4.6 Effect ive torsional potentials 

The influence of the odd-even effect in table 4.4 is seen to reduce as dihedrals move away 

from the molecular core. Again this is consistent with the predictions of molecular field 

theory and experiment. Figure 4.12 shows a comparison between the effective torsional 

potentials (equation 3.6) at 300 K (nematic) and 450 K (isotropic) for the low density 

system. The difference in the two curves for each graph provides a direct measure in the 

change in Vgxt between the two phases, and allows us to extract the energy difference 

between trans and gauche conformers for the two phases (table 4.5). The results in table 

4.5 clearly show that the odd gauche conformers become energetically disfavoured in 

the nematic phase by between 1.3 kJ mol~^ and 0.6 k j mol~^, whilst the even gauche 
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T/K phase density/kg m ^ dihedral g- /% t/% g+/% 

450 isotropic 970.411 01 21.6 56.4 21.9 

03 19.1 62.4 18.5 

04 19.5 61.1 19.4 

05 16.0 67.8 16.2 

06 16.6 67.1 16.3 

07 19.5 61.0 19.5 

300 nematic 970.411 01 10.7 79.0 10.3 

03 6.7 87.2 6.1 

04 16.0 67.5 16.4 

05 6.3 86.2 7.4 

06 13.8 70.9 15.3 

07 10.8 78.1 11.1 

300 isotropic 752.092 01 16.6 67.6 15.8 

03 15.4 70.9 13.6 

04 14.9 71.4 13.7 

05 11.8 76.2 12.1 

06 12.9 74.9 12.2 

07 14.6 70.5 14.9 

200 smectic-B 752.092 01 5.3 88.3 6.3 

03 1.3 97.6 1.0 

04 10.6 80.3 9.1 

05 1.6 95.9 2.5 

06 8.5 82.1 9.4 

07 6.3 89.6 4.1 

Table 4.4: Trans-gauche populations for selected state-points in the 

NVT ensemble 



CHAPTER 4. HYBRID LENNARD-JONES/GAY-BERNE MODEL 82 

J : 1 . I , L 

angle/° 

120 180 240 300 

angleA 

120 180 240 300 360 

angle/' 

angle/" 

60 120 180 240 300 360 
60 120 180 240 300 360 

angle/" angle/" 

Figure 4.12: Effective torsional potential of (a) 0 i ; (b) 03; (c) 04; (d) 

05; (e) 06; (f) 07; in the NVT ensemble at density 970.411 kg m"^ bold 

fine 450 K (isotropic), and dotted line 300 K (nematic) 
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Dihedral AEgt{A50K) AEgt{300K) AEgt{mK) 

(isotropic) (nematic) -AEgt{300K) 

01 3.8 5.2 1.3 

03 4.8 6.7 1.9 

04 4.4 3.7 -0.8 

05 5.4 6.5 1.1 

06 5.4 4.1 -1.3 

07 4.4 5.0 0.6 

Table 4.5: Differences in energy AEgt between gauche and trans con­

formers for the high density system in units of kJ mol~^ 

conformers become energetically favoured by between 0.8 kJ mol~^ and 1.3 kJ mol~^. 

I t is interesting to compare these results with values of AEgt calculated elsewhere. 

In the simulation of 5,5-BBCO (Chapter 3) it was found that AEgt decreases in mag­

nitude for the central dihedral of the C5 chain in going from the isotropic to the 

nematic phase. Wilson and Allen [24] have studied the mesogen trans-^-{trans-i-n-

pentylcyclohexyl)cyclohexylcarbonitrile (CCH5) and report increases in AEgt of 1.1, 

0.03, 0.72 kJ mol~^ for the three dihedrals of the (C5) alkyl chain, in going from the 

pretransitional isotropic phase at 390 K to a nematic phase with an order parameter 

of 0.62. In the work of Wilson [22] increases in AEgt of approximately 2 kJ mol~^ are 

reported for the odd dihedrals of a GB-Cs-GB hquid crystal dimer system, in going 

from the isotropic phase at 330 K to a smectic-A phase with 52 = 0.75 at 300 K. Much 

smaller increases in AEgt are seen for the even dihedrals. The magnitude of the change 

in AEgt is similar in all these systems, but there are clearly significant differences in 

the behaviour of different molecules. In each case however, the changes in AEgt can 
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Molecule reference temperature/phase al\-trans population/% 

CCH5 [24] 350 K (nematic) 49.2 

GB-Cg-GB (dimer) [22] 300 K (smectic-A) 47.2 

5,5-BBCO [21] 300 K (nematic) 29.9 

C7-GB-C3 this chapter 300 K (nematic) 27.8 

Table 4.6: Population of the aXl-trans conformer in a series of mesophase 

simulations. 

be directly assigned to a preference for linear conformers in the mesophase. In the 

simulations of CCH5 and the liquid crystal dimer system the all-^rans conformation is 

overwhelmingly preferred in the mesophase at the expense of odd gauche conformers 

(see table 4.6): leading to increases in AEgt with increases in 5*2 for odd gauche con­

formers. However for simulations of 5,5-BBCO and the C3 -GB -C7 (where individual 

molecules have two chains) the all-trans conformation is relatively less important, and 

linear gauche conformers are strongly promoted by an increase in orientational order 

(see table 4.7): leading to a clear decrease in the value of AEgt for even gauche con­

formers. Clearly, the influence of the mesophase on /S,Egt depends critically on the 

overall shape of individual conformations and the balance of individual conformers at 

a particular temperature. This wil l depend not only on the length of the alkyl chain, 

but also on the shape of the molecular core. 

4.5 Conclusions 

Simulations have been performed on a hybrid Lennard-Jones/Gay-Berne mesogen with 

two alkyl chains (C3 -GB -C7) for systems of 512 molecules at two densities. For the 

low density system {p = 752.092 kg m~^) isotropic liquid and smectic-B phases are 
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03 04 05 06 07 nematic / % liquid / % 

t t t t t 27.8 8.0 

t t t g+ t 7.0 3.1 

t g- t t t 6.9 3.6 

t t t g- t 6.8 3.5 

t g+ t t t 6.6 3.3 

t t t t g+ 3.7 3.3 

t t t t g- 3.6 3.3 

t g- t g+ t 2.8 1.7 

t g+ t g- t 2.4 1.6 

t g+ t g+ t 2.0 1.5 

t t g- t t 2.0 2.9 

t t g+ t t 2.0 2.9 

t g- t g- t 1.8 1.6 

t t t t 1.1 2.3 

t g+ t t g+ 1.1 1.5 

t g+ t t g- 1.1 1.2 

g- t t t t 1.1 2.2 

t g- t t g- 1.1 1.3 

t g- t t g+ 1.0 1.7 

Table 4.7: Conformer populations for the nematic (300 K) and isotropic liquid (450 K) 

phases for the 970.411 kg m~^ system. 
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found, and for the high density system {p = 970.411 kg m~^) the presence of a stable 
nematic phase is detected. The latter is promoted by excluded volume interactions that 
favour orientationally ordered states at high density. A strong coupling is seen between 
internal molecular structure within the model and the orientational order of the phase 
itself. Consequently, molecules show large conformational changes in moving from the 
isotropic to either the nematic or the smectic-B phase. This has been characterised by 
calculating effective torsional angle potentials for each phase. I t is found that gauche 
conformations in which the chain lies along the the molecular long axis are selectively 
favoured in the orientationally ordered phases by up to 1.3 kJ mol~^ compared to the 
isotropic liquid, but the conformers where the chain lies at an angle to the molecular 
long axis are actively disfavoured by up to 1.9 kJ mol~^. 

One of the most useful outcomes of the work in this chapter has been the discovery 

of a stable nematic phase over a considerable temperature range. Prior to the work in 

this thesis, none of the previous simulation studies on atomistic (or hybrid) models had 

conclusively demonstrated the stability of a nematic mesophase over long simulation 

times. The current work therefore provides a useful model system to use in developing 

methods for the calculation of the bulk properties of liquid crystals. In chapter 5 this 

model is exploited further to provide the first calculations of elastic constants for flexible 

liquid crystal molecules. 



CHAPTER 5 

.Mematic Elastic Constants 

5.1 Introduction 

In this chapter a study is made of the elastic properties of the nematic phase generated 

by the hybrid model of chapter 4. This provides, for the first time, results for the Frank 

elastic constants of a flexible liquid crystal molecule. The importance of a knowledge 

of these elastic constants for display devices is highlighted by the following equation 

2eo(e|| - e ± ) 

where UQ is the threshold voltage required for switching in a (7r/2 twist) twisted nematic 

device [104]. Here, Ki, K2 and ii^s are the nematic elastic constants, respectfully corre­

sponding to splay, twist and bend deformations, and are the dielectric constants, 

and Co is the vacuum dielectric permittivity. 

87 
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Figure 5.1: A representation of a splay deformation in a nematic liquid 

crystal. 

5.2 Frank elastic constants 

Continuum theory of nematic liquid crystals disregards structure on the molecular scale. 

The expression for the free energy density Fd of a distortion in the bulk nematic was 

developed by Frank [105], and is given by 

Fd = \K,[diy n(r)]2 + ^i^2[n(r) • (curl n(r))]2 -H ̂ ii:3[n(r) x (curl n(r))]2 (5.2) 

where n(r) is a vector associated with the direction of the director field, and Ki,K2 

and Ks are the Frank elastic constants, respectively known as the splay., twist and bend 

constants (see figures 5.1-5.3). Each of the Frank terms are positive, this is because 

expression 5.2 describes distortions from the minimum of the free energy density, any 

deformation in the director field leads to an increase in free energy. 

5.3 Theory and methodology 

In this study the Frank elastic constants are calculated from fiuctuations of the nematic 

director (Allen et al. [97,106]). For each set of coordinate data the nematic order 
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Figure 5.2: A representation of a twist deformation in a nematic liquid 

crystal. 

^ ^7 O 

Figure 5.3: A representation of a bend deformation in a nematic Hquid 

crystal. 
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parameter S2 and director n are calculated. A symmetric ordering tensor is then 

constructed in reciprocal space using the long axis vectors for the Gay-Berne units 

V /3 1 \ 
QapC^) =-jrj-^(::UiaUip --5ap)exp(ik-ri), a,f3 = x,y,z. (5.3) 

Following Forster [107,108] an axis system 1,2,3, is defined such that n = (0,0,1). For 

wave vectors in the 1-3 plane, k = {ki,0,ks), we obtain the equations 

Wis{h,ks) = ^^^ >5'2^V-fe r̂ ^K^kl + Kskl ask^O (5.4) 
( p i 3 ( k ) | j 

W23{kuk3) = ' ^ ^ V / ^ b T _^ J^^J^2 ^ j^^f^2^ as k ^ 0. (5.5) 

Q23(k) 

The values of components Qisik) and Q23(k) can be transformed to the 1-3 plane via 

rotation of the ordering tensor Q(k) using the equations [109] 

<3i3(k) = eiy eu 

Qxx Qxy Qxz 

Qyx Qyy Qyz 

^ Qzx Qzy Qzz J 

esx 

esy 

yes. J 

and 

Q23(k) e2x G2y e2z 

Qxx Qxy Qxz 

Qyx Qyy Qyz 

y Qzx Qzy Qzz J 
63, 

(5.6) 

(5.7) 

where 

ei = k — (n • k)n (5.8) 

63 = n (5.9) 

and e2 is mutually perpendicular to ei and 63: 

62 = eixes. (5.10) 
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During our simulations the director is free to drift , yet our analysis requires a fixed grid 

of points in k space. To account for this we rotate the grid of k-space points by the 

operation 

^Ix ^ly ^Iz 

&2x e2z 

\ e3x esz J 

k i 

k2 

k ' l 

0 

V k ' 3 y 

(5.11) 

5.4 Molecular dynamics simulations 

A nematic configuration of 512 molecules was taken from the final configuration of the 

300 K production run for the C3-GB-C7 system (see chapter 4). This system was then 

doubled up in the x direction to create a new configuration of 1024 molecules in a box of 

dimension 2 x 1 x 1 , with the nematic director aligned along the x axis. After a period 

of equilibration, simulations were performed in the NVT ensemble with a timestep of 

3 fs, at temperatures of 250 K, 300 K, 325 K ,350 K, 375 K and 400 K. AH of these 

temperature lie within the nematic region of the phase diagram (see table 4.2), with 

250 K being close to the nematic/solid transition temperature, and 400 K being close 

to the nematic/isotropic transition temperature. 

At each of the temperatures the systems were simulated for 1.3 ns. Coordinate 

data was collected every 50 steps (150 fs) resulting in 8671 coordinate collections 

3.8 Gbts of data). Two-dimensional histograms of the fluctuation quantities Qi3(k), 

023(k) were tabulated with bin widths set equal to 

A k ' i = Ak'3 = 
27r 

V { 2 L y X L'^ X L'^ 
(5.12) 
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5.5 Function fitting 

A 6 parameter bivariate polynomial was fitted to the low k vector region of the data 

{0<k^< 0.1225,0 <k^< 0.1225) 

Wi,(ki,ks) = Kiakj + K^kt + Kickt + KsakI + Ks^kl + K^ckl (5.13) 

(with Kia and K^a yielding the splay and bend elastic constants), and 

W23{kiM) = K2akl + K2bk\ + K2ckl + Ksakl + Ksbkl + Ksckl (5.14) 

(with K2a and K^a yielding the twist and bend elastic constants). During the analysis 

the standard deviation of the ^ Qu(k) ^ and ^ (523(k) ^ bins was collected, and 

this was used in a fit. A program was written to minimise the residuals between the 

collected data and the fit using the NAG routine E04JAF. 

5.6 Results 

The values for the elastic constants obtained from the fitting program are presented 

in table 5.1. The plots in figures 5.4-5.15 show the surfaces Wis and W23 for each 

temperature. From the surfaces i t is clear that the linear regime expected at low k 

vectors only extends to a small region of the data. The surfaces exhibit considerable 

curvature at higher k values as seen previously in studies of hard ellipsoids [106] and 

Gay-Berne mesogens [97]. 

5.7 Discussion 

The relatively small size of the simulation box used in this study restricts the data 

collection at low k vectors. From the plots in figures 5.4-5.15 it can be seen that 

the low k vector region displays the correct functional form, but the sparsity of data 
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Temperature / K K i / J m"^ K2 / J m ' ^ K3 / J m"^ Fitting error S^ 

250 1.76 xlO-^^ 9.74 x lO '^^ 3% 0.755 

1.36 X 10-^1 2.19 X10-11 4% 

300 1.10 xlO-11 8.86 xlO-12 5% 0.718 

1.32 xlO-11 1.99 xlO-12 5% 

325 9.44 X10-12 1.14 x l O - ^ 4% 0.693 

1.39 xlO-11 1.67 xlO-11 3% 

350 1.25 X10-11 1.32 x l O - n 6% 0.628 

1.31 xlO-11 1.97 xlO-11 4% 

375 9.40 X10-12 7.29 x l O ' i ^ 5% 0.559 

9.72 xlO-12 1.71 xlO-11 5% 

400 7.63 X10-12 7.60 x l O ' i ^ 3% 0.442 

1.29 xlO-11 9.94 xlO-12 5% 

Table 5.1: Fitted values for elastic constants for C3-GB-C7 system in 

the region 0 < kf < 0.1225,0 < ^3 < 0.1225 with a 6 parameter fit. 
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Figure 5.4: W13 interpolated landscape at 250 K in the region 0 < < 

0.1225,0 < A : | < 0.1225. 
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Figure 5.5: W23 interpolated landscape at 250 K in the region 0 < < 

0.1225,0 < A ; | < 0.1225. 
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Figure 5.6: W13 interpolated landscape at 300 K in the region 0 < < 

0.1225,0 <kl< 0.1225. 
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Figure 5.7: W23 interpolated landscape at 300 K in the region 0 < kf < 

0.1225,0 <kl< 0.1225. 
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Figure 5.8: W13 interpolated landscape at 325 K in the region 0 < A:f < 

0.1225,0 < i fc |< 0.1225. 
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Figure 5.9: W23 interpolated landscape at 325 K in the region 0 < k^ < 

0.1225,0 < f c | < 0.1225. 
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Figure 5.10: W13 interpolated landscape at 350 K in the region 0 < 

k^ < 0.1225,0 < < 0.1225. 
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Figure 5.11: W23 interpolated landscape at 350 K in the region 0 < 

A:? < 0.1225,0 < ) t | < 0.1225. 
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Figure 5.12: W13 interpolated landscape at 375 K in the region 0 < 

A;? < 0.1225,0 <i fc |< 0.1225. 
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Figure 5.13: W23 interpolated landscape at 375 K in the region 0 < 

A;? < 0.1225,0 < A ; | < 0.1225. 
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Figure 5.14: W13 interpolated landscape at 400 K in the region 0 < 

A;?< 0.1225,0 < A ; | < 0.1225. 
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Figure 5.15: W23 interpolated landscape at 400 K in the region 0 < 

A:? < 0.1225,0 < A ; | < 0.1225. 
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points preclude an accurate fit to the gradient of the curve in this region. Improved 
statistics may be available from using a slightly smaller bin width, but would be greatly 
improved in a larger system simulated for longer times. Despite the small linear regime 
for equations 5.13 and 5.14 the fitted elastic constant results are still encouraging. From 
a dimensional argument one expects the K values to be of the order of U/l, where U 
is a typical interaction energy, and / is a molecular length scale. Taking U to he ^ 3 
kcal/mol (from typical latent heat values at the clearing temperature), and / to be ~ 
20 A we should expect Ki to be ~ 1 xlO~^^ J/m. The results of this study are indeed 
in this range, and are in the range of typical experimental studies for mesogens with 
alkyl chains [110-113]. 

A number of experimental studies have looked at the mesogen MBBA, a molecule 

with two alkyl chains and a rigid core similar to our model system. In the Rayleigh 

scattering work of Usui et al. [110] for the nematogen MBBA yielded K3/K2 = 2.4 ± 

0.1 near the solid/nematic transition temperature. This ratio decreased with increasing 

temperature, a trend that is seen in our results. Haller [111] found a value of 1.25 ± 

0.05 for the ratio Ks/Ki at a temperature of 295 K, whilst Rondelez et al. [112] found 

a ratio of 1.4 ± 0.2 at the same temperature, and Leger [113] found a ratio of 2.89 at 

the slightly elevated temperature of 296 K. Clearly it is just as difficult to determine 

the elastic constants experimentally as it is during a simulation of the type described 

in this chapter. It is predicted from Landau de Gennes expansions of the free energy 

that the ratio Ks/Ki will tend to a value of 1 near the nematic/isotropic transition, a 

result that is seen in our data at 400 K. It is experimentally found that the twist term 

is always the smallest constant. This has not been observed in this study. However, 

the theoretical study by Allen et al. [97] on a larger system (8000 molecules) of the 

Gay-Berne ellipsoid at jj, = 2, v = 1, p* = 0.9 also gave K2 > Ki. So this result is not 
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surprising. More data in the very low k vector region would greatly aid more accurate 
evaluations of the constants. 

5.8 Conclusion 

The Frank elastic constants Ki, K2 and Ks have been calculated from fluctuation ex­

pressions for the hybrid Gay-Berne/Lennard-Jones model of C3-GB-C7 (described in 

chapter 4). It is found that the elastic constants are in the experimental range for sim­

ilar 'real' mesogens and that the value of near the solid/nematic transition is in 

good accord with experiment. It is noted that the number of low k vectors available in 

this study was severely limited by system size. However, to undertake better studies of 

the nematic constants would require substantially more disk space (> 100 Gbts) than 

was available during this work. An obvious extension of the work described here would 

be the use of a massively parallel computer with large quantities of disk space, allowing 

one to simulate a much larger system (a system of 4096 C3-GB-C7 molecules has been 

created ready for such a simulation on the Cray T3E), allowing access to the short k 

vector region for the fluctuation quantities Qi3(k) and Q23(k). 



C H A P T E R 6 

Force field development for siloxane 

Dolymers 

6.1 Introduction 

Siloxane chains are commonly used to provide a flexible polymer backbone for side 

group liquid crystalline polymers [114]. Siloxane chains are known to be particularly 

flexible when compared to hydrocarbon chains. However, unlike hydrocarbon systems, 

which are well described by a number of force fields [49], siloxane systems suff'er from 

poorly developed force fields. Little is known about actual conformation energies, the 

shape of the torsional potential about a Si-0 bond, or the actual height of the barrier 

to rotation. In a siloxane chain the equilibrium 0-Si-O bond angle 110°) is very 

difi"erent from the equilibrium Si-O-Si bond angle 141°). This difference in angle 

leads to a polymer main chain which, when in the all trans conformation, is 'curled 

102 
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up'. This behaviour is quite different from the behaviour of many other polymer main 
chains, in which the end-to-end distance increases with the number of trans states (for 
example polyethylene). 

In a study of the conformational statistics of poly(dimethylsiloxane) Bahar et al. 

[115,116] used the rotational isomeric state (RIS) approximation. In the RIS model 

[117,118] each dihedral angle is treated as if it was in one of several discrete rotational 

states. This model is most applicable to dihedrals that have distinct rotational minima, 

separated by barriers substantially greater than RT (0.59 kcal/mol at room tempera­

ture). Bahar et al. define three states located at torsional angles of 180° (trans), 60° 

(gauche~), and 300° (gauche'^). The computational work of Grigoras and Lane [119] 

does not seem to support this assumption. Grigoras et al. have undertaken an ah 

initio study of a number of organosilicon compounds, in order to calculate molecular 

mechanics force field parameters. In their work they examine a sequence of torsional 

rotations about Si-0 bonds, between the cis and trans conformations, for different sec­

tions of the siloxane chain. Their results show a lack of 3-fold symmetry about all of 

the investigated torsional rotations. 

Although the work of Grigoras et al. represents an improvement on the approxima­

tion used by Bahar et al., a series of one-dimensional 'cross-sections' through the energy 

surface may well fail to locate the principle features of the torsional potential. In this 

chapter a quantum mechanical study is undertaken, in two dimensions, of a siloxane 

chain fragment disiloxane diol (HOMe2Si)20 (figure 6.1). An attempt is made to fit 

to the resulting potential energy surface, using standard functional forms for the Si-0 

torsional potential. This potential will be used in future simulations of a side group 

polymer liquid crystal with a siloxane backbone. 
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O H ^ 1 O H 

C H - C H : 

Figure 6.1: Disiloxane diol (HOMe2Si)20. 

6.2 Methodology 

6.2.1 Hartree-Fock Molecular Orbital theory 

We wish to solve the Schrodinger equation for a molecule 

H"^ = E<if (6.1) 

where H is the Hamiltonian, is the wavefunction of the molecule, and E is the energy. 

For a system of n electrons of mass mg, and N nuclei, the Hamiltonian of the molecule 

is given by 

(6.2) 
n , 2 n yv 7 2 n 

4:7reori 

where the electron/nuclei distances are given by ria, the inter electron separation is 

given by r^j = | r j — r j | and Za is the number of protons for nucleus a. The Schrodinger 

equation with this Hamiltonian is not analytically soluble. However it can be solved 

using numerical methods. 

If the third term, the electron-electron repulsion term, is omitted from equation 6.2 

we now have an expression that is equivalent to a set of n one-electron Schrodinger 

equations of the form 

hiipi = Eiipi. (6.3) 

The spin-orbitals ijji (one electron orbitals that contain a spatial and a spin description) 



CHAPTER 6. FORCE FIELD DEVELOPMENT 105 

can be written as a linear combination of single electron orbitals (LCAO) 

K 

v=l 

where (j)^, are one-electron orbitals known as basis functions, and the collection v = 1,K 

constitute a basis set. A minimum basis set is one which has enough basis functions to 

accommodate all of the electrons within the molecule. The solution to equation 6.3 is 

given by the solution to the set of secular equations 

( i / u - ESn) + (Hu - ESu) + • • • + ( f f i K - ESIK) = 0 

(6.5) 

{ H K I - E S K I ) ^{HK2-ESK2)+ • • • + (HKK - FSKK) = 0 

with 

Hap = j^hcf^p dr. (6.6) 

This can readily be achieved with little expenditure of computer time and the solutions 

for E and ij^i provide molecular orbital theory results that are qualitatively correct. 

For more quantitative results, electron-electron repulsion in equation 6.2 cannot be 

omitted. In the Hartree-Fock approach the one electron operator hi in equation 6.3 is 

replaced by the Fock operator F 

j 

where J and K respectfuly represent the Coulomb and exchange operators arising from 

electron-electron interactions. The secular equations now involve matrix elements 

Fap ^ j ^IF4>^ dr. (6.8) 

which include the coefficients from equation 6.4, and must therefore be solved via a 

self-consistent field (SCF) approach. One first finds a trial solution for the spin orbitals 
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by making an initial guess for the coefficients Cj^i in equation 6.5 (with H^p replaced 
by Fap). This trial solution is then used in equation 6.3 (with hi replaced by Fi). 
This provides a new set of spin orbitals with new coefficients. This process is iterative, 
converging on a self-consistent solution. 

As more basis functions are added to equation 6.4 the energy converges closer to the 

true solution. In the Hartree-Fock limit (H-F) the addition of further basis functions 

no longer reduces the energy of the system. 

In the SCF method each electron is assumed to be moving in an average potential 

created by the other electrons. This does not account for the fact that electron motion 

is correlated to the motion of the other electrons, and therefore leads to a difference 

between the exact energy of the system and that of the H-F energy. 

6.3 Results and Discussion 

6.3.1 Ab initio conformational landscape 

The computer program Gaussian94 [58] was used for the ab initio calculation of the 

conformational landscape of the siloxane fragment shown in figure 6.1. The structure of 

the fragment was first optimised using a ST0-3G* basis set. The ST0-3G basis set is a 

minimal basis set of Slater type orbitals (STO's), created from three Gaussian functions. 

In order to account for anisotropic charge distributions, polarisation functions were 

added to the basis sets used to describe the carbon, oxygen and siHcon atoms (indicated 

by * in the basis set description). A relaxed geometry scan was then performed on the 

two dihedral angles 0-Si-O-Si {(f)i) and Si-O-Si-0 {4)2). In a relaxed geometry scan, 

the dihedrals (f)i and 02 are fixed at the chosen values, whilst the rest of the molecular 

geometry is energy minimised (see Appendix C). Due to the symmetry of the fragment 

the scan range was chosen to be -180° < < 180°, -180° < (/)2 < 180° in steps of 10°. 
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The resulting conformational landscape is plotted in figure 6.2. The difference between 
the maximum and the minimum quantum mechanical energy in figure 6.2 is extremely 
small, ^ 2.2 kcal mol~^ 9.2 k j mol""^). This is much smaller than the barriers to 
rotation in hydrocarbon chains (~ 3 kcal mol~^ trans-gauche energy barrier, ^4.5 kcal 
mol~^ gauche-gauche energy barrier [120]) and indicates that almost free rotation can 
occur about the Si-0 bond at room temperature. The RIS description based on three 
energy minima for a torsional angle is clearly an unsuitable model for the Si-0 bond. 

The energy minimised structure of the disiloxane fragment is given in table 6.1 

alongside results from an X-ray crystal structure [121]. There is a good agreement 

between the ab initio results and the X-ray data. The small differences that do exist 

between the solid state X-ray data and the ST0-3G* data are probably due to a hydro­

gen bonded network that is thought to exist in the crystal structure of (HOMe2Si)20. 

6.3.2 M M 3 Conformational Energy Landscape 

Using the computational chemistry package CAChe 3.1 (Oxford Molecular Group) a 

set of molecular mechanics MM3 energy minimisations were performed on the siloxane 

fragment to find the energy minimised structure. MM3 is the most widely used molec­

ular mechanics program and considerable work has been carried out to parameterise 

the MM3 force field for a wide range of molecules [49]. 

The results for the MM3 energy minimised structure are given in table 6.1. A 

relaxed scan was then performed about dihedrals 0i and 02 between -180 degrees and 

180 degrees in 5° intervals to create a conformational energy landscape as shown in 

figure 6.3. The conformation of lowest energy is that of 0i = —180° and (j)2 — —180°. 

It can be seen from table 6.1 that the molecular mechanics yields reasonable results for 

the bond angles. However the results for the dihedral angle bears no resemblance to 
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Figure 6.2: ST0-3G* conformational energy landscape of the siloxane 

fragment, disiloxane diol, for rotation about dihedrals (f)\ and 02- Energy 

units in kcal/mol. 
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Bond angle 9° 

MM3 ST0-3G* X-ray 

(O-Si-O)i 113.4 106.7 110.0 

(0-Si-0)2 113.4 106.8 109.6 

Si-O-Si 144.4 137.2 141.4 

Dihedral angle 

MM3 ST0-3G* X-ray 

0-Si-O-Si 180.0 39.5 45.79 

Si-O-Si-0 180.0 38.8 39.23 

Table 6.1: Structural data for (HOMe2Si)20. Columns 1 and 2 refer 

to energy minimised conformations. Column 3 refers to the crystallo-

graphic data from reference [121]. 
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the ab initio or to the X-ray data. This is due to the fact that the torsional potential 
in the MM3 is assigned the parameters V i = 0.00, ¥2= 0.00, ^3= 0.10 kcal/mol. It is 
the cos 3(f) term that is the main influence on the potential energy surface plotted in 
figure 6.3, and this is clearly in error compared to the ab initio data of section 6.3.1. 

6.3.3 F i t t i n g to the ab initio potential energy surface 

It is highly desirable to obtain improved torsional Si-0 potentials for classical molecular 

mechanics, or molecular dynamics studies, of siloxane polymers. In most classical force 

fields the potential for rotation about a bond is represented by a 1,4-nonbonded interac­

tion and a torsional expression. In the siloxane fragment studied here the 1,4-nonbonded 

interactions are small and can safely be neglected in fitting to a functional form. In 

view of this a fit was attempted to the ab initio data using three well known functional 

forms; the MM3 [49], the AMBER [43] and the Ryckaert-Bellemans [55] potentials. 

A computer program was written that implemented the NAG routine E04JAF, which 

sought to minimise the square of the diff'erence between the fitted functional form and 

the ab initio results. The program returned the minimised values for the parameters 

and the residual (the sum of the square of the difi'erences). 
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Figure 6.3: MM3 conformational energy landscape of the siloxane chain 

for rotation about dihedrals 0i and 02- Energy units in kcal/mol. 
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Vi -0.369477 

V2 0.571860 

Vs 0.738576 

71 -105.813° 

72 -103.290° 

73 180.156° 

Residual 392.765909 

Table 6.2: Fitted parameters and residual for the AMBER potential. 

Vi, V2 and V3 are in kcal/mol, 71, 72 and 73 are in radians. 

For disiloxane diol the potential energy surface E(0i,02) can be written as a sum 

of two identical torsional potentials involving 1̂ and 02- In the AMBER [43] force field 

this can be represented as 

£^(01,02) = y ( l + (cos01 -71)) + y ( l + (cos201 -72)) + ^ ( 1 + (cos30i -73)) 

+ ^ ( 1 -f (cos 02 - 71)) + y (1 + (cos 202 - 72)) + y (1 + (cos 302 - 73))(6.9) 

Similarly, using the MM3 [49] potential, £^(0i,02) can be written 

-E(0i,02) - y ( l + cos0i) + y ( l - cos20i) + ^ ( 1 + cos30i) 

-hy (1 + cos 02) + y (1 - COS 202) + y (1 + COS 302). (6.10) 

Finally, using the Ryckaert-Bellemans [55] form for the potential, £^(0i,02) is repre­

sented in terms of a power series in cos 0i , cos 02 

^(01,02) = + 1̂2 cos 01 -f- coŝ  01 4- Va COS^ 01 + 14 coŝ  01 + Ve coŝ  0i 
Li 

+ + V2 COS 02 + F3 COS^ 02 + F4 COS^ 02 + F5 COS^ 02 + V^ COS^ 02. (6.11) 
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Vi -0.350012 

V2 0.549527 

Vs 0.75802 

Residual 399.537663 

Table 6.3: Fitted parameters and residual for the MM3 potential. Vi, 

V2 and V3 are in kcal/mol. 

Using these functional forms in the fitting program yields the parameters given in tables 

6.2-6.4. 

Of the three functional forms used the Ryckaert-Bellemans form provides the low­

est residuals when fitted to £^(0i,02). A plot of the minimised function is given in 

figure 6.4. The fitted Ryckaert-Bellemans potential produces a minima at 0i=38.8°, 

02==41.O° of 0.12 kcal/mol, a value extremely close to the global minima found in the 

ab initio study, and a maxima at 0i=138.8°, 02=141.0° of 1.75 kcal/mol. In figure 

6.5 a plot is made of the difference at each point from the fit and the ST0-3G* cal­

culation. The majority of the surface is fitted well, but this is a problem at the point 

01=1.2°, 02=1.0°, corresponding to the cis-cis conformation, with a difference of 0.86 

kcal/mol below the ST0-3G* result, and at 02=178.7°, 02=1.0°, corresponding to the 

cis-trans conformation, with a difference of 0.58 kcal/mol above the ST0-3G* result. 

This indicates that the fitted Ryckaert-Bellemans potential would promote more cis-cis 

conformations, and fewer cis-trans conformations. The MM3 molecular mechanics re­

sults clearly fail to predict the correct form of the potential energy surface. This is due 

to the fact that the MM3 potential is only able to create minima that are at intervals 

of 60°. It can be seen that the fit allowed by the Ryckaert-Bellemans potential has a 
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Vi 1.250025 

V2 -0.722631 

Vs -0.584082 

V4 0.143431 

V5 0.533889 

0.310225 

Residual 66.033761 

Table 6.4: Fitted parameters and residual for the Ryckaert-Bellemans 

potential. Vi through to Vg are in kcal/mol. 

significantly smaller residual than that allowed by either the AMBER or MM3 func­

tions. The extension of the AMBER and MM3 torsional potentials to include higher 

order terms in the Fourier expansion has also been investigated. It is found that cos 6(f) 

terms are required to approach the quality of the Ryckaert-Bellemans fit. 

6.4 Conclusions 

In this chapter an ab initio potential energy surface corresponding to rotation about 

the two dihedral angles, 0i and 02? of disiloxane diol has been calculated. The ab 

initio data has been fitted to a number of standard functional forms commonly used to 

describe torsional potentials. Our results show that the barriers to rotation about the 

Si-0 bond are very small 2.2 kcal/mol). 

Recently ab initio calculations of molecular force fields have been taken up in earnest 

in the literature. A series of ab initio studies have been carried out by Jorgensen 

et al [122] and used to fit a number of torsional potentials for organic molecules to 
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Figure 6.4: Fitted conformational energy landscape of the siloxane 

fragment for rotation about dihedrals 0i and 02 using the Ryckaert-

Bellemans potential. Energy units in kcal/mol. 
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parameterise the OPLS force field. This approach has also been used by Halgren 
and Nachbar in the development of the Merck molecular force field MMFF [123-127]. 
Clearly there is great scope for further development of this method using high quality 
quantum chemical calculations, as used in recent DFT studies [56,93]. 



CHAPTER 7 

Conclusion 

The work in this thesis describes computer simulation studies of liquid crystal phases. 

The results in chapter 3 describe the first atomistic study to show the growth of a liquid 

crystal phase from an isotropic liquid. The work demonstrates considerable coupling 

between orientational ordering and molecular shape, but indicates that the coupling 

between molecular conformational changes and molecular reorientation is relatively 

weak. 

The employment of the Gay-Berne potential in the model simulated in chapter 4 

provided a substantial saving in computer time over the fully atomistic model and 

allowed the study of a much larger system size. A further step forward in simulations 

of hybrid models would be the use of multi-time step algorithms [128] (not currently 

available in GB-MOL). These could decouple the (relatively) slow orientational motion 

of the Gay-Berne particle from the faster intramolecular bending and torsional motion 

allowing substantially faster simulation times. Much more use could be also made of 

118 
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forms of the Gay-Berne potential [96] that are capable of modehng biaxial core units, 

such as biphenyl or bicyclohexyl groups. 

The calculations of nematic elastic constants in chapter 5 show that there is a real 

role for simulation of 'realistic' mesogenic materials leading to physical parameters that 

are of genuine interest to industry. This is likely to lead to further fruitful collaborations 

between industry and academia. 

The work on force field development in chapter 6 has led to an improved torsional 

potential for the siloxane polymer back-bone, and the results presented will be incor­

porated in future simulations of siloxane-based polymers. 

With the ever increasing speed and storage capacity of modern workstations simu­

lations of the kind described in this thesis are becoming ever more accessible, and the 

systems that are open to simulation will become more and more complex. There will be 

no problem making use of the latest computer technology; larger system sizes, longer 

run times and more detailed force fields will greatly enhance the predictive capabilities 

of computer simulations of liquid crystals. 
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APPENDIX A 

Testing GBMOL: methane and butane 

A . l Introduction 

In order to test the constant pressure algorithm and torsional potential within the code 

GB-MOL aspects of the work of Jorgensen et al. [91] were reproduced for the molecules 

methane and butane. The set of parameters developed by Jorgensen et al. [91] are 

particularly useful in the simulation of liquid crystals as they have been developed for 

the simulation of liquid hydrocarbons with the aim of studying organic and biochemical 

substrates at 298 K. 

A.2 GBMOL Constant pressure algorithm 

In GBMOL a Monte Carlo method [69,129] is used to maintain a constant pressure 

in the simulation. In this method a random number is chosen from the uniform range 
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{-^maxi^max)- A box dimension is chosen at random, the new volume is then given by 

Vnew = VoldGWW- (A.l) 

The value of 6max is chosen such that the acceptance ratios are in the range 35-50%. 

In the case of isotropic scaling equation A . l becomes 

Vnew = Lx exp Ly exp L^ exp . (A.2) 

The volume move is accepted with a probabiHty of (l,exp(-/3Ai?)), where 

(5^H = PAE + (3PAV - {Nm + 1)^. (A.3) 

Here, Nm is the number of molecules in the system, P= 1/kT, and AE is the energy 

difference between the new and old configurations. The molecular centers of mass are 

relocated by a scaling factor, whilst the molecules maintain their original intramolecular 

configuration. 

A.3 Methane 

A.3.1 Computational 

Methane was modelled as a single united atom methylene site using the Lennard Jones 

12-6 potential (equation 1.2) with a as 3.73 A and e as 0.294 kcal/mol. Each atom 

had mass of 0.2662141 x lO'^^ kg. 

A.3.2 Results and discussion 

A series of 10 runs of 1 xlO^ steps (corresponding to 10 ns) were performed in the 

NPT ensemble. The system consisted of 125 molecules at 111.06 K, at a pressure of 

1 atmosphere (1.01325 x 10~^ Pa). Figure A . l shows a plot of the fluctuations in 

volume over the production run. Data collections were made every 250 steps (i.e. every 
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Figure A . l : System volume for a 10 ns run for methane 

500 fs). The mean volume, over the production run, was 62.58 per molecule. This 

corresponds to a density of 425.38 kg m~^ . This result can be compared with 63.3 

(421 kg m~^) per molecule from the work of Jorgensen, and 62.8 A^ (424 kg m~^) per 

molecule from experiment. 

Calculation of the C-C radial distribution function for a system of 1000 atoms yields 

peaks at 4.05 A, at a height of 2.97, and at 7.80 A at a height of 1.30. These peaks 

correspond to the first and second solvation shells, and can be compared to peaks of 4.1 

A, and 7.8 A, with respective heights of 2.9 and 1.3 found by Jorgensen et al. [91]. It 

is interesting to note that the location of the first peak lies just below the equilibrium 

value of 4.19 A (derived from ro = (2)^/^(j), which can be explained by an anisotropic 
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r / A 

Figure A.2: RDF for a system of 1000 Lennard-Jones methane atoms at 

111.06K 

distribution of particle collisions. 

A.4 Butane 

A.4.1 Computational 

The butane molecule was modelled as four united-atom CH^ sites, represented by 

Lennard-Jones potentials situated on the carbon atoms. The bond lengths were fixed 

at 1.53 A and the angles to 112.0°. Lennard Jones 12-6 parameters were taken to be a 

— 3.905 A and e 0.118 kcal/mol. The butane molecule is the first alkane to possess 

a torsional potential. This potential can be described by a Fourier series [91] 

= ^ ( l + cos0) -^^( l -cos2</ ) ) -^^( l + cos30) 
z z z 

(A.4) 
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where the Fourier coefficients given for the n-butane molecule are Vi = 1.522 kcal 
mol~^, V2 = -0.315 kcal mol~^, and V3 = 3.207 kcal mol~^. A production run of 2 
X10^ steps (corresponding to 2 ns) was performed in the NPT ensemble. The system 
consisted of 125 molecules at 298.0 K at a pressure of 1 atmosphere (1.01325 x 10~^ 

kg S - 2 A - 1 ) . 

A.4.2 Results and discussion 

A mean volume of 168.327 per molecule was obtained from the production run, 

corresponding to a density of 572.956 kgm~^. This compares with 168.7 A^ (572 kg 

m"^) per molecule [91], and 168.4 A^ (573 kg m~^) per molecule experimentally. The 

dihedral angle distribution is plotted in figure A.3, with a trans population of 67.69 % 

compared to 69.3 % in reference [91]. 
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Figure A.3: Dihedral angle distribution for butane at 298 K 



APPENDIX B 

Ethane torsional potentia. 

As a precursor to undertaking a study of the torsional potentials in the poly-(dimethylsiloxane) 

system, the an ab initio rotational barrier for ethane was calculated using the method 

prescribed by Maxwell et al. [122]. The minimum energy structure was computed at 

the RHF/6-31G*//RHF/6-31G* level using the program Gaussian94 [58] 

B . l Results 

The structure calculated had a relaxed energy of -79.2287550 au, compared to the 

Maxwell et al. structure had an energy of-79.2287559 au. From this energy minimised 

structure a relaxed scan was performed consisting of four steps of 15°. The results are 

in excellent agreement with those in reference [122]. 
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Bond length Maxwell et al. 

C-C 1.5274 A 1.527 A 

C-H 1.0856 A 1.086 A 

Bond angle 

C-C-H 111.202° 111.2° 

H-C-H 107.680° 107.7° 

Dihedral 

H-C-C-H 59.996° 60.0° 

Table B. l : Gaussian94 minimum energy structure of ethane. 

H-C-C-H Relative energy Relative energy (Maxwell et al. ) 

0° 2.985864 2.986 

15° 2.519293 2.518 

30° 1.434854 1.436 

45° 0.409525 0.410 

60° 0.000000 0.000 

Table B.2: Torsional energy results for ethane in kcal/mol 



APPENDIX C 

;5nergy minimisation 

C . l Introduction 

The problem is to perform a relaxed energy scan, in which certain features of the 

molecule, for example a dihedral angle, are fixed, whilst the remaining molecular ge­

ometry is relaxed. In the one-dimensional case the energy of the system can be written 

as 

E = f{x). (C.l) 

The minimum energy, at point x = Xmin is given by 

« = 0 (C.2) 
ax 

(whether this is a global or a local minimum is a separate question). For a general 

point 

Xmin = X + 6x (C.3) 
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hence equation C.2 can be written as 

If we expand equation C.4 as a Taylor series 

0 = E'(x + 6x) = E'(x) -f E"(x)5x + \E"'(X)5X'^ + .... (C.5) 

Taking the first two terms of this series gives 

0 « E'{x) + E"{x)6x (C.6) 

^ E'{x) = -E"(x)5x (C.7) 

'"-SIS 
hence 

Xmin ^ X - -^Jj^- (C.9) 

As this is a truncation at the second term, this is no longer the exact minimum. If 

this equation is used in a iterative scheme then, for a well behaved function, this will 

converge on the exact minimum. For a molecule containing N atoms, the energy of a 

conformation is given by a function of 3A'' variables 

E = E{xi,yi, zi, ....,XN ,yN, ZN) (C.IO) 

E'i) now becomes a vector, known as the force vector. The force vector represents 

the slope of the potential energy surface (PES). Similarly E"{) is replaced by a ZN x 

3A/' matrix of second derivatives, known as the Hessian matrix. The Hessian matrix 

represents the curvature of the PES. Equation C.9 becomes 

r ^ ^ „ = : r - H - i F (C.ll) 
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where r is the postion vector, rmin is the location of an energy minima and 
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dE 
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\ dZN ) 

d'^E d^E d^E d^E d^E d^E 
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dzidxi dzidyi dzi dzidxN dzidyN dzidz]^ 

d^E 92 E d'^E d'^E d^E d^E 
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d^E d^E d^E d^E d^E d^E 
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d'^E d^E d^E d^E d^E d^E 
dz^dxi dz^dyi dz^dzi dzj^dxN dzNdyN dz"^ 

(C.12) 

} 

Simple minimisation techniques, such as the steepest descent method, only make use 

of the slope of the PES and treat the Hessian matrix as a constant. In the 'block 

diagonal' Newton-Raphson method, an approximate version of the Hessian matrix is 

calculated [130]; the Hessian matrix is divided up into 3 x 3 submatrices along the 

diagonal. 'Off-diagonal' terms are neglected as these are comparatively small. It must 

be stressed that these methods find the nearest saddle point, or minima, from the 

starting point, not necessarily the global minima. 

C.1.1 Relaxed scan 

It is sometimes required to perform an energy minimisation whilst fixing one aspect of 

the molecular geometry. At this stage many minimisation routines remain in Cartesian 

coordinates. The feature of interest (for example a torsional angle) is constrained by 

applying a very large force constant. A more correct approach would be to transform 

the Hessian matrix from Cartesian coordinates to internal coordinates, set the partial 

derivative of that feature to be zero, then transform the Hessian matrix back into 

Cartesian coordinates. With the value of a feature fixed, one is able then to perform 
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energy minimisation calculations for a series of conformations, providing the form of 

the torsional potential as obtained in the study in chapter 6. 



APPENDIX D 

Postgraduate Courses 

This appendix contains the syllabi of the graduate lecture courses attended during my 

Ph.D. studies. 

D.l Physical Chemistry of Polymers 

Statistics of polymer molecules, average dimensions, models, distribution functions, 

influence of solvent. Thermodynamics of polymer systems, Flory-Huggins, excluded-

volume and equation-of-state theories. Radiation-scattering, methods for the size and 

shape of the molecules. Light scattering from small particles, from large particles, 

anisotropic molecules, copolymers, mixed solvents. Small-angle scattering; X-rays and 

neutrons. Global dynamics of dilute polymer solutions; viscosity and its relation to 

molecular weight; evaluation of two parameter theories of polymer solution behaviour. 

Quasi-elastic light scattering, basis, correlation functions, diffusion coefficients. 
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D.2 Diffraction and scattering methods 

Summary of crystallographic terms: Bragg's Law, diffraction theory, space-group sym­

bols and their definition, calculation of structure factors and molecular density from 

measured intensities. Introduction to the practical methods used to measure diffraction 

data; their analysis to solve crystal structures. Introduction to the methods for record­

ing intensity data: photographic, powder single crystal. 4-circle automated diffrac-

tometer, electronic counting. Allowance for the systematic errors in the experiment, 

interpretation and application of the crystallographic results. Interpretation of crystal­

lographic papers in the literature. 

D.3 Molecular Modelling 

Definition of molecular modelling. Range of chemical applications. Overview of com­

putational methods. Availability of software. Links to experimental results. En­

ergy and force-fields in molecular dynamics. Optimisation of moleculax geometry. 

Conformational-space analysis. Simulation of molecular dynamics. Intermolecular in­

teractions in crystals, host-guest complexes and proteins. Semi-empirical methods. 

Electronic effects in conjugated 7r-systems. Ab initio calculations. Density functional 

theory. 
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Conferences 

This appendix contains the details of the conferences attended during the course of my 

Ph.D. studies. Details of the papers presented are also Hsted. 

1998 September 7-9: CCP5 Annual Meeting: Making and Breaking Potentials, 

University of Edinburgh. 

Presentation: Molecular Dynamics simulation of 

Flexible Liquid Crystal Molecules. 

1998 August 10-15: EPSRC Graduate School, High Melton, Yorkshire. 

1998 June 11-21: NATO ASI Advances in Computer Simulations of Liquid Crystals, 

Erice, Sicily. 

Presentation: Molecular Dynamics simulation of 

Flexible Liquid Crystal Molecules. 
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1998 April 6-8: BLCS Annual Meeting, University of Leeds. 

Presentation: Molecular Dynamics simulation of a 

Flexible Liquid Crystal Molecule using a 

Gay-Berne/Lennard-Jones model. 

1998 March 24-27: CCP6 workshop: Optimisation Methods in Chemical Physics, 

University of Durham. 

1997 December 16-19: lOP Condensed Matter and Materials Physics Conference, 

University of Exeter. 

1997 November 28: Qu imica Suave y Superconductividad, University Complutense in Madrid. 

1997 November 7: Coherent Raman Spectroscopy of van der Waals and Hydrogen 

Bonded Clusters, University Complutense in Madrid. 

Local Treatment of Electron Correlation in Large Molecules, 

University Complutense in Madrid. 

Potential Distribution Theorems in Chain Molecules, 

University Complutense in Madrid. 

1997 September 22-23: RSC Structured Fluids, University of Durham. 

1997 July 16: Hewlett Packard Java Programming Workshop, University of Durham. 

Hewlett Packard Network Printing Event, University of Durham. 

CCP5 Spring School: Methods in Molecular Simulation, 

University of Bristol. 

Presentation: Molecular Dynamics simulation of Realistic Liquid Crystals 

lOP Molecular ModelUng and Neutron Scattering Workshop, Oxford. 

BLCS Annual Meeting, University of Southampton. 

Poster: Molecular Dynamics simulation of Realistic Liquid Crystals. 

1997 January 27: Further UNIX and Writing C-shell scripts, University of Durham. 

1997 October 24: 

1997 October 17: 

1997 July 14-15: 

1997 April 6-11: 

1997 April 2: 

1997 March 24-26 



APPENDIX E. CONFERENCES 146 

1996 December 17-19: BLCS Winter Workshop, University of Hull. 

1996 November 14: EGA Chemical Crystallography Group Autumn meeting: 

Dynamic Crystallography. 

1996 September 23-25: CCP5 Annual Meeting: Condensed Matter Simulation: 

Realising the Potential of the Computer, University of Bristol. 

Presentation: A Molecular Dynamics study of Flexible Liquid Crystals. 


