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A b s t r a c t 

The second-order ini t ia l value problem 

y" = f(x,y), y(xQ) = yQ, y'(x0) = z0 

which does not contain the first derivative explicitly and where the solut ionis oscil­

latory has been of great interest for many years. Our aim is to construct numerical 

methods which are tuned to act efficiently on strongly oscillating functions. The 

frequencies involved determine the oscillatory character of the funct ion and as the 

frequencies approach zero, the classical methods are obtained. The exponential-

f i t t i ng tool has become increasingly popular as i t is specially tailored for oscillating 

functions. Many classes of methods have been used w i t h exponential-fitting and this 

wi l l be discussed in more detail in the thesis. 

Collocation methods are considered for which the basis functions are combinations 

of polynomial and trigonometric terms. The resulting methods can be regarded as 

Runge-Kutta-Nystrom methods wi th steplength dependent coefficients. We show 

how order conditions may be obtained, investigate the stability and other properties 

of particular methods and present some numerical results. 
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Chapter 1 

Introduction 

Over recent years there has been considerable interest in solving initial-vahae prob­

lems of the form 

for the special class of second-order ordinary differential equations in which the first 

derivative does not appear explicitly and where f(x,y) is as smooth as we please. 

Equations of the type (1.1) are called special differential equations [35] and occur 

frequently. The radial Schrodinger equation 

is an example of this type of differential equation (1.1) where I is a non-negative 

integer, W(x) is a potential function and E is a constant. Other examples include 

the twenty-seven equations describing the motion of the nine planets of our solar 

system. 

As the emphasis in this thesis is on problems which have oscillatory solutions, we 

consider using a basis of functions other than polynomials. When one considers 

initial-value problems where the solution is oscillatory, i t is advantageous to use 

information about the ordinary differential equation. One incentive for using a 

basis of functions other than polynomials is the fact that as every oscillation has to 

be followed when integrating a highly oscillatory ordinary differential equation, then 

a large amount of computer time is required and the rounding error accumulates 

y" = f(x,y), y(xQ) = y 0 , y'{x0) = z0 
(1.1) 

1(1+ 1) 
+ W(x) - E)y{x) 

x 
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for small step sizes. Methods based on polynomial functions are not so reliable in 

that case. The following work is related to collocation based Runge-Kutta-Nystrom 

methods wi th steplength dependent coefficients. An important property of the new 

formulae is that they reduce to the classical methods when the involved frequencies 

tend to zero. Collocation simplifies the order conditions and stabil i ty analysis for 

Runge-Kutta-Nystrom methods. 

In chapter 2, the three main classes of numerical methods are discussed, one-step 

methods, linear multistep methods and hybrid methods. There has been a vast 

amount of work on polynomial based methods and how they have been adapted to 

problem (1.1) to take into account the oscillatory solution. A survey of this work is 

given and also a description of order, stability and concepts such as dispersion and 

periodicity. 
J . 

In chapter 3 numerical methods are considered which have been fitted to exponential 

functions. Gautschi [28] appears to have been the first to use a basis of functions 

other than polynomials and introduced the idea of trigonometric order for linear 

multistep methods. Again, a survey on exponentially-fitted methods is given along 

wi th stabili ty and order conditions. 

Gautschi [28] used only trigonometric functions in his work but we consider a basis 

of both polynomial and trigonometric functions for the mixed collocation methods 

in chapter 4. The derivation of the mixed collocation methods is described and 

also the order conditions w i t h the requirements on the collocation points for the 

maximum possible order. 

In chapter 5 the stability of the mixed collocation methods is discussed, and plots of 

the stability regions are included for different values of the collocation points. We 

also show why we require the collocation points to be symmetric. Two new mixed 

collocation methods are described in chapter 6, the first is exact for a combination 

of the product of polynomial and trigonometric functions, and the second method 

is exact for two frequencies. 

Chapter 7 is devoted to numerical results and is divided into one-dimensional and 

two-dimensional problems, all of which have oscillatory solutions and results are 

presented from other authors work for a comparison wi th the mixed collocation 

methods. Conclusions and further areas of research are given in chapter 8. 



Chapter 2 

Polynomial Based Numerical 
Methods 

r . 

There has been an increasing development of numerical integration formulae for 

solving the initial-value problem (1.1) which has an oscillatory solution. The two 

main classes of numerical methods for solving problems of the fo rm (1.1) are one-

step methods and linear multistep methods. Also included are the most recent class 

of numerical methods known as hybrid methods which combine features of both 

one-step and multistep methods. We discuss order and stabil i ty of these methods 

and also the influence of concepts such as periodicity, P-stabili ty and dispersion. 

2.1 Linear Multistep Methods 

Over the years many multistep methods have been produced which work without 

the first derivatives to integrate problems of the form (1.1). As we are not interested 

in the values of the first derivatives, we consider direct methods instead of producing 

systems of first-order. 

A one-step method is a method which in each step uses information f rom a single 

step, namely the beginning of the step. We define yn as the approximation to the 

value of the exact solution y(xn) at the grid point xn. One main question is the size 

of the quantity en = y(xn) — yn which is called the discretization error. The value 

of yn+\ can be found only if the value of yn is known and we do not need to know 

information f rom the previous steps y „ - i , y n - 2 , . .. A multistep method uses values 

from more than one preceding step, so the explicit knowledge of yn is required as well 

as yn-\i Vn-2, • • '•• For a /c-step method, we require the values of yn, y „ _ i , . . . , 't/n+i-Jt 

3 
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to evaluate yn+\. 

To derive a class of linear multistep methods for second-order differential equations, 

we start at the identity 

rx+fh 
y(x + jh) - y(x) = yhy'(x) + (x + yh - r ) f ( r , y(r)) dr 

Jx 

which may also be regarded as a form of Taylor's formula w i t h a remainder term. 

Replace 7 by —7, 

r i - 7 / 1 
dr y(x - jh) - y(x) = -yhy (x) + / (x - jh - r ) / ( r , y(r)) 

and add together to eliminate the first derivative y'(x) 

r 
rx+jh 

y(x + jh)-2y(x) + y(x-jh) = / (x + 7/1 - r ) f ( r , y(r)) dr 

+ f l h { x - 7 h - t ) f ( t , y { t ) ) d t . 
Jx 

Replace t wi th 2x — r in the second integral on the right hand side of the equation 

to give 
rx—yh rx+fh 

/ ( x - ~ f h - t ) f ( t , y ( t ) ) d t = - ( - x - ~ f h + r ) f ( 2 x - r ) d r 

Jx Jx 

and thus 

/•x+7'1 

y(x + <yh) - 2y(x) + y{x - 7/1) = / (x + -yh - r)[f{r) + f(2x - r)] dr (2.1) 
Jx 

where the second argument of / has been temporarily suppressed. 

Different multistep methods are now obtained by choosing appropriate values of 

x and 7, and by replacing f ( r , y(r)) and f(2x — r,y(2x — r)) by a polynomial 

interpolating at previous step points. The Stormer-Cowell family of linear multistep 

methods was developed by applying finite difference quadrature formulae to equation 

(2.1). 

Stormer's explicit multistep methods are given by 

yn+l - 2yn + yn_i = h2 £ a m V m f n (2.2) 
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where V J + 1 / n = V J / n - V V n - i are the backward differences and 

( _ l ) m , X „ + I ( / _ s \ / s \ l , x - x n 

= ^ - > { ( : ) + ( : ) j * 
and Cowell's methods by 

yn - 2y n _! + yn_2 = h2 £ < V m / n (2.3) 
m=0 

where 

- 1 ) s + 2 m 
/ (^n - Z ) 

X n ax, s + h m m T n - 1 

s + 2 
( - l ) m / _ ( s ) as + 

m m 

and / „ = f { x n , y n ) . 

In 1907, Stormer's method (2.2) was used for extensive numerical calculations con­

cerning the Aurora Borealis [32]. For q = 0 and q = 1, (2.2) reduces to the simple 

explicit method 

y n + 1 - 2yn + y n _ ! = h 2 f n (2.4) 

and the left hand side of this equation can be regarded as a second-order difference 

approximation for f(x,y(x)). 

In 1910, Cowell and Crommelin studied the motion of Halley's Comet. For q = 1, 

Cowell's method (2.3) reduces to the explicit method (2.4) and for q = 2 and q — 3, 

(2.3) reduces to the frequently used implici t method 

h2 

yn+\ - 2yn + yn-i = — {/„+, + 10 /„ + / n - i } 

which is attributed to Numerov. Cowell's methods are impl ic i t for q > 2. 
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The general form of a linear /c-step method for the problem (1.1) is wr i t ten as 

k k 
OiiVn+i =h2J2 Pifn+i (2-5) 

t=0 i=0 

where f T l + p = f ( x n + p , y n + p ) w i th xn = x0 + nh, yn denotes the numerical approxima­

tion to the exact solution of the differential equation being considered at the point 

xn, and h is the steplength. 

The cti and Pi of (2.5) are constants subject to the conditions 

ak = 1 and | a 0 | + \Po\ > 0. 

The first arises f rom the fact that both sides of the linear multistep method could be 

multiplied by the same constant and we want to t ry and avoid this arbitrariness. The 

second condition prevents both a0 and Po both being zero. For example, consider 

the 2-step method 

yn+2 ~ yn+i + a0yn = h ( f n + i + Pofn)-

I f OJO = 0 and (3o = 0, then the method is a 1-step method and not 2-step as required. 

I f Pk = 0, then the method (2.5) is explicit and impl ic i t i f Pk ^ 0. 

Definit ion 2.1 The shift operator E is defined by Eun = u n + \ for any sequence 

{un}. 

The linear multistep method (2.5) can be writ ten in terms of the shift operator E 

p{E)yn = h2o{E)fn (2.6) 

where the first and second characteristic polynomials are given respectively by 

t=0 1=0 

We shall refer to the linear multistep method as (p,cr). 

The linear multistep methods remain popular and have been extensively used over 

the years. Many authors have derived linear multistep methods by choosing the 

coefficients cvj and Pi by satisfying certain order and stability criteria which wi l l be 

discussed in a later section. 
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2.2 One-Step Methods 

In this section we consider Runge-Kutta methods for first-order differential equa­

tions, and Runge-Kutta-Nystrom, polynomial collocation and hybrid methods for 

second-order differential equations. 

2.2.1 Runge-Kutta Methods 

A n s-stage Runge-Kutta method for the first-order in i t i a l value problem 

y' = f{x,y), y{xo) = yo 

is defined by 

/ \ r 
yn+i = yn + hY^diki, k = f \xn + Cih,yn + h ^ Q i j k j ) , i = l,...,s, (2.7) 

i = i \ j=i J 

where xn = x0 + nh and yn is an approximation for y(xn). We shall always assume 

that the following (the row-sum condition) holds: 

s 
Cj = "̂"̂  Qij, i = 1, 2 , . . . , s. 

i=i 

The constant coefficients c,, di and Qij can be displayed in the following fo rm, known 

as a Butcher A r r a y 

c Q 

d T 

where c and d are s-dimensional column vectors and Q is an s x s matr ix where 

c = [ c i , c 2 , . . . ,cs]T, d = [ r f i , d 2 , • • • ,ds]T and Q = [Qij]. 

The method is explicit i f the matrix Q is strictly lower triangular. I f Qij = 0 for 

i < j and at least one element on the diagonal is not zero, i.e. Qa ^ 0, then we have 

a diagonally implicit Runge-Kutta method ( D I R K ) . I f Qij = 0 for i < j and all the 

diagonal elements are equal, then the method is singly diagonally implicit (SDIRK) . 

For any other case, the method is implicit. 
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We define the local truncation error T n + 1 of (2.7) at x n + l to be the residual when 

y n + i is replaced by y ( x n + i ) and y„ by y{xn)\ that is, 

T n + 1 - y { x n + i ) - y { x n ) - hj^dif + Cih,y(xn) + h^Qijk^j 

and 
s 

hi = / ( i n + Cih,y{xn) + hY^Qi3kj), i = 1 , . . . ,s. 

Definit ion 2.2 7/p w £/ie largest integer such that T n + 1 = 0 ( f a p + 1 ) , iue say i/ iai the 

Runge-Kutta method has order p. 

A necessary and sufficient condition for a general Runge-Kutta method to be con­

sistent [46] is ^ 

i=l 

and this is assumed throughout the thesis. The idea behind the process of embedding 

is to derive explicit Runge-Kutta methods of orders p and p + I such that they 

have the same set of function values hi. Then the formulae contains the numerical 

approximation y„+i , and a second approximation yn+\. In terms of the Butcher 

array, 

c Q 

d T 

d T 

ET 

this means that the method defined by c, Q and d has order p, and the method 

defined by c, Q and d has order p + 1. A n estimate of the local truncation error 

is the difference between the numerical approximation yn+i generated by the first 

method and the second approximation y n + 1 by the latter method. The vector E r = 

[Ei, E2,..., Es] is d T - d T and so the error estimate is given by h X ) , ?

= l Eiki. One 

advantage of embedded methods is that the error estimate can be used as a basis 

for monitoring steplength. These types of methods wi l l not be considered in this 

thesis. 
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2.2.2 Runge-Kutta-Nystrom Methods 

The second-order in i t ia l value problem 

y" = f(x,y(x),y'{x)), y{x0) = y0, y'(x0) = z0 

can be split into a pair of coupled first-order equations 

y \ ( ^ i 

I f we apply an s-stage Runge-Kutta method for first-order differential equations to 

this problem, we obtain 

S S j 
Vn+i = Vn + h diKi, z n + l = zn + diLi, 

i = l i = l 

s 

Ki = zn + hY,QijLj, 
i=i 

Li = f [ x n + ah, yn + h Y , QijKj, zn + hJ2 Q i j L j ] i i = 1, • • • , s, 

V 7=1 7=1 / 

where yn is an approximation for y(xn) and zn is an approximation for y'(xn). Be­

cause of the interest in problem (1.1) in which the first derivative does not appear 

explicitly, then (2.8) becomes 

\ V 1 = r, Z , u ' 2/(xo) = Vo, z(xQ) = z0 (2.9) 
\ z J \ f{x,y{x)) J 

and applying the Runge-Kutta method to (2.9), we obtain 

s s 
Vn+i = yn + h^diKu z n + l - zn + /i ] T d i L i , 

t = l i=l 

Ki = zn + QijLj, Li = f l x n + ah, yn + h^2 QijKj , i = 1 , . . . , s. 

7=1 V 7=1 / 

Inserting Ki into the rest of the formulae, we can eliminate Kj to find the s-stage 
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Runge-Kutta-Nystrom formulae 

s 
Vn+i = Vn + hzn + h2Y^ kLu 

i-
s 

Zn+l = Zn + h ^ d i L i , 

i = l 

t = l 

Li = f \ xn + <kh, yn + Cihzn + h2 ^2 a i j L j j > * = l i • 

where the constants bi and are given by 

s s 

&i = 5 2 dkQku a i j = 5 2 QikQkj-

(2.10) 

(2.11) 
k=l 

The Butcher Array for a Runge-Kutta-Nystrom method (2.10) w i t h coefficients given 

by (2.11) is 

c Q 2 

d T Q 

d T 

Nystrom was the first to consider methods of the form (2.10) for the problem (1.1) 

in which the coefficients do not necessarily satisfy (2.11) and do not involve the 

reduction to a system of first-order equations. These are known as direct methods 

compared to the indirect approach of applying a Runge-Kutta method to a system 

of first-order equations. The Butcher Array for a Runge-Kutta-Nystrom method 

wi th A = [aij] is 

c A 

b T 

d T 
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I f we eliminate Li f rom (2.10) we obtain the general s-stage Runge-Kutta-Nystrom 

method 

Vn+i = Vn + hzn + h2J2 bif(xn + cA Yi), 

zn+i = zn +hJ2dif(xn +Cih,Yi), 
i=l 

(2.12) 

Yi = yn + Cihzn + h2Y^ ^ / ( ^ n + Cjh, Y, ) , i = 1 , . . . , s. 
3 = 1 

where yn is an approximation for y(xn) and zn approximates y'(xn). 

When the generating Runge-Kutta method has s impl ic i t stages and is of order p, 

(c.f. Defini t ion 2.2), then the Runge-Kutta-Nystrom method (2.12) also does. Also, 

the Runge-Kutta-Nystrom method is explicit i f the s x s matr ix A is s tr ict ly lower 

triangular. A diagonally implicit Runge-Kutta-Nystrom method ( D I R K N ) is where 

the matr ix A is lower triangular and at least one diagonal element is non-zero, 

whilst for a singly diagonally implicit method (SDIRKN) , all the diagonal elements 

are equal. For any other case the method is implicit. 

2.2.3 Polynomial Collocation Methods 
A one-step collocation method for the initial-value problem (1.1) proceeds by ap­

proximating the solution on the interval [ a ; n , x n + i ] by a polynomial which satisfies 

the differential equation at a number of specified collocation points x n + C i = xn + Cj/i 

for i = 1 , . . . , s. We define { Q K = 1 to be a set of distinct real numbers which are 

typically taken to be on the interval [0,1]. Let u(x) be the polynomial of degree 

s + 1 defined by 

u(xn) = yn, u'(xn) = zn, 

u"(xn + ah) - f { x n + ah, u(xn + ah)), i = 1, • • •, s. 

Van der Houwen et al [79] considered both indirect and direct approaches for poly­

nomial based collocation methods and the theory for collocation methods for first-

order equations can be applied to indirect collocation methods. We consider an 

indirect collocation method which is generated by applying a Runge-Kutta collo­

cation method to the first-order system of differential equations (2.9). Following 

Van der Houwen et al [79], i f we let the Runge-Kutta method (2.7) be a collocation 
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method based on the s distinct collocation points xn + Q / I , i = 1 , . . . , s then 

Qij = / lj(t) dt, di= I k{t) dt, i, j = 1 , . . . , s 
Jo Jo 

where lj(t) are the Lagrange polynomials 

W i t h f n + C i := f ( x n + Cih,yn+Ci), then we may write 

s 

u"(xn+th)=Y,k{t) fn+* 
i=l 

and integrating twice wi th respect to t and substituting the in i t i a l conditions we 

obtain s 

u'(xn + h) = zn + hJ2\ h(t) dt \ f n + C i , 
i= i ^ J o ' 

u{xn + h ) = y n + hzn + h2 £ j ^ 1 J* I ^ t ) dt d£ | fn+cj 

and 

u ( x n + ah) = yn + Cihzn + h2 £ j j j£ J* l j ( t ) dt d£ | f n + C j 

for i = 1 , . . . , s. 

Therefore the coefficients for the Runge-Kutta-Nystrom method are given by 

= r r d t ^ = r r h® ^ d t = - dt> 
Jo Jo Jo Jt Jo 

bi = f l r hi*) dt d£ = [ l C Ut) d£ dt = f \ l - t)L(t) dt , 
Jo Jo Jo h Jo 

for i, j = 1 , . . . ,s. 

A direct way of deriving the polynomial collocation method is to consider approx­

imating the solution y(x) of problem (1.1) on the interval [ x n , x n + i ] by a function 

u(x) of the form 

s + l 

i=0 
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I f we use a collocation method based on the s distinct collocation points 

x n + C i = xn + Cih for i — 1 , . . . , s 

where 0 < C\ < c^ < ... < cs < 1 then the collocation conditions are 

u"(xn + Cih) = f ( x n + Cih, u ( x n + Cih)), i = 1 , . . . , s. 

Differentiate the function u(x) twice wi th respect to x 

s + l 
u ( x ) = ^2n{x-xny 

i=0 
s + l 

U ' ( X ) = J 2 i r i ( X ~ Xn)l~l 

t=0 
s + l 

U "(x) = £ <(t - i)n(x - x n y - \ 
t=0 

Then the in i t ia l conditions are 

(2.13) 

u{xn) - yn = r 0 , u'(xn) = z n = r u 

where yn and z n are approximations for y ( x n ) and y ' { x n ) respectively, and f rom the 

collocation conditions 

s + l 

f { x n + Cih,u(xn + Cih)) = 2r2 + - l)rj(ahy~2, i = l,...,s. 

I f we take y n + u z n + l and y n + C i as approximations for y ( z n + i ) , y ' ( x n + 1 ) and y ( z n + C i ) 

respectively, then substituting x = xn -\-h into u(x) and u ' (x ) , and x — xn + Cih into 

u(x) f rom (2.13) wi th the in i t ia l and collocation conditions, we obtain the formulae 

s + l 

yn+\ = yn + hzn + ^2 nhl, 
s + l 

i=2 

2 n + l = Zn + Y l i r i h l ^ 
t=2 

s + l 

y n + C i = y n + Cihzn + rjicih)3, 1 = 1, s. 

(2.14) 
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E x a m p l e 1 - One collocation point (s = 1) 

For convenience, let / n + c = f ( x n + ch, u(xn + ch)). Then, 

u"{xn + ch) = 2 r 2 = fn+c, 

and substituting r2 = hfn+c into (2.14) w i th s — 1 we obtain the formulae 

h2 

yn+i = Vn + hzn + r2h2 = yn + hzn + — / n + c , 

Zn+v = zn + 2r2h = z n + h f n + c , 

h2 

y n + c = Vn + chzn + r2{ch)2 = yn + chzn + — — f n + 

(2.15) 

E x a m p l e 2 - Two collocation points (s = 2) 

Define / n + C l = f ( x n + cxh,u{xn 4- C\h)) and / n + C 2 = f ( x n + c2h,u(xn + c2h)). The 

collocation conditions give 

u"(xn + Cih) = f n + C l = 2r2 + 6r3cih 

u"(xn + c2h) = f n + C 2 = 2 r 2 + 6r3c2h 

f rom which 
C2/71+C1 C i / n - ) - C 2 /71+C2 fn+ci 

r2 = —, — 1 r 3 _ 

2(c 2 - CX) ' 6/i(c 2 - Ci) 

The formulae for the polynomial collocation method w i t h two..collocation points 

xn + Cih and xn + c2h are 

h2 

Vn+i = yn + hzn + — {(3c 2 - l ) / n + C l + (1 - 3 c ! ) / J l + C 2 } , 6(c 2 - ci) 

zn+\ — Zn + 
h 

2 ( c 2 - c , ) 
{ ( 2 c 2 - l ) / n + C l + ( l - 2 c 1 ) / n + C a } > 

:2h2 

Vn+ci = Vn + C!/lZ„ + — {(3c 2 - C i ) / n + c , - 2 C i / n + c J , 
6(c 2 - c,) 

y n + C 2 = yn + c2hzn + —2 { 2 c 2 / , i + C l + (c2 - 3 c , ) / n + C 2 } . 
6(c 2 - ci) 

(2.16) 
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W i t h Ci = 0 and c 2 = 1, 

h2 

Vn+l = Vn + hzn + — { 2 f n + f n + i ) , 

•271+1 = Zn + — { / „ + f n + i ) • 

E x a m p l e 3 - Three collocation points (s = 3) 

Again let f n + C l = f ( x n + cxh,u{xn + cxh)), f n + C 2 = f ( x n + c2h,u(xn + c2h)) and 

/ n + c 3 = f ( X n + Csh, u ( x n + C 3 / l ) ) . 

The formulae for the polynomial collocation method w i t h three collocation points 

xn + Cih, xn + c 2 / i and xn + c3h are 

where 

Vn+i = Vn + hzn + h2 { & l / n + c , + b2fn+c2 + hfn+c3) , 

Zn+1 = Zn + h { d i / n + C ] + < i 2 / n + C 2 + < ^ 3 / n + c 3 } > 

Vn+a — Vn + Cihzn + h2 { a n f n + C l + a i 2 / n + C 2 + ^i3fn+c3} 

for i = 1,2,3 

, 1 - 2c2 - 2c 3 + 6c 2c 3 1 - 2c 3 - 2ci + 6c3C! 
6 1 = 1 2 ^ 4 ' 6 2 = 

1 — 2ci — 2c2 + 6c!C2 o 3 = 
3 120C 

, di 

2 - 3c 3 - 3c! + 6c3C! 
« 2 = » "3 = 

6^C ' 

YlAC 

2 — 3c 2 — 3c 3 + 6c 2 c 3 

6BA 

2 — 3ci — 3c 2 + 6cic 2 

7 

(2.17) 

6BC 

_ Ci(c^ - 2c 3 C! + 6c 2c 3 - 2c,c 2) c?(4c3 - C i ) 
a n — — r ^ r - ; ; a i 2 — — A n — , &13 12 AC 

-c?(4c 2 - cQ 
12£C 

^21 = 
c^(4c3 - c 2 ) c^(6c3cL - 2cic 2 + - 2c 2 c 3 ) 

\2BA 
022 = 12.AC 

-» 0,23 
-cl(Acj - c 2 ) 

12£C 
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_ c\{Ac2 - c 3 ) _ c\(Acx - c 3 ) _ - ^ ( 6 0 ^ 2 - 2c3cy + cj - 2c 2c 3) 

° 3 1 ~ 12BA ' ° 3 2 " 12.4C 1 ° 3 3 " 12£C 

and A = C2 — Ci, B — c 3 — Ci and C = c 2 — c 3. 

In the case of multiple collocation points, i.e. points that are equivalent, this leads 

to multiderivative methods. Let D be a par t i t ion of [0,1] given by 

D : 0 < ci < c 2 < . . . < cs < 1, 

and let qi for 1 < i < s be non-negative integers. Define M — s + Z ) i = i ft- The 

collocation solution of (1.1) is a polynomial, u{x), of degree at most M + 1 defined 

by 

2 + i / , l\ _ dl f { x n + Cjh, u(xn + Cjh)) 
u~-l{xn + Cjh) - 3—. 1 , j = l , . . . , s , 0 < i < q j . 

Kramarz [45] showed that i f we use symmetric collocation points, that is C j + c s + 1 _ ; 7 = 

1, j = 1, 2 , . . . , TV, where TV = s/2 for even s and N = (s + l ) / 2 for odd s, then 

the method has an interval of periodicity, (c.f. Definit ion 2.11). Also, as we shall 

show in chapter 5, when symmetric collocation nodes are used in the one, two and 

three-point mixed collocation methods, the criteria are satisfied for the methods to 

have an interval of periodicity. Distinct collocation points only w i l l be considered 

throughout the rest of this thesis. 

The Panovsky-Richardson methods [52] are derived in a similar way to the Stormer-

Cowell methods. From equation (2.1), a new variable t is introduced by the relation 

r = xn + - ( l + t ) 

and setting x = xn for n = 0 ,1 , 2,.., then (2.1) becomes 

y{x + jh) - 2y(x) + y{x - yh) = j ' ( 2 7 - 1 - t ) [ f ( x n + ) + / ( x n _ ) ] dt 

where 

f ( x n ± ) = f ( z n ± ^ ( 1 + t ) , y ( x n ± ^ ( 1 + t ) ) ^ . 

The Panovsky-Richardson methods are then found by replacing / by interpolating 
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polynomials based on off-step points which are the extrema of a Chebyshev polyno­

mial [21]. Coleman and Booth showed that the methods are equivalent to collocation 

based Runge-Kutta-Nystrom methods. 

2.3 Hybrid methods 

Hybrid methods have become a popular class of numerical methods due to the fact 

that desirable properties such as P-stability and unconditional stability (terms to 

be defined later in this chapter) restrict the algebraic order (or order of accuracy) of 

linear multistep methods to at most two. Many authors have shown that i f off-step 

points or higher-order derivatives are used to modify a linear multistep method, then 

higher algebraic order can be achieved. Concepts such as P-stability and periodicity 

can then be used to modify the methods so that they sometimes solve problems of 

the form (1.1) more accurately than other classical linear multistep methods such 

as the family of Stormer-Cowell methods. 

In 1955, an explicit method was introduced by De Vogelaere which was one-step but 

also used off-step values and became a popular alternative to Numerov's method. 

This method became known as a hybrid method and a new class of numerical meth­

ods was created. One reason for the interest in using linear multistep methods wi th 

off-step points for the problem y" = f ( x , y ) is because there is no need to refer to 

y' in these methods. An example of a hybrid method is the linear 2-step implici t 

formulae of Cash [3] 

k 
y n + l - 2yn + y B _ ! = h2 £ 5, { / n + Q i + / „ _ „ . } + h 2 - y f n (2.18) 

i=0 

where <XQ = 1, fn±aj — f { x n ± ajh,yn±aj) a n d the quantities y n ± Q , are approxi­

mated by an expression involving the values yn+i,yn

 a n d yn-\ only. Cash's family 

of methods has been used by many authors for various values of k, and w i t h k = 1 

we obtain the popular form 

Vn+i ~ tyn + y„ - i = h2 { 6 0 ( f n + l + / n _ j ) + 7 / n + S i ( f n + a i + / „ _ a i ) } (2.19) 

where 

yn±ai = A ± y n + l + B±yn + C±yn_\ + h2 ( s ± / n + 1 - I - t ± f n + u±fn-i) 
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An alternative approach to deriving hybrid methods is by replacing one or more of 

the function values wi th an implici t or explicit stage in a linear multistep method. 

We w i l l discuss hybrid methods in more detail in section 2.5.4. 

2.4 Order 

2.4.1 Linear Multistep Methods 

To find the order conditions for the linear multistep methods (2.5), we first define 

the linear functional 

fc it 
C\y{x)\h) = £ a i y { x + ih) -h2^Piy"(x + ih). ' (2.20) 

i=0 i=0 
T . 

Assuming that y(x) is as d i f ferent ia te as we choose, we fo rm a Taylor expansion 

about a suitable value of x and express the residual as a power series in h. Thus, 

h] = £ > | y ( x ) + ihy'(x) + ^ y " ( x ) + ™ y ^ ( x ) + ^ V > ( z ) + . . . } 

-h2 f j k {y"(x) + ihyW{x) + ^ y W ( x ) + . . . J 

= Y^aiy{x) + h^2 ion y'(x) + h2 £ { ^ - f3t) y"(x) 

i=0 i=0 t=0 I Z - J 

= C 0 y(x) + C, hy'(x) + C2 h2 y"(x) + C 3 h3 y^(x) 

+ CAh4yW(x) + ...+CThT y^{x) + ... 

with 

and 

fc fc 
C 0 = X > = p ( l ) , C l = Y i i a i = p'{l) 

i=0 i=0 
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The following definition is taken from Hairer et al [32]. 

Definit ion 2.3 A linear multistep method (2.5) and the associated linear operator 

(2.20) are said to be of order p if Co = C\ = . . . = C p + 1 = 0 and C p + 2 ^ 0. 

The error constant is given by 

n _ £p+2 

& + /?! + . . . + & 

and the principle local truncation error at the point xn is 

PLTE = C p + 2 h p + 2 y ^ + 2 \ x n ) . 

J . 
I f we require the method to be consistent, that is of at least order 1, then Co, C\ and 

C 2 must all be equal to zero, and in terms of the characteristic polynomials we have 

p ( l ) = 0, p ' ( l ) = 0 and p " ( l ) = 2 a ( l ) . 

2.4.2 Runge-Kutta-Nystrom Methods 

The local truncation error of a Runge-Kutta-Nystrom method is the extent to which 

the exact solution fails to satisfy the difference equations which define the method. 

The following definition is taken from Van der Houwen et al [79] 

Definit ion 2.4 Let Yi denote the vector with components y(xn + Q / I ) with y the 

locally exact solution of (1.1) satisfying y(xn) = yn and y'(xn) = zn, and suppose 

that the local errors are given by 

T n + l = y ( x n + l ) - yn+l = 0 ( h ^ 1 ) , T n + l = y'(xn+1) - z n + l = 0 ( ^ + 1 ) , 

Yi - yn - ahzn - h 2 j 2 a i 3 f { x n + C j h , Y,) = 0 ( / i P 3 + 1 ) , 
j=\ 

then the order p and the stage order r are respectively defined by 

p = m i n { p i , p 2 } , r = m i n { p 1 , p 2 , p 3 } . 
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From the Runge-Kutta-Nystrom method (2.12), 

s 

Vn+a =Un + Cikzn + h2 ^ 0>ijf{xn + Cjh, yn+cj) ~ y { x n + Cih), i = l , . . . , S 
j=l 

and 
s 

z n + i = z n + h 5 ^ d i f ( x n + Cih, yn+a) ~ y'{xn + h). 
i= l 

Using the exact values of the solution and its derivative at xn, 

s 
y ( x n + c,/i) - y ( x n ) - Cihy'(xn) - h ? Y , o-ijfi^n + c3h, Y j ) 

= / l 2 | f -t^y"M + o(h") 

and 

y'(xn + h ) - y'(xn) -hJ2dif(xn + c,h, Y t ) = h ( l - j ^ d X y"(xn) + 0 ( h 2 ) . 

Therefore, i f we require that the method is consistent, i.e. has order at least one, 

then 

1=1 

and we assume the row-sum condition, 

s c2 

5 2 a i j ~ 77' i = l i • • • i S. 
J = l L 

The maximum attainable order of an s-stage Runge-Kutta-Nystrom method is 2s. 

To find the order conditions for a Runge-Kutta or Runge-Kutta-Nystrom method, 

the work soon becomes complicated using a bare-hands Taylor series expansion 

because }{x,y) is evaluated at off-step points and so we have to obtain the series 

expansion of a function of two variables. Butcher's tree theory is a very useful 

approach for finding the order conditions and greatly reduces the amount of work. 

Lambert [46] and Hairer et al [32] describe how the order conditions for Runge-Kutta 

methods can be found by using Butcher's tree approach. The work was extended to 

Nystrom methods by Hairer and Wanner [33] and Hairer [29]. The order conditions 

for the Runge-Kutta-Nystrom method were obtained f rom the work by Hairer and 
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Wanner [34] and wi l l be adapted for methods wi th steplength dependent coefficients 

in section 3.4.2. 

2.4.3 Polynomial Collocation Methods 

Collocation based Runge-Kutta-Nystrom methods are very useful because they have 

a high stage order. Van der Houwen et al [79] showed that an s-stage polynomial 

collocation method given by (2.14) has order at least s for all sets of distinct collo­

cation nodes Cj. They showed that the order can be raised to as much as 2s for a 

suitable choice of the collocation parameters (known as superconvergence). Using 

the Alexseev-Grobner Theorem, an s-stage polynomial collocation method can have 

order s + q i f 

/ V " 1 I K " Ci)d£ = 0, for j = l,...,q. 

The following table shows the order and the maximum attainable order w i th the 

collocation nodes for the one, two and three-point polynomial collocation methods. 

Method Stages Default Order Maximum Order : Collocation Nodes 

(2.15) 

(2.16) 

(2.17) 

1 

2 

3 

1 

2 

3 

2 : 

4 

6 

I 
2 

*~f and 
6 6 

5 - v / l 5 1 „ N J 5+v/ l5 
10 ' 2 a U U 10 

Since the polynomial collocation methods may be wr i t ten as Runge-Kutta-Nystrom 

methods, then the theory for the algebraic order of Runge-Kutta-Nystrom methods 

may be applied to polynomial collocation. 

2.5 Stability, Periodicity and Dispersion 

I f we are interested in solving orbit problems, i t is natural to ask how a particular 

numerical method would behave in the very simple case of uniform motion in a 

circular orbit , described by the test equation y" = —w2y, i.e. we want the numerical 

solutions to mimic the behaviour of the solutions of the test equation. 
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2.5.1 Linear Multistep Methods 
On applying the linear multistep method (2.5) to the test equation y" = —w2y, we 

obtain the difference equation 

it 

X! { a i + " 2 P j } yn+j = ° i v = w h 

3=0 

and the solution is determined by the roots £ s , assumed distinct, of the stability or 

characteristic equation 

m ••= E { « , - + = p(0 + = o. (2.2i) 
3=0 

Two of the roots, £i and £ 2 , s a Y i t e n d to 1 as J/ —> 0 and are known as the principal 

roots of f2(£, f 2 ) , and £ s for s > 3, i f any, are the spurious roots. 

A popular way of analysing the stability of linear multistep methods is by using the 

Routh-Hurwitz criterion [46]. The transformation £ —>• z where £, z G C is made 

where 

1 - 2 

with 2 / 1 and the roots z\ and 2 2 of the stabili ty equation (2.21) now lie in the 

left-half plane (the unit circle | f | = 1 is mapped onto the imaginary axis Re 2 = 0 

and the unit disc |£| < 1 is mapped onto the left half-plane Re 2 < 0). Let the 

polynomial P(z) be defined by 

P{z) : = (1 - z)k x ft ^ ) = aozk + a l Z

k ~ l + ... + ak. (2.22) 

For the linear multistep method to be absolutely stable, we require the roots £ a of 

the stability polynomial Q(£, v2) to have modulus less or equal to 1. Therefore, w i th 

k = 2 for example, we have |£| < 1 if a0, ay and a 2 are positive. For k > 3, extra 

conditions are required to satisfy the criteria (c.f. Lambert [46]). 

The following definition is taken from Hairer et al [32]. 

D e f i n i t i o n 2.5 The linear multistep method (p, a) given by the characteristic poly­

nomials (2.21) is said to be zero-stable if all the roots of p(£) lie on or within the 

unit disc {z G C : \z\ < l}, and any roots that lie on the unit circle {z G C : \z\ = 1} 

have multiplicity at most 2. 
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I f a linear multistep method (p, a), 

(i) has no common factors in p(£) and cr(£), 

(ii) is consistent, i.e. the order is at least one and 

(i i i ) the method (p, a) is zero-stable, 

then the linear multistep method is convergent and the polynomial p(£) has two 

roots 6 = & = 1, c.f. [35, 47]. 

Definit ion 2.6 A linear multistep method (2.5) is absolutely stable for a given 

value of v i f , for that v, all the roots £s of equation (2.21) satisfy \£s\ < 1, and any 

roots on the unit circle are simple. If the method is absolutely stable for all v > 0, 

then the method is called unconditionally stable [25]. 

Dahlquist [25] showed that the order of an unconditionally stable linear multistep 

method cannot exceed 2 and that i t must be implici t . For a second-order implic i t 

linear multistep method to be unconditionally stable, then all the solutions of the 

characteristic equation (2.21) must be bounded when applied to the test equation 

y" = —w2y for any value of the steplength h, or alternatively, the roots £ s of H(£, v2) 

must not be outside the unit circle for any real v. 

Lambert and Watson [47] found that when Numerov's method was applied to the 

test equation y" = —w2y, for relatively small steplengths h, the numerical solution 

stays on the orbit , taking into account the accumulation of rounding error. When 

a Stormer-Cowell method wi th stepnumber greater than two was applied, then the 

computed numerical solution spiralled inwards. This phenomenon was called "or­

bi tal instability" by Stiefel and Bettis [67]. Ideally, we would want the numerical 

solution of an integration method to remain periodic for all x w i t h a period close to 

the true one. Lambert and Watson [47] appear to be the first to introduce the idea 

of an interval of periodicity. 

The following definitions are taken from their work [47]. 

Definit ion 2.7 A method has an interval of periodicity (0, v^) i f , for all v2 G (0, VQ), 

the roots £s of (2.21) satisfy 

6 = e x p { i 0 ( i / ) } , & = e x p { - i 0 ( i / ) } , |G | < 1 , 5 > 3 

where 6(v) is real. 
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Many authors have used the notation (0, VQ) for an interval of periodicity and this 

form shall be used for the polynomial based methods in this thesis. 

Definit ion 2.8 A method is said to be P-stable if its interval of periodicity is 

(0,oo). 

Many numerical methods, when applied to the test equation y" = —w2y, give a 

characteristic equation of the form 

Z2-2Rnm(v2)S + l = Q (2.23) 

where v is real and Rnm(v2) is a rational function wi th numerator_ of degree n 

and denominator of degree m in v2. Rnm{v2) is called the stability function of the 

numerical method. Thus, the pr imary interval of periodic i ty of a method which 

has a stability equation (2.23) is the largest interval (0,/3 2) such that \Rnm(v2)\ < 

1 for 0 < v2 < (52. I f when p is finite, \Rnm{v2)\ < 1 also for j2 < v2 < 62 

where •y2 > /32, then the interval (72,<52) is a secondary interval of periodicity. 

I f \Rnm(v2)\ < 1 for all v2 > 0, then the linear 2-step method is P-stable and 

the stability function Rnm{v2) is said to be P-acceptable, [17]. P-stability implies 

unconditional stability but not the other way around because P-stability requires 

that the principal roots of the stability polynomial f2(£, v2) lie on the unit circle 

whilst for unconditional stability they can lie in the unit disc. For linear multistep 

methods, the stability equation (2.23) is only obtained when we have 2 steps, that 

is k = 2. 

Lambert and Watson [47] showed that a symmetric linear multistep method (p, a) 

which has no double roots on the unit circle other than the principal roots, has a 

non vanishing interval of periodicity. They gave examples of 2, 4 and 6-step meth­

ods which contained intervals of periodicity and also a 2-step P-stable second-order 

linear multistep method. Lambert and Watson showed by numerical results that a 

symmetric 4-step 6th order method which has an interval of periodicity is far supe­

rior to a 5-step 6th order Stormer-Cowell method when solving oscillatory problems. 

Jeltsch [44] studied the stability and criteria for a linear multistep method to have 

an interval of periodicity. Chawla [8] considered modifying Numerov's method by 

making the method explicit and found that the resulting method has a larger in­

terval of periodicity. Ixaru and Rizea [38] developed a family of 4-step 6th order 

methods to integrate problems such as (1.1) and they considered the stability and 
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implementation of the methods. 

The two-step implicit method of Cowell (Numerov's method) 

h2 

Vn+i - 2yn + y n _ i = — ( f n + i + 10/„ + / „ - i ) 

where f n + j = f ( x n + j , y n + j ) , has stability function 

12 - 5u2 

12+ v2 

when applied to the test equation y" = —w2y and an interval of periodicity (0,6). 
Therefore Cowell's method is not P-stable as it has a finite interval of periodicity. 
Stormer-Cowell methods with stepnumber greater than two do not have an interval 
of periodicity. The main purpose of the paper by Stiefel and Bettis [67] was^to adapt 
the coefficients of Cowell's method so that the numerical solution remained on the 
circular orbit. This was one motivation for fitting functions other than polynomials. 

When the numerical solution of the test equation y" = —w2y remains on the circular 
orbit, the difference between the numerical solution and the exact solution is called 
the dispersion. It is also known as the phase difference, phase-lag error or frequency 
distortion. 

Definition 2.9 For any method corresponding to the characteristic equation (2.23), 
the quantity 

(f){u) = „ - C O S " 1 [ f?n m (^ 2 )] 

is called the dispersion. If <j>{v) — 0(vq+x) as u —>• 0, the order of dispersion is 

9-

We can rewrite the above equation for as 

cosv - Rnm{»2) = cvq+2 + 0{uq+A) 

and thus the order of dispersion can be seen as the order of accuracy of Rami"2) 
as an approximation for cos v. Coleman [18] has shown that for linear multistep 
methods, the order of dispersion is equal to the algebraic order and for Runge-
Kutta-Nystrom methods and hybrid methods, the order of dispersion is greater or 
equal to the algebraic order. 
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Methods which have more than two steps have also been proposed [76, 43] and 
when they are applied to the test equation y" = —w2y, a characteristic polynomial of 
degree k is obtained and the coefficients depend on v2. Jain et al [43] used the Routh-
Hurwitz transformation to modify the coefficients of the 6th order implicit method 
of Lambert and Watson [47] and produced a 4-step 6th order P-stable method. Van 
der Houwen and Sommeijer [76] constructed 4th and 6th order predictor-corrector 
methods with phase errors up to order 10. 

2.5.2 Runge-Kutta-Nystrom Methods 

The Runge-Kutta-Nystrom method (2.12) in vector form is given by 

2/n+i = Vn + hzn + h2bTi(exn + ch, y n + c ) 
T 1 

zn+i = zn + hd f (ex n + ch, y n + c ) 
y n + c = eyn + chzn + h2Ai{exn + ch, y n + c ) 

where e is an s—dimensional vector with unit entries. Applying this method to the 
test equation y" = —w2y with v = wh gives 

2/n+i = Vn + hzn - f 2 b T y n + c 

zn+\ - zn ~ hw2dTyn+c 

y n+c = eyn + chzn - u2Ayn+c. 

Then rearranging the last equation, 

Yn+c = {I + v2A)~\eyn + chzn) 

and substituting y n + c into yn+\ gives 

Vn+i = yn + hzn - v2hT(I + u2A)'l(eyn + chzn) 

= {l - u2bT(I + u2A)-'e\ yn + { l - u2bT(I + v2A)~lc} hzn. 

Similarly substituting y n + c into hzn+l gives 

hzn+\ = hzn - v2dT(I + u2A)~\eyn + chzn) 

= -u2dT{I + u2A)-leyn + {l - y2dr{I + v2Aylc] hzn. 
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We can write this in matrix form as 

where 

V n + V = M{u2) V n 

hzn+i / V hzn 

-uzdl (I + vlA) 'e 1 - u2dl (I + u2A) *c / 

The eigenvalues £{y) of the amplification matrix M(v2) are the roots of the charac­
teristic equation [79] 

£2 - 2Rnm{u2)i + P(v2) = 0, ' (2.25) 

where ^ 
Rnmiu2) = ^trace M{v2) and P{u2) = det M(v2) 

are rational functions of v2. 

Definition 2.10 A Runge-Kutta-Nystrom method (2.12) is absolutely stable for 
a given value of v i f , for that v, the roots £s of equation (2.25) satisfy |£ s | < 1, 
s = 1, 2. / / the method is absolutely stable for all v > 0, then the method is called 
unconditionally stable. 

Hairer [30] showed that an implicit s-stage Runge-Kutta-Nystrom method found by 
applying an implicit Runge-Kutta method based on Gauss-quadrature (c.f. Lambert 
[46]) to the first order differential system (2.9), has order 2s and is unconditionally 
stable. He also developed a tenth order explicit Runge-Kutta-Nystrom method [31] 
in which only 11 stages are required. If the problem (1.1) is transformed into a 
system of first-order differential equations and then, for example, a Runge-Kutta 
method is applied, a minimum of 17 stages are needed. Chawla and Sharma [16] 
studied the stability properties of explicit Nystrom methods and specifically 4th 
order explicit methods with 4 stages. 

Definition 2.11 A Runge-Kutta-Nystrom method has an interval of periodicity 
(0, I / Q ) i f , for all v2 £ (0, v\), the roots £, of (2.25) satisfy 

£i = exp {iQ(v)} and £ 2 = exp {—%Q(v)}, 

where 6(v) is real. 
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If £x = exp {id} and £ 2 = exp {—i6}, then 

(£ " - 6 ) = ^ - m + & ) + = - 2 c o s ^ + 1. 

Thus, for an interval of periodicity we require P(v ) = 1. 

When the characteristic equation is of the form (2.25), the following definition by 
Van der Houwen and Sommeijer [78] may be applied: 

Definition 2.12 The phase-error or dispersion of an RKN method with s-stages 
is defined by 

(f}(l/) = v — COS -1 

assuming that M{v2) has complex conjugate eigenvalues for sufficiently sm<f,ll values 
of v. Then, a Runge-Kutta-Nystrom method has order of dispersion q if (f)(v) — 
0(hi+l) as v -> 0. 

Simos et al [65] derived a 4-stage 4th order Runge-Kutta-Nystrom method with 
phase-lag of order 8 and found that the method is more accurate than conven­
tional Runge-Kutta-Nystrom methods when applied to problems with oscillatory 
solutions. Van der Houwen and Sommeijer [78] considered modifying diagonally im­
plicit Runge-Kutta-Nystrom methods because of the fact that they are self-starting 
and are easier to implement than fully implicit Runge-Kutta-Nystrom methods. 
They created 2-stage and 3-stage methods with phase-lag of order up to 10 but with 
relatively low algebraic orders. When the methods were tested on linear problems 
with oscillatory solutions, they found that the results were considerably better than 
conventional DIRKN methods. For nonlinear problems and large stepsizes, the low 
algebraic order affects the accuracy of the methods despite the high dispersive order 
and the methods are comparable only to the standard DIRKN methods. Sharp et 
al [59] further investigated the work of [78] and studied families of DIRKN methods 
with algebraic orders 3 and 4. 

Sideridis and Simos [60] studied the phase-lag of embedded Runge-Kutta methods 
where they derived a 3rd order explicit Runge-Kutta method with order of dispersion 
6, and a 4th order method with order of dispersion 4. They showed that it is not 
possible to have a 5-stage 4th order explicit Runge-Kutta method with order of 
dispersion 6 because the coefficients have to be complex in order to satisfy all the 
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requirements. Dormand et al [27] considered families of embedded explicit Runge-
Kutta-Nystrom formulae for problem (1.1). 

2.5.3 Polynomial Collocation 

One reason for the interest in polynomial collocation methods is because when 
the method is applied to the test equation y" = —w2y, we obtain a characteris­
tic equation of the form (2.23) when symmetric collocation points are used. As 
mentioned earlier, Kramarz [45] showed that a symmetric collocation method has 
an interval of periodicity but was unable to find any P-stable collocation meth­
ods. Coleman [19] was able to prove that no symmetric collocation method can be 
P-stable. Because the polynomial collocation methods may be regarded as Runge-
Kutta-Nystrom methods, the stability theory for section 2.5.2 can be applied to 
polynomial collocation methods. 

Stability for one collocation point 

When we substitute the coefficients bi = 1/2, d\ — 1 and an = c 2/2 for the one-
point polynomial collocation method (2.15) into the amplification matrix M(v2), 
equation (2.24), we obtain 

2 + c2u2-u2 „ , 2 + c2v2-cv2 

M l l = 2 + c ^ ' M l 2 = 2 + c V ' 

2u2 „ 2 + c2u2-2cu2 

M 2 1 = ~9_i_ 2 2' M 22 = 0 ^ 2 2 • 

Therefore the characteristic equation is given by 

£2 -2Rn{u2)Z + P{v2) = 0 (2.26) 

where the stability function is 

2 4 + ( 2 c 2 - 2 c - l ) i / a 

R n { u ) - 2(2 + c2v2) 

and 

2 + clvl 
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For an interval of periodicity, we require P{v2) = 1, and thus 

Example : c = 1/2 
With the collocation point c = 1/2, the characteristic equation is given by 

, f 8 - 3v2 I 

The one-point polynomial collocation method (2.15) is stable if | .Rn(i/ 2)| < 1. Thus, 

8 - 3 i / 2 

8 + ^ 2 
< 1 

from which 
8 - 3v2 < 8 + v2 => v2 > 0 

and 
- 8 + 3z/2 < 8 + v2 => i / 2 < 8. 

Therefore the one-point polynomial collocation method has an interval of periodicity 
(0,8). Also, the order of dispersion of the method is 2 as 

My) = u- cos"1 \Rn(v2)] = — - — i / 5 + 0 ( i / 7 ) . 
r v ' L 1 U 'J 48 2560 v 7 

Example : c = 0 
With the collocation point c = 0, the characteristic equation (2.26) is given by 

Because (2 + ^ 2 ) /2 > 1 except when v — 0, then the one-point polynomial collocation 
method with c = 0 is stable when v — 0 and unstable everywhere else. (We require 
the modulus of the roots £ of the characteristic equation to be less or equal to 1. As 
P{v2) is the product of the roots, at least one of the roots is greater than 1 in this 
case). 
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Example : c = 1 

The characteristic equation (2.26) with the collocation point c = 1 is 

The roots are given by 

_ 4 - v2 ± y V 1 - 16^2 

^ ~ 2[2 + i/ 2 ] ' 

Using the Routh-Hurwitz approach, substituting £ = ( l + 2 ) / ( l — z) into the charac­
teristic equation, multiplying by (1 — z)2 and collecting in terms of z, the polynomial 
P{z) becomes 

P(z) = a0z* + axz + a2 = ——r + — — , + 
2 + v2 2 + u2 2 + v2 

As the coefficients Oo, Oi and a2 are positive for all v, then the modulus of the roots 
£i and £2 of the characteristic equation are less or equal to 1 and the method is 
unconditionally stable. 

Stability for two collocation points 

The characteristic equation for the two-point polynomial collocation method (2.16) 
when applied to the test equation y" = —w2y is given by 

( 2 - 2R22{u2){, + P{v2) = 0 

where the stability function is 

2 a0 + OL\V2 + a2vA 

R22{u ) -

with 

1 + f3xv2 + (32v* 

a0 = 1, ai = \{c\ + c\ - 2cxc2 - 3) 
o 

a 2 = J r ( — c 2 + 2c2 c2 — 2cicl + 2c\C2 + Ci + c2 — 2c2 c2 — c2) 
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and 
p ( 2x = 7o + 7 i^ 2 + 72^4 

[ U ' 1 + 8xv2 + 52v* 
with 

7o = 1, 7i = g(ci - c 2 ) 2 

72 = ^ ( c l - l ) 2 ( c 2 - l ) 2 , <51 = i ( c 1 - c 2 ) 2

) 5 2 = ^ c 2 4 

When P(^ 2 ) = 1, the criteria for the polynomial collocation method to have an 

interval of periodicity are satisfied. Thus, 

P{v2) = l =• ( 7 o - l ) + ^ (7 i -<5 i ) + * A 7 2 - < 5 2 ) = 0 

and as 70 = 1 and 71 = <5i, then we look for values of c\ and c2 such that j2j-52 = 0, 

c 2 ( l - 2 c 1 ) - 2 c 2 ( l - c 1 ) 2 + ( l - c 1 ) 2 = 0 

which is satisfied when 
l - c i . 

c2 = — or 1 - d . 
1 — 2ci 

When ci = 1/2, then the first expression is undefined and the second gives c2 = 1/2. 

As we are only interested in distinct collocation nodes, we take the symmetric points 

c2 = 1 — C\, and the requirements are satisfied for the method to have an interval of 

periodicity. 

Example : ci = 0 and c2 = 1. 

The characteristic equation is given by 

2 [ 6 - 2 ^ 1 
{ - 2 { « ^ ) £ + 1 = 0 

and the method has an interval of periodicity (0,12). The order of dispersion of the 
method is 2 as 

cf)(u) = v - cos"1 \Rn(v2)} = — - — ub + Oiu1). v ; L L l v >\ 24 640 V ; 
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Example : c t = (3 - >/3)/6 and c2 = (3 + >/3)/6. 
The characteristic equation is given by 

2 [432 - 192^ + 7 ^ ] 

and the method has a primary interval of periodicity (0,9) and a secondary interval 
of periodicity (12,36). The order of dispersion of the method is 4 as 

* M = , - c o s - ' K ^ l ^ - ^ + c V ) . 

Stability for three collocation points 

The characteristic equation for the three-point polynomial collocation method (2.17) 
when applied to the test equation y" = —w2y is given by 

e - 2 i u ^ K + ^ V ) = o 

where 
2 aQ + a.xu2 + a2uA + ct3z/6 

# 3 3 ^ ) = 

with 

a0 = 1, Qi = — [c\ - (c2 + c 3)ci - c 2c 3 + c2 + c\ - 6], 

« 2 = J ^ l 2 ( C 2 + C 3 ~ 3 ~ 2 C 2 C 3 ) C 2 + 4(1 - C2c\ - c\ci + 3c 2 C 3 )Ct 

+3 + 4c2 + 4c3 + 2c 2c 3 - 6c2, ~ 6c 2], 

a 3 = {[(2c 3 - 1 - 2c3)c2 + (1 + 2c3 - 2c2)c2 - c 3(c 3 - l ) ] c t ( C l - 1) 

-c 2 c 3 (c 3 - l ) (c 2 - 1)} , 

Pi = ^ [ C ? - ( C 2 + C 3 ) C ! + + C\ - C 2 C 3 ] , 

and 

& = -^[(c 2 - c 3 ) 2 c 2 - 2c 2c 3(c 2 + c 3)ci + c 2 q ] : /?3 = Y ^ C 2 C 2 C 2 , 

p _ 7o + 7 L ^ 2 + 72^4 + 7 3 ^ 6 

_ 1 + 8xv2 + <52i/4 + <53i/6 
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where 

7o = 1, 7i = ^ ( c 2 + c\ + c\- c2c3 - c2cx - cic 3 ) , 

72 = ^ [ ( c 2 - c3)2c\ + (-6c 3 + 12c2c3 + 4 - 6c2 - 2c 2c 3 - 2c 2c 2)ci 

-6c 2 c 3 + 4(c2 + c 3) + c\c\ - 3], 

73 = ^ ( c 3 - l ) 2 ( c 2 - l ) 2 ( c t - I ) 2 , 

bx = ^ ( c 2 + c\ + c\ - c2c3 - c 2ci - Cic3), 

<$2 = ^ [ ( C 2 - C3fc\ - 2 c 2 C 3 ( c 2 + C 3 )ci + C2C3], 5 3 = ^ c 2 c ^ c 3 . 

It is easily checked that the three-point polynomial collocation method has an in­

terval of periodicity when symmetric collocation points are chosen, i.e. ci = 1 — c3 

and c2 = | . 

Example : Cx = 0, c2 = 1/2 and c3 = 1. 

The stability function is a rational function with numerator and denominator of 

degree 2 in v2. The characteristic equation is given by 

f288 - 126, 2

 + 4 , M 
4 l \ 288 + 18^ + ^ P + i U 

and the method has two intervals of periodicity (0,48/5) and (12,48). The order of 

dispersion of the method is 4 as 

<j)(u) = u- cos' 1 \R22(V2)} = — v 5 + 0(u9). 
y K ' L v '1 1920 387072 v ; 

Example : a = (5 - \ / l5)/10, c2 = 1/2 and c3 = (5 + >/l5)/10. 
The stability function is of the form R33(u2), that is the numerator and denominator 
are cubics in v2. The characteristic equation is given by 

2 _ 2 f 57600 - 26640^2 + 1368^ - 13// 1 
* ~ { 57600 + 2160^2 + 48i/4 + + 

and the method has a primary interval of periodicity (0,240/7) and a secondary 

interval of periodicity (60,2(27 + \/489)). The order of dispersion of the method is 
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Figure 2.1: Periodicity intervals for the polynomial collocation methods 

6 as 

UA = u- cos"1 \RM(V2)} = —^—J v9 + 0(vn). 
v ' L 3 < H H 806400 lfisasann v ; 16588800 

In figure 2.1, the intervals of periodicity are given. Method So is Numerov's 4th 
order method whilst the polynomial collocation methods are listed below: 

Method Stage Algebraic Collocation Parameters 
Number Order 

lb 1 2 1/2 
Ha 2 2 0 and 1 
lib 2 4 (3 - y/3)/6 and (3 + >/3)/6 

Ilia 3 4 0, 1/2 and 1 
Illb 3 6 (5 - >/l5)/10, 1/2 and (5 + VIE)/10 

2.5.4 Hybrid Methods 

As mentioned in section 2.3, the interest in hybrid methods came about as an 
answer to the order-barrier problem that a P-stable or unconditionally stable linear 
multistep method can have at most algebraic order 2, [25]. Cash [3] derived families 
of hybrid methods with properties such as P-stability and periodicity and imposed 
symmetry conditions on his methods. He constructed a 2-step 4th order implicit 
P-stable symmetric method and two 6th order methods, one P-stable and the other 
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with an interval of periodicity (0,26). The main problem with the methods of Cash 
is the high cost to implement them; the 6th order P-stable method needs 5 function 
evaluations per iteration at each step. 

All of the 2-step hybrid methods have a characteristic equation of the form 

and so the stability theory of the two previous sections can be applied. Coleman 
[17] showed that the hybrid method (2.18) of Cash [3] and Chawla [6] with k = 1 
has a stability function of the form 

2 1-|- OLiV2 + a 2 V 4 

Rniy1) = 
r 

where the coefficients cti,a2,(3i and (32 are determined by the coefficients of (2.18). 
Coleman also considered stability functions of the form R^v2). 

There has been a lot of literature on hybrid methods and the desire to modify them 
so they are suitable for solving (1.1) when the solution is oscillatory [2, 4, 7, 9, 
11, 12, 13, 14, 15, 24, 43]. Chawla [6] noted that if a general 2p-step (algebraic 
order 2p) symmetric method is unconditionally stable, then it is also P-stable. He 
also describes a family of 4th order 2-step methods which possess a non vanishing 
interval of periodicity. Costabile and Costabile [24] derived a symmetric 2-step 4th 
order P-stable method which only needs 2 function evaluations per step and which 
is a special case of Cash's method. Authors who took the approach of modifying the 
free parameters in the hybrid method by Cash (2.19) include [4, 6, 24, 14, 68, 69]. 

Chawla [9] developed an explicit hybrid method which was a modification of Nu-
merov's method. The main aim of the paper by Chawla and Neta [11] was to reduce 
the amount of work needed to implement Cash's hybrid methods (2.18) and they 
began a characterisation of the family of 4th order P-stable hybrid methods which 
was completed by Coleman [17]. Chawla et al [10] considered 2-step hybrid methods 
and derived a family of 4th and 6th order P-stable methods. They showed that the 
methods are efficient. By this they mean that the number of function-evaluations 
per step is reduced due to a choice of the free parameters of the method. Cash [4], 
Chawla and Neta [11], and Thomas [69, 70] considered efficient methods. 

Some authors have modified their hybrid methods to use the idea of phase-lag to 
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improve their methods as well as insuring that they are P-stable or that they have 
as large an interval of periodicity as possible [3, 13, 15, 68]. Chawla et al [15] started 
with a modification of Numerov's method 

h2

 ( -- •, 
y n + i - 2yn + yn_y = — | / n + 1 + 10 / n + / n _ i ] 

where 

yn = y n - a h 2 ( f n + l - 2/„ + / „ _ i ) , / „ = f ( t n , y~n) 

Vn = Vn- / ^ ( / n + l ~ 2 / n + f n - X ) , Jn = f{tn, $n) 

and the parameters a and (3 are free to be chosen to suit the phase-lag requirements. 
For an interval of periodicity, the modulus of the roots of the stability .polynomial 
are of the form £1,2 = exp {±i6(i/)} where 6{y) is real. Then, the phase-lag V{v), is 
the leading coefficient in the expansion of \{6(u) — v) jv\. Chawla et al found that 
for 

1 , 0 1 f 13 / l 3 3 l l 
a + / ? = 200 a n d a / ? < - l 0 8 0 0 \T8 + V ^ 2 0 | ' 

the modified Numerov method was P-stable, of algebraic order 4 and phase-lag order 
6. Anantha Krishnaiah [2] used the Maclaurin series of t a n - 1 x to find an expression 
for the phase-lag and obtained a family of 2-step P-stable methods of order 2 and 
a 6th order 2-step P-stable method with phase-lag of order 6. Twizell and Khaliq 
[74] and Twizell [73] investigated multiderivative methods, the latter using the same 
technique as Krishnaiah to find the expression for the phase-lag. This proves to be 
a clumsy way to do it and most authors use the expansion of — v} jv\ to find 

the phase-lag V{y). The methods of Chawla and Rao [14] were based on Cash's 
methods with particular choices of the parameters and they developed an explicit 
2-step 6th order method with phase-lag of order 8. Thomas [68, 70] considered the 
phase-lag of 4th and 6th order P-stable hybrid methods and in the latter paper, 
reduced the number of function evaluations per iteration for a 6th order P-stable 
hybrid method to three. 



Chapter 3 

Exponentially-fitted Methods 

In this chapter, we consider exponentially-fitted methods, that is numerical methods 
for the problem (1.1) which are exact for the particular differential equation y" — 
-k2y with initial conditions y(x0) = y0 and y'(x0) = z0, and which reproduce the 
exponentials exp(±ikx) exactly, taking into account the accumulation of rounding 
error. 

The term 'mixed interpolation' appears to have been first introduced by De Meyer 
et al [49]. Polynomial interpolation is widely used, for example, to derive multistep 
methods or collocation methods for ordinary differential equations. Because of the 
interest in solving problems with oscillatory solutions, De Meyer et al adapted the in­
terpolation approach to include functions other than polynomials. They considered 
approximating a function f ( x ) by a combination of trigonometric and polynomial 
functions, i.e. 

n - l 
fn{x) = acos(kx) + bs'm(kx) + ^ CiXx, n > 2 

i=0 

and required the function fn(x) to interpolate f ( x ) at n + 1 equally spaced points. 
Then, there exists unique coefficients a, b and c;, i = 0,... , n — 1 although the 
function is undefined for certain values of k. The theory was developed in a more 
general way by the authors Chakrabarti and Hamsapriye [5]. The trigonometric 
functions cos(kx) and sin(/cx) are replaced by the two functions Ui(kx) and U2(kx) 
which represent two linearly independent solutions of a general second-order linear 
ordinary differential equation for some A; > 0. 

Coleman [20] also considered the general approach of approximating f(x) by the 

38 
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function 
n-2 

fn{x) = aC{x) + bS{x) + Y, c^> 
and considered existence and uniqueness of the function when fn{xj) = f { x j ) for 

j = 0 , 1 , . . . , n where Xj are arbitrarily chosen distinct nodes. Coleman derived La-

grangian and Newtonian formulae for the interpolant and he used the first approach 

to find the mixed collocation methods [22] whilst the latter approach is used in this 

thesis. 

3.1 Linear Multistep Methods 

Consider the linear fc-step method 

k k 1 • 

E aiVn+j = h 2 Y , PiVn+j 

where ctj and Pj are constants. The linear operator L is defined by 

L[y{x)\h} = J2 <*iV(? + 3h) -h2yt PjV"{x + 3h). 
3=0 j=0 

For polynomial based multistep methods, we would find ocj and Pj, j = 0, l, . . ,fc 

such that the operator L integrates exactly polynomials up to a sufficient order. If 

the coefficients ctj and Pj are allowed to depend upon the steplength h, then they 

can be obtained such that the operator L integrates exactly functions of the form 

exp(±fix), as well as polynomials. This approach is known as exponential-fitting. If 

ji is real, the method is suited, for example, to integrate the Schrodinger equation 

which has an exponentially decaying solution. If \i is imaginary, i.e. \i = i(f>, then 

the method is suited to solving problems with oscillatory solutions and the methods 

are exact for cos{4>x) and sin((/>a;). Our interest lies in the latter case. 

Gautschi [28] first derived the concept of trigonometric order for linear multistep 

methods. 

Definition 3.1 A junctional L is of trigonometric order p, relative to period T, 
if it annihilates all trigonometric polynomials of order < p with period T. 

A suitable value for the period T has to be chosen to implement the methods. 
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Gautschi's methods are exact if the solution of the differential equation is oscilla­
tory with constant period (or frequency). He only considered using trigonometric 
functions but since then, there has been considerable interest in combinations of 
polynomial and trigonometric functions. Stiefel and Bettis [67] considered both 
types of functions and modified Cowell's equations. Jain [41] modified the Stiefel-
Bettis method so it could be applied to nonlinear problems where y" — f(x,y,y'). 
Lyche [48] developed the work of Gautschi and considered steplength dependent 
coefficients for linear multistep methods. He derived a 4th order 2-step method 
and as the frequencies approach zero, Simpson's method is recovered. Lyche also 
developed consistency and stability requirements for exponentially-fitted multistep 
methods but as mentioned in Ixaru and Rizea [37], the stability theory only applies 
to multistep methods which have steplength dependent coefficients for' /3j but with 
ay constant. j 

Before the introduction of exponentially-fitted methods, one of the most popular 
methods for solving problems with oscillatory solutions was Numerov's method be­
cause of its large interval of periodicity. Many authors including [37, 56, 72] take 
the approach of modifying Numerov's method so that it is exact for polynomial and 
trigonometric functions. As the fitted frequencies tend to zero, then the methods 
reduce to Numerov's method. Raptis and Allison [56] found that their methods were 
more efficient than Numerov's method for solving the Schrodinger equation and they 
also had the advantage that it integrates exactly exp(±/xc). The authors [37, 54] 
derived methods which are exact for certain combinations of products of polynomial 
and trigonometric functions, i.e. xmsin(kx), xmcos(kx). Ixaru and Rizea showed 
that their methods gave more accurate results for the Schrodinger equation using a 
combination of the functions. They developed stability theory for multistep methods 
with steplength dependent coefficients. 

Many 2-step and 4-step exponentially-fitted methods have been produced, some 
specifically for the solution of the Schrodinger equation [36, 37, 54, 55, 56, 57, 61, 
63, 64, 66, 72]. Simos [63] derived a family of 4-step exponentially-fitted methods 
starting from the formulae of Henrici [35] 

Vn+2 + a0{yn+l + y n _ 0 + yn_2 = /i 2
 [p0(y„+2 + y"_ 2 ) + 0M+l + y'n-i) + / M 

and obtained the coefficients so that the method is exact for a combination of poly­
nomial and trigonometric functions. As for other exponentially-fitted methods, an 
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estimate of the frequency parameter is required. In a later paper by Simos [64], he 

derived a family of 4-step exponentially-fitted predictor-corrector methods. Thomas 

et al [72] produced 2-step predictor-corrector methods but they required the meth­

ods to integrate as many combinations of polynomial and trigonometric functions 

as possible. They also looked at the stability of the methods but only when the 

fitted frequency of the method is the same as the frequency of the test equation. 

This does not give an accurate analysis of the stability of the methods because the 

stability definitions they used were designed for methods with constant coefficients. 

This was also the case by the authors Jain et al [42]. They concluded that their 

method is P-stable, but this is only when the test frequency and the fitted frequency 

are the same. Coleman and Ixaru [23] investigated the stability of multistep and 

hybrid methods with steplength dependent coefficients. Whilst they 'were mainly 

concerned with 2-step methods, Ixaru et al [39] considered the stability analysis for 

4-step exponentially-fitted methods. The authors Raptis and Cash [57] considered 

fitting Bessel and Neumann functions to 2-step and 4-step methods respectively. 

The only drawback of the methods is that the coefficients must be calculated at 

every step. 

3.2 One-step Methods 
So far, most of the exponentially-fitted methods that have been produced are linear 

multistep methods or hybrid methods. The mixed collocation methods that shall 

be derived in chapter 4 will be exponentially-fitted and also can be written as a 

Runge-Kutta-Nystrom method with steplength dependent coefficients. 

3.2.1 Trigonometric Order 

Paternoster [53] and Ozawa [51] both adapted the definition for trigonometric order 

for linear multistep methods and applied it to Runge-Kutta-Nystrom methods. 
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Definit ion 3.2 An s-stage Runge-Kutta-Nystrom method is said to be of trigono­

metr ic order r relative to the frequency k, if the linear operators given by 

A M 

A M 

where Yi 

y{x + h)- y{x) - hy'{x) - h2 bif{x + ah, YJ 
i = l 

s 

y'(x + h)- y'{x) - h Y , dif{x + ah, Yi) 
t = l 

y(x + ah) - y{x) - ahy'{x) -h2J2 a*jf(x + Cjh, Yj), 

s 
y(x) + ahy'(x) + h2 ^ a { j f { x + Cjh, Yj) 

for % = 1,..., s . 

(3.1) 

annihilate the functions y(x) — cos(pkx) and y(x) — sin(pkx) for p = 1,. !. ,r and 

are not annihilated by y(x) — cos[(r + l)kx] or y(x) — sin[(r + l)/c:r]. 

Thus, if we require the Runge-Kutta-Nystrom method to be of trigonometric order 

r, for p = 1 , . . . , r then 

A , , 1 - cos(pfl) * p9-sin{p9) 
Y bi cos(p9a) = ' 2^ b i s i n ( p d C i ) = 

i = l p2e2 

y^diCOs(p9q) = s m ^ ^ y dj sm(p9g) = 
i = i t = i 

and 

Y a i j c o s ( p O c j ) 
j = l 

aij sin(p9cj) = 
3 = 1 

p9 

1 - cos(p9a) 

p9a — s'u\(p9ci) 

pW 

1 — cos(p#) 
pi 

p 2 0 2 

> for i = 1, 

We will show in chapter 4 that for arbitrary c\ and c 2 , the 2-stage Runge-Kutta-

Nystrom method of trigonometric order 1 (which we shall denote as T R K N 1 ) is the 

2-point mixed collocation method. The method derived by Paternoster [53] is a 2nd 

order T R K N 1 method or the two-point mixed collocation method with c\ = 1/4 

and c 2 = 3/4. 
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T h e o r e m 1 For s > 2, an s-stage Runge-Kutta-Nystrom method of trigonometric 

order 1 has s2 — 4 free parameters. 

Proof: For the coefficients bi and di there are 2 equations in s unknowns respectively, 

thus each leaving s — 2 free parameters. For the coefficients where i = 1 , . . . , s 

there are again 2 equations in s unknowns for each i and so there are s x (s — 2) 

free parameters remaining. Thus, we have 

(s — 2) + (s — 2) + s x (s — 2) = s 2 — 4 free parameters. ( 

The method constructed by Ozawa [51] is a 4-stage 4th order implicit T R K N l 

method and depending on the choice of the coefficient 64, the method has order 

of dispersion 4 or 6. Ozawa showed the improved accuracy of the method with 

the higher order of dispersion especially when only an estimate of the frequency is 

available. Ozawa stated that in order to construct an implicit 4th order Runge-

Kutta-Nystrom method of trigonometric order 1, then it is necessary to have a 

minimum of 4 stages because of his choice of conditions on the coefficients. In 

fact, for 2 stages with the coefficients bi, d{ and above, r = 1, and the points 

C i = (3 — v / 3)/6 and c 2 = (3 + \/3)/6, we have a T R K N l method with algebraic 

order 4. In Appendix A, the coefficients for a 4th order 3-stage T R K N l method are 

presented which satisfy Ozawa's order conditions. 

3.3 Hybrid Methods 

Simos [64] and Thomas et al [72] considered modifying predictor-corrector meth­

ods so that they are exponentially-fitted, the former looked at 4-step methods 

and the latter, Numerov-type methods. This lead to the work by Thomas and 

Simos [71] in which they included off-step points for the 2-step predictor-corrector 

methods and developed five methods which integrate exactly functions of the form 

[l,a;, ..,xm,exp(±ikx), ...,xp exp(±ikx)] with m = 9 and p = 0, m = 7 and p = 1, 

m — 5 and p — 2, m = 3 and p = 3, and m = 1 and p = 4. They showed 

that because their methods integrate exactly more exponential functions than the 

authors [64] and [72] and other exponentially-fitted Numerov-type methods, their 

methods are more accurate when solving the Schrodinger equation. Again, the sta­

bility analysis is based on the fact that the fitted frequency of the method and the 

test equation are the same, i.e. they applied the stability theory for methods with 
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constant coefficients. The authors did study the stability for a range of values for 

the fitted frequency and deduced that the methods are almost P-stable. 

3.4 Order 

3.4.1 Linear Multistep Methods 

We define the linear functional for the multistep method by 

k k 
C[y(x)-h] = 5>j(/0y(z + jh) - h 2 Y , P j W ( x + j h ) 

j=0 j=0 
(3.2) 

where we assume y(x) is as differentiate as we please and the coefficients and $ 

depend on the steplength h. Let j 

Pi = / ? ; o ) + ^ ; i ) + ^ ( 2 ) + - - . . 

Then 

where 

C[y(x); h] = C'0 + C[h + C'7h2 + ...+ C'Thr + ... 

c'o = 5>. ( 0 ) y(*) . c'i = H K } v ( * ) + i " i 0 V ( * ) } . 
i=0 i=0 

and for r = 2, 3 , . . . , 

t=0 I j=l 

i> a{r~j) 

V - y W ) 0 O 
J=2 

yW(x) 
(J ~ 2)! 

Def init ion 3.3 A linear multistep method (2.5) and the associated linear operator 

(3.2) with coefficients aj and (3j dependent on the steplength h, are said to be of 

order p if C0 = C[ = .. = C'p+l = 0 and C'p+2 + 0. 

Therefore, for order 1 we require 

Co = o => E « S 0 ) = o. 
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c[ = o =• X > ( 1 ) = o, X>< 0 ) = 0, 
t=0 i=0 

and 

c3 = o => X>! 2 ) = o, E i e ^ O , E 
t=0 t=0 t=0 

3.4.2 Runge-Kutta-Nystrom Methods 

First, we expand the coefficients of the Runge-Kutta-Nystrom method about h = 0 

and let 

bi{h) = &!0) + hb? + h2b? + ... 

di(h) = d! 0 ) + hd^ + tfd™ + ... • 

a^h) = ag> + ha$ + tfag> + . . . 7 

The difference operators for the Runge-Kutta-Nystrom method are defined by 

s 

£[y] = y&n + Cih) - y{xn) - Cihy'(xn) - h 2 ^ o,ijf{xn + c3h, Yj), 
j=i 

s 

£i[y] = v(xn + h) - y(xn) - hy'(xn) - / i 2 ^ bif(xn + ah, YJ 
i = i 

s 

A>[y] = y'{xn + h)-y'(xn)-h^2dif{xn + Cih,Y^. 
i = l 

Here, a bare-hands Taylor series approach is used to expand the difference operators 

Ci[y], C2[y] and C[y] but the work soon becomes very complicated if higher powers of 

the steplength h are required, even though we are only dealing with a single equation. 

A different technique for finding the higher order conditions will be studied later on 

in this section. 

First, expand 

C[y\ = y(xn + ah) - Yi 

s 
= y ( x n + ah) - y ( x n ) - ahy'(xn) - h2^2 CLijf{xn + cjh, Y j ) 

j=i 

= ^h2y"(xn) + C^h3yW(xn) + ^ y ^ M - h2 £ + Cjh, Y-) + .. 

= h% 

1 (0) 

2 1 1 

(0) = 0. 
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where 8{ is finite as h —> 0, and so 

Yi = y{xn + City - £[v] - y(xn + Q/I ) - h2Si. 

If we substitute Yj into f(xn+Cjh, Yj) and expand about xn+Cjh, then C[y] becomes 

„2 s ,3 s 
£[y\ = h2 ( | - E ^ J y"W + fc3 11 - E < w I v w M 

+h* 
C j O i i C 2 

^ - E ^ I ^ W 24 2 

„2 s \ 

Using the expansion for and setting / ^ ( z n + Cjh, y(xn + c}h)) = fy{cj), then 

4 v ] = ^ 2 ( | - X > 1 0 ) ] + ^ 3 H I - E « S ? c ; | y ( 3 ) (^ n ) - E ^ V ' K ) 

( / 4 5 (0) 2 \ s s 

( | - E 2 / ( 4 ) ( ^ n ) - E 4 V ( * n ) - E ^ ^ ^ n ) 

+ E <4? ( | - E 4?) y " M f y ( c 3 ) } + o(h5) = h%. 

Therefore 

f(xn+*htYJ = y"(xn)+clhy"'(xn)+h2 { ^ y w ( x n ) - I | - E>g } ) y"(*»)/vta) 
2 

3 = 1 

+ h 3 \ p { 5 ) ( x n ) - f y ( c i ) 
„3 s 

j = i 

+/*4 < | ^ y ( 6 ) ( ^ ) - f y ( C l ) 

- E a S J W 3 ^ ) + E C ( ^ - E ) y"Mh^) 
J ' = I fc=i 
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1 c ,2 s 

2 2 
> +0(h5). 

We need to expand fy{xn +Cih,y(xn +Citi)). With = f y ( x n +clh,y(xn-\-Cth)), 

F(h) = F(0) + /i^'(0) + y ^ " ( 0 ) + 0 ( / i 3 ) 

where 

^"(0) = fy&n, yM), .T(O) = Q {y ' ^n) /^^ , y (x n ) ) + fyx{xn,y{xn))} , 

^ " ( ° ) = c i {fyxx{xn,y(xn)) + 2y'(xn)fyyx(xn,y(xn)) 

+y"(xn)fyy{xn,y(xn)) + y ' { x n ) 2 f y y y ( x n , y ( x n ) ) } . r 

d f(x y(x )) 
For convenience in notation, let / = f(xn,y(xn)), f y = , etc., then dy 

+ fts{(^-Eft)»(3H^)-D!Vw} 

j = i 

i 6<0)c3* 

t= i 1 i = i 
i j y"(̂ n)/y 
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and 

A M 

+ t ^ ( | - E <®<h} V ( 3 ) M f y + t b^Ci - ± ag>) y"(xn)fxy 

+ tb^ci " E40)) + 0 ( / i 6 ) 

= h (l - ± d ^ y"(xn) + - ?/(3)(̂ ) - £dSV(*n)} 

^ - E Y y(4)(*n) - X>IV(*n) - E ^ W 3 ^ ) 

+ E<40) ( | - E 4 0 ) ) 

{ / 1 s j ( 0 ) j \ s i 

s M) 2 s 

- E W W + E 
i = l t = l 

(OU 1) 
j = l 

y"(Xn)fy 

+ ± d ? ) { C j - ± a V c j ) y W ( x n ) f y 

j = l 

i = l j=l 

( ̂  - E - ~ ) y i 6 ) { X n ) - E^V'W - E#W3)(*n) 

<4V 
i = l Z i=1 0 

+ E 
i = l j = l 

y " M f y 
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t= i 

s 

+ E<f) ( | - E ^ J (*»)/„ 

{ 3 ) M f y 

t = i j = i 

2f=i 

+ 5 > 

2-E»™l v"M2fw 

4] ( i - t ^ - t ^ 
j = i 

y"M [ y ' M f y y + f x y \ 

+1d?}ci [ c i - t I y'"M W ( x n ) f y y + f x y ] 
3 = 1 

+ {^1 - ± 4 ^ j y"(xn) [ f y x x + 2y'(xn)fyyx + y\xnf f y y y ] j + 0(he). 

From Definition 2.4 the order conditions are as follows: (The order 6 conditions 

were obtained using Butcher's tree approach which is described at the end of this 

section). 

The Order Conditions 
Order 1: 

Order 2: 

Order 3: 

i . ) E ^ 0 ) = i 
t = i 

2.)±4°)ci = \, *.)±<il) = o, 4.)±b^=1-. 
i=l i = l t = l 

1 
J 1=1 i = l i = l 

i = l j = l i = l 2=1 
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Order 4: 

l l . ) ± ^ ° > c f = 1 12.) £ ^ = 0, 1 3 . ) E ^ = 0, 14-)E4 3 )=0 
t = l 4 i = l i = l i = l 

m t t W + W } = », i6.)££40)40,<v = ^ . 
i = l j = l t = l j = l Z * 

i = i j = i 8 i = i 1 2 

i 9 . ) E ^ 2 ) = o, 2 o . ) E ^ = o, 2 i . ) E E ^ l 0 ) = ^ - ' 
i = l i = l i = l j = l ^ 

Order 5: 

22.)±df^ = \ , 23.)E41)c? = 0, 24.)E42)c? = 0, 25.) E 4 ^ = 
t = i 0 i = i t = i t = i 

26.) E 44) = 0, 27.) E E + dSlM)} + d^aV} = 0 ) 
i = l i = l j = l 

28.) £ £ K>ajJ> + c, = 0, 29.) £ £ . f a g ^ = i , 
1 = 1 j = l 1=1.7=1 D U 

X.)±±±4»<$c® = ^ , 31.)t4°' f t ^ V = TO' 

t = i j = i t = i i Z U i = i V J = 1 / 

32.) E E + ^ } C l = 0, 33.) £ E = ± 
i = i j = \ i = i j = i J U 

34.)EE4°)aS)c? = ^ , 3 5 . ) E ^ = ^ . 36.) £ ^ = 0, 
i = l j = l i U t = l / U i = l 
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37.) £ ^ = 0 , 38 . )5>i 3 , = 0, 3 9 . ) E E K ) ° S ) + 6 S 0 ) a S } ) } 
i = l i=l i=\j=\ 

40.) ± 1 6 f $ c , = ± 41.) £ £ 6 f = i 

O r d e r 6: 

120 ' ^ ^ 1 l J ' An 

i = l j = l t = l j=i w 

4 2 . ) £ ^ = i 4 3 . ) £ ^ 1 ) c ^ 0 , 4 4 . ) £ 4 2 ) c 3 = 0, 
i = l D i = l i = l 

45.)£dS3 )c2 = 0, 46.) t,4A)Ci = 0, 47.) £ ^ = 0 , 
i = l 2=1 i = l 

48.) e e { d ! 3 , a i ? + «<%'* + <*!"<>!? + 40,43)} = o, 
t = i j = i 

4 9 . ) £ £ K ) a g ) + 4 l ) ^ ) + ^ag)}c 1 = 0 ! 

i = i j = \ 

5 0 . ) £ £ H 2 ) a ! ? + ^ a ^ + ^ a S f } C , = 0 , 
i = l j = l 

5 i . ) £ £ K ) ^ )

 + « j ) } c 2 = o , 
i = i j = i 

52.) £ £ {4 l ) a i? + = 0, 53.) ^ £ + 4°M]1} 
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56.) t ± ± a f a ^ c k = \- 57.) ± ± ± c f ^ c , = - L 

58.) S E E ^"M* = - L , 59.) E E = 
i = i j = i f c = i l £ K } i = i j = i 

60.) ± ± a f a f q c ) = 1, 61.) £ £ d f ^ c f o = 1 

62.) t df o f f a<°>) =1 63.)££{4I>(af)V240>4>4°,}L 

i = l \ j = l / Z 4 1=1 J = l L J 

s s s 

<*•) E E E +rff-M + <tfW} = 0. 
i = i j = i f c = i 

6 5 . ) £ ^ = 4 6 6 - ) t ^ = 0, 6 7 . ) £ & | 2 > C

2 = 0, 6 8 . ) t ^ c t 

i = l 0 U t = l t = l i = l 

69.) = 0, 70.) £ £ {6p>a^ + + = 0, 
i = l i = l j = l 

7 1 . ) E E { ' 1 " 4 0 ) + » W } « = 0. M E E W + o ! 0 ) 4 > } % 
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i = l j = i f c = i ' z u 

The order conditions can be applied to any Runge-Kutta-Nystrom method with 

steplength dependent coefficients and they reduce to those for the Runge-Kutta-

Nystrom method with constant coefficients if we retain 6-° ,̂ d\0^ and a[f and set the 

rest of the coefficients to zero. 

Butcher ' s tree approach 

It is possible to identify the order conditions for methods with relatively few stages 

using a bare-hands Taylor series approach. As we have seen, the work soon becomes 

difficult and this approach is unsuitable for most methods due to the complexity and 

number of the computations involved. The order conditions for order 6 were found 

using Butcher's tree based approach [46, 32, 34] which although usually used for 

Runge-Kutta and Runge-Kutta-Nystrom methods with constant coefficients, is eas­

ily extended to apply to Runge-Kutta-Nystrom methods with steplength dependent 

coefficients. 

The Runge-Kutta-Nystrom method with constant coefficients is of at least order 1 

when 

i = l 

and for order 2, in addition to the above we require 

s 1 s I 
Y,diCi = - and = - . 

i = i z t = i z 

First, let the coefficients depend on the steplength and define 

bi(h) = b<s» + hbP + 
di{h) = d ? + h d \ l ) + h2<£2) 

a-ij{h) = 
(0) + haV + h2afff 

Following Coleman [22] and using the notation of Dormand et al [27], an alternative 
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way of writing the local truncation error of a Runge-Kutta-Nystrom method is 

tn+i = y ( x n + l ) - yn+l = £>' [E T®FjA + 0 ( h N + l ) 

i=2 \j = l J 

where we make the usual localising assumption. The terms r are made up of com­

binations of the coefficients fej, dj and a^, and each of the expressions F^ is an 

elementary differential. A similar expression can be found for the error in the ap­

proximation for the first derivative, 

C l = V W l ) - = f > , _ 1 { t j f ' F ^ + 0 ( ^ + 1 ) . 

When we consider steplength dependent coefficients for a Runge-Kutta-Nystrom 

method, all that is required is to expand the r expressions in terms of the steplength 

h. As the F^ are independent then the appropriate expressions can be collected in 

terms of the steplength. The method is then of order at least p if t n + i = 0(hp+1) 

and C + i = 0 ( / i ' + 1 ) . 

Thus, the order conditions for a Runge-Kutta-Nystrom method with steplength 

dependent coefficients are, 

for order at least 1, 

E40 , = i, 

and for order at least 2 along with the above condition, 

i=l t = l 1=1 

The conditions involving only coefficients which have a superscript 0 are the order 

conditions for the Runge-Kutta-Nystrom method with constant coefficients. 

3.5 Stability Analysis 

Stability analysis becomes more complicated for exponential-fitted methods as there 

are now three parameters h, k and w to consider. The stability analysis is based 

on the test equation y" = —w2y for problems which have oscillatory solutions. As 

before, k is the fitted frequency of the mixed collocation method and specifies a 
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pair of functions exp(±ikx) which the numerical method will integrate exactly. The 

steplength is h, and w, which is real, determines the relevant frequency in the test 

equation y" = —w2y. 

For many numerical methods and the mixed collocation methods of this thesis, when 

they are applied to the test equation y" — —w2y, the characteristic equation is of 

the form 

Z2-2Rnm(v2

]6)Z + P(v2

]6) = 0 

where 9 = kh and v = wh. When P(u2\ 9) = 1, the question posed by Coleman and 

Ixaru [23] is: 

For a given method (i.e. a given k), what restriction, if any, must be placed on 

the steplength h to ensure that the condition \Rnrn(v2\6)\ < 1 is satisfied? 

The following definition is taken from the work by Coleman and Ixaru [23f: 

Def ini t ion 3.4 A region of stability is a region of the v — 9 plane, throughout 

which \Rnm{y2\0)| < 1. Any closed curve defined by \Rnm{v2\Q)\ = I is a stabil ity 

boundary. 

Def init ion 3.5 For an exponential-fitting method with the stability function given 

by Rnm{l/2\G), where v = wh and 9 = kh, and w and k are given, the p r i m a r y 

interval of periodicity is the largest interval (0, h0) such that \Rnm{v2\9)\ < 1 for 

all steplengths h e (0, h0). I f , when h0 is finite, \Rnm(i'2; 9)\ < 1 also for 7 < h < 5, 

where 7 > h0, then the interval (7 ,5) is a secondary interval of periodic i ty [23]. 

Alternatively, an exponential-fitting method with the stability function i ? n m ( ^ 2 ; 0 ) 

has an interval of periodicity (0,/? 2) if the roots & of 

? -2Rnm{v2-9)£, + \ = 0 (3.3) 

satisfy 

£1 = exp{z6»(tv)}, £ 2 = exp{-t9(v)}. 

When \Rnm{1'2\ 9)\ < 1, the roots of the equation (3.3) are distinct and lie on the 

unit circle. 

When \Rnm{u2;9)\ > 1, the method is unstable since the corresponding difference 

equation has an unbounded solution. 
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Note that for a polynomial based method the notation for an interval of period­

icity used by many authors is (0, I/Q) (c-f' Definitions (2.7) and (2.11)), whilst for 

exponentially-fitted methods it is (0, h0). As k —>• 0, the periodicity interval for 

the corresponding polynomial based method is easily found from the interval of 

periodicity for the exponentially-fitted method. 

Definit ion 3.6 A family of exponential-fitting methods with the stability function 

given by i ?„ m ( i / 2 ; 9) is P-stable i f , for each value of k, the inequality \Rnm{l/2\ 8)\ < 

1 holds for all values of w and for all steplengths h, except possibly for a discrete set 

of exceptional values of h determined by the chosen value of k. 

As an example, Coleman and Ixaru [23] developed a P-stable method satisfying 

Definition 3.6. The 2-step exponentially-fitted method is 
T . 

2/n+i - 2yn + yn_x = h 2 [ p i ( f n + l + f ^ ) - 2axfn\ 

where 
1 - cos 9 +192 

92(l + cosy) 
and it is undefined when 9 — (2n — l)7r, but Ru(u2; 9) —» 1 as 9 —> (2n — l)7r. 

A method corresponding to a given value of the parameter A; must solve the test 

equation y" = —w2y exactly, in the absence of rounding error, when k = w, i.e. 

9 = v. Since all solutions of the test equation satisfy 

y(xn+2) - 2(cosi / )y(x n + i ) +y(xn) = 0, 

the stability function may be regarded as a rational approximation for cos v. 



Chapter 4 

The Mixed Collocation Method 

In this chapter, we derive the mixed collocation methods which are exact for the 

problem 

y" = - k 2 y , y(x0) = y0, y'(x0) = z0 

where k is a constant. I t wi l l be shown that the mixed collocation methods may be 

regarded as Runge-Kutta-Nystrom methods wi th steplength dependent coefficients 

and a study of the order conditions is given. 

Consider approximating the solution y(x) on the interval [ a ; n , a ; n + i ] by a function 

u(x) of the form 

s - l 
u(x) = a cos k(x — x n ) + b sin k(x — x n ) + ^ T{(x — x n ) 1 . 

i=0 

The choice of the functions cos k(x — xn) and sin k(x — xn) is that they are the two 

linearly independent solutions of the second-order differential operator 

I f we use a collocation method based on the s distinct collocation points 

•En+Cj — %n ~\~ Cjh, J' — 1, . . ., S 

where 0 < Ci < c-i < ... < cs < 1 then the collocation conditions are 

u"{xn + Cjh) = f ( x n + cjh, u(xn + Cjh)), j = 1 , . . ., s. 

57 
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Differentiating the collocating function u(x) w i th respect to x, 

s - l 
u(x) = a cos kt + b sin kt + ^2 rif 

i=0 s - l 
u'(x) = -ak sin kt + bk cos kt + ^ ir^1 L ) ) (4.1) 

i=0 
s - l 

u"(a;) = -ak2 cos At - bk2 sin fct + 51 i(i - l ) r ^ ( i - 2 ) 

i=0 

where t = x — xn and applying the in i t ia l and collocation conditions we obtain 

u ( x n ) =Vn => yn = a + r0 

zn = bk, s = 1 

zn = bk + r i , s > 2 h. (4.2) 
s - l 

-ak2cos(9Cj) - bk2sm(9C]) + l ) r i ( c j / i ) ( i _ 2 ) 

i-2 
j = 1 , . . . , S 

u ' ( z„ ) = 2 n 

u"(xn + Cjh) = 

with 9 — kh. 

4.1 Construction 

4.1.1 One Collocation Point 

Consider the function 

u(x) — acos[k(x — xn)] + bs\n[k(x — xn)] + r 0 . 

A one-point mixed collocation method is defined by 

yn+i = acosO + bsinO + r0 

2 n + 1 = — ak sin 9 + bk cos 9 

yn+c = acos(9c) + 6 sin (0c) + r 0 

where 9 = kh, and yn+i, z n + l and yn+c are approximations for the exact solutions 

y(xn + h), y'(xn + h) and y(xn + ch) respectively. 
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From the in i t ia l and collocation conditions (4.2) for s = 1, 

i~o = yn — a, b = z n / k , -ak2 cos(9c) - bk2 sin(0c) = f ( x n + ch,u(xn + ch)). 

The latter equation can be easily solved to give 

a = —h 
2 I f i x n + u(xn + ch)) + znk sin(#c) 

92 cos(9c) j 

which is undefined i f 8 — 0 or cos(0c) = 0. Thus the formulae for a one-point mixed 

collocation method wi th collocation node xn + ch are 

, u s i n ^ , u2n Q . ( f ( x n + ch,Y) + znksin(9c)\ 
Vn+i = Vn + h z n — T - + hl(l - cos6) \ ' ), 

9 { 62cos(8c) J 

zn+i = zn cos 9 + h sin 6 

y — yn + hzn 

f ( x n + ch, Y ) + znk sin(0c) 

9cos{9c) 

sin(0c) I 2 / 1 l n . , 
v ' + h2(l - cos(9c)) 
9 

f ( x n + ch, Y ) + znk sin(#c) 

92 cos(9c) 

where Y = yn+c. 

This can be rewritten as 

2/n+i = Vn + hzn 

"sin[fl(l - c ) ] + sin(0c)l 2 ( l - c o s 0 ) 
9 cos(9c) J + 92 cos(9c) 

fn+ci 

_ c o s [ g ( l - c ) ] sing 
n + l " " cos(0c) + V o s ( 0 C ) / n + c ' 

•0cos(0c) 

where f n + c = f ( x n + ch, Y). 

92 cos(9c) 

(4.3) 

Note that when 9cos(9c) = 0 the method is undefined. Also, the coefficients of 

method (4.3) are even functions of 9. 

As k —> 0 the mixed collocation method (4.3) reduces to 

Vn+\ — Vn + hZn + —Jn+c, 

Z-n+l = Zn 4" h f n + c , 
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c2h2 

y = Vn + chzn + —^-fn+ct 

which is the one-point polynomial collocation method (2.15). The mixed collocation 

method (4.3) cannot be wri t ten as a Runge-Kutta-Nystrom method except in the 

l im i t as k —> 0. We wi l l see that this is only the case for the one-point mixed 

collocation method. 

E x a m p l e : c = 0 

Substituting c = 0 into (4.3) 

, sin0 2 ( 1 - cos#) , • 
Vn+l = Vn + h z n — f - + h p f \ X n , Vn), (4-4) 

Zn+i = zncos6 + h ^ ^ - f ( x n , y n ) . (4.5) 
6 7 

For convenience in notation let f n + j = f(xn+j,yn+j)- Then f rom (4.4) w i th the 

subscript increased by 1, we may write y n + 2 as 

_ sin# 2 (1 — cos0) 

and i f we substitute (4.5) into yn+2 then 

, sin 9 [ sin 9 . \ , 0 ( 1 — cos 8) . 
Vn+2 = Vn+l + h—^ <ZnCOS8 + h—g-fn\ + h — f n + l , 

sin8cos6 l 2 s i n 2 0 . l 2 ( l - c o s 0 l , 
= Vn+l + h Zn + h —jp-Jn + h < j2 / B + i . 

Substituting for z„ f rom (4.4) gives 

2 ( l - c o s 0 ) 1 2 s i n 2 0 2 ( l - c o s 0 ) 
Vn+2 = Vn+l + COS0 j y n + i - yn - hl — J n j + h —jp-fn + hl ^ f n + i 

and this can be rewritten in two-step form as 

Vn+2 ~ (1 + c o s 9 ) y n + l + cos9yn = h2<^ { / „ + i + f n } • 
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E x a m p l e : c = 1 

Substituting c = 1 into (4.3) gives 

sin# , 2 ( 1 — cos#) . 
Vn+l = Vn + hzn- ^ + ^ 7 - / n + I i 0COS0 

_ z n sin0 

COS 8 8 COS 0 

0 2 COS0 

which can be wri t ten in two-step form as 

cos 8 yn+2 - (1 + cos 6)yn+i + yn = ti 
(1 -cos 8) 

I 2 { / n + l + /n+2} 

E x a m p l e : c = 1/2 

Substituting c = 1/2 into (4.3) gives 

2 s i n f , 2 ( l - c o s 0 ) , 
Vn+1 = Vn + riZn- Q+tl—— g—fn+l/2, 

8 cos I 8l cos I 

_ s i n ^ f 
Zn+1 — -271 + h- fl/n+1/2, 

0 cos | 

sin \ 2 ( 1 - cos f ) 

^ = ^ + ^ ^ s l + / l ^ s l - / " + 1 / 2 -
4.1.2 Two or More Collocation Points 

First we define F(cj) = f ( x n + Cjh,u{xn + Cjh)) for j = 1 , . . . , s. 

For s > 2, f rom the in i t ia l and collocation conditions (4.2), we o.btain a system of 

s + 2 equations in s + 2 unknowns of the form Ax = b where 

A = 

( 1 0 1 0 0 0 

0 k 0 1 0 0 

-/c 2cos(6'c 1) - k 2 sin(0ci) 0 0 2 6c t / i 

- /c 2 cos(0c 2 ) - /c 2 s in(0c 2 ) 0 0 2 6c 2 / i 

^ -A; 2 cos(8c s ) -k2sin(9cs) 0 0 2 6c s / i 

0 \ 

0 

• g(s){c2h)-* 

. 5 ( s ) ( c s / i ) - 3 y 
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x = 

( a ) 
( Vn \ 

b Zn 

To 
and b = 

F{c2) 

V r * - i ) K F(cs) , 

where 9 = kh and we define g(s) = (s — l ) ( s — 2). I f the matr ix A is non-singular, 

then i t is possible to find a, b and { r ^ } , i = 0 , . . . , s — 1. 

First, reduce the determinant of A to an sxs determinant: 

det A 

•k?cos(0ci) -k2sin{9ci) 2 6^/1 . . . (s - l ) ( s - 2){clh)s-3 

•k2cos{9c2) -k2sm(9c2) 2 6 c 2 / i . . . (s - l ) ( s - 2 ) ( c 2 / i ) s _ 3 

- /c 2 co s (0c s ) - A ^ s i n ^ c , ) 2 6csh . . . (s - l ) ( s - 2)(csh) s-3 

= A; 4. 2 . 6 /1 .12h 2 . 20/i 3 . . . (s - 1 ) . (s - 2 ) . / i s ~ 3 x (det B) 

= kA (s - 1 ) ! (s - 2)! h. h2. h 3 . . . hs~3 x (det B) 

= /c4 (s - 1 ) ! (s - 2)! / ^ - a X ' - w a x ^ fi) 

where 

^ cos^Ci) s i n ( 0 C i ) 1 Ci c 2 . . . c ^ 3 ^ 

fl _ cos(6>c2) s i n ( 0 c 2 ) 1 c 2 c2, . . . c 2 " 3 ^ ^ 

v cos (0c s ) s i n ( 0 c s ) 1 cs c] . . . c* - 3 , 

The determinant of B is evaluated using the technique applied to the Vandermonde 

determinant. First, mult iply the th i rd column of det B by the leading terms of the 

first and second columns and subtract the modified column f rom columns one and 

two respectively. For columns 4 to s, mul t ip ly each preceding column by the leading 

term of column 4 and subtract this from the columns respectively f rom which the 
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determinant of B is given by 

0 0 1 0 0 

cos (0c 2 ) — cos (0Ci) sin(#c 2) — sin^c^) 1 W2ii c2W2ii 

0 

cos(0c s) - cos(0ci) sin(6>cs) - sin(0ci) 1 W 3 i l csWs^ ... cs

s

 4 W 5 i i 

where WPti = cp — c\. 

The determinant of B can be reduced to an (s — 1) x (s — 1) determinant and we 

divide the z-th row by (ci — c i ) , thus we have 

( C 2 - C L ) . . . {ca-ci) 

cos(0c2) — cos (0Ci) sin(0c 2) — s i n ( 0 C i ) 

(c 2 - Ci) (c 2 - Ci) 

cos (0c s ) — cos (0Ci) sin(6cs) — s i n ( 0 C i ) 

s-4 1 c 2 • . . . 4 

J ... 

{cs - C i ) (Cs - C i ) 
1 c. . 5 - 4 

Defini t ion 4.1 Let R{cj) be a function evaluated at q distinct points { c i } ? = 1 . Then, 

we define the divided differences R[ci, c 2 , . . . , Cj], j = 1, 2 , . . . , q recursively by 

R[cj] := R(cj), R[cx,c2,. • •, Cj] := 
R[c2, c 3 , . . . , Cj] - R[cu c 2 , . . •, Cj-i] 

Cj — C\ 

I f we define p(x) = cos(0x), q(x) = sm(6x) and F(cj) = f ( x n 4- Cjh, u(xn + Cjh)) for 

j — 1, 2 , . . . , s then 

P [ C ! , C 2 , . . .,Cj] 

q[cuc2, ...,Cj] = 

F [ c i , c 2 , . . .,Cj] 

P~[c2,c3,. . • . C j ] - p [ C i , C 2 , . . . ,Cj-l] 

Cj — C\ 

q[c2,c3,.. .,Cj] - q[cx,c2,... ,Cj-i] 
Cj — C\ 

F[c2,c3,.. • > C j] - ^ [ C 1 , C 2 , . • .,Cj-i] 

Cj — C\ 

Thus 

det B = Y[(ct - c i) 
i=2 

7^[ci,c2] < ? [ C I , C 2 ] 1 c 2 . 
„ s - 4 • • c2 

p[c L ,c 3 ] q[cuc3] 1 c 3 . 

p [ C L , C S ] q[cucs] 1 c s . 
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Repeating the above process, the determinant of B is 

lite - ci) lite - ca) • • • I I te - c a _ 2 ) 
t=2 i=3 i = s - l 

P[C1, • • . , C S _ 2 ) C S _ 1 ] 9[Cj, . . . , C s _ 2 , C 4 _ i ] 

p [ c i , . . . , c s _ 2 , c s ) q[cx,. . .,CS-2,CS] 

As 
p[cU C s _ 2 ) C s_i] ^[Ci, . . . , C s_ 2 , C s _i] 

p[ci , . . . , C s _ 2 , C a ] <7[Ci, . . . , C s _ 2 , C s ] 

(c s — C s _i) 
p [ c i , . . .,cs-.2,cs-i\ q[ci,... , c s _ 2 , c s _ i ] 

p[Ci, . . . , C s _ b Cs] ?[c l 5 . . . , C s _ l 5 C s ] 

then the determinant of is 

det B = U t e - c f c ) x £> 
t>/c 

, (4-7) 

where 

£> = p [ c 1 } . . . ,cs-2,cs-i]q[ci,... , c s _x,c s ] - p [ c u . . .,cs-i,cs] q[cu . . . , c s _ 2 , c s _ i . 

An alternative way of wr i t ing the determinant is by using the formula 

(4.8) 

P[c a - 9 , C s + i _ g , . . ., C s _i , Cs] — ^ ^ 
j=0 

p t e - j ) 

k t=0,t#j 

>, 9 = 0 , 1 , . 

and so substituting into det B for p(x) and q(x) 

detB = f [ ( C l - c k ) x j : S - £ { 
i>k j=01=0 

q(cs-j)p(c9-i-i) - p ( c , - j ) g ( c a - 1 - t ) 
s - l s-2 
H ( C 5 _ j - C s _ 9 ) ( C s _ ! _ ( - C s _ ! _ p ) 

9=0,?/j P=0,p/( 

As 

q(ca)p(cb) - p(ca)q(cb) = sin(0c a) cos(0cfc) - cos(0c a) sin(0c b) = sin[0(c a - c6)J, 
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then, 

S S—l5—2 

det B = n(ci - ck) x 
i>k j=01=0 

sin[0(c,_j - c s _ i_ , ) ] 
s - l s -2 • (4-9) 

n (°s-j - °s-q) n ( c « - i - i - c s - i - p ) 
(, q=Q,q£j P=0,p#/ 

Thus the determinant of A is given by 

det A = k4 (s - 1)! (s - 2)! Z ^ - 2 ^ " 3 ) / 2 x f[{a - ck) x 

s - l s - 2 

E E 
j=0 i=0 

s in [0 (c s _j - c s _!_i ) ] 
s - l s-2 

Yl (Cs-j ~ C s - q ) ] \ ( c s - l - ( - C s - l - p ) 

> for s > 2. 7 (4.10) 

In particular, w i th s = 2, this gives 

det A = A;4 s in0(c 2 - c x ) 

and J4 is singular i f 0(c 2 — Ci) = n i , where n is integer. Therefore distinct collocation 

points do not guarantee a unique solution. 

We now require the coefficients a, b and r £ , i = 0 , . . . , s — 1. As 7'o and r L can be 

found f rom the in i t ia l conditions, we only need to f ind a, b and r j , i = 2 , . . . , s — 1. 

Therefore, the system of equations Ax = b may be wr i t ten as an s x s system of 

equations T"x' = t' where 

' - f c 2 c o s ( 0 C l ) —A;2 s in (0Cx) 2 6c t/i . • ( s - l ) ( s - 2)(Clhy-' \ 

- f c 2 cos(0c2) -A; 2 sin(0c 2) 2 6c 2/i . • ( s - 1 ) ( S - 2 ) ( c 2 / i ) - 3 

T" = —A;2 cos(0c3) — k2 sin(0c 3) 2 603/1 . • ( s - 1 ) ( S - 2 ) ( c 3 / i ) s - 3 

^ -/c 2 cos(0c s ) -k2 sin(0c s) 2 6c s/i . • {3- 1)(8- 2)(cshy-3 , 
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f a ) ' F(ci) ^ 

b F(C2) 

x ' = and t' = F(c3) 

\ r - i ) V F(cs) j 

p [ c i , c 2 , . . . >Cj]> 9l,2,..J = Q[CUC2, • • - ,Cj] 
F{ci,c2,...,Cj]. 

We use linear combinations of the rows w i t h the formula 

row A; — row j , , • -, 
r o w f c - > , j = l J . . . , s - l , fc = j + l , . . . , s j 

Cfc - Cj 

and divided differences to find the coefficients a, b and r;, i = 2,... ,s — 1. For 

J = l , 
row A; — row 1 

row k —» , k = 2 , . . . , s 
Ck - Ci 

and therefore the matrix T' is replaced by 

f - k 2 p { C l ) -k2q{cx) 2 QClh \2c\h2 

- k 2 p l i 2 - k 2 q h 2 0 6h 1 2 / i 2 ( d + c 2 ) 

- k 2 p l < 3 -k2ql73 0 6/i 1 2 / i 2 ( C l + c 3 ) 

< K a ) ( C l / i ) - 3 \ 

p(s)/ i 

s(s)/v 

s _ 3 ( c r 3 - c r 3 ) 

v 
- ^ 2 P i , 5 - f c 2 ? i , s 0 6h \2h2{Cl+cs) ... g{s)hs 

where g(s) = (s — l ) ( s — 2) and the column vector t' is replaced by 

[F(cl),F[cuc2],F[c1>c3\t...,F[cucll]]T. 

(C2 - c i ) 

3(cr3 - c r 3 ) 
- c i ) 

3(<r3 - cr3) 
(c. - c i ) 

Let Sj(a;) = x>. I f we repeat the above process a new system of equations T x ' = t 

file:///2c/h2
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is obtained where the matrix T is 

-k2Pi 

-fc 2Pi,2,3 

-fc 2Pl,2,..,s-2 

-A:2PL,2,..,S-1 

V - fc 2 pi ,2 , . . , S 

wi th 

~k2qi,2 

-fc 29i,2,3 

-fc29l,2,..,a-2 
-A: 29i,2,..,s-i 

-fc2<7i,2,..,s 

2 6c!/i 12c?/i2 

0 6/i 1 2 / i 2 ( C l + c 2 ) 

12/i2 0 0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

3 ( S ) ( C l / i ) * - 3 \ 

g{s)hs-3Bs-3[cuc2] 

g(s)hs-3Bs^3[cuC2,c3] 

9(s)hs~3 

0 

0 

x = 

/ a \ 

b 

r2 

rs-2 

and t 

F\,2 

^1,2,3 

-F\,2,..,S-2 

^1,2,. . ,s-l 

The determinant of T is 

det T = 2 . Qh. Uh2 . . . ( s - l ) . ( s - 2 ) . hs~3 k4xD = k4 ( s - l ) ! ( s - 2 ) ! h ^ - 2 ) ^ - 3 ) / 2 xD 

where D is given by (4.8). 

Let Tp<k be the minor of the element in the (p, k) position in the coefficient matrix 

T and using Cramer's Rule 

1 ti-^Tp^icy..-^}, 

b = 

det T p f ! 

1 s 

det T 
£ ( - l ) % , 2 F [ C l , . . . , C ; ) ] , 
P = I 

and 

det T 
£ ( _ l ) p + i - i T p i l + i F [ C l ) . . . , c p ] , i = 2, . . . , s - 1. 

(4.11) 

(4.12) 

(4.13) 
P = I 

Alternatively, i f we leave the matrix A (given at the start of section 4.1.2) as an 

(s + 2) x (s + 2) matrix and use the same technique to find the coefficients, then we 
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obtain the coefficients a and b in the form 

_ 1 (F[cuc2,.•. , c , - i ] g [ c i , C 2 , . . . ,c , ] - F[cuc2, • • •, cs]q[cu c2, • •. . c , - ! ] 1 

A:2 \ p [ c l l c 2 , . . • , c s _ l ] 9 [ c i , c 2 , . . . , c s ] - p[cuc2,..., c,]g[ci, c 2 , . . . j C ^ ] J 

= {F[cx,c2,... . c ^ ! ] ^ ! , ^ , . . . ,cs] - F [ d , c 2 , . . . ,cs]q[cuc2,... , c , _ i ] } 

and 

ft 1 f F [ c i , c 2 , . . . , cs\p[cu c 2 , . . •, c ,_i] - F [ c i , c 2 , . . . , c B _i]p[ci , c 2 , . . . , c,] 1 

/c 2 \ p [ c i , C 2 , . . . , c , _ i ] g [ c i ) c 2 j . . . > c s ] - p [ c 1 ) C 2 l . . . , c a ] $ [ c i ) c 2 ) . . . I c a _ i ] J 

= ~ { ^ ( c l . c 2» • • • i Cs]p[ci,C2, • • • , C a _ i ] - F [ c i , C 2 , . . . , C,_i]p[Ci, C 2 , . . . , C s ] } . 

Therefore, substituting the conditions (4.2) and the coefficients (4.11), (4.12) and 

(4.13) into u(x), equation (4.1), we have ^ 

s - l 
u(x) = a cos k(x — xn) + bsin k(x — xn)+ Ti(x — xn)% 

i=Q 
s - l 

= a cos k(x - xn) + b sin k(x - xn) + r0 + (x — xn)ri + ^ T \ ( X - xn)% 

i=2 

1 s 

= yn + { x - xn)zn + Y, { ( - 1 ) P _ 1 T P , I [ C O S k{x - xn) - l}+ 

( - l ) p T P i 2 [ s i n k(x - xn) - k(x - xn)} + 2 ( - l ) p + I - 1 T p , 1 + i ( x - x n A F[cu ... >Cp]. 

i=2 ) 
Thus, the last equation may be wri t ten as 

u{x) =yn + { x - x n ) z n + ^ ^ i ^ Y l T p ( x ) F [ c u . . . t c p ] \ (4.14) 

where T p ( x ) is the determinant obtained by replacing the p t h row of det T by 

{cos k(x — xn) — 1, sin /c(x - xn) — k(x — xn), (x - x n ) 2 , . . . , (x — i „ ) s _ 1 ] . 

Similarly, 

s - l 
u'(x) = — ak sin k(x — x„) + 6A: cos k(x — rc„) + ^ ir-,(a; — x ' n ) t _ 1 

i=0 
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S - l 

= — ak sin k(x — xn) + bk cos k(x — xn) + rx + E ^ r i { x ~ xn) 
i=2 

= ^ + ^ E { - ( - i r 1 T p , 1 / c s i n f c ( x - a ; n ) + 
P = I 

i - l 

s-1 

i=2 
( - 1 ) P fcrp,2[cOS k(x - X n ) - 1] + E(- 1 ) P + i _ 1

 T P . l + t * ( * - Z n ) 1 " 1 [ F[cU . . . , Cp]. 

Therefore 
1 

«'(*) = + ^ { E W F [ C l ) . . . , c,] (4.15) 

where Tp(x) is the determinant obtained by replacing the p t h row of det T by 

[—A;sin k(x — x n ) , /ccos k(x — xn) — fc, 2(x — xn), . . . , (s — l)(x — i n / 5 " 2 ] . 

E x a m p l e 

W i t h s = 2, 

1 

where 

7\ (z) = 

u(x) = yn + (a - z n ) z n + { T 1 ( x ) F [ c 1 ] 4- T 2 ( x ) F [ c l 5 c 2 ]} 

cos fc(x — x n ) — 1 sin k(x — xn) — k(x — xn) 

-k2p[cx,c2] -k2q[cuc2] 

' k2 

C 2 - Ci 
{sin [k(x — xn) — 9c2] — sin [k(x — xn) — 9c\\ 

-k(x - £ n ) [ c o s ( 0 c 2 ) - cos (0C!)] + sin(0c 2) - s i n ( 0 C ! ) } 

and 

T2(x) = 
-k2p{cv) -k2q(d) 

cos k(x — xn) — 1 sin k(x — xn) — k(x — xn) 

k 2 { - s i n [k(x - x n ) - 9c\\ + k(x - x n ) cos(9ci) - s i n ( 0 C x ) } 

with 

det T 
k A sin[0(c 2 — C\)} 

c 2 - Ci 
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Therefore, 

u{x) = yn + [x - xn)zn + 
h2 

0 2 s i n [ 0 ( c 2 - C l ) ] 
{V,F(Cl)-V2F(c2)} 

where 

V\ = sin [A;(a; - xn) — 9c2] + s i n ( 0 c 2 ) — k(x — xn) c o s ( 0 c 2 ) , 

V 2 = sin - xn) — 0 C i ] + s in^cx) — k(x — xn) c o s ( 0 C i ) . 

Let yn+i, zn+i and yn+a be approximations for y(xn + h), y'(xn + h) and y(xn + cth) 

respectively, then 

Vn+i = yn + hzn + h2 
sin[0(l - c 2 )] + sin(0c 2) - 6cos(6c2) 

92 s in[0(c 2 - d ) ] 

s in [0 ( l - ci)] + s i n ( 0 c x ) - 0 c o s ( 0 C i ) 

zn+l z„ + h 

0 2 s i n [ 0 ( c 2 - C l ) ] 

cos[0(c2 - 1)] - cos(0c2)"| 

0 s i n [ 0 ( c 2 - C l ) ] J / n + C l 

cos (0c i ) - cos[0(ci — 1)] 

fn+ci 

fn+C2 

+ In +C2 

yn+a = 2/n + Cihzn + k 

0sin[0(c 2 - C l ) ] 

sin[0(cj - c 2 )] + sin(0c 2) — 0 C j C O s ( 0 c 2 ) 

0 2 s i n [ 0 ( c 2 - C l ) ] 

sin[0(cj — Ci)] + s i n ( 0 c i ) — 9ci cos (0Ci ) 

0 2 s i n [ 0 ( c 2 - C l ) ] 

where / n + C l = f ( x n + C l , y n + C l ) and / n + C 2 = f ( x n + C l , y n + C j ) . 

fn+c\ 

fn+c2 ( i * = 11 2 

Thus, the two-point mixed collocation method may be wri t ten as a Runge-Kutta-

Nystrom method with steplength dependent coefficients. I n general, the s-point 

mixed collocation method is given by 
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1 
yn+i = Vn + hzn + - ^ - ^ { YlTp(xn + h)F[cuc2, . . . ,Cp] 

p=l 

zn+l — zn + 
1 

det T 
Y/mxn + h)F[cuc2,...,cp} 

1 
Vn+cj = Vn + Cj / lZn + d j , { E ^pfon + Cjh)F[d, C 2 , • • • , Cp] 

for j = l , . . . , s 

(4.16) 

where T p ( x n + / i ) , Tp(x n + /i) and T p (a; n + C j / i ) are the determinants obtained by 

replacing the p-th row of det T by 

[ c o s 0 - l,8mB-B,h2,...,h*-1], 

[-k sin 9, k(cos 9 - 1), 2h,..., (s - l ) / i s _ 2 ] 

and 

[cos(0Cj) - l , s i n ( 0 C j ) - 9cj, { c j h ) 2 , . . . , (cjh)s~l] 

respectively, where 9 = kh. 

A n alternative approach 

Because the coefficients a, b and rt, equations (4.11), (4.12) and (4.13) respectively, 

are in terms of divided differences for f ( x , y) at the collocation points, i t is diff icul t 

to see whether the mixed collocation methods can be wri t ten as a Runge-Kutta-

Nystrom method (2.12) for arbitrary s. Coleman [20] considered interpolation meth­

ods using a function of the form aC(x) + bS(x) + Y,i=o o^x1, where C and S are 

given functions for arbitrarily chosen distinct nodes and he derived both Lagrangian 

and Newtonian formulae. Coleman showed in [22] that i t is possible to write the 

mixed collocation methods as a Runge-Kutta-Nystroin method wi th steplength de­

pendent coefficients. The following is a brief description of his work in deriving the 

coefficients of the mixed collocation method. 
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Consider approximating the solution y(x) by a funct ion u(x) of the form 

5-1 

u(x) = acos k(x — xn) + 6sin k(x — xn) + E r i ( x ~ xnY 

i=0 

but introduce a new variable t = (x - xn)/h. The funct ion u(x) becomes 

s - l 

u(xn + th) = acosOt + bs\n9t + ^rih1?. 
i=0 

Observe that u"(x) is a function which combines a polynomial of degree s — 3 and two 

trigonometric functions. Also u"(x) interpolates the s data points [xn + Cih, u"(xn + 

C j / i ) ] , for i = 1,2, ..,s. Therefore in terms of t, for two or more collocation points 

(i.e. s > 2), the approximation for the second derivative can be expressed as 

u"(Xn + th) = j2Li(t)fn+cn (4-17) 
1=1 

where f n + C i = f ( x n + Cih,u(xn + C j / i ) ) and the canonical funct ion Li(t) is given by 

Li(t) = A(V> cos{6t) + s\n(6t) + ^ K f l ? , i = 1 ,2 , . . . , s. 

The canonical function Li(t) satisfies the interpolation conditions 

Li{cj) =8ij, for i,j = 1,2, . . . ,s. 

Substituting the collocation points into Li(t), a system of s x s equations is obtained 

which we denote 5 x = 1. Mat r ix B is given by (4.6) and x and 1 are s-dimensional 

column vectors given by 

( A { i ) ) ' U(cx) \ 

Li(c2) 

and 1 = 
Li(c3) 

Li(c 4 ) 

V 7 ^ - 3 ) \ Li(cs) j 

i.e. 1 is the unit vector with 1 as its i - th component and zero everywhere else. 
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Using Cramer's Rule to find the coefficients A^l\ and TZ^, the canonical function 

Li(t) may be wri t ten as 

Li{t) = 
Bj(t) 
det B 

where Bi(t) is the determinant obtained when the i-th row of det B is replaced by 

[cos(0t) ,s in(0t) , l , * , • • • , * ] • 

Returning to (4.17), integrate wi th respect to t 

s 

u'{xn + th) = zn + h Y , o a { t ) f n + C i (4.18) 
i= i 

where ^ ^ 

a i { t ) = / L i ( r ) dr. 
Jo 

Integrating (4.18) wi th respect to t, we obtain 

s 

u(xn + th) = y n + hzn + h2Y^ Pi{t)fn+x, 
i= i 

where 

0i(t) = / ' a i ( r ) dr = f f U{a) da dr = f \ t - r ) L t ( r ) dr. 
Jo Jo Jo Jo 

Thus, the mixed collocation method may be wri t ten as an impl ic i t s-stage Runge-

Kutta-Nystrom method (2.12) wi th coefficients 

bi = A ( l ) , di = a i ( l ) and a t j = /3j(cj). 

As only one row of det B depends on t, then we can integrate to give 

det B det J5 ' 

where - B - 1 ^ ) and B - ^ ( i ) are the determinants obtained when the i - th row of det B 

is replaced by 

sin(0t) 1 - cos(0t) t2 ts~2 

1 ") r, ) 2 ' • s - 2 
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and 
1 - cos(flt) 6t-sin(6t) ts~l 

¥ ' 02 ' ~2 ' 6 ~ ' ' " ' ' ( s - l ) ( s - 2 ) _ 

respectively. 

Coleman showed that by replacing 0 by - 0 in det B, Bi(t), B^\t) and B f \ t ) , then 

the determinants are multiplied by ( - 1 ) and thus the quotients <y.i{t) and /?j(t) are 

even functions of 0 and so the coefficients of the mixed collocation method are even 

functions of 9. 

4.1.3 Mixed Collocation Method for s — 2 and s = 3 

T w o C o l l o c a t i o n P o i n t s (s = 2) 

Define f n + C i = j{xn + cih) Y{) for i = 1 , . . . , s. The formulae for the two-poipt mixed 

collocation method wi th collocation nodes xn + cyh and xn + c^h are 

, , , sin[0(c 2 - 1)] + 0cos(0c 2) - sin(0c 2) , 
Vn+i = Vn + hzn + h 1 \ , — : f n + C l 

{ 8l sin[0(c x — c2)J 
s'm[9(ci - 1)] + 0cos(0ci) - sin(0ci) 

92 s in[0(d - c 2 )] 
_ , f cos(0c2) - cos[0(c2 - 1)] 

^n+l — 2 n + <!> ) 7 : F777 vi Jn+ci 
{ 0sin[0(ci - c2)J 

cos[0(ci - 1)] — cos(0Ci) 1 
+ 0 s i n [ 0 ( C l - c 2 ) ] / n + C 2 < ' 

•/n +C2 f ' 

2 . sin 0(c 2 - c i ) + 0c : cos(0c2) - sm(0c 2) 
" i = y n + ci hzn + / i z ^ , / n + C l [ 0 2sin[0(ci - c 2 )] 

sin(0Ci) — 0Ci cos(0Ci) 
+ 0 2 s i n [ 0 ( C l - c 2 ) ] J n + C 2 / ' 

, ,9 (0c 2 cos(0c 2 ) - sin(0c 2) 
[ 0 2 sin[0(c! — c 2 )] 

sin[0(ci - c 2 )] + 0c 2cos(0Ci) — 8111(00!) 1 
0 2 sin[0( C l - c 2 ) ] / n + C 2 J 

where 0 2 s in [0 (d - c 2 )] 7̂  0. 

As /c —> 0 the formulae become 

h 2 

Vn+\ = J/n + ^ „ + — " {(3C 2 - l ) / n + C l + (1 - 3 c 1 ) / n + C 2 } , 
6(c 2 - ci) 

2„+L = z n + — {(2c 2 - l ) / „ + C l + (1 - 2 c , ) / n + c , } , 
2(c 2 - d ) 

(4.19) 
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2 fc? 3c 2 - ci) c j \ 
|_ 6(c 2 - ci) 3(c 2 - ci) J 

. 2 f C2 ^2(^2 — 3Ci.) 1 

( 3 ( c 2 - c i ) 6 ( C 2 - C i ) J 

which is the polynomial collocation method (2.16) for two collocation points. 

E x a m p l e : c\ = 0, c 2 = 1 

Substituting ci = 0, c 2 = 1 in (4.19) gives 

l 2 f { s i n 0 - 0 c o s 0 } . { 0 - s i n 0 } _ 1 

[ 0 2 s i n 0 0^sin0 J 

, A - cos0\ , . . . 

j 
and f rom (4.10) 

det A — A;4 sin 0 

which is non-zero for 0 ^ nir, n integer. Thus the method is undefined when 0 = nn. 

In the l im i t as k —> 0, the mixed collocation method for C\ — 0 and c 2 = 1 reduces 

to 

h2 

Vn+l = Vn + hzn + — { 2 f n + f n + l } , 

Zn+l = Zn + 2 { / » + /"+! } • 

I f we compare the two-point collocation method (4.19) w i t h the Runge-Kutta-

Nystrdm method (2.12), then the coefficients are 

k 

di 

di 

sin[0(l - c 2)] - 0cos(0c 2) + sin(0c 2) 
0 2 s i n [ 0 ( c 2 - C l ) ] ' 

sin[0(l - ci)] - 0cos(0Ci) + sin(Sci) 
0 2 sin[0(c 2 - ci)] ' 

- cos(0c2) + cos[0(c2 — 1)] 
0sin[0(c 2 - d ) ] ' 

- cos[0(ci — 1)] + cos(0ci) 
0sin[0(c 2 - d ) ] ' 

sin[0(ci - c 2)] - 0Ci cos(0c2) + sin(0c 2) 
0 2 sin[0(c 2 - C l ) ] 
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sin(6'ci) — 6c\ cos(6 lci) 
ai2 — -

0-21 

0 2 s i n [ 0 ( c 2 - C l ) ] ' 
-9c2 cos(0c2) + sin(0c 2) 

92 sin[0(c 2 - cO] ' 
sin[6 ,(c2 — Ci)] — 9c2 cos(6 ,c ]) + sin(6'ci) 

° 2 2 0 2 sin[0(c 2 - C l ) ] 

I t is easily verified that these coefficients are even functions of 9. 

T h r e e Col locat ion Points (s = 3) 

The general formula for the three-point mixed collocation method is 

Vn+\ = yn + hzn + h2 { 6 i / n + C l + 6 2 / „ + C 2 + b 3 f n + C 3 } , ' 

Zn+1 = Zn + h { d i f n + C l + fl^/n+ca + d 3 / n + c 3 } , 

and 

Yi = Vn + cthzn + h2 { a n f n + C l + c i i 2 / „ + C 2 + a i 3 / n + C 3 } 

for i = 1,2,3 

where 

J 

92 sin[0(c 3 - c 2 )] + 2Q[c3 - l , c 2 - 1] - 2 Q [ c 3 , c 2 ] + 2 ^ [ c 3 , c 2 ] 

92 sin[6 )(c1 - c 3 )] + 2 Q [ C l 

292£ 
- l , c 3 - 1] - 2 Q [ C l , c 3 ] + 2 ^ [ c 1 ) C 3 ] 

92 sin[6>(c2 - C l ) ] + 2Q[c 2 

292S 
- l , d - 1] - 2 Q [ c 2 ! C l ] + 2 ^ [ c 2 , C l ] 

20 2 £ 

<9sin[0(c3 - c 2 )] - P[c 3 - l , c 2 - 1] + P [ c 3 , c 2 ] 

0 £ 
0s in[0( C l - c 3 ) ] - P [ c i - l , c 3 - l ] + P [ C l , C 3 ] 

98 
0sin[0(c 2 - ci)] - P [ c 2 - l ) C l - l ] + P [ c 2 , C l ] 
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and 

77 

Oil 

Gi3 

c?02 sin[0(c 3 - c 2 )] + 2Q[c 3 ~ Ci,C2- -2Q[c3,c2] + 2dCiP[c3,c2] 

c?02 s in[0( C l - c 3)] + 2 Q [ C l 

292£ 
- C i , C 3 - Ci] -2Q[cuc3] + 29ciP[cl,c3] 

c292 sin[0(c 2 - Cl)] + 2Q[c2 

292£ 
— C{, Ci — Ci] -2Q[c2,cl] + 29ciP[c2,cl] 

292£ 

wi th 

and 

V[x,y] = cos(9x) — cos(9y), Q[x,y] = s'm(9x) — sin(0y), 

£ = sin[0(c 3 - c2)] + sin[0(c! - c 3 )] + sin[0(c 2 - Ci)] 

= 4 sin 9 c 3 - c 2 sin 

where we require £ ^ 0. As A; —>• 0, the three-point mixed collocation method 

reduces to the polynomial collocation method (2.17). 

E x a m p l e 

W i t h d = 0, c 2 = 1/2 and c 3 = 1 

Vn+i = yn + hzn + h2 { 6 i / „ + 6 2 / „ + i / 2 + 6 3 / n + i } , 

2 n +l = zn + h { d i f n + d 2 f n + i / 2 + d 3 f n + l } , 

and 

where 

6, = 

n+l/2 = !/n + + ^ {̂ L/U + a 2 2 / n _ K / 2 + ° 2 3 / n + l j 

0 2 sin(0/2) + 4 sin(0/2) - 2 sin 0 + 20 cos 0 - 20 cos(0/2) 

6 2 = 

20 2 {2sin(0/2) - s in0} 

2 - 0s in0 - 2cos0 
20{2sin(0/2) - s i n 0 } ' 

0 2 sin(0/2) + 2 sin 0 - 4 sin(0/2) + 20 cos(0/2) - 20 
20 2 {2sin(0/2) - s i n 0 } ' 

0 s i n ( 0 / 2 ) + cos0 - 1 2 - 0s in0 - 2cos0 
"1 — / i fn • / f\ jr\\ :—TTTl "2 0{2sin(0/2) - s i n 0 } 0{2sin(0/2) - s i n 0 } ' 
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a 2 2 = - • 

_ 0 s in (9 /2 ) + cos 0 - 1 
3 ~ 0{2sin(0/2) - s i n 0 } ' 

and 
_ (92 + 16) sin(0/2) - 8 sin 9 + 49 cos 0 - 4 0 cos(0/2) 

° 2 1 ~ 80 2 {2sin(0/2) - s i n 0 } ' 
0 2 sin 0 + 1 6 sin(0/2) - 8 sin 0 - 40 + 40 cos 0 

80 2 {2sin(0/2) - s i n 0 } ' 

_ 0sin(0/2) + 4cos(0/2) - 4 
0 2 3 ~ 8 0 { 2 s i n ( 0 / 2 ) - s i n 0 } ' 

The determinant of A is 

det A = 4k4 sin(0/2) - 2Jfc4 s in0 = 4fc 4 sin(0/2) ( 1 - cos(0/2)} 

I . 

which is zero when 0 = 2n7r, where n is a non-negative integer. So the method is 

undefined when 0 = 2n7r. 

R o w - s u m condition for the mixed collocation method 

From the Runge-Kutta-Nystrom method, (2.12) 

s 
y . R K N = yn + ahzn + h2J2 Oijf{xn + Cjh, Yj) ss y(xn + ah), i = 1 , . . . , s. 

j=i 

The row-sum condition is a customary condition to impose on Runge-Kutta-Nystrom 

methods and ensures that the stage order is at least 2. Therefore we set y" = 

f{x,y) = 1 and thus f ( x n + Cih, V,) = 1, for i = 1 , . . . , s. Using the exact values of 

the solution and its first derivative at x n , 

Y l

R K N = y(xn) + cthy'(xn) + h 2 f ^ <Hj- (4-20) 
j=i 

For the mixed collocation method (4.14) 

u(x) = yn + ( x - xn)zn + - j - ^ | ^ r p ( . T ) F [ c l l c 2 , . . . , c p ] j . 
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Substituting x = xn + (^h, where u(xn + Cj/i) = Yi = yn+a ~ y{xn + c^/i), then 

^ i M C = Vn + Cihzn + | £ T p (a; n + Cih)F[cu..., c p] } « y ( x n + Q/I) (4.21) 
det T 

for i = 1 , . . . , s. 

Using exact values, 

= y(xn) + dhy'M + — I £ T p ( x „ + C l / i ) F [ C l , . . . , cp\ (4.22) 

We want to compare Y ^ 0 (4.22) w i th the expression for Y i

R K N (4.20) for the Runge-

Kutta-Nystrom method. As f(x,y) - y" = 1, then F [ q ] = f(xn+Cih, u(xn4rCih)) 

1 for / - 1 . . . . . ,s, and expanding the divided differences we obtain 

F[a] = l for z = l , . . . , s , F [ c 1 > C 2 ] = 3 ^ 1 — 3 ^ 1 = 0 
Cl - c 2 

and hence F [ c i , . . . , Cp] = 0, for p = 2 , . . . , s. Therefore (4.22) becomes 

T i ( i n + Cih) 
Y™c = y(xn) + Clhy'(xn) + 

Now, T \ ( x n + Cih) is given by 

det T 
(4.23) 

cos(0Ci) - 1 sin(6 )c i) - 0Ci cfh2 c\hr 

-fc 2 Pi ,2 ~k2q\,2 0 6/i 

- / c 2 p l i 2 , . . i S _ 2 -A; 2 9i , 2 , . . , s _2 0 0 

-fc 2 Pi ,2 , . . , , - i - f c 2 9 i , 2 , . . , 5 - i 0 0 

- ^ 2 P i , 2 , . . , s -k2Qi,2,..,s 0 0 

M r 1 

5 ( s ) / i s - 3 £ s _ 3 [ c i , c 2 ] 

5 ( s ) / i s " 3 B s _ 3 [ c 1 , c 2 , c 3 ] 

5 ( s ) ^ - 3 

0 

0 
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where g(s) = (s — l ) ( s — 2). For s > 3, the determinant may be reduced to 

-k2Qi,2 6h . . g(s)hs 3 B s _ 3 [ c i , c 2 ] 

-k2q\,2,3 0 . . g(s)hs-3Bs_3[ci,c2,c3} 

- / C 2 p l i 2 , . . , s _ 2 -k2Ql,2,..,s-2 0 . g(s)h°-> 

-k2plt2,..,s-i -k2q\,2,..,s-i 0 . 0 

-k2pX,2,..,s -k2qi,2,..,s 
0 . 0 

and this can be reduced again unt i l we obtain 

Ti {xn + ah) = k4.c2h2.6h. 12h2. {s - 1 ) . (s - 2 ) . h{s~3) x D 

= ^ - k 4 { s - l ) \ ( s - 2 ) \ h ^ a - ^ 2 x D f 

where D is given by 

D = p[a,... ,cs-2,cs_v}q[cu ... , c s _ ! , c s ] - p[cu ... , c s _ i , c s ] q[cu..., c s _ 2 , c s _ i ] . 

As Ti(xn + Cih) can not be writ ten in the above form for s = 1 or 2, we w i l l look at 

these cases separately. 

So, for 3 or more collocation points, i.e. s > 3, we have 

T^Xn +Cih) = °l^- k' (S - 1)! (S - 2)! /i<'-2>(-3)/2 X D 

where 

det T = k A ( s - 1)! (s - 2)! fc(*-2)(*-3)/2 x D 

and f rom equation (4.23) 

Y X

M C = y(xn) + clhy'M + ^ h 2 . 

When this equation is compared to (4.20), we obtain the row-sum condition 

c 2 

J l a i j = - r . i = l , . . . , s , s > 3. 
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For the one-point mixed collocation method (4.3), the equation for Y is 

, sin(0c) , 2 f 1 - cos(0c)1 , 
Y = Vn + hQ ( a \ * n + h { —2 \ f n + c 

9cos(9c) [ 92cos{9c) J 

and clearly does not satisfy the row-sum condition, but in the l i m i t as k —> 0, 

c2h2 

Y ->Vn + chzn + —^-fn+c 

and so the corresponding polynomial collocation method satisfies the row-sum con­

dit ion. 
For the two-point mixed collocation method (4.19), 

T j ( x n + Cjh) _ 2 ( [cos(flc 2) - cos(9ci)}[sm(9cj) - 9d] j 

d e t T ~ \ 92 s\n[9(c2 - ci)] 

[cos(9cj) - l ] [s in(f lc 2 ) - sin(flci)] 1 

0 2 sin[0(c 2 - C l ) ] _ J 

, cjh2 

1 - 1 , 2 . 

Therefore, for two collocation points, the mixed collocation method does not satisfy 

the row-sum condition. Again, as k —>• 0, 

c2h2 

Y i ^ y n + Cihzn + for i = 1, 2 

and so the row-sum condition is satisfied for the corresponding two-point polynomial 

collocation method (2.16). 

We conclude that the row-sum condition applies only to 3 or more collocation points 

(s > 3) for the mixed collocation method (4.16). When the row-sum condition is 

imposed, the stage-order is at least two and the number of steplength dependent 

order conditions is reduced. 

Trigonometr ic Order 

Following Definit ion 3.2 in Chapter 3, for a mixed collocation method to be of 

trigonometric order 1, we require that the linear operators of the method are anni­

hilated by the functions y(x) — cos(kx) and s'm(kx). The collocating function is of 
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the form 

s-l 
u(x) = acos k(x — xn) + bs'm k(x — xn) + ^ r f a — xn)1. (4-24) 

i=0 

I t is only necessary to see that i f the collocating function satisfies (3.1), i.e. 

u(xn + Cjh) = cos k(xn + Cjh) for j = 1 , . . . , s when y(x) = cos(kx), 

and similarly 

u(xn + Cjh) = sin k(xn + Cjti) for j = 1 , . . . , s when 7/(rr) = sin(/ca;), 

then the mixed collocation methods are of trigonometric order 1. j 
Let y(x) = cos(fca:), then f(x,y) = y"(x) = —k2y(x) where the general solution is 

y(x) = Acos(kx) + B sin(/cx). 

Also the in i t ia l conditions and collocation conditions are u(xn) = yn, u'(xn) = zn 

and 

u"(xn + Cjh) = —k2u(xn + Cjh), j = 1, . . , s. 

As the collocating function is of the form (4.24), then the coefficients a, b and T\ 

can be found so that u(x) = y(x). Similar results are found when substituting 

y(x) = sin(/cx). Also, by the straight substitution of y(x) = cos(fca;) and sin(A;a;) 

into the formulae for the mixed collocation methods, i t is easily verified that the 

methods are of trigonometric order 1. 

T h e o r e m 2 Every 2-stage Runge-Kutta-Nystrom method which is of trigonometric 

order 1 is a 2-stage mixed collocation method. 

Proof: From Definit ion 3.2, for a 2-stage Runge-Kutta-Nystrom method to be of 

trigonometric order 1, we have two equations in two unknowns for the coefficients 

bj and di respectively, and for the coefficients a^, there are four equations in four 

unknowns and the coefficients are precisely those of the 2-stage mixed collocation 

method (4.19). , 
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4.2 Order 

4.2.1 One Collocation Point 

To find the order for a one-point mixed collocation method, we introduce the idea 

of using the residual as a measure of the accuracy of the method. We form a Taylor 

expansion about some suitable value of x and express the residual as a power series 

in h. 

Using the exact values y(xn + h), y'(xn + h) and y(xn + ch) the difference operators 

for the one-point mixed collocation method (4.3) are defined by 

(0cos(0c)J [ 9lcos(9c) J 

r r i / , \ / \ i // \ f sin[0(l - c)] + sin(0c) } 
Li[y] = y(xn + h)- y(xn) - hy'(xn) I Q \ 

_ , 2 f 1 ~ COS g 1 

\0 2 cos (0c)J J n + C 

T r i it IN u \ f cos [0(1 - c)l 1 , f sin0 I 
Hv\ = »•(«. + f t ) - ^ ) { l ^ ( e c )

 n ) - ^ { e ^ e c j } ^ 

where / n + c = f(xn + ch, Y) and 

/ N , #/ x sin(0c) , 2 { 1 - cos(0c)} , . , _ _v 
Y = y{xn) + hy'(xn) \ \ + h2±— Y ^ - f i x n + ch, Y). 

0cos(0c) 0 2cos(0c) 

Expand the trigonometric functions about h = 0 to give 

% ] = ! /0n + ch) - y{xn) - hy'(xn) I c + — + . . . > 

[c2h2 1 

= ^ { v " M - f ( x n + ch, Y)} + ^ { y ^ f o ) - 2 A t y (*„)} + 0(h") 

= h2p 

where (3 is finite as h —> 0. 
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Therefore 

Y = y(xn + ch) - L[y] = y{xn + ch) - h2(3, 

f rom which 

f ( x n + ch,Y) = f ( x n + ch,y{xn + ch) - h2/3) 

= f ( x n + ch, y(xn + ch)) - h2/3fy(xn + ch, y(xn + ch)) + 0(h4) 

= y"{xn + ch) - h 2 p f y { x n + ch, y(xn + ch)) + 0(h4). 

We need to expand f y ( x n + ch,y(xn + ch)). Let T(h) = f y ( x n + ch,y(xn + ch)), then 

using a Taylor expansion about h = 0 

F(h) = T(0) + hF'{0)+O{h2) 

where 

T{0) = fy(xn,y(xn)), T'{0) = c{y'{xn)fyy{xn,y(xn)) + fyx{xn,y(xn))} . 

Substituting back into f ( x n + ch,Y), 

f ( x n + ch, Y) = y"(xn) + chyW(xn) + ^ f y { 4 ) ( x n ) 

+ ~ { y { 5 ) M + 2 f y ( x n , y ( x n ) ) [yM(xn) + k2y'(xn)}} + 0 ( / i 4 ) . 

The functional Li[y] is given by 

f k2h3 ) 
L\[y) = y(xn + h) - y(xn) - hy'{xn) - < ~ ^ - ( 3 c - 1) + . . . > y'(xn) 

~ { T + ^ ( l - 2 l ) + • • ) { y " { X n ) + C h y i 3 ) { X n ) + C^fyW^ + • • ) 

= y (1 - 3c) {yW(xn) + k2y'(xn)} + ^ ( 1 - 6c 2) { y ^ ( x n ) + k2y"{xn)} + 0(hb), 

and similarly for L2[y] 

Hv\ = y'(xn + h) - [ l + k2h2 (c - ^ ) + • • •} y'M 
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- j / i + k2h" - ^ + . . . j f ( x n + c/i, Y ) 

y (1 - 2c) { y ^ ) + k2y'(xn)} - I - y (1 - 3c 2) { y ( 4 ) ( x n ) + fcV (*„)} + 0 (> i 4 ) . 

Thus 

1 
i f c± 

I f c Ldy] 

L2[y) 

0{h3) or higher, 

0{h2) =>• O r d e r 1. 

0 ( / i 3 ) , 

0 ( / i 3 ) => O r d e r 2. 

And so the highest possible order for the one-point mixed collocation me<jhod is 2 

when c= I}. 

4.2.2 Two or More Collocation Points 

I t was shown in section 4.1.2 that every mixed collocation method (4.16) for two or 

more collocation points can be writ ten as a Runge-Kutta-Nystrom method (2.12) 

where the coefficients bi, d{ and <2jj are functions of the steplength h and the f i t ted 

frequency k. We expand the coefficients about h = 0 and define 

Then we can apply the order conditions in section 3.4.2. Because the coefficients 

of the mixed collocation method are even functions of 8, then any conditions which 

contain a coefficient wi th an odd integer for the superscript can be eliminated. Up 

to and including order 6, there are 50 order conditions for the mixed collocation 

method for two or more collocation nodes. When the row-sum condition is imposed 

for s > 3, a further 18 conditions are eliminated leaving 32 conditions to be satisfied 

for orders 1-6. 

bi{h) 

di(h) 

aij(h) 

b^ + hb? + h2b?] + ... 

d[ 0 ) + hd? + h 2 d f ] + ... 

ag> + /»ag> + h2a$ + ... 
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Order Conditions for Mixed Collocation Methods with s > 2 
Order 1: 

i.)X>;o) = i . 
i = l 

Order 2: 

i = l z i = l z 

Order 3: 

*-)±<F<i = l 7.)E42) = o, 8.)EE40)40, = i 9 . )Ef f^ = i -

i = i 1 5 i = i i = i j = i 0 i = i 1 D 

O r d e r 4: 

n-)E«40)^ = 7. I3.)E42 )Q = O, 
i = l ^ i = l 

i 6 . ) E E = 1 IT.) E E = i , 
t = i i = i z ^ t = i j = i ° 

i 8 . ) E ^ = 4 i9.)E^ ( 2 ) = o, 2 i . )EE^ 0 ) 4 0 ) = ^ 
i = l 1 Z i = l i = l j = l Z 4 

Order 5: 

2 2 . ) E ^ = l 24.)£cf>c2 = 0, 26.)E44 ) = 0 , 
i = i 0 i = i t = i 

2 7 . ) E E K ^ ' + = 0, 2 9 . ) E E dS°M?c? = 4 
t = l j = l t = l j = l D U 

s o o E E E i f W = T5S. 3 i ) t 4 0 ) ( t4 0 , V = 4 
i = i j = i t = i i Z U i = i \ j = i / z u 
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33 . )EE<4 0 ) ^ = 4 3 4 . ) £ £ < i ! 0 ) 4 0 ^ = J - 35.)£f>fc? = i 
i=lj=l J U i=lj=l 1 U i=l Z U 

37 . )X>f> C l = 0 , 4 0 . ) E E 6 M ^ = 4 '
 41-)EEftS°,aS)ci = ̂ . 

i=l i=lj=l 1 Z U i= l j=l 4 U 

Order 6: 

U-)t<t0)<$ = ± 4A.)±42)<$ = 0t 4 6 . ) t ^ = 0 , 
i=l D i=l i=l 

4 9 . ) E E KM? + < « > } « = 0 , 5 0 . ) £ E K}<4? + 40)aS?} c, = 0, 
i=l j=l i=l j=l 

54 . ) E E 40)ai?c3 = 1, 5 5 . ) E E E 4° 1 

i=lj = l 1 Z l i=lj=lfe=l 

56-) £ £ t "fogM?* = 4 57') tit = 4 ' 
i=lj=lfc=l ' Z t=lj=lfc=l Z W 

ss.) E E E <*!0M°X?c* = 4 ' 59-» t £ = 4 . 
i=ij=iib=i ' z u i=i j=i 1 Z U 

6 0 . ) E E d ^ c j = 1, 6 1 . ) E E = ̂ , 
i=lj=l ' Z z=lj=l J D 
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6 9 . ) I > ! 4 ) = 0 , 7 0 . ) E E { « + « ? } = 0 , 7 3 . ) £ £ ^ 4 0 ) * = S i . 
i = l i = l j = l i = l j = l D U 

76-) £ 4f > f t ag>) 2 = * 77.) £ £ £ 6<«»ag'a™ = * 

For one collocation point, we require c ^ ^ for order 1 and c = | for ordeY 2, the 

highest possible order. Therefore, f rom the order conditions for order 1, we require 

<4°̂  = 1 and for order 2 we require d^c — \ and = | . 

Thus, when c ^ |, 

40)
 = i but 40)

c ? \ 
and so order 2 is not satisfied. When c = | 

40) = 1 =» order 1, d f ] c = \ and 6<°> = \ , 

so we have order 2. In conclusion, the order conditions in section 4.2.2 are valid 

for one collocation point for the mixed collocation method. 

We know that as the frequency k —> 0, the mixed collocation methods reduce to the 

corresponding polynomial collocation methods. As the set of order conditions for 

the polynomial collocation methods are included in those for the mixed collocation 

methods, then we have the following property [22]: 

Proper ty 2 The order of an s-point mixed collocation method does not exceed that of 

the corresponding -polynomial collocation method, and in particular, does not exceed 

2s. 

The evidence so far suggests that the order of a mixed collocation method is the 

same as the corresponding polynomial collocation method but we have not yet found 

a proof. 
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4.2.3 Examples 

Order Condit ions for T w o Col locat ion Points 

Using the order conditions of section 4.2.2 i t is possible to f ind the values of the 

collocation nodes so that the highest attainable order is reached for the mixed col­

location method. As bi% d{ and are even functions, when the expressions are 

expanded about h = 0, the coefficients of the odd powers of h are zero. Maple was 

used to carry out the expansions. 

b, = b?) + h2b? + h*b[i) + ... 

3 c 2 - l u 2 l 2 \ 20cl - 15c2 + 3 + 30c2c? + 20cic 2 - 60c x c| - 10c? ) 

6(c 2 - ci) { 360(c 2 - ci) 

b2 = b f + h 2 b { 2 ) + h ^ ) + ... 

1 - 3ci 2 2 f 20c? - 15ci + 3 + 30ci4 + 20ctc 2 - 60c2c? - k } C | 
6(c 2 - ci) \ 360(c 2 - ci) 

dx = d?+h2d? + h*d[4) + ... 

2c 2 - 1 , 2 , 2 f 4c| - 4c 2 + 1 + 4c2c? + 4 c ! C 2 - 8cic | - 2c? 1 
— + n K < — > + . . . 

2(c 2 - C l ) 1 24(c 2 - cx) 
d2 = d2

0) + h2d?)+h4d2

4) + ... 

_ 1 - 2cx ^ 2 f 4c? - 4ci + 1 + 4cic | + 4ciC 2 - 8c2c? — 2c| 1 
2(c 2 - ci) [ 24(c 2 - c x ) 

„ - „ ( ° ) , 1,2 _(2) , t,4 (4) , 

c?(3c2 - cQ 3 2 2 [ 7c? - 35c,c 2 + 40cl 1 
6 ( c 2 - C l ) ° l \ 3 6 0 ( c 2 - C l ) J 

fll2 = a g + tfai? + tfag + . . . 

, 3 _ . 3 ^ ( 2 ^ - ^ + 5 ^ ] 

3 ( c 2 - C l ) 1 [ 9 0 ( c 2 - C l ) 

a 2 i = a2°t + h2a2

2?+h44\) + ... 
.3 + c 3 / t 2 f c 2 | 2 c l - 1 0 c l c 2 + 5c? y + 

3 ( c 2 - C l ) 1 \ 9 0 ( c 2 - C l ) 

a 2 2 = o>22 + /i 2 a 2 2 ^ + /x 4a 2 2 ' + . . . 

cj(c2 - 3cQ 3 2 2 [40c? - 3 5 c L c 2 + 7c^l 
6 ( c 2 - C l ) ° 2 \ 3 6 0 ( c 2 - c , ) J 

where we assume distinct collocation nodes. 

+ . 
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For order > 1 we require 

' 1 2 2 ( c 2 - C l ) 2 ( c 2 - C l ) 

which is satisfied automatically. 

For order > 2, 

2.) d l c l + d 2 c 2 = - ^ ^ C l + ^ 3 ^ c

2 = ^ ^ ) = 2 

4 n 6(o) , .(o) _ 1 3 C 2 - 1 l - 3 C l _ 1 
1 1 2 " 2 ^ 6(c 2 - C l ) + 6(c 2 - C l ) " 2 

and again all the order conditions are satisfied automatically. 

1 
For order > 3, 

5.) d<0)c? + 4 0 ) c i = ^ => J C 2 ~ \ c ? + 
1 — 2 c L 2 Ci + c 2 — 2 c i C 2 1 

"Co = -3 2 ( c 2 - c 1 ) " 1 ' 2 ( c 2 - C l ) ° 2 2 3 ' 

and so we require 

=> 3 c i + 3 c 2 - 6 c i C 2 = 2, 

therefore 
2 - 3 c 2 1 

3 - 6 c 2 2 

The rest of the conditions are 

1 2 1 24(c 2 - ci) 

_ fc2 ( 3(c 2 + ci) - 2 - 6 c i c 2 \ 

1 2 / 

s.) W {a™ + <$) + W (<& + <&) = 
c 2 ( 2 c 2 - l ) + c l ( l - 2 C l ) 

4(c 2 - ci) 

cy + c 2 - 2 c L c 2 

2 ( c 2 



CHAPTER 4. THE MIXED COLLOCATION METHOD 91 

2 - 4 c 2 = 1 

4 ( 3 - 6 c 2 ) ~~ 6' 

9.) b?cl + ^ c 2 = l * # ^ c 1 + - 1 

: c 2 = 7 . 

which are satisfied when ci = 

6 6(c 2 - ci) 6 ( 0 2 - 0 ! ) 6' 

2 - 3 c 2 

3 - 6c 2 

2 3c 
Thus, w i t h C\ = we have order greater or equal to 3. 

3 - 6c 2 

For order > 4 we require, 

n o 4 0 ) c? + 4 ° M = \ 

where 

+ w(0)r3 _ 2c2 - 1 3 1 - 2 d 3 

d l C l + d 2 ^ _ 2 ( C 2 - c O C l + 2 ( c 2 - C l ) C 2 

_ 2c 2 Ci - + c 2 - 2c)C2 

2(c 2 - C l ) 
_ 2c tC 2(c 2 - cl) + (C2 - Ci)(c 2 + CiC2 + c\) 

2(c 2 - C l ) 

_ - 2 c i c 2 ( c i + c 2 ) + c?, + c i c 2 + Ci _ 1 

2 ~ 4 ' 

=» - 4 c i C 2 ( c i + c 2 ) 4- 2c| + 2cic 2 + 2c\ = 1. 

Therefore substituting c t = (2 — 3c 2 ) / (3 — 6c 2) into the above equation gives 

2 f 3c2, + 6c 2 - 2 ' 

9 1 2c2 - 1 
= 1, 

3 - \ / 3 J 3 + >/3 , . . , ^ 
=>• ci = and c 2 = • which are the Gauss nodes. 

6 6 

The order conditions 13.), 16.), 18.) and 19.) are satisfied when C\ = (3 — \ /3) /6 and 

c 2 = (3 + \ /3 ) /6 and so the two-point mixed collocation method is of order at least 

4. 
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For order > 5 we require, 

22.) d?)c\ + d{°)4=1-

but dPc? + 4 ° M = 

Thus, for the particular values C\ — (3 — \ /3) /6 and c 2 = (3 + \ / 3 ) /6 , the order 

conditions are satisfied for order 4 but not for order 5. Therefore the two-point 

mixed collocation method has order 3 when cx — ( 2 - 3 c 2 ) / ( 3 —6C2) , (c 2 ^ 1/2), and 

order 4 when C\ and c 2 are the Gauss nodes. Otherwise the method has order 2. 

When the collocation points are symmetric, i.e. C\ + c 2 = 1, then the order is at 

least 2 and the nodes ci = (3 — \ /3) /6 and c 2 = (3 + \ /3 ) /6 give the highest order 

of 4. 

Order Condit ions for T h r e e Col locat ion Points 

As the three-point mixed collocation method may be wr i t ten as a Runge-Kutta-

Nystrom method, the order conditions of section 4.2.2 can be applied. Using Maple, 

the conditions for orders 1, 2 and 3 are satisfied for all values of Ci, c 2 and C3. 

For order 4, all the conditions are satisfied i f f 

= 1 / 6 c 2 c 3 - 4 ( c 2 + c 3 ) + 3 \ 
2 \6c2c3 - 3(c 2 + c 3 ) + 2 ) 

For order 5, all the conditions are satisfied i f f 

= 1 / 6 c 2 c 3 - 4 ( c 2 + c 3 ) + 3 \ 
C l 2 V6C2C3 - 3(Ca + c 3 ) + 2 J ' 

and 
30c^ - 32c3 + 6 ± ^(300c^ - 600c^ + 384c^ - 84c 3 + 6) 

° 2 = 60c| - 60c3 + 10 
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For order 6, we require 

5 - V T & 1 5 + y/l5 
C ] ~ ~ i b - ' °l ~r C 3 ~ io 

If the symmetric collocation points, C\ + c 3 = 1 and c 2 = 1/2 are substituted into 

the order conditions, we have order at least 4, which is one order more than the 

default order. The highest order of 6 is obtained when c\ — (5 — \ /T5)/10, e2 = 1/2 

and c 3 - (5 + vT5) /10 . 

7 



Chapter 5 

Stability Analysis 

In this chapter, we consider the stability of the one, two and three-point mixed collo­

cation methods. Coleman and Ixaru [23] were concerned wi th the stabil i ty analysis 

of exponentially-fitted multistep methods, but the theory can be easily applied to the 

mixed collocation methods which we shall regard as Runge-Kutta-Nystrom methods 

w i t h steplength dependent coefficients. The definitions for stability and for concepts 

such as periodicity for exponentially-fitted methods are presented in chapter 3. 

5.1 Stability Concepts 

When the mixed collocation method (4.16) is applied to the test equation y" = —w2y 

we obtain the recurrence relation 

Vn+2 ~ S{u2; 0 ) y n + x + P{u2- 9)yn = 0. 

We look for solutions of the characteristic equation 

£2 -2Rnm{v2-te)s + p { u 2 - e ) = o 

where Rrim is a rational function of v2 expressible as 

n 

Rnm(v2;0) 
a0 + Y^ a^ 

(5.1) 
m ,2fc 

fc=l 

94 
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where v = wh, and the coefficients and pk are dependent on the steplength h. 

Rnm(v2]0) is called the stabil ity function of a corresponding mixed collocation 

method. Note that the subscript n for the stability function and in the recurrence 

relation are not the same. 

I f the characteristic equation is of the fo rm 

then we can apply Definit ion 3.4. 

E x a m p l e : n = m = 1 

Assuming P(u2; 8) = 1, f rom Definit ion 3.4, the stabili ty boundary for Ru(u2)6) is 

e-2Rnm(v2;6)ti + l = 0 

given by J 
Ctn + OL\V 

|tfu("2;0)l 

For Ryi{v2\6) = 1 we have ao + ct\v2 — 1 + fi\V2 f rom which 

1/2 
1 

v a i - 0 l 

or 
a 0 - 1 = 0 and ax — Pi = 0. 

For Rn{v2\9) = —1 we obtain a0 + aiv2 = - 1 — Piv 2 f rom which 

1/2 
1 an 

V 
cti+P 1 

or 

a 0 + 1 = 0 and cti + px 0. 

Thus the stability boundaries are 

1/2 
a 0 ± l 

<*i±0 i 
(5.2) 

and the lines corresponding to any values of 8 for which 

a0(8) ±1 = 0 = ai(8)±pl{8). (5.3) 
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We also need to consider any values of 9 for which the coefficients at and fa are 

undefined. 

5.1.1 One Collocation Point 

The formulae for the one-point mixed collocation method is 

2/n+l = Vn + hAxZn + h 2 A 2 f n + c 

zn+l = A^Zn + h A i f n + c 

Vn+c = Vn + hA5zn + h 2 A 6 f n + c 

where 

_ sin[0(l - c)] + sin(flc) _ 1 - cosfl _ cos[0(l - c)] 
1 _ 9 cos(9c) ' 2 ~ 0 2 cos(0c) ' 3 ~ cos(0c) ' 

_ sin 6* _ sin(0c) _ 1 — cos(0c) 
4 ~ 0cos(0c)' 5 = 0cos(0c)' 6 = 0 2cos(0c) 

and 0 = /c/i. The method is undefined when 9 = 0 or cos(0c) = 0. 

Applying the method to the test equation y" = — w2y and setting v = u>/i gives 

Vn+l = Vn + hAyZn - V 2 A 2 y n + C , 

hzn+i = A3hzn - v2AAyn+c, 

Vn+c = Vn + h,A5zn - v 2 A 6 y n + c 

and we make yn+c the subject of the last equation 

_ yn + hA5zn 

Vn+c — - 9 A 1 + VlA& 

Substituting yn+c into y n + l and rearranging gives 

( \ + ^ A , - A 2 ) \ , ( A, + u2(A,At ^ A2AS)\ 

^ = n i+ â J+"n H ^ A — j 

= D L y n + D2hzn. 
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Similarly substituting yn+c into hzn+i, 

( ~U2A4 \ / M 3 + ^ ( A j A , - / M s ) ' 
/ i z n + i = — — — yn + hzn l + v*A6J"n n \ l + i / M 6 

£>3?/n + DAhZn. 

Therefore, 

y n + 1 = Dxyn + hD2zn (5.4) 

/ i z n + i = D3yn + hDAzn. (5.5) 

Rewrite (5.4) as 

y n + 2 = Diyn+i + hD2zn+l 1 

and substitute (5.5) for z n + 1 into the last equation to give 

yn+2 = £ > i y n + i + D2D3yn + D2DAhzn 

= Dxyn+l + D2D3yn + DA(yn+l - Dxyn). 

Therefore the recurrence relation is 

yn+2 - (Dy + D4)yn+1 + {DXDA - D2D3)yn = 0. 

We look for the solution of the characteristic equation 

e - ( A + D 4 ) £ + (£»i£>4 - D2DZ) = 0. 

Substituting the values for Di and Ai and rearranging gives 

fl2(cos(flc) + cos[fl(l - c)]) + t / 2 (2cosf l - cos(flc) - cos[6>(l - c)}) 
1 + 4 ~ 92 cos(0c) + u2{l - cos{9c)) 

and 
^ 2 c o S [ f l ( l - c ) ) + ^ 2 ( l - c o s [ f l ( l - c ) ] ) 

1 4 2 3 0 2cos(0c) + ^ 2 ( l - c o s ( 0 c ) ) 
Thus the characteristic equation for the one-point mixed collocation method is 

2 f fl2(cos(flc) + cos[fl(l - c)}) + t / 2 (2cosfl - cos(flc) - cos[g(l - c)})1 
^ ~ \ e 2 c o s { 0 c ) + v2[l -cos(0c)] j 
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0 2 c o s [ 0 ( l - c ) ] + ^ 2 ( l - c o s [ 0 ( l - c ) ] ) 

0 2 cos(0c) + f 2 [ l - cos(0c)] ^ ' ; 

For an interval of periodicity we require 

0 2 c o s [ 0 ( l - c ) ] + * / 2 ( l - c o s [ 0 ( l - c ) ] ) 

^ ' ' 0 2 COS (0 C ) + - C O s ( 0 C ) ] 

=> 0 2 cos[0(l - c ) ] + i / 2 ( l - cos[0(l - c)]) = 0 2 cos(0c) + i / 2 [ l - cos(0c)] 

=• i/2(cos(0c) - c o s [ 0 ( l - c ) ] ) = 0 2(cos(0c) - cos[0(l - c)\) 

f rom which either i ^ 2 = 0 2 =i> i> = 0 or cos(0c) — cos[0(l — c)] = 0. Thus as 

cos(0c) - cos[0(l - c)] = 2 sin ( ^ j sin ^ ( 1 - 2c) ̂  

then the most suitable value for which cos(0c) - cos[0(l — c)] is zero is when c = 1/2 

and checking, this value of the collocation point satisfies P(v2\9) = 1. 

Therefore, when c = 1/2, the characteristic equation (5.6) is 

e 2 - 2 i ? 1 1 ( / , 2 ; 0 ) e + l = O 

where R\\{i>2\6) is the stability function given by 

Rxi("2;0) 
2 0 2 cos(0/2) + v2 {cos 0 - cos(0/2)} 

0 2 cos(0/2) + i / 2 { l - cos(0/2)} 

For 0 2 cos(0/2) / 0 =)• ^ / (2n + l)7r where n is a non-negative integer, we can 

rewrite Rn(v2;9) as 

Rn(v2;9) = 

2 f c o s 0 - c o s ( 0 / 2 ) l 
+ t / \ 0 2 cos(0/2) J 

2 f l - c o s ( 0 / 2 ) | 
\ 0 2 cos(0/2) J 

where the coefficients of the stability function are 

_ cos0 - cos (0 /2 ) _ 1 - cos(0/2) 
a ° ' a i ~ 0 2cos(0/2) ' A ~ 0 2 cos(0/2) 
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The stability boundary is given by \Rn(w2]9)\ = 1 by definition and so f rom (5.2) 

the stabili ty curves are 

" = " ± W = { " ( c o s S - c o s ^ t - c o s ^ ) ) ) <>2™WV}"2 • 

Therefore 

= { 2fl 2 cos(fl /2) ) 1 / 2

 = i _ f _ \ 1 / 2 

+ { ' \ 2 c o s ( 0 / 2 ) - 2 c o s 2 ( 0 / 2 ) J \ l - c o s ( 0 / 2 ) J 

and 

v-[6) = 0. 

Also, as a0 = 1, we look at the stability boundaries given by the lines corresponding 

to any values of 6 for which aei — p\ = 0. Thus f rom (5.3), 

cos 9 — 1 
CKQ — 1 = 1 — 1 = 0 and a\ — p i = 92 cos(0/2) ' 

and a.\ — p\ = 0 when cos 9 = 1 9 = 2mr, where n is a non-negative integer. 

The curves 

!
Q2 } ! / 2 

l - C O S « ? / 2 ) J 

are undefined when 1 — cos(0/2) = 0 0 = 4n7r, where n is a non-negative integer. 

Summarising, the stability boundaries for the one-point mixed collocation method 

with c = 1/2 are the axis V-{9) = 0, the curves 

u+(6) = ° 
/ ( I - cos(0/2)) 

and the lines 9 = 2nu where n is a non-negative integer. The method is undefined 

when 9 = (2n + l ) 7 r , i.e. any odd multiples of IT. 

Since all solutions of the test equation y" = — w2y satisfy 

y ( x n + 2 ) - 2(cos u) y(xn+i) + y{xn) = 0, 

the stabili ty function Rnm(u2;9) can be regarded as a rational approximation for 
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C O S Z A Therefore, when 0 = u, 

2 _ u2 cos(i//2) + t/ 2{cos v - cos(i/ /2)} _ 
^ c o s W 2 ) + ^ { l - c o s W 2 ) } - C ° S i y -

In the l im i t as 0 —> n7r, for positive integers n , 

i ? u ( i / 2 ; n 7 r ) 
2 ^ n 2 7r 2 cos(n7r/2) + ; / 2 { ( - l ) n - cos(n?r/2)} 

n 2 7 r 2 cos(n7r/2) + ^ 2 { 1 — cos(n?r/2)} 

and for n odd, where the coefficients ot\ and (5\ are undefined, the stabili ty function 

2 . _ N < 0 + ^ 2 { - l - 0 } 
R » ( " > ™ ) "> o + » ^ { i - o } = ~ 1 ; 

and for n even, 

„ , 9 . n 2 7r 2 cos(n7r/2) + v2{\ — cos(n7r/2)j 
Rn(v2;nn) -> — ' } —'—^r = 1. 

n ir cos(n7r/2) + i ^ { l - cos(n7r/2)} 

One ratio which is very important in the stability analysis of mixed collocation 

methods is the quantity r = 9/v = k/w. For any given value of r, intervals of 

periodicity correspond to the values of the steplength h for which the line 9 — rv 

lies in a stability region of the v — 9 plane. When r = 1 then k = w, and so the 

exponentially-fitted method solves the test equation exactly and the method must 

be stable. Therefore the line r = 1 can only pass through stable regions. 

Substituting 9 = rv into the stability function, 

2 0 2cos(0/2) + i / 2 { c o s 0 - c o s ( 0 / 2 ) } _ ( r 2 - 1) cos(0/2) + cos0 
1 1 ^ ' ' ~ 92 cos(0/2) + i / 2 { l - c o s ( 0 / 2 ) } ~ ( r 2 - 1) cos(0/2) + 1 ' 

Here and in subsequent figures, the stability region is shaded and the line r = 1 

is shown. The stability region for one collocation point w i t h c = 1/2 is given in 

figure 5.1. The curves v = u+(9) are asymptotic to lines of constant 9 corresponding 

to the zeros of OL\ + PI, which are 9 = Anir for non-negative integers n. Since 

lim0_+o ^+(0) = 2\/2, the interval of periodicity for r < 1 is ( 0 , / i 0 ) , where h0 

increases f rom 2\/2/w when r — 0, (corresponding to the interval of periodicity for 

the polynomial collocation method in section 2.5.3), to •n/w when r = 1, for fixed 

io. For r > 1, the primary interval of periodicity is (0, n/k). 
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Figure 5.1: v — 0 plot for one collocation point : c — 1/2 

A number of 'apparent' inconsistencies occur on the lines 9 = 2(2n + l)lt. I f v+(9) 

is substituted into the stabili ty function, then 

92 cos(0/2) + < 
f o2

 l > [cos0-cos (0 /2 ) ] 92 cos(0/2) + < 
[ 1 - cos(0/2) J 

> [ cos0-cos (0 /2 ) ] 

0 2 cos(0/2) + < 
f 92 1 

- [1 - cos(0/2)] 0 2 cos(0/2) + < 
[ 1 - cos(0/2) / 

- [1 - cos(0/2)] 

= - 1 . 

Hence along the curves v+(Q), we have R\\(v2

+\9) = — 1 . The problem is that on 

the lines 9 = 2(2n + l)ix we have R\\(v2\ 9) = 1, yet the lines intersect the stability 

curves v+(6) on which Rn(v+\9) = — 1 . The reason for this is the stability function 

is undefined at the points where the lines and curves intersect. The denominator of 

the stability funct ion is equal to zero when 

0 2 cos(0/2) + ^ 2 [ 1 - cos(0/2)] = 0 

u = 9(9) = 
92 cos(0/2) 

\ cos(0/2) - 1 

and the curves P(0) are given by crosses ( + ) in figure 5.1. The curves 9(9) where 
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Rn{v2,0) is undefined meet the stability curves v+(9) when 

92 cos(fl/2) _ 

^ cos(0/2) - 1 ~ \ 

0 2 

1 - cos(0/2) 

=>• cos(0/2) + 1 = 0 

i.e. when 9 — 2(2n + l)n which agrees wi th the figure. 

We now investigate what happens as 9 —>• nir. For n even, the lines are the stability 

boundaries, and for n odd, the coefficients of the method are undefined. Let 9 = 

nir + e, where e is small. For n even, let n = 2m, and for n odd, let n = 2m + 1 

where m and n are non-negative integers. 

Case i .) n even ^ 

For n = 2m, 9 = 2mix + e and as 

cos 9 = cos(2m7r + e) = cos e and cos(0/2) = cos ^ 

then 

# n ( f 2 ; 0 ) = 

2m7r + e 
( - l ) m c o s ( e / 2 ) , 

( r 2 - l ) ( - l ) m c o s ( e / 2 ) + cose 

( r 2 - l ) ( - l ) m c o s ( e / 2 ) + 1 

( r 2 - l ) ( - l ) m h 
8 

+ 1 + .. 

l + ( r * - l ) ( - l ) m j l - g - + .. 

1 -
1 

2 [ ( - l ) ™ ( r 2 - 1) + 1] 

As e -»• 0, fln(i/2;0) -> 1. 

For even m , i.e. 9 = Air, &ir, \2TT,... we have 

+ 0 ( 6 4 ) 

fln(f2;fi) = i - 2 ^ + 0 ( £ 4 ) 

and \Rn(u2]9)\ < 1 for small e, i.e. we have a stable region either side of the line 

9 — 2rrm and these do not affect the stability regions. 
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For odd m, i.e. 9 = 2ir, 6ir, I O T T , . . . we have 

Ru{v2\9) = l 
2 ( 2 - r 2 ) 

+ 0 ( 6 4 ) . 

Since 2(2-r1) is negative when r > y/2, then | /?n(^ 2 ; 9)\ > 1 for small values of e and 

we have an unstable region. For r < \ /2 , \Rn{v2',9)\ < 1 and therefore we have a 

stable region. 

C a s e i i . ) n odd 

For n = 2m + 1, we have 9 = (2m + l)n + e and as 

then 

cos 9 = cos((2m + l ) 7 r + e) = — cos e, 

cos (0/2) = cos 

( r 2 - l ) ( - l ) m + 1 s i n ( e / 2 ) - cose 
( r 2 - l ) ( - l ) m + 1 s i n ( e / 2 ) + 1 

( ^ - l ) ( - l ) ™ + i [ i + 0 ( e 2 ) } - l 

l + ( r 2 - l ) ( - l ) ^ { ^ + 0 ( £

2 ) } 

- 1 + 2 ^ - ! ) ( - ! ) 
m+l 

= - l + ( r 2 - l ) ( - i r + 1

€ + 0 ( e 2 ) . 

l - | ( r 2 - l ) ( - l ) m + 1 + 0 ( e 2 ) 

So, i?n(^ 2;6>) -» - 1 as e -> 0. 

For m even, i.e. 9 = it, 5TT, 9ir,... we have 

i ? n ( ^ 2 ; ^ ) = - l - ( r 2 - l ) € + 0 ( e 2 ) 

and as e increases f rom negative to positive values, \Rn(v2] 9) \ increases or decreases 

through 1 for r greater than or less than 1 respectively. 

For m odd, i.e. 9 = 37r, 7TT, H I T , . . . , we have 

Rn(v2-t6) = -l + { r 2 - l ) e + 0{f?) 
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and as e increases f rom negative to positive values, | i ? n ( ^ 2 ; 0) | increases or decreases 

through 1 for r less than or greater than 1 respectively. 

We know that as k —> 0, the mixed collocation methods reduce to the classical poly­

nomial collocation methods described in section 2.2.3. As mentioned previously, 

the interval of periodicity for the polynomial collocation methods is given by (0, VQ), 

Defini t ion 2.11, whilst for exponentially-fitted methods, i t is of the form (0, h0), Def­

ini t ion 3.5. From section 2.5.3, the stability funct ion for the polynomial collocation 

method wi th c = 1/2 is 
D P C / , . 2 \ _ 8 - 3 f 

For the one-point mixed collocation method w i t h c = 1/2, the stabil i ty function is 

M C 2 0 2 cos(0/2) + i/ 2(cos 0 - cos(0/2)) 1 
0 2 cos(0/2) + i / 2 ( l - cos(0/2)) ' 

As k -> 0, 

as required. 

n M C f , . 2 . M . 1 - 3 ^ / 8 _ 8 - 3 ^ 

Stabi l i ty for one collocation point c = 0 

I f we substitute c = 0 into (5.6), the stability equation is 

2 f 0 2 [ 1 + COS 0 ] + V 2 [ C O S 0 - 1] \ 0 2 C O S 0 + i / 2 [ l - C Q S 0 ] _ 

As P{y2\ 0 ) 7^ 1, except for the exact case when v = 0 , we look for where the roots £ s 

of the stability equation satisfy |£ s | < 1, and any roots on the uni t circle are simple. 

Thus, i f the modulus of the roots are less than or equal to 1, then the modulus of 

the product of the roots must be less than or equal to 1, i.e. I f i - ^ l < 1- Therefore, 

0 2 cos0 + */2[l - C O S 0 ] 
< 1 

and 

02 

=> 0 2 cos 0 + v2[l - cos 0] < 0 2 v2 < 0 2 i.e. v < 0, 

-0 2 cos0 - u2\\ - cos0] < 0 2 v2 > 0 2 [ c ° S

n

9 + 1 1 for 0 ^ 2nix. 
1 1 ~ ~ cos 0 - 1 
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As the right hand side of the latter inequality is less than zero for all 0, then the 

inequality is satisfied for all 0. Thus, the method is unstable when v > 0, i.e. w > k. 

When v = 9, the stability equation becomes 

£ 2 - 2 c o s 0 £ + l = 0 

and as the modulus of the roots £± are equal to 1, then the method is stable. 

We now use the Routh-Hurwitz approach. Substituting £ = j z f (z ^ 1) into the 

characteristic equation and mult iplying by (1 — z)2, we have 

CLQZ2 + a\z + a-i = 0 

where J 

, „ , 2(92-u2){\ - c o s 0 ) , 2 ( l - c o s 0 ) i / 2 

a0 = 2(cos0 + 1), o i = — j2 and a 2 = — — — . 

The method is stable if the coefficients a 0 , a,\ and a 2 are greater or equal to 0. Thus, 

a 0 > 0 => cos0 + 1 > 0, 

ai > 0 =• 1 - cos0 > 0 and v < 9, (5.7) 

a 2 > 0 =» l - c o s 0 > O . 

As 1 — cos 9 > 0 and cos 0 + 1 > 0 for all 0, then the one-point mixed collocation 

method w i t h c = 0 is stable if v < 9. 

Stabi l i ty for one collocation point c = 1 

Substituting c = 1 into (5.6), the stability equation is given by 

2 [ 0 2 [1 + cos0] + v2[cos0 - 1] 1 0* 
* \ 0 2 cos0 + ; / 2 [ l - c o s 0 ] j 0 2 cos9 + v2[\ — cos0] — 

The roots of the stability equation are 

1 f ( c o s 0 - l ) i / 2 + 0 2(cos0 + l ) 
[(COS0 - l ) i / 2 - 0 2 COS0] 

^ / ( c o s 0 - l ) [ ( c o s 0 - 1)(0'1 + */ 1) + 20 2(cos0 + 3 ) ^ 
± [ ( c o s 0 - 1)a/ 2 - 0 2 cos0] 
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Figure 5.2: Stability regions for the one-point mixed collocation method : c = 1 

Again, as P(v2\ 9) ^ 1, except for the exact case when v = 0, we look for where the 

modulus of the product of the roots are less than or equal to 1. Thus,, 

0 2 

and 

0 2 cos0 + i / 2 [ l - c o s f l ] 

• 0 2 cos0 + v2[l - cos0] > 92 •• 

0 2 cos0 + i / 2 [ l - c o s 0 ] > - 0 2 : 

< 1 

0 2 < v2 i.e. 0 < v, 

2 0 2[cos0 + l ] 
V > cos 0 - 1 

and as the last inequality is satisfied because the right hand side is less than zero 

for all 0, then the method is unstable when v < 0, i.e. w < k. 

Again, when v = 0, 

0 2 cos 0 ± \ / - 0 4 sin'2 0 
t± — TZ = cos 0 ± i sin 0. 

0 2 

Therefore, the modulus of the roots £± are equal to 1 and so the method is stable 

when v = 9. 

For v > 9, one approach is to substitute particular values for v and 0 into the stability 

equation above and solve for £ to see whether the method is stable ( |£ s | < 1). In 

figure 5.2, a dot is a stable point for where both and are less or equal to 1 

for particular values of v and 0. 

As we can see f rom figure 5.2. all the points satisfy v > 0 and so the one-point mixed 

collocation method wi th c = 1 is stable when v > 9. 
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T w o or more collocation points (s > 2) 

I f we apply the mixed collocation methods to the test equation y" = — w2y and 

rearrange, we obtain 

hzn+i J \ hzn 

where 

M ( U 2 - e ) - ! 1 - u * h T { I + y 2 A y l e 1 ~ " 2 b T ( / + " M ) _ l c \ (5 8) 
M ^ ^ - [ -vW{I + v>A)-ie l - ^ ( / + ^ A ) - c J ( 5 > 8 ) 

and the coefficients fej, di and depend on the steplength h. 

A characteristic equation of the form ^ 

e-2Rnm{u2-9)i + P{y'i-9)=Q 

is obtained where 

i ^ m ( ^ 2

; Q) = I trace M{v2-9) and P{v2-6) = det M{v2\9) 

and we can apply the stability theory for exponentially-fitted methods in chapter 3. 

5.1.2 Two Collocation Points 

Using Maple, the characteristic equation for two collocation points is 

£ 2 - 2 f l 2 2 ( i / 2 ; 0 ) f + P ( I / 2 ; 0 ) = O 

where the stability function is 

2 a0 + otyy1 + a2vA , . 

with 

a0 = 1, 

ai = {9[V cos(0c 2) - Q cos(0c,) + c 2 cos{9V) - c, cos(6>Q)] 
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+ sin(0c 2) - s in(f ld) - sin(0Q) + sin(9V) - 45} / ( 2 0 2 5 ) , 

a2 = {0[c!Cos(0Q) - c2cos{9V) + Qcos(0c t ) -Vcos{9c2) + 2(c 2 - Ci) cos 0] 

+25 + sin(0Q) - sin(0P) + sin(0ci) - s in(0c 2 )} / ( 2 0 4 5 ) , 
_ sin(0c 2) - sin(0ci) + 0[c2 cos(0ci) - ci cos(0c 2)] — 25 

_ sin(0ci) — sin(0c 2) + 9[c2 - cx + c\ cos(0c 2) - c2 cos(9c{)] + £ 
ft = ^ , 

and P(u2;9) is given by 

P p . Q = & + + ( 5 . 1 0 ) 

with 

r . 
Po = 1, 

- sin(0Q) + sin(0P) + 6[V cos(0Q) - Q cos(07>)] - 25 
Pi 

P2 

o2 

where 

0 2 5 
- sin(0P) + sin(0Q) + 9[c2 - cx + Q cos(0P) - V cos(0Q)] + 5 

0 4 5 
sin(0c 2) — sin(0c t) + 0[c 2cos(0Ci) — cx cos(0c 2)] — 25 

¥£ ' 
sin(0Ci) — sin(0c 2) + 9[c2 — ci + cL cos(0c 2) - c 2 cos(0C!)] + 5 

¥1 

5 = sin[0(c 2 - cy)}, V = 1 - ci and Q = 1 - c 2. 

As the collocation nodes are distinct, we require 0(c 2 — C\) ^ nn where n is a 

non-negative integer, for i ? 2 2 ( f 2 ; 0 ) and P ( i / 2 ; 0 ) to be defined. 

For an interval of periodicity we require P(v2\9) = 1. The series expansion of 

P{v2;9) about h = 0 is 

P(u2-0) = 1 + ~(c2 + c, - \){2cxc2 - C l - cz + 1)(A;2 - w 2 ) w 2 / z 4 

+ - ^ - ( c 2 + d - 1)(A;2 - w2){\Ak2c\c2 - 7k2c\ + 19A;2c2c2 - 40fc2c2,c2 

+3/c 2c 2 + \Ak2cxc\ + 8fc2c, - 34fc 2 C!C 2 + \9k2cxc\ + 8/c2c2 - 4/c2 - 7fc 2C2 
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+3k2c2

2 + 40w2c24 - 20w2c\c2 + I0w2c] - 2 0 w 2 d c 2 + l O w 2 ^ - 10tu 2c 2 

- l O w 2 ^ + 20w2clc2 - 10to 2c 2 - 1 0 w 2 c 2 c 2 ) w 2 / i 6 + 0 ( / i 7 ) . 

I f we take the collocation nodes to be symmetric, i.e. ci + c 2 = 1, then substituting 

the nodes back into the exact form for P ( f 2 ; 0 ) , we obtain P(v2;9) = 1. Therefore, 

for example, i f we set c\ = 0 and c 2 = 1, then P(v2\6) = 1 and the stability function 

is of the form R\\(v2; 9), that is the numerator and denominator are linear in v2. The 

mixed collocation method has order 2 for these particular values of the collocation 

nodes. 

When d = (3 - \ /3 ) /6 and c 2 = (3 + \ /3 ) /6 , then P(u2; 9) = 1 and we also obtain 

the highest possible algebraic order 4. Therefore, the pattern emerging appears to 

be that for a mixed collocation method to have an interval of periodicity, we require 

the collocation nodes to be symmetric. As yet, we have been unable to prove this 

for the general case. 

E x a m p l e : c\ = 0 and c 2 = 1 

For Ci = 0 and c 2 = 1, the characteristic equation is £ 2 — 2Rn(v2; + 1 = 0 where 

2 j 9 cos 9 — sin 9) 

2 _ 92 sin 9+ v2 (9 cos 9 - s i n f l ) _ + V \ 92sin9 J 
K n K ; 0 ) = 0 2 s in0 + ^ 2 ( 0 - s i n # ) 2 f fl-sinfl 

l + U | 0 2 s i n 0 

for 0 2 s in0 ^ 0. 

The coefficients in (5.1) are 

9 cos 9 — sin 9 9 —sin 9 
a0 = 1, cti = — , —, Pi = 

9'sm9 92sm9 

and a i and (3-y are undefined when 92 sin 9 = 0, that is when 9 — nir where n is a 

non-negative integer. 

The stability boundaries are given by (5.2) and so 

u = u±{6) = I - ( - - ) e'sine] ' 
y ' \ \9cos9-sin9±(9-sin9)J J 

file:///9cos9
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which are rearranged to give 

„+WJ I * * and M » ) = 0. 
+ v ; \ 2 s i n 0 - 0 ( c o s 0 + l ) J V ; 

From (5.3), as a0 = 1, we need to find values of 0 for which a.\ — /3\ = 0. From the 

coefficients cti and (3\, 

_ (cos0 - 1) _ - 2 s i n 2 ( 0 / 2 ) _ - tan(0/2) 
a i ~ h ~ 0 2 s in0 ~ 29sin (0/2) cos {9/2) ~ 9 ' 

and so oi\ — (3\ — 0 when 9 — 2rvn where n is a non-negative integer. 

When 0 = i / , 

_ , o . f 2 sin ^ + v2{v cos i / — sin v) * 
\v) = —r~. rn =—\— = C0Sl/-

vl sin v + v*\y — sin u) 

For 0 = n7r, 

„ , 9 . n 27r 2 sin(n7r) + v2{nn cos(n7r) — sin(n7r) | . , , 
A n ( i / 2 ; n 7 r ) = . ; — *; — • , A = cos(mr) = - 1 n , 

n it sin(n7r) + v*\nir — s in (wr)} 

so for n even, i ? u ( t / 2 ; nir) = 1 and for n odd, i2n( i / 2 ;n7r) = — 1 -

In figure 5.3, the stability region is shaded. The curves v = v+(6) are asymptotic to 

9 = 8.9868 and 0 = 15.4505 which are the zeros of ax + A - When r < 1, the length 

of the primary interval of periodicity is (0, h0) where ho decreases f rom 2\fZjw when 

r = 0 to TI/W as r —> 1, for fixed w. There is a succession of secondary intervals for 

r > 1 given by (2nir/k, (2n+ l)n/k), where n is a non-negative integer. The stability 

function has unit modulus when 0 = 2n7r and these lines do not affect the stability 

boundaries. We check that the value of the stability funct ion on the stability curves 

i / + (0 ) agrees wi th the value on the lines 0 = (2n + l)7r when the lines and curves 

touch. Along the curves v+{9), Ru{u\\9) = —1 and as R u ( i / 2 ; ( 2 n + l)7r) = - 1 , 

then this is satisfied. 

W i t h 9 = rv, 
( r 2 - I ) s i r i 0 + 0cos0 

i ? n K ; 0 ) ( r 2 - l ) s i n 0 + 0 

To investigate what happens as 0 —> nn, the values for which the method is unde-
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Figure 5.3: — # plot for two collocation points : c = 0 and 1 

fined, let 9 — nix + e where e is small. Then 

sin9 = sin(n7r + e) = ( —1)" sine and cos9 = cos(n7r + e) = ( - 1 ) " cose. 

Thus, the stabili ty funct ion becomes 

( r 2 - ! ) ( - ! ) " sin e + (mr + e ) ( - l ) n c o s e 

(r2 — 1)(—l) nsine + mr + e 

l ) n + ^ ; ( r 2 - l ) [ ( - l ) n - l ] 

e2 

Tin 

{ 2 [ ( - 1 ) " - 1] ( r 2 - l ) ( r 2 - 2) - ( - 1 ) V t t 2 } 
2n 27r 2 

- ( r 2 - 1) { 6 ( r 2 - 2 ) 2 [1 - ( - 1 ) 7 1 ] + n V [ ( - 1 ) " - 4]} + 0(e 4 ) 
e3 

6 n 3 

As e -> 0, Rn{v2\9) ->• ( - 1 ) " . For n odd, 

fl11(»/a;g) = - i - 2 c ( r 2 " 1 ) + Q ( 6 a ) 

and as e increases f rom negative to positive values, \Ru(u2; 9) \ increases or decreases 
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through 1 for r greater than or less than 1 respectively. For n even, 

,2 3 / 2 _ i i 

and as e increases f rom negative to positive values, | i 2 i i ( f 2 ; 9)\ < 1 for all r. 

We again check that the mixed collocation method for s = 2 reduces to the classical 

polynomial collocation method. For 5 = 2 w i t h C\ = 0 and c 2 = 1, the stability 

funct ion for the polynomial collocation method is given by 

For the mixed collocation method, the stability funct ion is 

F?MC( 2 f)\ = 9 2 s m d + v 2 ( d c o s e - s i n g ) 
1 1 KU ' ' 92sm9 + u2{9-sm9) 

for Ci = 0 and c 2 = 1 and as A; —>• 0, 

RMC(!.2.m . 1 - ^ / 3 _ 6 - 2 ^ 2 

Stabi l i ty function R22{y2;9) 

W i t h the choice of the end-points of the interval for the two-point mixed collocation 

method, the stability function is reduced to the fo rm 

When, for example, Ci = (3 — \ /3) /6 and c 2 = (3 + \ / 3 ) /6 , the stabil i ty function is 

of the form (5.9), a quotient of quadratics in v2. Assuming symmetric nodes have 

been chosen, the characteristic equation is given by 

e -2R22(v2;9)li + l = 0. 

Then, f rom Definition 3.4, the stability boundaries of -R22C^2; ^) are 

\R22W2;9)\ = -;U • ' = 1. 
1 + / W + / V 1 
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For R22(v2;9) = 1, we have 

q 0 + a\ul + q 2 / / = 1 + P\v2 + fti/ 

f rom which 

•(ai - ft) ± { ( a i - A ) 2 ~ 4 (a 2 - ft)(a0 - 1 ) } 1 / 2 

2(<*2 - ft) 

for q 2 ^ ft or 

ao — 1 = 0, ai — ft = 0 and q 2 — ft = 0. 

For i ? 2 2 ( ^ ; 0 ) = - l , 

q 0 + Oixi/ 2 + a 2 i / = —1 - fti/2 — ftt/4 

f rom which we obtain 

v 

for q 2 ^ - f t or 

(c*! + ft) ± {(ai + ft)2 - 4 ( q 2 + ft)(q0 + 1 ) } 1 / 2 

2(a 2 + ft) 

Q'o + 1 = 0, a i + ft = 0 and a2 + ft = 0. 

As we are taking u ( f f ) to be non-negative the stability boundaries are 

4 > ) -
-{ai - ft) ± { ( q L - ft)2 - 4 ( q 2 - ft)(q0 - 1 ) } 1 / 2 

2(a 2 - ft) 
(5.11) 

and 

«4 2 ) (*) = 
- ( o n + ft) ± { ( q L + ft)2 - 4 ( q 2 + 3 2 ) ( q 0 + 1 ) } 1 / 2 

2(0-2 + f t ) 
(5.12) 

Therefore the stability boundaries are the curves described by the equations v±\9), 

v±\0) and the lines corresponding to any values of 9 for which 

q 0 ± 1 = 0, ai ± P\ = 0 and a2 ± ft = 0. 
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We also consider any values of 9 for which the method is undefined. 

E x a m p l e : cx = (3 - y/3)/6 and c 2 = (3 4- >/3)/6 

As mentioned earlier, wi th cy — (3— \ /3) /6 and c 2 = (3 + \ /3 ) /6 , the highest possible 

order of 4 is obtained for two collocation points. The stabili ty funct ion is given by 

R ^ 9 ) - a o + a ^ + a ^ 

where 

ax = 

1 + fti/2 + p > 4 

a 0 = 1, 

c o s ( 0 / 2 ) { 6 ^ + ^/39B} - 39Asin(9/2) - \2AB 

69* AB ' 

cos(0/2){6.A + \/39B) - WAsm{9/2) - 6AB - V39 cos 6 y 

a 2 = WAB ' 
_ cos{9/2){<oA+\/?>9B} + WAsm(9/2) - \2AB 

P i — 

2 

692AB 

cos(0/2){6.4 + y/39B} + 39Asm(9/2) - 6AB - \fZ9 
Q94AB 

and we define 

A = sm(eV3/6) and B = cos(0v /3/6). 

The coefficients are undefined when 9 = y/3nn where n is a non-negative integer. 

Substitute a0 = 1 into (5.11) and (5.12) to find 

1/^(0) = 0 , u?\e) = 

and 

(5.13) 
\ | ( a 2 - / 3 2 ) 

,(2) 
(0) 

-(ay + A ) ± {(<*! + A ) 2 - 8 ( a 2 + & ) } 1 / 2 

N • ( } 

Substituting a\, cv2, j3\ and /?2 into (5.13) and (5.14), the stability curves are given 

by 

'(0) = O, vW{9) = 
3 0 M 1 1 / 2 

3A- v

/ 3 s i n ( 0 / 2 ) 
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and 

^ ( d ) - { 9 2 3 \ „ < » (6) - \ ™2A \ 
"+ { 6 ) - \ B - c o s ( 6 / 2 ) ] ' v~ { e ) - \ s A - ^ 6 c o s { e i 2 ) ) 

We also consider any values of 9 for which 

a0 - 1 = 0, a.\ - Pi = 0 and a2 — ft = 0. 

From the coefficients, 
- 8 i n ( 0 / 2 ) 

a i - ft = • 

a 2 - ft 

05 ' 

6.4sin(0/2) + \ /3cos0 - \/3 

and ax — ft = 0 when 9 = 2n7r where n is a non-negative integer. Also a2 — ft = 0 

when 0 = 0, 2TT, 11.7159, 4TT, 6TT, 20.3578,.... 

When 9 = v, 
2 1 + otiv2 + a2vA 

= T T ^ T f t ^ 

where the numerator of i ^ ^ 2 ; ^) is 

1 - { - c o s ( i / / 2 ) ( 6 ^ + >/3J/B) + 3i/.4sin(i//2) + 1 2 4 # } 

1 F\ 
--—{cos{vl2){%A + \flvB) - 3 i M s i n ( W 2 ) - 6.4S - V3 i / cos i / | = V 

6.45 J 6 4 B 

and the denominator is 

1 - { - cos(i//2)(64 + y/ZuB) - 3iMsin(i/ /2) + \2AB\ 

1 /3 y 
-rr-r75 {cos(»/2)(6A + V^uB) + 3iMsin(i/ /2) - 6AB - \ /3 i4 = jr^L. 

\sAB y > QAB 

Therefore, R^i^2;^) = cost/. 

When 9 = 2mr, 

cos(0/2) = cos(n?r) = (-1)", sin(0/2) = sin(?Z7r) = 0 and cos0 = 1, 



CHAPTER 5. STABILITY ANALYSIS 116 

so 

and 

« 2 = 02 = 

Q92AB 

- 1 
{ ( - l ) n ( 6 . 4 + \/Z6B) - 6AB - y/w} . 

Therefore, R22(u ; 2r»r) = l + + ^ = 1-

16 18 20 

Figure 5.4: f — 9 plot for two collocation points : c = and 

The stability regions are shown in figures 5.4 - 5.7. In figure 5.4, the curves vL{9) are 

given by ( + ) , v\{9) by (.) and v2_{9) by (*). Figures 5.6 and 5.7 are enlargements 

of sections of figure 5.5. The curves v = v± (6) are asymptotic to lines of constant 9 

corresponding to the zeros of a2 + @2 of which the first five are 9 = 0, 7.9668, 9.6709, 

15.9335, 16.1400, . . . The curves v = v(_}]{9) are asymptotic to 9 = 11.7159 and 

9 = 20.3578, which are the zeros of a 2 — /32- Since l i m ^ o = 6, l i m ^ o v+\0) — 

2^3 and lim0_>o V- (9) = 3, the primary interval of periodicity is (0, ho) where ho 

increases from 3/iu when r = 0 to n/w when r = 1, for fixed w. There is a 

secondary interval of periodicity given by (2\/3/w,6/w) when r = 0 and the length 

of the interval increases to (ir/w, 2n/w) as 7- —> 1, for fixed w. 

A number of 'apparent' inconsistencies take place in figure 5.5. Along the curves 

v = u^(9) and the lines 9 = 2n, ATT and 67r, the value of the stabili ty function is 
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Figure 5.5: v — 9 plot for two collocation points : c = 3 ^ and 

1, whilst along the curves u = v+\9) and v = v^(9), the stabili ty function is -1 

and the latter curves coincide w i t h v = z ^ ( 0 ) and the lines 9 = 2TT, ATX and 6n at 

certain points in the figure. Again, the reason for this is that the stability function 

is undefined at these points. In figure 5.5, the curves u{9) are plotted ( + ) which are 

where the denominator of i ? 2 2 ( ^ 2 ; 9) is equal to zero and they are given by 

v = v{9) = 
-Pi ± V ^ i - 4 f t 

2 f t 

1/2 

for ft 7^ 0 where 

01 = 
cos(9/2){6A + V39B} + 3 M s i n ( 0 / 2 ) - 12AB 

ft = -

and as before 

692AB 

cos(0/2){6,4 + V39B} + 30,4sin(0/2) - 6AB - y g g 
WAS 

A = s in(0\/3/6) and £ = cos(0\/3/6). 

From figure 5.5, the curves v(9) pass through the points where the inconsistencies 

arise. 
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5 

to 

1 
0 5 1 5 2 5 3 5 4 5 

Figure 5.6: v — 6 plot for two collocation points : c = ^ £ and 

IS.fi 
i 
t 

15 75 

i 

IS 7 

7- f 15 65 

l l f i i i 
156 

1 15 55 

15.5 

I t 15.45 

............ ...... 15 
• L 

15.3£ 

i 
t 15 

12 125 13.5 145 15 155 165 17 13 14 1fi 

3 - \ / 3 3 + v ^ Figure 5.7: u — 9 plot for two collocation points : c and 

When v = 9/r, the stability funct ion becomes 

er0 + <7i r 2 + er2 r 4 

it = r j 
uj0 + u>i rA 4- cu2 r 4 

where 

cr0 = 3 Si - 6 5 2 C 3 + \/3 0 cos 9 - V3 9 C2 C 3 + 3 9 S2 S3, 

tri = 6 5 2 C 3 - 3 0 S2 S 3 + \/3 0 C2 C 3 - 6 S i , a 2 = 3 S i , 

W o = ^39 - 39S2S3 - V39C2C3 + 3 S 1 - 6 S 2 C 3 , 

ux = 3 0 S 2 S 3 -6Si + V39C2C3 + 6S2C3, oo2 = 3SX 
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and 

S t = s i n ( ^ 0 V 3 ) , S2 = sm{\eV3)t S 3 = s i n ( ^ 0 ) , 
0 0 I 

d = c o s ( ^ 0 \ / 3 ) , C 2 = c o s ( ^ 0 \ / 3 ) , C 3 = c o s ( ^ ) . 
1 b 2, 

The coefficients a t , a 2 , Pi and ft are undefined when 9 = \fZn-K and we investigate 

what happens to the stability function for 9 = \ / 37r , 2\/37r and 3\/37r. 

For 9 = X/3TT, 

2. m _ C 2 - 4 - \ / 3 7 r £ ) ( r 2 - 1) + ?r cos(\/37r) 

( 2 4 + ^ 7 r £ ) ( r 2 - 1) +7T 

where 

A = cos(\/3?r/2) and # = sin(\/37r/2). ^ 

In figure 5.5, the line 6 = >/3vr crosses the curves and v^(9) at // = 6.2249 

and i / = 3.488 from which r = 0.8741 and r — 1.5600 respectively. 

For 0 < r < 0.8741, \R22(v2; > 1, for 0.8741 < r < 1.5600, \R22(v2; V3TT)| < 1 

and for r > 1.5600, \R22(v2; \Z37r) | > 1 which satisfies the stabili ty regions. 

For 9 = 2\/37r, 

fl22("2;0) = 
2 - c o s ( \ / 3 7 r ) ( r 2 - 1) + cos(2\/37r) 

- c o s ( ^ 7 r ) ( r 2 - 1) + 1 

and the line 0 = 2y/3n crosses the curves v+\9) at v = 8.4311 f rom which r = 

1.2908. 

For 0 < r < 1.2908, \R22{u2- 2>/3TT)| < 1 and for r > 1.2908, | H 2 2 ( i / 2 ; 2X/3TT)| > 1 

which satisfies the stability regions. 

For 9 = 3\/37r, 

2 _ [ (24(3 - 4 4 2 ) + 3\/37ri3(44 2 - 1)] ( r 2 - 1) + 6TT4 2 (4,4 2 - 3 ) 2 - 3TT 

' ^ ~ [ (24(3 - 4 4 2 ) - 3S/3TTB{4A2 - 1)] ( r 2 - 1) + 3TT 

where 

A = cos(\/37r/2) and 0 = sin(>/37r/2). 

The line 0 = 3\/3V crosses the curves u^(9) at /y = 13.1112 from which we obtain 

file:///fZn-K
file:///Z37r
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r = 1.2451. 

For 0 < r < 1.2451, \R22(v2; 3\/37r)| < 1 and for r > 1.2451, \R22{u2\3>/37r)| > 1 

which again satisfies the stability regions in figure 5.5. 

Therefore, the lines 9 = \fZn-n, n — 1,2 and 3 do not need to be included in figure 

5.5 as they satisfy the stability regions. 

To investigate what happens as 9 —» 2n7r, let 9 = 2nn + e. We consider separately, 

9 = 27T 4- e, 9 = 47r + e and 9 = 6TT + e. 

W i t h v = 9/r and 9 = 2nn + e 

o f „ 2 . ^ = 1 3 ( 3 n ( - l ) w ™ r ( r a - 1)€ f 2 

' [ ( - l ^ n ^ - ^ + l l ^ n T r + S C - l ^ Q n l r 2 - ! ) ] k ' 

where 

Q„ = sin(n7r/ \ /3) and V n = cos(n7r/\/3). 

C a s e i) 9 = 2TT + e. 

When 0 = 27T + e is substituted into the stability funct ion R22(v2] 9) then 

ff r , y 2 - m - 1 + 3 Q l 7 r ( r 2 - l )e 2 

As e -> 0, R22{v2\9) -»• 1. 

We look for the values of r for which the coefficient of e is undefined. Therefore, 

Vi + l ^ 1 / 2 

7 M r 2 - l ) - l = 0 =• r = = ^ -3.15596 

and 

3 Q 1 ( r 2 - l ) - v / 3 7 r = 0 => r = | 3 g l

3 + ^ 7 r | 1 / 2 = 1.69372. 

For e small, as e increases from negative to positive values, 

i) for r < 1, \R22{v2\9)\ decreases through 1, 

ii) for 1 < v < 1.69372, \R22{u2\9)\ increases through 1, 

i i i) for r > 1.69372, \R22(u2;9)\ decreases through 1. 

file:///fZn-n


CHAPTER 5. STABILITY ANALYSIS 121 

Case ii) 6 = 4n + e. 

When 6 = An + e is substituted into the stability function i ? 2 2 ( ^ 2 ; #)> 

d r „ 2 - ^ - l 6Q 27r(r 2 - l)e 2 

A s e - > 0 , R-n{y2\6) -> 1. 

Again we look for the values of r for which the coefficient of e is undefined. Therefore, 

1 /2 

V2{r2 - 1) + 1 = 0 => r = ^ ? 2 ~ * } = 1.45978 

and ^ 

2v/37r + 3 Q 2 ( r 2 - l ) = 0 =• r = { ^ | = 2.96078. 7. 

For e small, as c increases from negative to positive values, 

i) for r < 1, | -R 2 2 (f 2 ; 0)| decreases through 1, 

ii) for 1 < r < 1.45978, |/£ 2 2(/^ 2; 0)| increases through 1, 

iii) for 1.45978 < r < 2.96078, | i? 2 2 (^ 2 ;0) | decreases through 1, 

iv) for r > 2.96078, | # 2 2 ( f 2 ; 6>)| increases through 1. 

Case iii) 6 = 6ir + e. 

Finally, substituting 6 = 67r + e into the stability function i ? 2 2 ( i / 2 ; 6), 

m [ P 3 ( 7 - 2 - l ) - l ] [ 3 Q 3 ( r 2 - l ) - 3 v / 3 7 r ] V ' 

As e -> 0, fl22(i/2;0) -> 1. 

The coefficient of e is undefined when 

7 > 3 ( r 2 - l ) - l = 0 =» r = | ^ - | =1.58152 

and 

3 Q 3 ( r 2 ^ l ) - 3 > / 3 7 r = 0 r = ( 3 g 3 + 3 ^ 7 r \ = >/-6.29571. 
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For e small, as e increases from negative to positive values, 

i) for r < 1, \R22(v2', @)\ increases through 1, 

ii) for 1 < r < 1.58152, | .R 2 2 (i; 2 ; 0)| decreases through 1, 

iii) for r > 1.58152, | i? 2 2 ( i / 2 ; 0)| increases through 1. 

We check that the mixed collocation method for s = 2 reduces to the classical 
polynomial collocation method. For two collocation points with the values c\ = 
(3 — \/3)/6 and c2 = (3 + \/3)/6, the stability function for the polynomial collocation 
method is 

pC 2 432 - 192i/2 + 7z/ 
432 + 24i/2 + f 4 

For the mixed collocation method, as k —> 0, 

«o ^ . * 2 -> ^ A -4 1 A ^ 

and the stability function reduces to 

p M C , 2. ^ . 1 - I"2 + ^ _ 432 - 192i/a + 7// 
K22 V x + ^ 2 + ^ - 432 + 24^ + ^ 

as required. 

5.1.3 Three Collocation Points 

As for the one-point and two-point mixed collocation methods, we require P{v2\ 0) = 
1 for the method to have an interval of periodicity. This is satisfied if symmetric 
nodes are chosen, i.e. if C\ + c3 = 1 and c2 = 1/2. 

It is possible to obtain a stability function which is a quotient of two cubics in v2. 
For example, if cx = (5 - >/l5)/10, c2 = 1/2 and c3 = (5 + \ / l5) /10, then the 
stability function is of the form R33(u2\6) but the algebra is complicated. The best 
way to see whether the method is stable for a particular problem is to substitute 
a range of values of v and 8 into the amplification matrix (5.8) and check to see 
whether the modulus of the roots of the characteristic equation are less or equal 
to 1. For the rest of this section we consider the stability of the method when the 
collocation nodes are the end-points cx — 0, c2 = 1/2 and c3 = 1. 
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Example 

Substituting Cy = 0, c2 = 1/2 and c3 = 1 into the formulae for M(v2;9), (5.8), the 

characteristic equation is 

The stability function is given by 

2 _ a 0 + o ^ 2 + a2vi , . 
R n i y J ) - 1 + ^ 2 + ^ 4 M S ) 

where 

ao = 1 

_ cos2(0/2)(16 + 302) + 02cos(0/2) + 2 0 s i n 0 - 292 - 16 f 

a i ~ 80 2sin 2(0/2) 

sin0(302 + 8) + 80cos(0/2) - 4sin(0/2)(0 2 + 4) + 0 3 - 29 cos2(0/2) (0 2 + 4) 
1604sin(0/2)(cos(0/2) - 1) 

cos2 (0/2) (16 - 02) + 92 cos(0/2) + 20sin0 + 202 - 16 

<*2 

s i 

802 sin 2 (0/2) 

sin0(02 - 8) + 80cos(0/2)(cos(0/2) - 1) + 4sin(0/2)(4 - 0 2) + 0 3 

-160 4sin(0/2)(cos(0/2) - 1) 

and the coefficients a>i, Pi, a2 and /?2 are undefined when 0 = 2n7r where n is a 
non-negative integer. The stability function R22{v2\9) may also be written as 

24sin(0/2) [2B - Ccos(fl/2)] + 2*/20cos(0/2) [5cos(0/2) - 4.4] - u493 

-2A sin(0/2) [2V - £ cos(0/2)] + %v29A cos(0/2) [cos(0/2) - 1] + i / 4 0 3 ( ' } 

with 

^ ( j , 2 ; 0) = („ 2 - 0 2), B{u2-9) = {y292 + Av2 - 40 2), 

C(t/2; 0) = (3^ 20 2 + 8/Z2 - 80 2), V(v2;9) = {v292 - Au2 + 40 2), 

£ ( i , 2

; 0) = ( „ 2 0 2 - 8i/ 2 + 80 2). 

As ctQ = 1, after some simplification 
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_ cos2(0/2) [02 + 16] + 20sin0 + 02cos(0/2) - 16 

4sin(0/2) - 0[1 + cos(0/2)] 
802 sin(0/2) 

80cos(0/2) [1 - cos(0/2)] + sin0 [02 + 8] - 16 sin(0/2) - 0 3 cos2(0/2) 

« 2 - ,#2 = 

RQrnnff)/ 
a2 + fc = 804sin(0/2) [cos(0/2) - 1] 

Therefore, the stability boundaries given by (5.13) and (5.14) are 

4 1 } (0) = o, v[l\9) = \ 
402 sin(0/2) 

4sin(0/2) - 0 [ 1 + cos(0/2)] 

and 

where, if we define p = cos(0/2) and q = sin(0/2), then 

Xi = {p- 1) { l6 (p 2 - 1) + 02p(p + 1) + 20sin0 + 0 2(p 2 - 1)\/VV} , 

* 2 = (p - 1) {-16(p 2 - 1) - 02p(p + 1) - 20sin 0 + 0 2(p 2 - 1) \ /W } , 

* = { 8 ( p - l ) + 0 2 p } { 2 ( p 2 - l ) + 0p<7} 

and 
W - retain \cosW2)(02 - 16) + 16 + 0 2 - 80sm(0/2) } 

- [U/Z) | 6 2 { c o s { e / 2 ) _ i ) ( c o s 2 ( ^ / 2 ) _ 1 } } • 

When 0 = i / , we have .4 = 0, B = v\ C = 3t/4, V = u4 and £ = u\ and from (5.16), 
the stability function is 

r> t 2 \ { 2 ^ c o s 2 ( / / / 2 ) - i / 7 | 
R22 {y \ v) = - < > = COS V. 

When 0 = 2TMT, 

/? 2 2 (^ ;0) = 1. 

In figures 5.9 - 5.12, the stability regions are shaded for C\ = 0, c2 — 1/2 and c3 = 1. 
In figure 5.8, the stability curves i / l ) (0 ) are given by (+) , v{+{0) by (*) and i / 2 ) (0 ) 
by (.). Figures 5.10 - 5.12 are enlargements of sections of 5.9. The curves v = i/_^(0) 
are asymptotic to lines of constant 0 = 17.9736,..., corresponding to the zeros of 
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a2 — ft. Also the curves v — v± (8) are asymptotic to the lines 6 which are the zeros 

of a 2 + ft and ai + ft. The first three zeros of a2 + ft are 0 = 0, 9.5851,15.4505,... 

and for ax + ft, we have 8 = 0,9.8254,15.6076,.... As 8 -> 0, i / l , ( 0 ) -> 4\/3, 

v+\d) —» 2\/3 and i/ 2^(0) —»• y^48/5. For r < 1, the primary interval of periodicity 

is (0, h0) where h 0 = when r = 0 and increases to 7r/ui as r —>• 1, for fixed 

to. There is a second interval of periodicity given by (2\/Z/w, Ay/^/w) when r = 0 

which increases to (TT/W,2TT/W) as r —> 1. The stability function has unit modulus 

when 8 = 4n7r and these lines do not affect the stability boundaries. 

1 
i -

1 - s 

s 

/• 

o -

B -

6 - s. \ • 

1 ^ • 4 - \ 1 X > 

\ / • 
[• • s 

2-
0^ 1 I t J 
0 2 4 6 8 10 12 14 16 18 20 

n u 

Figure 5.8: ^ — 0 plot for three collocation points : c = 0, 1/2 and 1 

Again, a few 'apparent' inconsistencies occur in figure 5.9. There are a number of 

points where a curve on which the stability function has value 1 intersects another 

curve or line on which the stability function has value - 1 . The curves v = 9(8) given 

by (+) in figure 5.9 are where R22{v2\8) is undefined and these curves touch all the 

points where the inconsistencies occur. 

To investigate what happens as 8 -> 2n7r, the values for which the method is unde­

fined, let v = 8/r, 8 = 2mr + e. The following calculations were done using Maple. 

After some simplification, the stability function is 

/? (0 2 / r 2 ; 2mr + e) = R0 + R{t + R,2t2 + 0 ( e 3 ) 
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Figure 5.9: v — 9 plot for three collocation points : c = 0, 1/2 and 1 

where 

n2?r2 + 2 ( r 2 - l ) [ ( - l ) n - 1] 

and 

1 n4?r4 + 67r2(r2 - l ) 2 [ ( - ! ) " - l ] n 2 + 8(r 2 - 2) ( r 2 - l ) 2 [ ( - l ) n - 1] 
2 " 2 {n27r2 + 2 ( r 2_ 1) [ ( -1)« - l ] } 2 

For n even, i.e. 9 = 47r, 87r, 127T, ... 

/? 2 2(^ 2;0) = 1 - I e

2

 + O(6 4) 

therefore I-R22(̂ 2; 0)| < 1 for all r and e small. 

For n odd, i.e. 9 = 2ir, 6ir, lOir,... 

Now, 4(1 - r 2 ) + n 2 7r 2 = 0 when r = ( > / ! + n 2 7r 2 ) /2 . For ra = 1 or 0 = 27r 4- e, as e 
increases from negative to positive values, 

i.) for r < 1, |i?22(^2;^)| decreases through 1; 
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Figure 5.10: v — 9 plot for three collocation points : c = 0, 1/2 and 1 
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Figure 5.11: v — 9 plot for three collocation points : c = 0, 1/2 and 1 

i i . ) for 1 < r < (vT+~7r2)/2, |-R22(̂ 2;#)| increases through 1; 

i i i . ) for r > (\/4 + 7r 2 ) /2 , I ^ C ^ 2 ; Q ) \ decreases through 1. 

For n = 3 or 9 = 6TT + e, we have that as e increases from negative to positive values, 

i . ) for r < 1, |i?22(^2;#)| decreases through 1; 

i i . ) for 1 < r < (\/4 + 97r2)/2, \R22{v2',9)\ increases through 1; 

i i i . ) for r > (\/4 + 9TV2)/2, |-R22(^2;^)| decreases through 1. 

Our final check is that the stability function for the mixed collocation method re­
duces to the corresponding polynomial collocation method as the fitted frequency 
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75 

S 
: 

6 

IS 6 • •: '7 15 '. 1i; 

Figure 5.12: v — 9 plot for three collocation points : c = 0, 1/2 and 1 

k —>• 0. Thus, as k —> 0, 

Therefore 

7 1 1 
a0 -> 1, a i - — , a 2 ->• — , A -+ — and /32 -> 1288. 

lb 7z lb 

2 2 v ' y \ 288 + 18i/2 + uA J 

which is the stability function for the corresponding polynomial case. 



Chapter 6 

Extension of the Mixed 
Collocation Methods 

6.1 Method I 

The trigonometric functions cos kx, sin kx and the monomials xl,i = 1 , . . . , s — 1 are 
the basis functions for the mixed collocation methods. In this section, we study an 
extension of the mixed collocation methods where the functions x cos kx and x sin kx 
are included in the basis. Ixaru and Rizea [37] showed that when a combination of 
products of polynomial and trigonometric functions were used in their methods, 
they obtained more accurate results for the solution of the Schrodinger equation. 
Another motivation behind doing this is so that we have a method which is exact 
for problems such as the almost periodic problem studied by Stiefel and Bettis [67] 

z " = - z + O.OOle'1, 2(0) = 1, z (0) = 0.9995i, z € C 

which has exact solution 

z(x) = e l I ( l - 0.0005ix). 

If we set z = yy + i y 2 , then the differential problem can be written in the equivalent 
form 

y" = - y i + 0.001 cosx, y, (0) = 1, y[{0) = 0 

y'± = -y2 + 0.001 s in i , y 2(0) = 0, y'2(0) = 0.9995 

129 
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with the exact solution given by 

yi(x) = cosx + 0.0005a;sinx and y2{x) = sinx — 0.0005a;cosx. 

Therefore, consider approximating the solution y(x) of problem (1.1) on the interval 

[a^Xn+t] by a function of the form 

s - 3 

u(x) = [a0 + ait] cos(kt) + [b0 + M ] sin(fct) + ^ rtf (6.1) 

i=0 

where t = x — xn. 

Using a collocation method based on the s distinct collocation points . 

•En+Cj — Xn -f- Cjh, j — 1, . . . , S 

where 0 < C\ < c2 < . . . < cs < 1, then we have the initial and collocation conditions 

u ( x n ) = Vn, U'(xn) = Zn 

and 

u"(xn + Cjh) = f ( x n + Cjh, u(xn + Cjti)), j = 1 , . . . , s. 

Differentiate (6.1) with respect to x twice to give 
5 - 3 

u'(x) = [cii + kb0 + kbit] cos(kt) + [bi — ka0 — kayt] s'm(kt) + ^ irit1 _ 1 

t=i 
5 - 3 

u"(x) = k[2bi - ka0 - ka^] cos(kt) - k[2ax + kb0 + kbit] s'm(kt) + - l)ritl 

i=2 

where t — x — xn. 

Thus, the initial and collocation conditions are 

{ a0, s = 2, I ci\ + b0k, s — 2 and 3, 

2 " = \ 
a0+r0, s > 3, [ ai+b0k + r u s > 4. 

and 

F(cj) = k {2b\ — ka0 — aiOcj} cos(9cj) 
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s - 3 

-k {2ai + kb0 + b\6cj) sin(0Cj). 4- ^ ~ l ) r t ( c j ^ ) 1 2> i = 1> • • •> s 

t=2 

where F(c_,) = / ( z n + Cjh, u(xn + c^/i)) for j = 1 , . . . , s and 0 = fc/i. 

For s > 4, the system of equations can be written in matrix form A'x.' = b' where 
x' and b' are s + 2 dimensional column vectors given by 

x' = [a 0, ai, b0, bi,r0,ri,..., r s _ 3 ] T , 

b' = [yn,z n,F(Cl),F(c2),.. •,F(cs)f 

and A1 is an (s + 2) x (s + 2) matrix given by 

f 1 ° 0 0 1 0 .. 0 \ 
0 1 k 0 0 1 .. 0 

A' = •^3,1 ^ 3 , 2 A' 
^ 3 , 3 

A' 
•^3,4 

0 0 .. A' 

A' A' A' A' 0 0 .. A' 

\ A's+2<i A's+22 
A' A' 0 0 .. • • / i s + 2 , s + 2 / 

where for j = 1 , . . . , s 

A'j+2ii = -k2 cos(0Cj), A' 
^ j + 2 , 2 

= -k9cj • cos(0Cj) — 2k sin(8cj), 

and 

•4.J+2.3 = — k2 sin(0Cj), ^4 j + 2 ) 4 = —k6cjS'm(9cj) + 2kcos(9cj) 

A'J+2il+2 = (l-3)(l-4)(C]hy-5, j = l,...,s, l = 3,...,s. 

One can see that the matrix A' is slightly more complicated than the matrix A in 
section 4.1.2. The first four columns involve trigonometric functions and a lot of 
work is needed to obtain general formulae for this problem when looking at more 
than two collocation points. The following work is based on a 2-stage method (s = 2) 
and a study of order conditions and stability follows. 
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Two collocation points s = 2 
For s = 2, we obtain the system of equations ,4'x' = b' where 

A' 

1 0 0 0 ^ 
0 1 k 0 

4 ' 3 ,2 4 ' 3 ,3 

A'A,2 4 ' 4 ,3 

x' = [ao, ai, 60, h]T and b' = [yn, zn, F(ci) , F(c2)]T. 

Rewriting the initial conditions, the system can be easily solved to find 

OO = Un, % = - , 

a-i = -j^Vn + V2zn + hV3fn+Cl + hVifn+C2 

with 

vL = -e2 Qsm{6V) +Vsin(6Q)\ \ 6V[cos(9Q) - cos(0P)] - 4sin(07>) 

= o f 9°2 s i n ( g c 2 ) ~ 2
 c o s ( g c 2 ) 1 y _ 2 f sin(gd) - 2cos(gcx) 

eg eg 

and 

H , = Q | 2 s i n ( g p ) + fl?[cos(0P) + cos(flQ)] | w^djVsm(eQ)-Qsm(eV) 

W3 = 2 
sin(0c2) + 9c2 cos(0c2) W 4 = - 2 

sin(0ci) + 0Ci cos(#Ci) 
eg 

where V = c2 - ci, Q = c2 + C i , 0 = kh and 

= 2[2 + e2

Clc2) sin(0P) + 30P cos(0.P) + 0P cos(0Q) 

where Q ^ 0. 

Let y „ + i , 2 n + i and y , 1 + C j for j = 1,2 be approximations for the exact solutions 
y{%n + h), y'{xn + h) and y(xn + Cjh) respectively. Then the two-point collocation 
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method which fits the functions [sin kx, cos kx, x sin kx, x cos kx] exactly, is given by 

yn+i = [a0 + aih]cos9 + [b0 + bih]sin8 

z n + 1 = [ai + k(b0 + bih)] cos 0 + [bi — k(a0 + a\h)] sin 8 

Vn+cj — [CLQ + aiCjh]cos(6cj) + [bo + biCjh]sin(6cj). 

(6.2) 

The coefficients o 0 , ai, b0 and 6i can then be substituted into (6.2) to give the 

formulae for the two-point method. The method can be written in the form 

y n + 1 = Aiyn + A2hzn + A 3 h 2 f n + C l + A A h 2 f n + C 2 

zn+i = -j^y-n + B2zn + B 3 h f n + C l + B 4 h f n + C 2 

(6.3) 

= V x y n + V2hzn + V 3 h 2 f n + C i + V A h 2 f n + C 2 

yn+C2 = QiVn + Q2hzn + Q 3 h 2 f n + C l + Q A h 2 f n + C 2 

where f n + C j = f{xn + Cjh,yn+Cj) and Ai, Bt, Vi and Qi are given in Appendix B.2 for 
arbitrary C\ and c2. Also in Appendix B.2 is a Maple program to find the extended 
mixed collocation method for s collocation points. We have successfully found the 
methods for up to 3 stages. 

Example : Ci = 0 and c2 = 1 

The formulae for the two-point extended mixed collocation method with points 

c i = 0 and c2 = 1 can be written in the form (6.3) with V l = 1, V2 = V3 = VA = 0 

and Qi — Ai for i = 1 , . . . , 4. The coefficients are given along with the series 

expansions about 9 = 0. 

A, = 
9 + cos 9 sin 9 

A, 
9 — cos 9 sin 9 

¥1 

9* 

1 292 

3 + 4 5 + 

A2 = 
2sin20 

9E 
704 

1 -I h . . . 
360 

_ sin 0 - 0 cos 0 _ 1 702 
A" ~ W~£ ~ 6 + 180 + 

0 3 - 0 s i n 2 0 04 

B ^ 2E = 12 + 
Bo 

0 + sin 0 cos 0 i 0 4 

1 + 24 + 
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0 2 + sin20 _ 1 0 2 _ sin 9 _ 1 0 2 

29£ - 2 + 1 2 + - - ^ - ^ ~ 2 + T 2 + - - -

where 9 = kh and £ = sin 0 + 6 cos 0. 

The method is undefined when 0 = 0 or sin 0 + 9 cos 9 = 0. Substituting the 
expressions for the expansions of the coefficients back into the method we obtain 
the following approximations for y n + 1 and z n +i , 

f, *M i L 704 1 L 2 f 1 2021 , l 2 f l 702 1 , 

y n + 1 - | i + _ | f c + ft|i + _ | ^ + ^ | - + _ | / n + fc*|- + _ | / l H . l 

0 4 L 0 41 , f i 0 2 ) , L f i 0 21 r 

and as A; —» 0, the mixed collocation method reduces to the corresponding polyno­
mial collocation method for 2 collocation points (2.16) with c\ = 0 and c2 = 1. 

Example : cx = (3 - >/3)/6 and c2 = (3 + >/3)/6 
The formulae for the two-point mixed collocation method with collocation nodes 
c\ = (3 — \/3)/6 and c2 = (3 + \/3)/6 are given by (6.3) and the coefficients Ai, B(, 
Vi and Qi are listed in Appendix B.2. The coefficients are very complex even for 
2-stages when the collocation points are the Gauss nodes. 

Using Maple to find the series expansions of the coefficients about 0 = 0 the coeffi­
cients reduce to 

A i A i A 3 + ^ . 3 - > / 3 Ai -> 1, A2 -> 1, As -> , A -» , 

tft^O, B 2 - > 1 , S 3 - > 1 

, ^ 3 - N/3 ^ 1 _ 5 - 3 \ / 3 
6 36 36 

n i n 3 + \ / 3 ^ 5 + 3\/3~ 1 
6 36 36 

and we obtain the polynomial collocation method (2.16) with Gauss points for the 
collocation parameters as k —> 0. 
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6.1.1 Order Conditions 

Using the idea of the residual with the exact values of the solution and its first 
derivative at xn, the difference operators for the mixed collocation method I with 
two collocation points (6.3) are given by 

Li[y] = y(xn +h) - Axy(xn) - A2hy'(xn) 

-h2[A3f(xn + cxh, Yx) + A i f ( x n + c2h, Y2)} 

I^Av] = y'{xn + h)- -£v(xn) - B2y'{xn) 

-h[B3f(xn + cxh, Yx) + B4f(xn + c2h, Y2)} 

where 
J . 

Yi = V i y { x n ) + V2hy'{xn) + V3h2f{xn + cxh, Yx) + VAh2f{xn + c2h, Y2), 

Y2 = Qxy{xn) + Q2hy'{xn) + Qsh2f(xn + cxh, Yx) + Q4h2f{xn + c2h, Y2). 

Substituting the coefficients Ai, Bi, V{ and Qi into the difference operators above 
and using a Taylor expansion in powers of the steplength h we obtain 

hA 

LM = 34(1 - 2 c i - 2 c 2 + 6cic2] [ f x x + 2fxyy' + f y y [ y f + f y f + 2k2f + k4y} 

+ 360 [ 3 ~ 1 0 C ' " 1 0 c * " 1 0 C l C 2 + 3 0 c i C 2 ( C l + ° 2 ^ { f*™ + 3 / * v / + fyV' + fyyyiy? 

+ 3 / x W ( y ? + 3 / I i y y ' + f y f x + 3 f y y f y ' + 2k2(fyy' + f x ) + k4y'} + 0(h6) 

and 

Hv\ = T^[2 - 3 C l - 3c2 + 6c l C 2 ] { f x x + 2fxyy' + f y y [ y f + /„/ + 2k2f + k4y) 

+ — [\-2c\-2c2-2clc2 + Aclc2{cl+c2)\ { f x x x + 3 f x y f + f2y' + f y y y [ y f + 3 f x y y [ y f 

+ 3 / I I y y ' + f y f x + Z f y y f y + 2k2(fyV' + f x ) + k\j'} + 0(h6) 

where y' = y'(xn), f = f{xn,y(xn)), f x = fx{xniy(xn)), f y = fy(xn,y(xn)) etc. 
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For algebraic order 3, we require 

2 - 3 C l - 3c2 + 6c l C 2 = 0 ci = ^ 1, (c 2 7̂  1/2) 

oc2 - 6 

and for order 4, we require 

3c2 - 2 
Ci = — — and 1 — 2ci — 2c2 + 6ciC2 = 0 

6c2 - 3 
from which 

9 3 ± V3 
6c^-6c 2 + l = 0 =• c 2 = — - — . 

6 
Therefore, as Lx[y\ = 0(hA) and L2[y] = 0(h3) for arbitrary C\ and 02, we have a 

default order of 2. When the collocation points are the Gauss nodes, then LI[T/] = 

0 ( h b ) and L2[y\ = 0 ( h 5 ) , and the highest possible order of 4 is obtained. 

6.1.2 Stability 

Example : c\ = 0 and c2 = 1 

Applying the method (6.3) to the test equation y" = —w2y with V\ = 1, V 2 = P 3 = 

V4 = 0 and Qi = Aj for i = 1 , . . . , 4 we obtain 

2/n+i = «4i!/„ + Af tzn - A3is2yn - A ^ 2 y n + i (6-4) 

hzn+i = Bxyn + B2hzn - B 3 i / 2 y n - B A v 2 y n + l (6.5) 

where v = 

Rewrite equation (6.4) as 

y n + 2 = A i / n + i + A2hzn+i - Azv2yn+\ - A4u2yn+2 

and then substitute (6.5) for z n + i . We can eliminate zn using (6.4) to obtain 

{ l + v 2 A A ) yn+2 - {Av + B2- U2(A3 + A2BA - AAB2)} yn+i 

+ {AVB2 - A2BX + »2(A2B3 - A 3 B 2 ) } y n = 0. 

Therefore the stability equation is given by 

?-2Ru{v2-t6)S + P{v2-e) = 0 
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where 

tiu\y ;— 2[1 + i / M 4 ] 

and 

Substituting the values for A\ and jBj, for i = 1 , . . . , 4 and after some simplification 

D / 2 m 02(0 + sin0cos0) + i ; 2 (s in0cos0-0) 2 # n ( f = 7̂ 77 ^— T { — r f and P(vl\9) = l. 
u ' ' 02(sin0 + 0cos0) + i / 2 (s in0-0cos0) v ' ; 

Thus the requirement for the method to have an interval of periodicity is satisfied. 
The stability function Rn(i/2\0) may be written as 

where 

0 + sin 0 cos 9 sin 0 cos 0 - 9 sin 9 — 9 cos 9 
OJQ = ——-z -p. ^, Ot\ = -rrr-.— T T and pi = sin0 + 0cos0' 02(sin0 + 0cos0) ^ 0 2 ( s in0+ 0cos0)' 

When 8 = v, 

r-. / 2 \ + ^ 2 sin 1/ cos z/ + sin u cos f — u3 

Rn{v ; f) = - 5 - : ;—; ;—T~r~ ~3 = c o s v 

vl sin v + vs cos v + vl sin v — vA cos v 
and when 9 = nit, 

2 x = (n7r) 2(n7r + 0) + ^ 2 ( 0 - n 7 r ) 
l U ' ^ (n7r)2(0 + n7r(-l)*) + i / 2 ( 0 - n 7 r ( - l ) » ) 1 ; ' 

Following Definition 3.4 in chapter 3, the stability boundaries are the curves 

I CC\ + Pi J 10 - Sill 0 I 

M 9 ) = J _ £ i z i \ " l

 = 8 f » - ™ » l , / > 

a! - /?i J 10 + sin0 
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Figure 6.1: v — 0 plot for extended mixed collocation method I : c = 0 and 1 

and the lines corresponding to any values of 0 for which 

a0 ± 1 = 0 = <*i ±/?i-

Thus, 

-, n a (0 + sin0)(l + cos0) n , (sin 8 - 0)(1 + cos 0) n 

00 + 1 = 0 = 0 1 + / ? ! ^ . . A . — - = 0 and v , _ A _ ^ = 0 
sin 0 + 0 cos 0 0 2(sm0 + 0cos0) 

and both of these equations are satisfied when 9 = (2n + l)ir where n is a non-
negative integer. Also 

, n n ( 0 - s i n 0 ) ( l - c o s 0 ) „ , (sin0 + 0 ) ( l - c o s 0 ) „ 
0 0 - 1 = 0 = 0 ! - / ? ! => ^ — ^ ^ = 0 and k , A — ^ = 0 

s in0-0cos0 0 2(sm0 + 0cos0) 

and these two equations are satisfied when 0 = 2mr. 

Therefore the stability boundaries are given by the curves 

w [ 0 - sin0 j w [ 0 + sin0J 

The lines 0 = nir where n is a non-negative integer are also possible boundaries. 
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The stability regions are shown in figure 6.1. The equations v+(8) and V-(6) define 
two continuous oscillating curves which cross at multiples of n and enclose the 
stability regions between them. When 0 = rwr, the modulus of the stability function 
is 1 but these lines do not act as stability boundaries. There is an interval of 
periodicity (0, h0) where h0 decreases from \/l2/w when r = 0 to n/w when r = 1 
for fixed w. When r > 1, the periodicity interval decreases from n/k (with k fixed) 
when r = 1 and tends to 0 as r increases. We note that the stability regions are 
very similar to those of the exponentially-fitted multistep method 5 3 which is exact 
for [exp(±ikx),xexp(±ikx),x2 exp(±ikx)], (c.f. [23]). 

The stability function for the mixed collocation method for s = 2 with fitted trigono­
metric functions [cos kx, sin kx, x cos kx, x sin kx] is given by 

M C 2 02(0 + sin0cos0) + i/ 2(sin0cos0 - 0) J 

As k ->• 0 

0 2 (sin 0 + 0 cos 0) + v2 (sin 0 - 0 cos 0) 

^ G V ; 0 ) 
> M C , ,2 .m . 2 - 2 ^ 2 / 3 _ 6 - 2 ^ 2 

2 + ^ / 3 6 + v2 

and this agrees with the stability function for the polynomial collocation method in 
section 2.5.3 with Ci = 0 and c2 = 1. 

Example : a = (3 - y/3)/6 and c2 = (3 + y/3)/6 
If we apply the method (6.3) to the test equation y" = —w2y, we obtain 

y n + 1 = Aiyn + A2hzn - A3 u2 yn+Cl - A4 v2 yn+C2 

hzn+l = Biyn + B2 h zn - B3 v2 yn+Cl - B4 v2 yn+C2 

Vn+ci = V\ Vn + V 2 h z n - V z u2 yn+Cl - V4 v2 yn+C2 

yn+c2 = Qi Vn + Q2 h zn - Q 3 v2 yn+Cl - Q4 u2 y n + C 2 

where v = wh. The coefficients are given in Appendix B.2 for arbitrary c\ and c2. 
The method is undefined when either 0 = 0 or 

_ | l 0 2

 + 4 } s i n ^ 0 j -0^/3cos ( ^ 0 ) - ^ C O S 0 = O 

=> 0 = 0,4.1607,10.2989,15.6182,... 

to 4 decimal places. After some simplification, the characteristic equation is given 
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by 

e-2R22(v2

)9)Z + P(v2;6) = 0 

where the stability function is 

R22{V2\0) = 
a0 + ay v2 + a2 vA 

l + PxV2+(32 

with 

<*i = j M i Q A - A 3 V 1 - V 2 B 3 + A1V3 + Q 4 B 2 - A 4 Q y + B 2 V 3 - B 4 Q 2 } 

1 
a2 = 

B2 B3 Bi Ay A3 A4 

V2 V3 Vi + Vy V3 V4 

Q2 Q3 Q4 Qi Q3 Q4 

A = 0 4 + ^ 3 , P2 = V3Q,-V4Q3 

and 

with 

P(v\9) Po + Pi v2 + P2 ^ 4 

1 + (7! V2 + CT2 ^ 4 

p 0 = B2Ai- A2 By 

Pi = 

Ay A2 A3 A, A2 A4 

By B2 B3 + By B2 B, , 92 

vx v2 v3 Qx Q2 QA 

ox = Q 4 + v3 , °2 = V 3 Q 4 -

Ay A2 A3 Ai 
By B2 B3 B, 
Vy v2 v3 vA 

Qi Q2 Q3 Q4 

As we can see, the expressions are already complicated before the coefficients of the 
method are substituted. As a result, we were unable to find a general formula for 
the characteristic equation as there was not enough memory using Maple. Instead, 
in figure 6.2 a method of trial and error was used to find the stable regions. For each 
value of v and 9 that was substituted, P(v2\9) = 1 and so we are only concerned 
with whether the absolute value of the stability function is less than or equal to 1 
to have a stable region. 
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Figure 6.2: v — 9 plot for extended MC method I : Ci = ( 3 - V 3 ) / 6 & c 2 = ( 3 r f N / 3 ) / 6 
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Figure 6.3: Enlargements of sections of figure 6.2 
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Figure 6.4: v — 9 plot for extended MC method I : Gauss nodes 
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Figure 6.5: v — 9 plot for extended MC method I : Gauss nodes 

In figure 6.2, a dot refers to a stable region for a particular value of v and 9. For r < 1, 
the primary interval of periodicity is (0, h0) where hQ increases from 3/w when r — 0 
to ir/w when r = 1, for fixed w. There is a secondary interval of periodicity given by 
(2\/3/w,6/w) when r — 0 and the length of the interval increases to (TT/W, 2ir/w) 
as r —)• 1. As k —» 0, the intervals of periodicity for the two-point polynomial 
collocation method (2.16) with Gauss nodes are recovered. Also included are figures 
6.4 - 6.9 which are enlargements of various sections of figure 6.2. The line v = 9 is 
drawn and we have a stable region along this line for all v and 9. 

M C , . 432 - 192i/2 + 7v4 

As k -> 0, then 

22 v . ; 432 + 24^2 + ^ 4 

which is the stability function for the 2-stage polynomial collocation method with 

Gauss points. 
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Figure 6.9: u — 9 plot for extended MC method I : Gauss nodes 

6.2 Method I I 
r 

An alternative way of forming the basis of functions is by considering more than one 
frequency. Many problems have theoretical solutions which involve more than one 
frequency and so it would be useful to derive a mixed collocation method which is 
exact for two or more frequencies. 

Consider the problem of approximating the solution y{x) of the problem (1.1) by a 
function of the form 

u ( x ) = a 0 cos kit + bo cos k 2 t + a\ sin kit + by sin k 2 t + T] r^t1 

where t = x — xn, and fcj and k2 are the angular frequencies with k\ ^ k2. 

Again, the initial and collocation conditions are given by 

y { x n ) = y n , y ' ( x n ) = z n 

and 

u " ( x n + Cjh) = f ( x n + c j h , u ( x n + C j h ) ) , j = 1 , . . . , s 

As with method I , the work becomes complicated and we will concern ourselves with 
just two collocation points. 
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Example : s = 2 

With s = 2, u(x) is of the form 

u(x) = ao cos/^(x — £ n ) + 60cos k2(x — xn) + a! sinfc^x - xn) + bi sink2(x — ^n) 

and from the initial and collocation conditions, we have 

a0 + b0 = yn, axki + byk2 = zn 

and 

fn+cj — —aok2 cos(6iCj) — b$k\ cos(0 2Cj) — ayk\ sin(0;Cj) — b\k\ s in(0 2 Cj), j = 1, 2 

where 0! = kyh, 92 = /c2/i and / n + c . = / ( x n + c^/i ,y n + C j )- f 

(Note that for s = 3, the initial conditions give 

a0 + f>0 + r 0 = ?/„, ax/ci + M 2 = z7l, 

and for s > 4, the initial conditions are 

a0 + bQ + r0 = yn, ciyky + &i/c2 + r t = z„.) 

A system of equations is obtained which is easily solved to give 

zn — b\k2 

« o = y n - O o , a\ = 7 , 

bo = Si yn + h S2 zn + h2 [Sz f n + C l + 5 4 / n + C 2 ] 

where 

Si = 8\ { 0 2 s i n ( 0 l C l + 92c2) + 20 1sin[0 1(ci - c 2 ) ] - 0 2 s in (0 2 C l + 8 l C 2 ) 

- 0 2 s i n ( 0 2 C l - dyc2) - 0 2 s in (0 l C l - 62c2)} /G, 

S2 — —9i82 {-cos(#2 cy + 9\c2) — cos(0 lc1 - 92c2) 

+cos(0iC! + 82 c2) + cos(02ci - 9yC2)} /G, 
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_ 0 f 0isin(0 l C 2) - 02sin(02c2) 1 c 0 f 0 l S i n ( 0 l C l ) - 0 2 sin(0 2 C l ) \ 
5 3 - - 2 | j , S4 = 2 j - J , 

G = 203sin[01(c1 - c2)] - 0 20 2sin(0 1ci - 0 2c 2) - 0 20isin(0 2c 1 - #ic 2) 

+ 0 2 0 2 sin(0 l C l + 0 2c 2) - 02

!01sin(01c1 - 0 2c 2) + 0^01sin(02c i + 0ic 2) 

+ 20 3sin[0 2( C l - c2)] - 0 20!sin(0 l C l + 0 2c 2) - 0 2 0 2 sin(0 2 C l + 0 l C 2 ) 

- 0 20 2sin(0 2 C l - 0 l C 2 ) 

with G ^ 0 and 6i is given by 

h = T l y n + h T2 zn + h2 [T3 / n + C l + T 4 / n + C 2 ] 

where 
= -005(0! c 2 )0 2 5 1 + cos(0 2c 2)0 2S 1 + cos(0 1c 2)0 2 

1 ~ 0 2 [ 0 l S i n ( 0 l C 2 ) - 0 2sin(0 2c 2)] 

0isin(0!C 2) + cos(0 2c 2)0 2S 2 - cos(0iC 2 )0 2 S 2 

lo — 0 2 [0 l S in (0 l C 2 ) - 0 2sin(0 2c 2)] 

= 5 3[cos(0 2c 2)0 2 - cos(01c2)02] 
0 2 [0 l S in(0 l C 2 ) - 0 2sin(0 2c 2)] ' 

1 + cos(02c2)02S4 - COS (0 !C 2 )0 2 5 4 

0 2 [0 l S in(0 l C 2 ) - 0 2sin(0 2c 2)] 

for 0 2[0 xsin(0 l C 2) - 02sin(02c2)] ^ 0. 

Let yn+\, zn+i and y n + C j . for j = 1,2 be approximations for the exact solutions 

y(xn + h), y'(xn + h) and y(xn + Cjh) respectively. Then the two-point collocation 

method which fits the functions [sin kyx, cos kyx, sin k2x, cos k2x] exactly is given by 

y n + i = a ocos0i + bocos02 + ai sin0! + sin0 2, 

Zn+i = —a0kx sin9i - b0k2 sin 62 + a\k-[ cos 6i + b\k2 cos 62 

and 

Vn+cj — -a 0/c 2 cos(0iCj) - b0kl cos(02cj) - at/c2 sin(0 lc :,) - bxk\ sin(0 2 Cj), j = 1,2 

where 9\ — kyh and 02 = k2h. The coefficients a0, ai, 60 and by can then be 

substituted to find the general form for the two-point mixed collocation method 
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with two frequencies. 

Example : C\ = 0 and c2 = 1 

The two-point two-frequency mixed collocation method is given by 

y n + 1 = A\Vn + A2hzn + A 3 h 2 f n + A 4 h ? f n + l } 

Zn+\ = ^Vn + B2Zn + B3hfn + B 4 t l f n + l 

a 

(6.6) 

where 

82 cos 91 sin 92 — 9\ sin &i cos 92 s'm9y sin02[02

2 ~~ ^?] 
A\ — -z , A2 = 

A, 

BX = -9X82 

£ ' * Qx82£ • ' 

0i cos 0i sin 0 2 — 02 sin 9X cos 0 2 ^ 02 sin 0 t — 6X sin 0 2 ' 
9X92£ ' 9\92£ 

9\ sin 0! sin 0 2 + 0 2 sin 9X sin 0 2 - 20! 0 2 + 20x02 cos 9X cos 0 2 

B2 = 

0? r n s 0, 

[02

2 - 0?]5 

0 2 cos 0i sin 0 2 — 0i sin 9X cos 0 2 

£ 
9\ cos 0j cos 0 2 + 9\ cos 0i cos 92~9\-9\ + 20j0 2 sin 9X sin 0 2 

m - e\]£ 
COS 0i - COS 02 

£ 
with £ = 0 2sin0 2 — 0isin0i ^ 0, and 9X = kxh and 0 2 = k2h where kx and k2 are 

the fitted angular frequencies. 

The method is undefined when 9X = 0 2, which implies kx = k2, or when 0i and 02 

are multiples of n. As kx —> 0 and /c2 —» 0, we obtain the polynomial collocation 

method given by (2.16) with cx = 0 and c2 = 1. As k\ —> /c2, then we obtain method 

I in the previous section for the collocation points cx = 0 and c2 = 1. 

There is a Maple program in Appendix B.3 to find the two-frequency method for 5 
collocation points. 
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6.2.1 Order Conditions 
Example : C\ = 0 and c2 = 1 

Using the exact values for the solution and its derivative at xn, the linear difference 
operators are defined by 

A M = y{xn + h)- Aiy(xn) - A2hy'{xn) - A3h2y"(xn) - A4h2f(xn + h, Y) 

and 

A M = y'{xn + h) - *jy{xn) - B2y'(xn) - B3hy"{xn) - B4hf(xn + h,Y) 

where 

Y = Aiy{xn) + A2hy'{xn) + A3h2y"(xn) + A4h2f{xn + h,Y). j 

The series expansions in powers of the steplength h of the coefficients in method 
(6.6) are 

k2k2 7k2k2 

A l ~ 1 + ~ U h + - " A 2 = 1 + -3WH + -

A" = l + ~k{k2+^+
 7 ^ o ( 1 6 ^ + 6 5 k 2 k 2 + 1 6 k 2 ) h 4 + • •' 

A" = I + 3^0^ + k 2 ) h 2 + 1 5 T 2 0 ( 3 U ' + 8 0 f c ^ + 3 1 K * ) h * + • • • 

k2k2 k2k2 

^ = ^ 4 + . . . , B2 = l + k ^ + ... 

B" = \ + h { k 2 + k 2 ) h 2 + 7 ^ o ( 3 / c ' + 1 3 k 2 k 2 + 3 k 2 ) h 4 + • • • 

B * = \ + 2 ^ + ^ + 7^0 ( 3 A * + 8 k 2 k 2 + 3 k * ) h * + • • • 

Substituting the coefficients into the difference operators and expanding about h = 
0, we obtain 

A M = - ~ {/** + / / » + 2/x.y' + / w [ y ' ] 2 + (k\ + 4)1 + k l k \ y } + 0{hb) 
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and 
• 3 

Uv\ = -12 + f f v +
 2f*yy'+ fyyW2

 + ^ + fc22)/ + + O ( ^ ) 

where y = y{xn), f = J{xn,y{xn)), etc. 

Therefore, as C\[y\ = 0(h4) and C2[y] = 0 ( ^ 3 ) , then the two-frequency mixed 
collocation method (6.6) with collocation points C\ — 0 and c2 = 1 is of order 2. 

6.2.2 Stability 

The stability analysis of exponentially-fitted methods with more than one frequency 
is complicated. One approach is to relate the frequencies in a simple way. For 
example, for two frequencies k\ and k2, one could set k2 = mk\ and arjply the 
stability theory of chapter 3. First, we derive the characteristic equation for the 
two-frequency method with cx = 0 and c2 = 1. 

Following the work of section 6.1.2 the characteristic equation for the two-frequency 
method (6.6) is 

i 2 - 2Ru{u2-9U e 2 ) S + P{u2; 9U 92) = 0 

where 

and 

D / 2 a a \ A. + B-i- u2(A3 + A2B4 - A4B2) 
R n \ y ; 0 1 , 0 2 ) = 

P(v2\0u62) = 

2[1 + v2AA\ 

AXB2 - A2Bi + v2(A2B3 - A3B2) 
1 + U2AA 

Substituting the coefficients At and B{ (6.6) and simplifying, the stability function 

Rn{v2]9u92) is given by 

9X92[92 cos 9i sin#2 - 9X sin 8X cos 92] + v2[92 cos 92 sin 9X — 9X cos 9\ sin 92) 
9l92[92 sin 92 - 9X sin 6X\ 4- u2[92 sin 9X - 9X sin 92) 

and 
P{v2-9X)92) = \. 

Thus, the criteria for the method to have an interval of periodicity are satisfied. The 
method is stable if \Rn(v2\9X, 92)\ < 1 and for the numerical examples in chapter 
7, this is easily checked by substituting in the particular values of 9X, 92 and u. 
As mentioned earlier, we can set one frequency as a multiple of the other, i.e. let 
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0 2 = mOi and with 0 t = 9 the stability function becomes 

Ru(v2\9) = 2 (m - 1) sin(0(m + l))[v2 + m92} - (m + 1) sin(0(m - \))[u2 - m92} 
2m02[msin(m0) — sin0] + 2v2[ms'm9 — sin(ra0)] 

Example : m = 2 
The stability function is given by 

2 sin(30)[t/2 + 202] - 3sin0[i/ 2 - 202] 
\ 9) - 4 2̂[2sin(2e) - sin0] + 2^ 2[2sin0 - sin(20)] 

_ 0 2 [ l + 2cos2 0] + ^ 2 [ c o s 2 0 - 1 ] 
02[4 cos 9-1] + v2[\ - cos 9} ' . 

This may be rewritten as 

where 

2 cos2 9 + 1 cos2 0 - 1 _ 1 - cos 9 
ao = ~A n—r> a i - WuZ ~n—rr. Pi = 

4 c o s 0 - r 0 2 [ 4 c o s 0 - l ] ' H l 0 2 [ 4 c o s 0 - l ] ' 

The coefficients ao, «i and (3\ are undefined when cos0 = 1/4 or 0 = 0. 

Following Definition 3.4, the stability boundaries are the curves 

and the lines corresponding to any values of 0 for which 

, 2 ( c o s 0 - l ) 2 „ „ 2 cos 0(cos 0 + 2) n 

4 cos 0—1 4 cos 0—1 

and 
2cos0(cos0 + 2) „ cos0(cos0- l ) 

4 cos 0 - 1 4 cos 0 - 1 
We have 

a0 — 1 = 0 when 0 = 2nn 
oti - px = Q' [ + 1 = 0 when 0 = (2n + l ) f 

a i + /?i = 0 when 0 = (2n + 1 ) | and 0 = 2?i7r 

where n is a non-negative integer. Also method (6.6) is undefined when cos0 = 1/4. 
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mt;-..aim' 

12 

to 10 
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I I 6 

I 
12 14 16 18 20 a 10 

n u 

Figure 6.10: v — 9 plot, for extended mixed collocation method I I : c\ = 0 and c2 = 1 

When 6 = v the stability function is 

„ , o , v2\\ + 2 cos2 u] + v2\cos2 v - 11 
(" >") = ~\u 1 , 2 i r = c o s v-

uz[4 cos ^ — 1J + z^[l — cos v\ 
Also for 9 = 2n7r, 

„ , - , 4n27r2(3) + ^ 2(0) 

The stability regions are shown in figure 6.10. When 9 = 2nir, the modulus of the 

stability function is 1 but the lines do not affect the stability regions. For r < 1, 

there is an interval of periodicity (0, ho) where ho decreases from \/l2/w to ir/2w as 

r increases from 0 to 1, for fixed w. For r > 1, the primary interval of periodicity 

decreases from 7r/2k to 0 as r increases. 

A number of apparent inconsistencies occur in figure 6.10. When the stability curves 

v+[0) and V-{9) are substituted into the stability function, we obtain 

Rn(vl\B) = 1 and Rn{u2_; 8) = - 1 

so wherever the curves cross, R\\(u2; 9) is of different values. Also, on the lines 9 = 
(2n+l )7r /2 , where n is a non-negative integer, Ru(u2; 9) = —1 but as i?n(^ 2 ; 9) = 1, 
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then this must be checked also. 

As in earlier work, we find where the stability function is undefined. Thus, the 
denominator of the stability function set to zero gives 

0 2[4cos0 - 1] + u2[l - cos 0] = 0 

[ 0 2 [ 1 - 4cos 0] 1 1 / 2 

^ V ~ \ 1 - C O S 0 J 

and the curves 9(9) are plotted ' + ' in figure 6.10. The curves pass through all the 
places where the inconsistencies occur. 

6.3 Steplength dependent collocation points 

The motivation behind steplength dependent collocation nodes is to see whether we 
can improve the order or the stability of the mixed collocation methods of chapter 
4. 

6.3.1 Order conditions for one collocation point 

First, let 

where for i = 0,1,2, . . . are constants. 

Then, from section 4.2.1, after some simplification, the linear difference operators 
become 

LM = J(1 - 3c<0)) {yW(xn) + k2y'(xn)} + 

^ {[1 - 6(c<°>)2][y<4>(sB) + k2y"(xn)} - 12c^V\xn) + *V(*„)]} + 0(h5) 

and 

L 2[y] = ^ ( 1 - 2c<°>) {y^M + k2y'(xn)} + 

j {[1 - 3(cW)2][yW(xn) + k2y"(xn)} - 6 ^ V \ x n ) + * V (*„)]} + O(h'). 
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Thus 

1 ifc<°>^ 

1 If c<°> Lx[y] 

L2[y} 

0(h3) or higher, 

0{h2) => Order 1. 

0(/ i 3 ) , 

0(h?) Order 2. 

Thus, the highest attainable order is 2 when ĉ °) = | , and so it is not possible 
to improve the order for the one-point mixed collocation method with the nodes 
dependent on the steplength. 

6.3.2 Stability for one collocation point 

The characteristic equation for the one-point mixed collocation method is given by 
(5.6). For the method to have an interval of periodicity we require P( f 2 ; 9) = 1 from 
which v = 6 or cos(0c) — cos 0(1 — c) = 0. From section 5.1.1 the latter equation is 
satisfied when c = 1/2 and so it is easily verified that when c = + c^h + c^h2 + 

Once again, no improvement has been made for the one-point mixed collocation 
method and so we shall turn our attention to the two-point method. 

6.3.3 Order conditions for two or more collocation points 

First of all, let 

c W + then P(i/2;0) = 1 if 

c ( 0 ) = - and c ( n ) = 0 where n = 1, 2,. . . 

c f» + cWh + c ( V + cSV + . . . , for t = 1 , . . . , s. (6.7) 

As with the one-point mixed collocation method, the order conditions may be found 
by substituting the above expansion for the collocation nodes into the linear differ­
ence operators (c.f. section 3.4.2) and then collect in terms of h. 
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The Order Conditions for the Mixed Collocation methods for s > 2 
(With steplength dependent coefficients and collocation nodes) 

For order 1, 

i.) ±dO» = i. 
i = l 

For order 2, 

2 ) t 4 0 ) c f , = 5, 3 . ) X > ! 0 , 4 
i = l 1 t = l z 

For order 3, 

4.) t a f i c T ? = \, 5.) £ = 0, 6.) ± & = 0; 
i = l 6 i = l t = l 

' • ) t t « = f 8.)E(>!0)c!0)4-
i = l j = l D i = l 0 

For order 4, 

9.) E W ) 3 = \, 10.) E {dj°>c<2) + a f ^ } = 0, 

I D ±±<F<®<? = ^ 12.) £ £ < f M X ' = i , 
i = i j = \ ^ i = i j = i 0 

i = i t = i ^ 

15.) E « L ) = o, 16.) E ^ ( 2 ) = o, IT. ) E I > ! 0 ) 4 0 ) = TA-
t= l t = l i = l j = l Z 4 

For order 5, 

is.) ± d ? \ ^ y = \, ig.) E { 4 2 ) ( c ! 0 ) ) 2

 + ^ 0 ) ( c S L ) ) 2

 + 2dS 0M 2M 0 )} = o! 

i = l 0 i = l 
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20.) i>!4) = o, 21.) E W W ^ o , 22.) t K M 3 ) + W } = o, 
i = l i = l i = l 

23.) EE{42)«!°)+40,ag)} = 0, 24.) E E 4 ° W ) 2 = i 
i = l j = l t = l j = l D U 

25.) EEE4"4Mi = ± , 26.) x><°> f t < c V = L 
t = l j = l j f c = l i=L \ j = l / z u 

27.) ±±&$&#> = 4 '
 28-> t E40,40>(c!0))2 = 4 ' • 

i = i j = i o u i = i j = i i U 

29.) E E W 1 ^ - 3°) E E W ^ = o-
1 = 1 j = i i = i j = i 

31.) E W ) 8 = 1 32.) t f W + W ^ O , 33.) ±^cT^=Q, 
i=l Z U i = l t = l 

34.) E X > W = 4 35.) EE«°'«<0' = 4 
i = i j = i i / , u 1=1.7=1 q u 
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Example: s = 2 
When the collocation nodes are given by 

cl = c?)+c[l)h + c?h* + c?h* + ... 

c2 = 4 0 ) + 4 1 ) / l + 4 2 ) ^ 2 + 4 3 ) ^ 3 + -.. 

then the method has default order 2. 

For order 3, we require 

c ( 0 ) _ l ( 3 o f - 2 l ,„ i f 4" 
1 _ 3 \ 2 t 4 0 > - l J 1 " 3\ 4(4 0^-4c<»» + l 

with c2

0^ / 1/2, and the maximum order of 4 is obtained when, in additkjn to the 
above, we have 

(o) 3 + \/3 
c2 — — - — and c2 — 0, 

that is 

C l = " Y" + cY'h' + cY'h* + ... and c2 = + ^ ' ^ + ^ ' ^ + ••• 
3 - ^ . „(2), 2 , J 3 ) , 3 ^ „ , _ 3 + \/3 ( 2 ) 2 ( 3 ) , 3 

Once again, we cannot improve on the order conditions for two collocation points. 

For an s-stage mixed collocation method 

It we set to zero any coefficients of Q which have a superscript greater than 0, then 
the above conditions reduce to those for the mixed collocation methods of section 
4.2.2 where the collocation nodes do not depend on the steplength h. As these 
original conditions still have to be satisfied plus the extra ones obtained in this 
section, it is not possible to improve on the algebraic order for an s-stage mixed 
collocation method by making q depend on the steplength. 

6.3.4 Stability for two collocation points 

When the expressions for the expansions of the collocation nodes are substituted 
into P(u2;9), equation (5.10), for the two-point mixed collocation method, and we 
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perform a series expansion about h — 0, then the requirements for P(u ; 9) = 1 are 

4°) + c f = 1 and = for i = 1, 2,.. . 

Thus, the nodes ci = „40 + *4i# + Ai92 + . . . and c2 = 1 — c\ satisfy the requirements 
for the two-point mixed collocation method to have an interval of periodicity where 
the Ai are constants. 

The two-point mixed collocation method with c\ = a92 and c2 = 1 — c\ is undefined 
when sin#(c2 — C\) = 0 9(1 — 2a92) = nir where n is a non-negative integer. Our 
aim is to find values of a for which the method is always defined. 

Let f(9) = 9—2a93—nit. Then as /(—oo) = oo, /(oo) = -co and /(0) = —nn, there 
is at least one negative real root. The function has a maximum when 9 = l/\/6a 
and a minimum when 9 = —l/\/6o. As 9 — kh is real and positive, then the mixed 
collocation method will always be defined if the roots of f(9) are real and negative 
or they are complex for a particular value of a. So, for the other two roots of f(9) to 
be complex, we require the value f(9) at the maximum point to be less than zero, 
i.e. f{l/VEa) < 0 

2 
^ a > 27n%^-

With the choice a = 7.6 x 10~3, the stability regions are given in figure 6.11. As a is 
increased, the stability regions become more complicated as can be seen in figures 
6.12 and 6.13 for a = 2 x 10"2 and a = 4 x 10"2 respectively. 

u) 

Figure 6.11: Stability regions for C\ = a9 and c2 = 1 — c\ with a = 7.6 x 10 
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10 

—•> 

7? 

10 

r Figure 6.12: Stability curves for a = 2 x 10 

10 

10 

Figure 6.13: Stability curves for a — 4 x 10 



Chapter 7 

Numerical Results 

In this chapter, numerical results are given for the mixed collocation methods. All 
the results in this chapter were generated using Matlab Version 4.2b. 

The Mixed Collocation Methods 

Method Stage number Collocation points (c;,z = l..s) Algebraic order 
la 1 0 1 
lb 1 1/2 2 
Ic 1 1 1 

Ha 2 0, 1 2 
lib 2 (3 - x/3)/6, (3 + y/3)/6 4 

Ilia 3 0, 1/2, 1 4 
Illb 3 (5 - •v/l5)/10, 1/2, (5 + vT5)/10 6 
IVa* 2 0, 1 2 
IVb* 2 (3 - \/3)/6, (3 + n/3)/6 4 
V* 2 0, 1 2 

Methods 7 refers to methods 7a, 76 and 7c; methods II are methods //a and lib, 
methods III are methods Ilia and 7/76, and similarly, methods IV* refers to 
methods IVa* and /Kb*. 

In methods / , 77 and 777, we approximate the solution y(x) of problem (1.1) on 
the interval [a; n ,x n + i ] by a function u(x) of the form 

5 - L 

u(x) = a cos [A;(re — xn)] + b sin [k(x — xn)] + ]P Vi(x — xn)1. 
x=i 

159 
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i=L 

s - 3 

In methods IV* we approximate y(x) by 

s - 3 

u(x) = [ao + ait] cos(kt) + [bQ + bit] s'm(kt) + ^ rit1 

and in method V*, y(x) is approximated by 

u{x) = ao cos(fcii) + ax cos(fc2i) + b0 s i n ^ i ) + 61 sin(A;2*) + 5 Z r ^ ' 
i=l 

where t = x — xn. 
In some of the following numerical examples, we also include results from Numerov's 
4th order method and three 4th order exponentially-fitted multistep methods used 
by Coleman and Ixaru [18]. 
The multistep methods are of the form 

yn+i - 2a 0 y„ + ?/„-i = / i 2 [ f t ( / n + i + / n _ i ) - 2a x /„]. 

Method So is Numerov's method with coefficients given by 

5 , n 1 
a 0 = 1, ai = - — and ft = — . 

Method Si is the Stiefel-Bettis method which is exact for [1, x, x2, x 3, exp(±ikx)] 
with steplength dependent coefficients given by 

1 R 1 A R 0 2 -2 ( l -COSf l ) 
"0 = 1, <*i = A - r and ft = ^r-. 

2 20^(1 — cost?) 
As A; —» 0, we obtain Numerov's method 5 0. 

Method 52 is exact for [1, x, exp(±ikx), x exp(±ikx)] with coefficients 

2tan(0/2)cos0 - 0 , „ 2tan(0/2) - 0 
a0 = 1, ai = — and ft = — — 

and finally method S3 is exact for [exp(±ikx),x ex\)(±ikx),x2 exp(±ikx)] with 

_ 20 + cos 0(3 sin 0 - 0cos 0) _ cos 0 (sin 0 + 0 cos 0) - 20 
a ° ~ 3sin0 + 0cos0 ' a i ~ (3sin0 + 0cos0)02 
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_ sin 8 — 8 cos 9 
P i ~ (3sm9 +8 cos 8)8^ 

Again, as k —> 0, both methods Si and 53 reduce to Numerov's method So-

For each example unless otherwise stated, a tolerance of 10 - 1 4 is set and for each 
step, we require this to be satisfied within a maximum of 10 iterations. Many authors 
tend to look only at the absolute errors at the end point of the interval [a, b}. For 
some problems though, the maximum absolute error over the interval is much larger 
than the absolute error at the end-point of the interval. In the following results, the 
absolute errors at certain step points are presented but the main result that we are 
interested in is the maximum absolute error over the interval [a, b]. 

J 
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7.1 One-dimensional problems 
Example 1.1 
For our first linear test problem, consider the scalar equation 

y" = -y, y(0) = i , y'(0) = o 

where the exact solution is y(x) = cosx. The methods which are exact for this 
problem are the mixed collocation methods / — IV, and the exponentially-fitted 
multistep methods Si — S3, all with fitted frequency k = 1. 

In table 7.1, the maximum absolute errors are given over the interval [0,407r] for 
four different values of the steplength h. The top values are found using the mixed 
collocation methods with fitted angular frequency k = 1, and for comparjson, the 
bottom values are found using the classical polynomial collocation method, that is 
k = 0. In table 7.2, results are given for the extended method IV* with k = 1 and 
the two frequency method V* with various values of the frequencies ki and k2. For 
method V{, we let k\ = 1 and k2 = 0.1, for method V̂ *, k\ = 1 and k2 = 0.01, and 
for method V3*, k\ = 1 and k2 = 0.001. Finally, in table 7.3, the maximum absolute 
errors are given for S0 (Numerov's method) and the exponentially-fitted 4th order 
multistep methods Si, 52 and S3 of Coleman and Ixaru [23] with angular frequency 
k = l. 
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h la lb Ic Ila 
T T / 4 k = 1 

k = 0 
1.24 x i c r 1 4 

1.49 x 10+9 

9.76 x 10~15 

1.3465 
9.25 x 10"15 

1.0025 
1.75 x 10~14 

1.9926 
T T / 8 A = 1 

fc = 0 
1.08 x 10~14 

1.30 x 10+5 

1.04 x 10~14 

3.82 x lO"1 

9.88 x 10- 1 5 

1.0000 
2.11 x 10~14 

7.66 x lO" 1 

TT/16 k = 1 
k = Q 

9.55 x 10"16 

3.95 x 10+2 

1.24 x 10"14 

9.90 x 10~2 

1.06 x 10~14 

9.98 x 10-1 

7.02 x 10~14 

1.98 x 10"1 

TT/32 k = 1 
A; = 0 

5.10 x 10~14 

2.06 x 10 + 1 

2.70 x 10"14 

2.49 x 10-2 
1.02 x 10- 1 4 

9.54 x 10"1 

5.54 x 10 - 1 3 

4.98 x 10~2 

h lib Ilia Illb 
T T / 4 k = 1 

k = 0 
2.45 x 10- 1 4 

1.04 x 10"2 

4.37 x 10- 1 4 

2.38 x 10"2 

1.74 x 10- 1 4 

3.50 x 10"5 

T T / 8 k = 1 
k = 0 

i.28 x u r i a 

6.75 x 10~4 

3.97 x 1 0 _ i a 

1.52 x l O - 3 

5.42 x 10- 1 3 

5.60 x 10~7 

TT/16 k = 1 
A; = 0 

5.77 x 10- i a 

4.26 x 10~5 

1.59 x 10 - 1' 2 

9.59 x 10- 5 

4.15 x 10- 1 2 

8.80 x 10~9 

TT/32 k = 1 
k-0 

6.89 x 10- i a 

2.67 x 10"6 

7.62 x 10~12 

6.00 x 10~6 

1.92 x 10- 1 2 

1.38 x 10- 1 0 

Table 7.1: Ex 1.1 - Mixed Collocation and Polynomial Collocation Methods I — III 

h IVa* IVb* Vj 
T T / 4 2.54 x 10~14 9.51 x 10- 1 3 2.79 x 10~14 3.39 x 10- 1 4 4.13 x 10- 1 4 

T T / 8 1.17 x HT 1 4 2.29 x 10- 1 3 6.39 x 10- 1 4 1.92 x 10- 1 4 2.98 x 10~ i 4 

TT/16 4.10 x 10"14 1.12 x 10- 1 2 9.10 x 10- 1 5 4.70 x 10~14 1.24 x 10~13 

TT/32 2.66 x 10"13 1.10 x 10"11 2.50 x 10- 1 3 2.11 x 10"13 7.27 x 10- 1 3 

Table 7.2: Ex 1.1 - Mixed Collocation Methods IV* and V* 
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h So Si s2 s 3 

T T / 4 1.00 x 10 _ 1 9.79 x 10~15 9.79 x 10"1 5 2.17 x 10- 1 4 

T T / 8 6.17 x 10-a 1.24 x 10~14 6.79 x 10- 1 4 9.77 x 10~lb 

TT /16 3.84 x 10-4 4.01 x 10- 1 4 1.43 x 10- i a 1.46 x 10~13 

TT /32 2.40 x 10~5 5.43 x IQ-U 4.79 x 10- 1 3 2.28 x HT 1 2 

Table 7.3: Ex 1.1 - Multistep methods S0, Slt S2 and S3 

Conclusions 
From the stability theory for the mixed collocation methods I — V* in chapter 5 
and sections 6.1.2 and 6.2.2, all the results in tables 7.1 and 7.2 are stable for the 
frequency k = 1 and for the particular values of v and 6. As the mixed collocation 
methods I — I I I , IV* and the multistep methods Si — S3 are exact when solving the 
test problem with k = 1, then if the calculations are performed exactly, We would 
expect the numerical results to be zero. Because of the errors in evaluating the 
coefficients of the methods using double precision, then we must take into account 
the accumulation of rounding error over the interval and so the results are very close 
to zero. 

The polynomial collocation methods struggle for low order methods but start to 
show signs of improvement when the 4th and 6th order methods lib, Ilia and 11 lb 
are used with small steplengths. The 4th order methods lib and Ilia are more 
accurate than the 4th order method So-
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Example 1.2 
Next, consider the harmonic oscillator as in Example 1.1 but with a higher frequency 
so the solution contains a more rapidly oscillating function. The differential equation 
is 

y" = -25y, y(0) = 1, y'(0) = 0 

with the exact solution y(x) = cos(5x). 

In tables 7.4 - 7.7, the maximum absolute error over the interval [0,407r] is given. In 
table 7.4 we have Numerov's method S0, and for the multistep methods Si — S3 in 
table 7.5, the angular frequency is k = 5 and k = 4. In table 7.6, k = 5 for methods 
IVa* and IVb*, for method V,* we take ki = 5 and k2 = 0.1, for method V2*, ki = 5 
and k2 = 0.01, and for method V3*, ki = 5 and k2 = 0.001. Three different values for 
k are considered in table 7.7, k = 5 and k — 4 for the mixed collocation methods, 
and k — 0 which is the polynomial collocation method. Also included in tables 7.5 
and 7.7 is whether the methods are stable (S) or unstable (U) and this was found 
from the work of Coleman and Ixaru [23] for methods Si — 5 3 and the stability 
analysis of chapter 5 for the mixed collocation methods. 

Where 'Undefined' occurs in table 7.7, this means that the steplength dependent 
coefficients of the mixed collocation method are undefined for those particular values 
of 6 = kh. 

h = T T / 4 h = ir/8 h = TT /16 h = it/32 
So 4.09 x 10 + 5 U 1.9995 S 1.1627 S 7.58 x 10-'2 S 

Table 7.4: Ex 1.2 - Multistep Method 5( 
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h k 5! s2 5 3 

T T / 4 5 
4 

7.43 x 10- 1 4 S 
*l u 

8.63 x 10"14 S 
* 2 £/ 

7.19 x 10"1 4 S 
* 3 £/ 

T T / 8 5 
4 

1.67 x 10~13 5 
2.0004 5 

9.47 x 10~14 S 
1.9990 S 

6.77 x 10- 1 4 S 
1.4153 5 

TT /16 5 
4 

9.86 x K T 1 4 S 
4.60 x lO" 1 S 

9.61 x 10-1 4 5 
1.70 x 10"1 S 

1.66 x 10- 1 3 S 
6.29 x 10-2 S 

TT /32 5 
4 

1.07 x 10~13 S 
2.75 x 10-2 S 

1.30 x 10"1 3 S 
9.99 x 10-3 S 

3.03 x 10- 1 3 S 
3.62 x 10-3 S 

Table 7.5: Ex 1.2 - Multistep Methods Si - S3 

h IVa* IVb* v; 
T T / 4 6.44 x 10"14 8.62 x I 0 _ i a 1.79 x 10- i a 1.09 x 10- 1 3 8.27 x 10~14 

T T / 8 2.59 x 10"1 3 8.i i x n r 1 3 6.73 x 10- 1 4 9.92 x 10"1 4 9.16 x'10- 1 4 

tt/16 1.33 x n r 1 3 1.91 x 10-" 1.52 x 10- 1 3 1.12 x 10- 1 3 1.27 x HT 1 3 

TT /32 1.95 x 10"1 3 1.78 x 10"" 9.74 x 10-1 4 1.17 x 10~13 1.42 x 10"1 3 

Table 7.6: Ex 1.2 - Mixed Collocation Methods IV* and V* 

For +1, at the 9th step the tolerance was not satisfied within 10 iterations and the 
method was interrupted. The maximum absolute error at this point is 2.02 x 10 + 2. 
At * 2 , after 154 steps, the maximum absolute error is 4.45 x 10 + 1 and at * 3 , after 
58 steps, the maximum absolute error is 1.64 x 10 + 1. This agrees with the stability 
analysis and figures from the paper by Coleman and Ixaru [23] that their methods 
are unstable for the particular values of 6 and v. 
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h k /a lb Ic Ila 
7T 
4 5 7.59 x 1CT14 S 1.43 x 10- 1 3 S 9.36 x 10~14 S 6.79 x 10~14 S 

4 2.38 x 10+52 U Undefined - 1.0490- S Undefined . 

0 2.36 x 10 + 7 5 U * 4 u 1.0009 S * 5 u 
7T 

8 5 9.51 x 10~14 S 1.33 x 10- 1 3 s 1.35 x 10"1 3 S 7.12 x 10~14 s 
4 8.74 x 10+30 U 1.9992 s Undefined - 1.9998 s 
0 5.05 x 10+74 U 1.9471 s 1.0488 s 2.0000 s 

7T 

16 5 1.17 x 10~13 S 8.30 x 10~14 s 9.39 x 10- 1 4 s i.24 x n r 1 3 s 
4 1.45 x 10+21 U 1.9997 s 1.0025 s 1.9974 s 
0 4.63 x 10 + 5 4 U 2.0000 s 1.0019 s 1.9808 s 

7T 
32 5 9.70 x 10~14 S 1.12 x 10~13 s 8.49 x 10~14 s 1.43 x 10~13 s 

4 4.20 x 1 0 + n u 1.0607 s 1.0000 s 1.7971 s 
0 3.96 x 10+31 u 1.9963 s 1.0001 s 1.9975 s 

h k lib Ilia nib 
7T 

4 5 1.08 x 10- 13 S 1.10 x 10- 13 5 9.92 x 10" 14 s 
4 1.9999 S 1.9974 S 9.92 x 10" -1 s 
0 1.9999 S 1.9986 s 1.2163 s 

7T 

8 5 8.25 x 10- 14 S 1.33 x 10- 13 s 1.26 x 10" 13 s 
4 8.14 x 10" -1 s 1.3606 S 2.32 x 10" -2 s 
0 1.3064 s 1.9996 s 3.58 x 10--2 s 

It 
16 

5 1.17 x 10- 13 s 2.37 x 10- 13 s 4.38 x 10- 13 s 
4 6.09 x 10" -2 s 1.04 x 10" -1 S 3.96 x 10" -4 s 
0 1.23 x 10" -1 s 2.82 x 10" -1 s 6.57 x 10--4 s 

7T 

32 5 3.83 x 10" 13 s 1.29 x 10- 12 s 6.88 x 10" 13 s 
4 3.95 x 10" -3 s 6.73 x 10--3 s 6.35 x 10" -6 s 
0 8.23 x 10" -3 s 1.86 x 10" -2 s 1.07 x 10" -5 s 

Table 7.7: Ex 1.2 - Mixed Collocation and Polynomial Collocation Methods / - III 

At * 4, the method exceeded the maximum number of iterations but 6 steps were 
reached and the maximum absolute error at this point was 3.14 x 10 + 2, therefore 
agreeing with the stability analysis that the method is unstable for these values of 
9 and v. 

At * 5, 38 steps were reached and the maximum absolute error at this point was 
8.06 x 10 + 8, again unstable. 
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Conclusions 
For k — 5, the mixed collocation methods are exact, except for rounding error 
and this agrees with the stability theory and the fact that we have used the same 
frequency as the test equation w = k — 5. For k = 4, the results appear to be very 
similar to the classical polynomial collocation methods. 

The multistep methods Si, S 2 and S 3 give very similar results to the mixed col­
location methods and all the methods show how varied the results can be when 
choosing different values for the fitted angular frequency. Comparing the 4th order 
methods lib and Ilia with the multistep methods Si — S 3 when k = 4, the mixed 
collocation methods are more accurate for large steplengths but we can see that 
the S3 method shows signs of improvement when h = ir/32. The 6th. order mixed 
collocation method Illb is the most accurate for k = 4. 

r. 
Again, the 4th order polynomial collocation methods lib and Ilia are superior to 
Numerov's method So, especially for small steplengths. The 6th order polynomial 
collocation Illb is the most accurate for k = 0. 
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Example 1.3 
For the next example we solve the differential equation 

?/" = -100y + 2, y(0) = 3, j/'(0) = 0 

where the exact solution is y(x) — 2.98 cos lOx + 0.02. 

In tables 7.8 - 7.11, the absolute errors at x = TT, 77r/4, 27r and l l7r /4 are given, 
and in the final column, MAX, we give the maximum absolute error on the interval 
[0, l l7r/4]. Two steplengths are taken for comparison, h = 7r/24 and h = 7r/48 and 
the fitted angular frequency is k = 10 for methods / — IV* and S\ — 5 3 . For the 
two frequency mixed collocation method V{, ki = 10 and k2 — 1 and for method 
y2*, ki = 10 and k2 = 0.001. 

In table 7.12 the maximum absolute error on the interval [0, ll7r/4] is giveA for the 
polynomial collocation methods lib, Ilia and 11 lb and Numerov's method SQ. 

In table 7.13, numerical results obtained from a 2-step 4th order P-stable hybrid 
method with phase-lag of order 6 by Chawla et al [15] are presented. The absolute 
errors only are given at x = ir, 77r/4, 2IT and 11TT/4 for this method. 

X = 7T x = 77r/4 x = 2?r x = l l7r /4 MAX 
Ia 9.33 x 10- 1 5 1.23 x 10- 1 4 1.51 x 10- 1 4 2.12 x 10- 1 5 3.60 x 10- 1 4 

lb 1.33 x 10- 1 5 1.69 x 10~1 4 1.78 x 1Q-Ii> 9.67 x 10" i ; > 4.33 x 10- 1 4 

Ic 5.33 x 10- l b 5.61 x 10- 1 4 3.55 x 10~Li> 7.15 x 10- 1 4 9.88 x 10~ 1 4 

Ila 2.22 x 10" 1 5 1.27 x 10~1 4 4.00 x 10~1 6 1.89 x 10~li> 3.62 x 10- 1 4 

lib 1.15 x 10~ 1 4 2.96 x 10~ 1 5 2.13 x 10- 1 4 1.50 x 10- 1 4 3.60 x 10~ 1 4 

Ilia 4.00 x 10~ 1 5 1.01 x 10~1 4 8.88 x n r l b 2.55 x 10- 1 J > 3.53 x 10" 1 4 

IIIb 3.06 x 10- 1 4 1.52 x 10- 1 4 5.82 x 10- 1 4 7.00 x 10" 1 5 8.84 x 10- 1 4 

IVa* 6.23 x 10" 1 5 3.55 x 10~3 8.00 x 10- 1 5 3.55 x IQ-6 7.10 x 10~3 

IVb* 1.91 x 10- 1 2 1.03 x 10~4 3.83 x 10-1'2 1.03 x 10- 4 2.06 x 10- 4 

v; 2.66 x 10- 1 & 2.95 x 10" 5 8.88 x 10- i e 2.95 x 10" 5 5.89 x 10- b 

4.44 x lO- 1 * 2.94 x 10~1 1 7.99 x 10- 1 5 2.94 x 1 0 - u 5.88 x 10~ u 

Table 7.8: Ex 1.3 - Mixed Collocation Methods I — V* : h = ?r/24 
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X — IX x = lix/A x = 2n x = l l7r/4 MAX 
la 7.99 x 10~ 1 5 1.41 x 10" 1 4 1.55 x 10" 1 4 4.06 x l O " 1 5 4.37 x 10- 1 4 

lb 5.77 x 10- 1 5 6.20 x 10- l f ) 9.77 x H T 1 5 9.40 x 10~ 1 5 2.95 x 10~ 1 4 

Ic 1.78 x 10~ 1 5 1.65 x 10~14 4.00 x 10" 1 5 6.11 x 10~ 1 5 4.20 x 10~ 1 4 

Ha 4.00 x 10~1 5 3.02 x 10- 1 4 9.33 x 10~ 1 5 2.90 x 10- 1 4 6.35 x 10- 1 4 

lib 7.99 x 10~ 1 5 2.19 x l O - 1 4 1.60 x 10- 1 4 1.68 x 10~ 1 4 5.46 x 10~ 1 4 

Ilia 5.42 x 10- 1 4 7.48 x 10- 1 4 i . i 2 x i o ~ 1 3 1.04 x 10" 1 3 1.88 x l O " 1 3 

Illb 4.09 x 10" 1 4 3.20 x 10~ 1 3 8.39 x 10- 1 4 4.85 x 10- 1 3 4.85 x 10- 1 3 

IVa* 1.02 x 10~ 1 4 7.51 x 10"4 2.00 x 10- 1 4 7.51 x 10~4 1.50 x 10- 3 

IVb* 1.22 x 10- 1 3 6.06 x 10- 6 2.40 x 10- 1 3 6.06 x 10-* 1.21 x lO" 5 

v; 8.88 x 10~ l b 7.19 x 10~b 1.78 x 10~1 5 7.19 x 10" b 1.44 x 10- 5 

v; 8.88 x 10" i e 7.17 x 10-^ 2.22 x 10~1 5 7.17 x l ( T i a 1.44 x 10- 1 1 

Table 7.9: Ex 1.3 - Mixed Collocation Methods I -V* : h = ?r/48 

7 

X = 7T x = 77r/4 x — 2TT x = l l 7r / 4 MAX 
Si 4.44 x 10- 1 0 2.96 x 10" 1 5 1.78 x 10~1 5 1.40 x 10- 1 4 2.70 x 10- 1 4 

s2 
1.33 x 10- 1 5 6.38 x 10- 1 5 8.88 x 10- L b 9.43 x 10~ 1 5 2.69 x 10~ 1 4 

5 3 
1.33 x 10- 1 5 5.40 x 10- 4 1.33 x 10" 1 6 5.40 x 10- 4 6.87 x 10- 4 

Table 7.10: Ex 1.3 - Multistep Methods Si - 5 3 : h = ?r/24 

X = 7T x = 7ir/4 x = 2TT x = l b r / 4 MAX 
1.78 x 10- 1 5 3.20 x 10- 1 4 8.88 x 10"L f i 3.25 x 10" 1 4 6.31 x 10- 1 4 

5 2 
0 2.95 x 10- 1 4 8.88 x 10" l b 2.69 x 10- 1 4 5.87 x 10- 1 4 

5 3 
1.78 x 10" 1 5 2.16 x 10- 5 1.33 x 10" 1 5 2.16 x l O - 5 3.31 x 10- 5 

Table 7.11: Ex 1.3 - Multistep Methods Si - S3 : h = ?r/48 



CHAPTER 7. NUMERICAL RESULTS 171 

h = 7T/24 h = vr/48 
lib 1.50 x K T 1 1.06 x IQ-* 

Ilia 3.56 x 10~ l 2.40 x 10- a 

Illb 1.47 x lO" 3 2.46 x 10 - ! > 

So 1.6128 9.95 x 10-'2 

Table 7.12: Ex 1.3 - Methods lib, Ilia, 11 lb and 5 0 : k = 0 

X = 7T x - 77r/4 x = 2-K x = l l 7 r / 4 
h = TT/24 5.68 x 10~5 3.29 x 10-'2 2.38 x 10" 4 5.21 x lO"' 2 

h = TT/48 1.71 x 10" 8 5.63 x 10- 4 6.98 x 10~8 8.89 x 10- 4 

Table 7.13: Ex 1.3 - Hybrid Method of Chawla, Rao and Neta 

J 
Conclusions 

When k = 10, the mixed collocation methods I — III are exact, except for the accu­

mulation of rounding errors and are far superior to the numerical results by Chawla 

et al [15]. For methods IVa* and IVb*, the reason why the results are poor at 

x — 7n/4: and l l7r /4 is because the method is only exact for the trigonometric func­

tions [sin kx, cos kx, a; sin kx, x cos kx]. Method IVb* is more accurate than the 4th 

order method 53. Also for method V2*i when k2 is closer to zero, the results improve 

compared to V\* because the basis of functions are [sin A;io;,cos kix,smk2X,cosk2x] 

and thus cos /C2.T becomes a close approximation for the constant term in the theo­

retical solution. This is also the case for the multistep method 53 which has only 

trigonometric functions, or products of trigonometric functions and powers in the 

basis, whilst methods Si and S2 are exact for this problem and are comparable to 

the mixed collocation methods / — 7i7. 

Again, the 4th order polynomial collocation methods are superior to So but the 

6th order method I lib is more accurate than the 4th order hybrid methods of 

Chawla et al [15] as the maximum absolute errors over the interval [0, l l7r /4] for 

both steplengths are smaller than the last errors for the hybrid method. 
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Example 1.4 

We now consider a highly oscillatory problem where the solution to the differential 

equation involves two frequencies. The differential equation is 

y" = -lOOy + 99sina;, y(Q) = 1, y'(0) = 11 

with exact solution y(x) = cos(10:c) + sin(10a;) 4- sin re. 

The results for the mixed collocation methods in table 7.14 are given for k — 10, 

k = 1 and k = 0, the polynomial collocation methods. In table 7.15, the maximum 

absolute error over the interval [0,207r] is given for the two frequency method V* 
with various values for the fitted angular frequencies ki and k2. For comparison, 

results are presented for the exponentially-fitted multistep methods S\ — 53 in table 

7.16. The top values in tables 7.14 and 7.16 are the maximum absolute erfqrs over 

the interval [0, 207r] and the bottom values are the absolute errors at x = 20ir. The 

steplength is h = 7r/40. 

The method used by Paternoster [53] is a 2-stage Runge-Kutta-Nystrom method of 
trigonometric order 1 and algebraic order 2. It has been shown in chapter 4 that 
this method is also the 2-point mixed collocation method with nodes Ci = 1/4 and 
C2 = 3/4. Over the interval [0,207r], the method gave a maximum absolute error of 
6.42 x 10- 5. 

Also in table 7.17 are sd-values for the interval [0,100] with k = 10 where 

sdmax = - log 1 0(max \y{xn) - yn\) 

is the number of correct digits for the maximum absolute error over the interval 
[0,100]. The results in table 7.18 are the sd-values obtained by Simos et al [65] from 
the methods shown below: 

Method Description Algebraic order Dispersive order 
1 Runge-Kutta-Nystrom-Fehlberg 4 8 
2 Runge-Kutta-Nystrom 2 8 
3 Runge-Kutta-Nystrom 4 10 
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k = 10 k = 1 Polynomial 
la 7.85 x 10" -2 2.40 x 10 + 4 ( j 5.89 x 10+ 4 6 

1.37 x 10" 14 2.40 x 10 + 4 6 5.89 x 1 0 + 4 6 

lb 5.41 x 10" -3 2.8009 2.8008 
2.20 x 10" 14 1.3893 1.4798 

Ic 7.85 x 10" -2 1.4170 1.4174 
3.00 x 10- 14 1.0000 1.0004 

Ila 5.63 x 10." -4 2.8466 2.8473 
1.33 x 10- 13 2.4315 2.4070 

lib 5.43 x 10" -ti 7.43 x 10" -2 7.46 x 10~'z 

1.27 x 10" 13 5.37 x 10" -2 5.40 x 10- 2 

Ilia 5.72 x 10" -7 1.68 x 10--1 1.69 x 10- 1 

9.50 x 10" 14 1.26 x 10" -1 1.27 x 10- 1 

Illb 2.41 x 10--9 2.49 x 10" -4 2.49 x 10" 4 

1.03 x 10" 13 1.77 x 10" -4 1.77 x 10- 4 

IVa* 5.94 x 10--2 2.8471 2.8473 
8.92 x 10" -14 2.4263 2.4070 

IV b" 6.42 x 10 -4 7.39 x 10" -2 7.46 x 10- 2 

5.83 x 10" -12 5.35 x 10" -2 5.40 x 10~2 

Table 7.14: Ex 1.4 - Methods I - IV*, h = TT/40 

This problem highlights the fact that when one looks at the absolute error at the 
end-point of the interval, the value can differ greatly from the absolute maximum 
error over the whole interval and so this information may be misleading. This is 
seen especially for k = 10 in table 7.14 where the error at the end-point is very 
close to zero but the maximum absolute error is much larger. Note that as k -> 0, 
methods IVa* and IVb* reduce to the polynomial collocation methods Ila and lib 
respectively and this can be seen in the results for k = 1. 

ki = 10 
k2 = 1 

fci = 10.1 
k2 = 1 

Jfci = 9.9 
k2 = 1 

ki = 10 
k2 = i o - 5 

V* 1.88 x 10- 1 3 4.38 x 10~ l 4.34 x 10" 1 5.63 x 10" 4 

Table 7.15: Ex 1.4 - Mixed Collocation Method V* 
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10 tO.I 102 tOJ 10* 10.5 

Figure 7.1: Ex 1.4 - Varying the frequency ki with k2 = 1 

03 OB 0 7 01 OB 

Figure 7.2: Ex 1.4 - Varying the frequency k2 with k^ = 10 

In figures 7.1 and 7.2, the maximum absolute errors are given for the two-frequency 
method V* with one frequency fixed and varying the other to show how the errors 
behave. When k\ = 10 and k2 = 1, the maximum error is 1.79 x 1 0 - 1 3 . From the 
figures, when the lower frequency k2 is varied but the high frequency is kept fixed, 
then the results are comparable to the lower order mixed collocation methods. If 
we vary the high frequency then the results are very poor. 
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k = 10 k = 1 
1.79 x 10" 7 

9.46 x 10~ 1 4 

6.86 x 10~ l 

3.60 x lO" 1 

5 2 
1.81 x 10~5 

6.25 x IQ~U 

6.80 x 10~ l 

3.58 x 10" 1 

5 3 
1.84 x 10- a 

1.57 x K T 1 3 

6.74 x 10" 1 

3.56 x 1Q-1 

Table 7.16: Ex 1.4 - Multistep Methods Si - 5 3 

h = 0.05 h = 0.025 
la 1.3 1.6 
lb 2.7 3.3 
Ic 1.3 1.6 

Ila 3.6 4.2 
lib 6.1 7.3 

Ilia 7.0 8.2 
Illb 9.8 11.5 

Table 7.17: Ex 1.4 - Mixed Collocation Methods I - III : k = 10 

/ i = 0.05 h = 0.025 
1 2.8 4.3 
2 1.1 0.0 
3 1.7 2.3 

Table 7.18: Ex 1.4 - Methods of Simos et al 

Conclusions 
With A: = 10, the numerical results for the mixed collocation methods are poor for 
the lower stage methods but the higher stage methods show some improvement. 
Comparing the mixed collocation methods with the multistep methods Si — 5 3 , we 
see that the method Si is more accurate compared to the 4th order mixed collocation 
methods lib and Ilia for k = 10 but not for k = 1. 

The 2nd order two frequency method V* is exact except for rounding error when 
kl = 10 and k2 = 1 but if one of the frequencies is changed by a small amount, then 
we can obtain poor results. The results do show the advantage of having a method 
with two frequencies. Comparing method lib with the result given by Paternoster's 
TRKN1 method, both methods have 2 stages but the higher order method lib is 
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more accurate. With k = 1, the results are not so good and they are very similar to 
the polynomial collocation results. Comparing the results of table 7.18 with table 
7.17, the mixed collocation methods of algebraic order greater or equal to four are 
more accurate than methods 1-3 and the 2nd order method I la is comparable to 
method 1 which is a 4th order method. 

By the stability work in chapter 5 and section 6.1.2, methods lb, Ic, I I , III and 
IV* are stable for k = 10, k = 1 and k = 0 in table 7.14 and method la is unstable 
for k = 0 and k = 1, and stable for k = 10. This agrees with the results found. 

7 
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Example 1.5 
Again, we look at a highly oscillatory problem which involves two frequencies as 
suggested by Krishnaiah [1] 

595 
y" = - H % + 100sinx, y{0) = 0, y'{0) = — 

where the exact solution is y(x) = ^^ s in r r + -sin(lOx). 
y w 99 2 v ' 

The numerical values in tables 7.19 - 7.21 are the maximum absolute errors on the 
interval [0,100] for k = 1, 0 and 10 respectively. For the method V* in table 7.21, 
the frequencies are k\ — 10 and k2 = 1. Also given in tables 7.19 and 7.20 are 
whether the methods are stable (S) or unstable (U). When (-) appears in the table 
then the iterative process breaks down and the method only managed to reach a 
certain number of steps. The methods in table 7.21 are all stable for the particular 
values of v and 6. 

In table 7.22, the numerical solutions given are the absolute errors at x = 100. The 
2-step methods used by Krishnaiah [1] are 

Method Description of method Trigonometric Algebraic 
order order 

1 Explicit involving f"(x,y) 1 4 
2 Implicit involving / " (x , y) 1 6 
3 Implicit involving f"(x,y) (Hairer) 0 4 

In table 7.23, the maximum absolute errors over the interval [0,100] and the end-
point errors at x = 100 are calculated using methods 1-3. Krishnaiah states that 
method 3 is P-stable but using our definition for stability, the method has an interval 
of stability given by (0,12). 
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h = 1/2 h = 1/4 - h = 1/8 h= 1/16 
la 1.87 x 10+ 1 8 9 U 7.54 x 10+1'21 U 1.23 x 10+" U 1.15 x 1 0 + b i U 
lb U 7.33 x 10- 1 S 9.39 x 10- 1 S 9.88 x nr 1 S 
Ic 6.62 x 1CT1 S 5.20 x 10- 1 S 5.00 x 10- 1 S 5.00 x lO" 1 S 

Ha U 1.2144 5 1.0352 S 1.0057 S 
lib 7.17 x l O " 1 S 1.0673 S 2.41 x 10" 1 S 1.64 x 10~z S 

Ilia 1.3694 S 9.47 x 10- 1 5 5.31 x 10" 1 S 3.69 x 10-* S 
Illb 8.05 x 10- 1 S 9.90 x 10- a S 2.11 x 10~3 S 3.49 x 10- 6 5 
IVa* U 1.2175 S 1.0333 S 1.0053 5 
IV b* 7.18 x 10- 1 S 1.0654 S 2.40 x 10~ l S 1.63 x 10-'2 S 

Si U U 9.86 x 10- 1 S 1.58 x 10- 1 S 
s2 

U U 9.83 x 10" 1 S 1.57 x l O - 1 S 
s3 

U U 9.79 x 1 0 _ i S 1.55 x 10- 1 S 

Table 7.19: Ex 1.5 - Methods / - IV* and Sx - S3 : /c = 1' 

h= 1/2 h = 1/4 h = 1/8 h= 1/16 
la 2.37 x 10 + 1 9 U U 5.85 x 1 0 + m U 7.42 x 1 0 + " U 4.75 x 10 + ( U U 
lb — U 7.32 x 10" 1 s 9.35 x 10- 1 S 9.87 x 10- 1 S 
Ic 6.62 x 10- 1 s 5.21 x 10" 1 s 5.01 x 10- 1 s 5.00 x 10- 1 S 

Ila — U 1.2178 s 1.0358 s 1.0060 S 
lib 7.15 x 10- 1 s 1.0686 s 2.42 x l O - 1 s 1.65 x 10- 2 S 

Ilia 1.3750 s 9.46 x H T 1 S 5.35 x lO" 1 s 3.72 x 1Q-'Z S 
Illb 7.62 x 10- 1 s 9.87 x 10-'2 s 2.10 x 10" 3 s 3.49 x 10- 6 S 

So — U — U 9.89 x 10- 1 s 1.60 x 10" 1 S 

Table 7.20: Ex 1.5 - Methods / - III and S0 : k = 0 
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h = 1/2 h= 1/4 h = 1/8 ft = 1/16 
la 8.72 x 10" 1 2.65 x 10~ l 1.28 x 10" 1 6.33 x 10" 2 

lb 6.57 x H T 1 5.93 x lO"' 2 1.40 x 10" 2 3.45 x 10~3 

Ic 8.79 x 10"1 2.65 x 10~ l 1.28 x 10~ l 6.33 x 10-'2 

Ila 6.37 x 10-'2 6.15 x 10~3 1.46 x 10- 3 3.59 x 10~4 

lib 3.62 x 1CT2 6.49 x 10- 4 3.59 x 10~5 2.20 x l O - 6 

Ilia 3.52 x 10~3 6.57 x 10" 5 3.77 x 10- b 2.31 x 10~7 

I lib 7.45 x 1CT4 3.03 x lO" 6 4.03 x 10- 8 6.14 x 10~1 U 

IVa* 5.6780 1.6435 1.71 x 10~ l 3.70 x 10~2 

IVb* * 8.72 x 10-'2 4.34 x 10" 3 2.58 x 10- 4 

V* 2.29 x 10~1 4 1.04 x 10~ 1 3 1.53 x 10~ 1 3 1.39 x 10" 1 4 

Si 2.55 x 10~3 3.04 x 10- 5 1.23 x 10- e 7.15 x 10~8 

s2 
1.0414 3.93 x 10- 3 1.29 x 10~4 7.19 x 10" b 

s3 
6.5864 6.99 x 10" 1 1.38 x 10- 2 7.23 x 10- 4 

Table 7.21: Ex 1.5 - Methods / - V* and Sx - S3 : k = 10 

Method h = 1/2 h = 1/4 
1 2.21 x 10~4 1.47 x 10" 5 

2 1.89 x 10- e 1.52 x 10"° 
3 2.83 x 10- 1 1.73 x 10" 1 

Table 7.22: Ex 1.5 - Results of Krishnaiah 
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Method h = 1/2 / i = 1/4 h = 1/8 h = 1/16 
1 3.55 x 10" 3 

2.22 x 10~4 

2.40 x 10- 5 

1.45 x 10~5 

8.52 x 10- 7 

4.68 x 10~7 

4.81 x 10-H 

2.61 x 10~8 

2 2.52 x 10- 5 

1.57 x 10~6 

1.14 x 10~7 

6.90 x 10- 8 

8.79 x 1 0 - 1 0 

4.82 x 10" 1 0 

1.15 x 10" 1 1 

6.24 x 10~ 1 2 

3 1.1487 
2.83 x 1Q-1 

9.46 x 10 _ 1 

1.33 x 10" 1 

9.97 x 10- 1 

8.44 x 10~ l 

1.00 x 10" 1 

6.66 x 10~2 

Table 7.23: Ex 1.5 - Our results using methods 1-3 

Conclusions 
As expected, the numerical results for the 2nd order two frequency method V* are 
exact except for rounding error. The higher order mixed collocation methods show 
an improvement when the steplength is decreased and with A; = 10, method Illb 
is comparable to methods 1 and 2. For k = 10, the 4th order multistep method Si 
gives slightly better results than the 4th order mixed collocation methods lib and 
Ilia whilst methods 5*2 and S% are less accurate. 

* Note that for method IVb* with steplength h = 1/2, the iterative process breaks 
down when the tolerance is 10~ 1 4. If we use a less stringent tolerance of 1 0 - 1 3 , then 
the error is given by 18.967 and as the steplength is halved, the ratio between the 
errors become closer to 16. 

For k — 1, the results were very poor and it appears from this problem and the 
previous example that we obtain more accurate results when the higher frequency is 
chosen. The polynomial collocation methods gave very similar results to the mixed 
collocation methods with k = 1 and all of the multistep methods Si — S3 were 
unstable for h = 1/2 and h = 1/4. 

If we compare the end-point errors of method 2 in table 7.22 to those in 7.23, 
they are relatively close for h = 1/2 but very different for h = 1/4. The ratios 
between the errors in table 7.23 are satisfied but not by Krishnaiah's results. Possible 
explanations are that Krishnaiah used only single precision in his calculations or it 
could be a typing error. 
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Example 1.6 
Consider the popular almost periodic problem introduced by Stiefel and Bettis [67] 

z" = -z + 0.001eix, z(0) = 1, z'{0) = 0.9995i, z € C (7.1) 

where the exact solution is z(x) = e l x ( l — 0.0005ix). If we set z = yx+iy2, then the 
differential problem can be written in the equivalent form 

y" = - y i + 0.001 cosx, yi(0) = l , y[{0) = Q 

1/2 = -2/2 + 0.001 sin x, y 2(0) = 0, y 2(0) = 0.9995 

with the exact solution 

yi{x) = cos a; + 0.0005a; sin a; and y2{x) = sin x — 0.0005a; cos x. 

In table 7.24, results are presented for the real part of the differential problem (7.1) 

y" = -Vi +0.001 cosx, yi(0) = l , yi(0) = 0 

and in table 7.25, the imaginary part of the differential problem (7.1) 

y2 = ~yi +0.001 sinx, y 2 ( 0 ) = 0 , y 2(0) = 0.9995. 

For methods / - IV* and Si - S3 in tables 7.24 and 7.25, the top values are the 
maximum absolute error on [0,407r], and the bottom values are the absolute errors 
at x = 407T. For the angular frequency, A: = 1. 
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h = ir/4 h = it/8 ^ = TT/16 
la 2.34 x 10"* 

2.34 x 1CT2 

1.22 x 10-'2 

1.22 x 10" 2 

6.15 x 10- 3 

6.15 x 10" 3 

lb 1.58 x l f r 3 

1.89 x 1(T 1 5 

3.98 x 10- 4 

4.44 x 10- 1 6 

9.96 x 10~5 

6.33 x 10~ 1 5 

Ic 2.34 x 1CT2 

2.34 x 10" 2 

1.22 x 10~2 

1.22 x 10- 2 

6.15 x 10- 3 

6.15 x 10- 3 

Ha 3.12 x 10~3 

9.55 x 10~1 5 

7.93 x 10- 4 

1.00 x 10- 1 5 

1.99 x 10~4 

5.55 x nr 1 6 

lib 1.62 x 10- 5 

1.00 x 10" 1 5 

1.02 x 10- 6 

6.81 x 10- 1 4 

6.40 x lO" 8 

2.63 x 10- 1 4 

Ilia 2.42 x 10"5 

2.45 x 10- 1 4 

1.53 x 10- b 

1.23 x H T 1 3 

9.60 x 10- 8 

7.61 x 10- 1 4 

Illb 7.14 x 10"H 

1.72 x 10- 1 4 

1.13 x 10~9 

1.34 x 10- 1 3 

2.18 x 10- 1 1 

4.49 x 10- 1 3 

IVa* 2.66 x 10- 1 4 

1.22 x 10- 1 5 

1.80 x 10" 1 4 

9.21 x 10- 1 5 

4.13 x 10~ 1 4 

3.87 x 10- 1 4 

IVb* 9.59 x 10~ 1 3 

9.59 x 10~ 1 3 

2.26 x 10- 1 3 

4.21 x 10- 1 4 

1.12 x 10- 1 2 

1.12 x 10- 1 2 

Si 1.03 x 10- 4 

1.67 x 10" 1 5 

6.20 x 10- b 

2.22 x 10~ 1 6 

3.85 x 10" 7 

3.66 x 10~ 1 5 

S2 
1.01 x 10- 1 4 

7.77 x 10~ 1 6 

7.42 x 10- 1 4 

3.33 x 10- 1 6 

1.34 x 10~ 1 3 

1.22 x 10- 1 3 

5 3 
2.28 x 10~1 4 

2.44 x 10~1 5 

9.21 x l O - 1 5 

3.66 x 10- 1 5 

1.43 x 10- ' 3 

5.44 x 10~ 1 5 

Table 7.24: Ex 1.6 - Methods / - IV* and Si - S3 : (R< 
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h = TT /4 h = TT /8 h = TT/16 
la 2.31 x 10" 'i 1.20 x 10" 2 6.07 x 10- 3 

6.26 x 10" •3 1.60 x 10" 3 4.03 x 10- 4 

lb 1.60 x 10--3 4.03 x 10" -4 1.01 x 10- 4 

1.60 x 10" -3 4.03 x 10" -4 1.01 x 10" 4 

Ic 2.31 x 10" -'I 1.20 x 10" -2 6.07 x 10" 3 

6.26 x 10" -3 1.60 x 10" -3 4.03 x 10" 4 

Ila 3.16 x 10" -3 8.03 x 10" -4 2.02 x 10" -4 

3.16 x 10" -3 8.03 x 10" -4 2.02 x 10" -4 

lib 1.64 x 10" -5 1.03 x 10" -a 6.48 x 10" -8 

1.64 x 10" -5 1.03 x 10--6 6.48 x 10" -8 

Ilia 2.45 x 10" -5 1.55 x 10" -ti 9.72 x 10" -8 

2.45 x 10" -5 1.55 x 10" -6 9.72 x 10" -8 

Illb 7.23 x 10" -8 1.14 x 10" -y 2.21 x 10" 11 

7.23 x 10--8 1.14 x 10" -9 2.21 x 10- 11 

IVa* 2.63 x 10" 14 1.67 x 10" 14 4.03 x 10- 14 

2.21 x 10" 14 7.49 x 10- 15 1.09 x 10- 14 

IVb* 9.51 x 10" 13 2.32 x 10- 13 1.11 x 10- 12 

1.70 x 10" 13 2.32 x 10" 13 3.80 x 10- 14 

Si 1.05 x 10" -4 6.30 x 10" -t> 3.90 x 10" -V 
1.05 x 10" -4 6.30 x 10-- 6 3.90 x 10-- 7 

5 2 1.27 x 10" -14 7.89 x 10" -14 1.43 x 10- 13 

6.34 x 10" -15 7.51 x 10" -14 1.43 x 10" 13 

5 3 
2.14 x 10" -14 8.26 x 10--15 1.46 x 10- 13 

1.76 x 10" -14 4.30 x 10" -16 1.44 x 10" -13 

Table 7.25: Ex 1.6 - Methods I - IV* and Si - S3 : (Imag.) 

Conclusions (i) 
This problem again highlights the fact that the absolute error at the end-point of the 
interval can differ greatly from the maximum absolute error as we can see in table 
7.24, but in table 7.25, the errors at the end-point are very close or equivalent to 
the maximum absolute errors for the imaginary part of problem (7.1). The methods 
IV*, S2 and Sz are exact except for rounding error. The 4th order methods lib and 
Ilia are more accurate than Si, and the mixed collocation methods with the Gauss 
points show better results than others of the same order. 
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We now follow the approach taken by Raptis and Simos [58]. First define 

Z(x)=>y(x)-Jiyl + yl), 

where yi and y2

 a r e the approximations for yi(x) and y2(x) respectively at the step 

x, and 

7 ( x ) = [yl(x) + yl{x))"2 = [1 + (0.0005x) 2] 1 / 2 

is the distance of the point z(x) from the centre of the orbit at time x. In tables 7.26 

and 7.27, the top entry in each box is the value of max{|E(a;)|} over the interval 

[0,407r] and the bottom values are the absolute errors at the end-point given by 

|E(407r)|. When only one value appears, the maximum absolute error and the end-

point error are the same. 

In tables 7.28 and 7.29, the top entry is the value m a x { f i ( . T ) } over the^interval 

[0, 407r] where we define 

Q(x) = \z(x) -z\ = y/[yi(x) - y i ] 2 + [y2(x) - y2}2, 

and the bottom entry is fi(407r). Again, if there is only one entry, then the end-point 

error is the same as the maximum absolute error for Q. 

For comparison, results are given for the polynomial collocation methods lib, Ilia 
and Illb and Numerov's method S0 in tables 7.27 and 7.29. In table 7.30, the 

errors are |E(407r)| for the 4-step methods 1-4 used by Raptis and Simos [58], and 

our results for methods 5-7 are the values max{|E(x) |} over the interval [0,407r] for 

the 2-step methods used by Krishnaiah [ l ] . The methods are listed below: 

Method Description Algebraic Trigonometric 
order order 

1 Classical - [35] 6 0 

2 P-stable hybrid - [43] 6 0 

3 3-stage Predictor-Corrector - [76] 6 0 

4 Hybrid - [58] 6 0 

5 Explicit involving f"(x,y) 4 1 

6 Implicit involving f"(x,y) 6 1 

7 Implicit involving f"(x,y) (Hairer) 4 0 
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Method h = 7r/4 h = T T / 8 h = TT /16 
la 2.38 x 10~2 1.23 x 1Q-* 6.16 x 10~3 

lb 9.92 x 10 _ b 2.52 x 10~5 6.32 x 10~e 

Ic 2.30 x 10"'2 1.21 x 10-'2 6.11 x l O ' 3 

Ha 2.16 x 10~4 

1.93 x 1(T 4 

5.53 x 10- 6 

5.01 x 10~5 

1.39 x 10 ' 5 

1.26 x 10" 5 

lib 1.53 x l ( T e 

1.03 x 10- 6 

9.41 x 10" 8 

6.49 x 10~8 

5.86 x 10" y 

4.06 x 10 ' 9 

Ilia 1.54 x 10"b 9.72 x 10~8 6.09 x 10 ' y 

Illb 4.53 x 10- y 7.16 x 10" 1 1 9.35 x H T 1 3 

IVa* 4.66 x 10~1 S 

2.44 x 10~ 1 5 

1.00 x 10~1 4 

8.66 x 10" 1 5 

3.95 x 10~ 1 4 

3.82 x 1 0 - 1 4 

IVb* 9.46 x 10" 1 3 2.73 x 10~ 1 4 1.12 x 10- 1 2 

Si 7.15 x 10 _ B 

6.58 x 10- 6 

4.35 x 10- y 

3.95 x 10- 7 

2.70 x 10" 8 

2.45 x 10~8 

s2 
8.88 x 10- i e 

4.44 x 10- 1 6 

4.44 x 1 0 _ u > 

4.44 x 10- 1 5 

5.77 x 10- l b 

2.89 x 1 0 ' 1 5 

s. 1.11 x 10- l b 

1.55 x 10~1 5 

3.11 x 10~lb 

4.00 x 10" 1 5 

6.44 x 10-1 ! > 

8.44 x 10~ 1 5 

Table 7.26: Ex 1.6 - Methods / - IV* and Si - S3, k = 1 : Error in £ 

Method h = T T / 4 h = ?r/8 h = TT /16 
lib 7.92 x 10~4 

3.30 x 10~4 

4.88 x 10- 5 

2.14 x 10" 5 

3.04 x 10-° 
1.35 x 10~6 

Ilia 7.48 x 10- 4 4.81 x 10~b 3.03 x 10~b 

Illb 2.21 x 1 0 - 6 

1.10 x 10~6 

3.24 x 10~8 

1.77 x 10- 8 

4.99 x 10- 1 U 

2.77 x 10" 1 0 

So 3.79 x 10~3 

3.15 x K T 3 

2.39 x 10~4 

1.95 x 10~4 

1.49 x 10- b 

1.22 x 10~5 

Table 7.27: Ex 1.6 - Methods lib, Ilia, Illb and S0, k = 0 : Error in £ 
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Method h = Tr/4 h = n/8 h = TT /16 
la 2.43 x 1(T'2 1.23 x 10-* 6.16 x 10- 3 

lb 1.60 x 10~3 4.03 x 10~4 1.01 x 10~4 

Ic 2.43 x 10- a 1.23 x lO - * 6.16 x 10- 3 

Ha 3.16 x 10~3 8.03 x 10- 4 2.02 x 10- 4 

lib 1.65 x 10- 5 

1.64 x 10~5 

1.04 x 10- e 

1.03 x 10- 6 

6.54 x 10-* 
6.48 x 10" 8 

Ilia 2.45 x l O - " 1.55 x 10~b 9.72 x 10- 8 

I lib 7.23 x 1(T 8 1.14 x 10- 9 2.21 x 10" 1 1 

IVa* 2.75 x 10" 1 4 

2.21 x 1G- 1 4 

1.82 x 10- 1 4 

1.19 x 10" 1 4 

4.13 x 10- 1 4 

3.89 x 10~ 1 4 

IVb* 9.74 x 10" 1 3 2.36 x 10- 1 3 1.12 x IQ~LZ 

Si 1.05 x 10- 4 6.30 x 10-B 3.90 x 10 _ Y 

S2 
1.27 x 10- 1 4 

6.39 x 10- 1 5 

8.18 x 10- 1 4 

7.51 x 10- 1 4 

1.46 x 10- 1 3 

1.42 x 10- 1 3 

2.32 x 10- 1 4 

1.78 x 10- 1 4 

9.35 x l O " 1 5 

3.54 x 10- 1 5 

1.48 x 10- 1 3 

1.41 x 10~ 1 3 

Table 7.28: Ex 1.6 - Methods I - IV* and Si - S3, k = 1 : Error in Q 

Method / l = 7r /4 h = n/S h = TT /16 
lib 1.07 x 10-'2 

1.05 x 10~2 

6.93 x 10~4 

6.84 x 10- 4 

4.37 x 10- 5 

4.31 x 10- 5 

Ilia 2.40 x 10~2 1.54 x 10- 3 9.69 x I0~b 

Illb 3.58 x 10- 5 

3.54 x 10" 5 

5.72 x l O - 7 

5.65 x 10- 7 

8.98 x 10~9 

8.88 x 10- 9 

So 1.02 x 10- 1 6.25 x 10- 3 3.89 x 10- 4 

Table 7.29: Ex 1.6 - Methods lib, Ilia, 11 lb and S0, k = 0 : Error in 
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Method h = 7r/4 h = vr/8 h = TT /16 
1 1.01 x 10- 3 1.23 x 10~5 1.80 x 10~7 

2 3.14 x 1(T 6 5.07 x 10"' 8.23 x l O - 9 

3 2.19 x 10- e 2.45 x lO" 8 1.70 x 10- 1 U 

4 1.00 x 10~b 1.34 x 1 0 - 8 2.00 x 10- 1 U 

5 4.92 x 10~6 2.93 x 10" 7 1.80 x 10-* 
6 1.85 x 10"'' 2.70 x 10~9 4.15 x 1 0 - u 

7 2.38 x 10" 3 1.57 x 10- 4 9.92 x 10~e 

Table 7.30: Ex 1.6 - Methods 1-4, |£ (40TT ) | : Methods 5-7, max|E| 

Conclusions (ii) 

As expected, methods IV*, S2 and S3 are exact except for rounding error because 

the methods are exact for problems which have the trigonometric functions cos kx, 
sin kx, x cos kx and x sin kx in the solution. The errors in E by the 6th ord£r mixed 

collocation method Illb are smaller than those of method 4 by approximately a 

factor of 200 and those of method 6 by approximately a factor of 40 which shows 

the superiority of the method. Even when k = 0, the polynomial collocation method 

Illb is comparable to methods 3 and 4 of Raptis and Simos, more accurate than 

method 5, and the errors in £ are larger by a factor of approximately 6 than the 

errors of method 6. The errors in both E and Q by the two 4th order mixed 

collocation methods lib and Ilia are smaller than those of the exponentially-fitted 

multistep method Si by a factor of 6 and 4 respectively. Methods 3 and 4 of Raptis 

and Simos are comparable to the higher order mixed collocation methods and as we 

can see from the results, for tables 7.26 - 7.29, the absolute error at the end-point 

is pretty close to the maximum absolute error over the interval [0,407r]. 
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Example 1.7 

We now consider the nonlinear problem [51] 

y " = - ( l +o.01y2)?/ + 0.01 cos 3x, y(0) = 1, y'(0) = 0 

where the exact solution is y(x) = cos a;. 

Presented in table 7.31 are the results obtained by Ozawa with two 4th order implicit 
Runge-Kutta-Nystrom methods of trigonometric order 1 with orders of dispersion 4 
and 6 respectively. Ozawa's results are the absolute end-point errors at x = 8.257T. 
In Ozawa's paper [51], he does not give the value of the frequency for the results 
in table 7.31 for this particular problem but with k = 0.1 our results are very close 
to those in table 7.31. The values in tables 7.32 - 7.36 are the maxirrfum absolute 
errors over the interval [0,8.257r]. Polynomial collocation is used in table 7^32, and 
the angular frequency for methods / — IV* and S\ — 5*3 is k — 1 in tables 7.33 and 
7.34, and k = 0.1 in tables 7.35 and 7.36. For the two frequency method Vj*, we 
take ky = 1 and fc2 = 0.1, and for method V2*, ky = 1 and k2 = 0.01. 

In tables 7.34 and 7.36, the maximum absolute errors are presented for the mixed 
collocation methods lib, Ilia and Illb where the coefficients have been written 
as series expansions in terms of 6. This is because, for small 6, the exact form 
of the coefficients of the mixed collocation method are inaccurate because of the 
accumulation of rounding error resulting from the loss of significant digits, whilst 
the power series expansions are more accurate. 

Dispersive 
order 

h = T T / 4 h = ir/B / i = TT /16 h = TT /32 h = TT /64 

4 1.87 x 10~'2 1.54 x 10 - 3 1.07 x 10~4 7.01 x 10~b 4.47 x 10~y 

6 1.07 x 10 _ a 3.15 x 10- 4 7.86 x 10- e 1.46 x 1 0 - / 1.05 x 10- y 

Table 7.31: Ex 1.7 - Methods by Ozawa 

h = 7 T / 4 h = T T / 8 h = n/16 h = TT /32 h = TT /64 
lib 2.08 x 10 ' 3 1.35 x 10-" 8.48 x 10- b 5.31 x 10"y 3.32 x 10~8 

Ilia 4.48 x 10 ' 3 2.87 x 10~4 1.81 x 10~5 1.31 x 10-° 7.08 x 10- 8 

Illb 6.57 x 10~b 1.06 x 10~y 1.66 x 10- y 2.60 x 10-" 4.06 x 10- 1 3 

Table 7.32: Ex 1.7 - Methods lib, Ilia and Illb : k = 0 
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/ I = T T / 4 h = n/8 h = TT /16 h = jr/32 h = TT /64 
la 3.23 x 10- 1 5 3.66 x 10~1 5 3.55 x 10~ 1 5- 1.10 x 10" 1 4 8.99 x 10- L 5 

lb 2.65 x 10" 1 5 2.77 x 10~ 1 5 2.80 x 10~ 1 5 6.99 x 10~ 1 5 3.18 x 10~ 1 5 

Ic 2.00 x 10- 1 5 2.18 x 10~1 5 2.83 x 10" 1 5 2.66 x 10- 1 5 1.44 x 10" 1 4 

Ha 3.92 x 10~ l & 5.58 x 10~1 5 1.48 x 10~ 1 4 1.04 x 10- 1 3 1.20 x l O - 1 3 

lib 5.78 x 10" l & 2.46 x 10~14 I . I O x n r 1 3 1.34 x 10~ 1 3 1.42 x 1 0 - 1 2 

Ilia 9.44 x 10- 1 5 7.69 x 10~14 3.04 x 10- 1 3 1.44 x 10" 1 2 4.71 x 10- 1 2 

Illb 3.55 x 10- 1 5 9.94 x 10~1 4 7.88 x l O - 1 3 3.64 x 10~ 1 3 6.00 x l O - 1 2 

IVa* 4.95 x 10- 1 5 3.95 x 10~1 5 9.10 x 10~ 1 5 5.31 x l O - 1 4 4.35 x 10" 1 4 

IVb* 1.87 x 10- 1 3 4.90 x H T 1 4 2.21 x 10~ 1 3 2.12 x 10~ 1 2 3.98 x 10- 1 2 

v{ 4.28 x 10" 1 5 1.27 x 10~1 4 2.55 x 10~ 1 5 4.91 x 10~ 1 4 8.45 x 10- 1 3 

v? 6.70 x 10" 1 5 4.33 x 10~1 5 9.21 x 10~ 1 5 4.06 x 10 -" 1 4 5.36 x 10- 1 3 

Si 3.26 x 10- 1 5 3.34 x 10~1 5 1.23 x 10~ 1 4 1.06 x 10" 1 3 1.27 x 10- 1 3 

s2 2.14 x 10- 1 5 1.61 x 10~1 4 2.57 x 10- 1 4 8.70 x 10~ 1 4 2.25 x 10~ 1 3 

s3 5.25 x 10- 1 5 2.06 x 10~1 5 3.05 x 10~ 1 4 4.22 x 10- 1 3 1.52 x 10- 1 3 

Table 7.33: Ex 1.7 - Methods I - V* and Si - S3 (Exact form): k = / l 

h = T T / 4 / I = T T / 8 h = TT /16 h = TT /32 h = TT /64 
lib 1.91 x 10- 1 U 4.35 x 10~1 4 4.19 x 10~ 1 5 2.75 x 10- 1 5 2.66 x 1 0 - 1 5 

Ilia 5.12 x 10 - " 3.55 x 10~1 5 2.54 x 10~ 1 5 3.07 x 10- 1 5 3.22 x l O - 1 5 

Illb 8.86 x 10- 9 1.72 x 10- X l 3.38 x 10~ 1 4 2.24 x 10- 1 5 3.32 x 10- 1 5 

Table 7.34: Ex 1.7 - Methods lib, 11 la and Illb (Series expansions): k = 1 
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h = vr/4 / I = T T / 8 h = TT /16 h = TT /32 h = TT /64 
lb 2.73 x 10~l 7.30 x 10~'2 1.85 x 10-'2 4.65 x 10- 3 1.16 x 10" 3 

Ha 5.37 x 10- 1 1.46 x l O - 1 3.71 x 10~'2 9.30 x n r 3 2.33 x 10" 3 

lib 2.07 x 10"3 1.34 x 10~4 8.44 x 10- b 5.28 x 10-' 3.30 x 10- 8 

Ilia 4.43 x 10~3 2.85 x 10-" 1.79 x 10-* 1.12 x 10- e 7.04 x l O - 8 

Illb 6.58 x l O - 6 1.06 x 10- ' 1.60 x 10- y 1.47 x 10- 1 U 7.37 x 1 0 " u 

IVa* 5.33 x 10- 1 1.45 x 10- 1 3.67 x 10-'2 9.21 x 10~3 2.30 x 10- 3 

IVb* 2.06 x 10"3 1.33 x 10~4 8.39 x 10- b 5.26 x 10-' 3.32 x 10- 8 

Si 1.83 x lO"'2 1.14 x 10" 3 7.13 x 10~5 4.47 x 10- e 2.78 x 10~' 
s2 

1.81 x 10~'2 1.13 x 10~3 7.06 x 10"° 4.42 x 10~6 2.77 x 10-' 
1.79 x 10~'2 1.11 x 10" 3 6.99 x 10- 5 4.38 x 10- e 2.74 x 10-' 

Table 7.35: Ex 1.7 - Methods J - IV* and Sx - 5 3 (Exact form): k = 0.1 

h = T T / 4 h = n/8 h = TT /16 h = 7r/32 h = 7T/64 
Illb 6.58 x 10- b 1.06 x 10-' 1.66 x 10- 9 2.60 x 10- 1 1 4.05 x 10- 1 3 

Table 7.36: Ex 1.7 - Method Illb (Series expansions): k = 0.1 

Conclusions 
The mixed collocation methods and the multistep methods Si — S3 are exact except 
for the accumulation of rounding error when k — 1. For our own results for Ozawa's 
method and the 3-stage TRKN1 method in Appendix A, we found that they are 
also exact when k = 1 except for rounding error. Comparing methods lib, Ilia and 
Illb in tables 7.33 and 7.34, we see the difference in using the series expansion for 
the coefficients especially for small steplengths. For large steplengths, the results in 
table 7.34 are quite poor but as the steplength decreases, they are superior to those 
in table 7.33. For h = 7r/64, the errors in table 7.33 for the methods lib, Ilia and 
Illb are larger than those in table 7.34 by a factor of approximately 533, 1462 and 
1807 respectively. 

For k = 0.1, comparing the 4th order methods with Ozawa's methods, we see that 
the most accurate method appears to be Ozawa's TRKN41 method with order 
of dispersion 6 when the steplength is decreased. Although he presented only the 
absolute end-point error, the maximum absolute error is slightly smaller than that of 
method lib. The polynomial collocation method Illb is considerably more accurate 
than Ozawa's methods and all the mixed collocation methods of order 4 or less when 
k = 0.1. 
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Example 1.8 

Consider the initial value problem 

z" = - [ 1 + 7 + 7 < 5 e - 2 i x ] z + 7 e - i l z2, 

z(0) = 1 + 5, z'(0) =i(l-5), 7 > 0, 0 < 6 < 1 

where 7 is a nonlinearity parameter, 6 is a distortion parameter and the exact 

solution is an ellipse given by 

z(x) =eix + 8e~ix. 

We take the approach of Jain et al [43] and set z = yi + iy2, then, 

y" = - [ 1 + 7 + 7^ cos(2rc)]yi + 2y1y2 7 sin a; - y25y sin(2:r) +1 {y\ 

y'2 = - [ 1 + 7 + 7* cos(2x)]y2 + 2 y i y 2 7 C O S x + y 1 57sin(2x) -7(1/? 

where 

yi(0) = l + 5, yi(0) = 0, 

y 2(0) = 0, y'2(0) = 1-6 

and the exact solution is 

yi{x) = (1 + 5) cosx and y2(x) = (1 - 5) s'mx. 

We define 

Q(x) = \z(x) -z\ = {[yi(x) - yxf + [y2(x) - y2]2}1'2 

and the entries in tables 7.37 and 7.38 are the values max{n(x-)} over the interval 
[0, 107T]. In table 7.39 the value fi(107r) is given for the methods used by Jain et al 
[43]. 

The steplength is h = TT /12, the nonlinearity parameter is 7 = 1/10 and the fitted 
angular frequency is k = 1 for the exponentially-fitted methods. For the distortion 
parameter, we take five different values for 5. The methods used by Jain et al [43] 
are as follows: 

— j/2) cos x 

- yl) sin x 
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Method Description P-stable Algebraic order 
1 5-step classical : Stormer-Cowell No 6 
2 4-step implicit : Lambert & Watson No 6 

3 2-step hybrid : Cash Yes 6 
4 4-step hybrid : Jain et al Yes 6 

6 = 0 5 = 0.1 6 = 0.2 6 = 0.3 6 = 0.4 
la 3.26 x 10~1 5 3.69 x 10- 1 5 2.90 x 10~1 5 3.75 x 10~ 1 5 2.70 x 10~lb 

lb 5.20 x 10" 1 5 3.87 x \0~lb 3.66 x 10- 1 5 4.88 x 10~ 1 5 3.54 x 10- l b 

Ic 9.48 x 10~1 5 8.72 x 10- 1 5 7.83 x 10- 1 5 8.12 x 10" l b 9.72 x lO~Lt> 
Ha 9.56 x 10- 1 & 1.03 x 10- 1 4 1.12 x 10" 1 4 1.20 x 10- 1 4 1.33 x 10- 1 4 

lib 5.87 x 10~ 1 4 5.99 x 10- 1 4 6.22 x l O - 1 4 6.46 x 10- 1 4 6.72 x 10- 1 4 

Ilia 3.71 x l O " 1 3 3.73 x 10- 1 3 3.89 x 10- 1 3 4.06 x 10- 1 3 4.23 x 10- 1 3 

Illb 3.34 x 10~ 1 3 3.34 x 10" 1 3 3.46 x 10~ 1 3 3.59 x 10- 1 3 3.73 x r 10~ 1 3 

IVa* 1.32 x 10~ 1 4 1.37 x 10- 1 4 1.93 x 10~1 4 1.40 x 10- 1 4 2.36 x 10~ 1 4 

IVb* 8.89 x 10- 1 4 1.00 x 10- 1 3 1.10 x H T 1 3 1.31 x 10~ 1 3 1.40 x 10" 1 3 

Si 9.42 x 10" 1 5 9.70 x 10- 1 5 8.77 x 10- 1 & 8.91 x 10- l b 1.01 x 10~ 1 4 

s2 
4.75 x 10- 1 4 4.53 x 10" 1 4 5.30 x 10~1 4 5.17 x 10- 1 4 5.64 x 10- 1 4 

s3 
5.35 x 10- 1 4 7.27 x 10- 1 4 5.12 x 10~1 4 6.17 x 10- 1 4 6.68 x 10- 1 4 

Table 7.37: Ex 1.8 - Methods / - IV and Sy - S3 : k = l 

5 = 0 5 = 0.1 5 = 0.2 5 = 0.3 5 = 0.4 
lib 2.75 x 10" 5 2.57 x 10~5 2.49 x 10- 5 2.61 x 10" 5 2.73 x 10-b 

Ilia 6.91 x 10" 5 7.35 x 10~b 7.80 x 10- 5 8.25 x 10~5 8.70 x 10" 3 

Illb 1.16 x 10-* 1.22 x 10- 8 1.29 x 10- 8 1.35 x 10" 8 1.42 x l O - 8 

So 2.89 x 10~4 2.92 x 10-" 3.11 x 10- 4 3.30 x 10" 4 3.49 x 10~4 

Table 7.38: Ex 1.8 - Methods lib, Ilia, Illb and S0 : k = 0 
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Method 6 = 0 6 = 0.1 6 = 0.2 6 = 0.3 6 = 0.4 
1 1.54 x 1CT5 1.65 x 10~5 1.66 x 10" b 1.67 x 10-& 1.68 x 10~5 

2 5.51 x l ( r e 5.24 x 10~e 4.97 x 10~b 4.73 x 10~b 4.51 x 10- 6 

3 1.30 x 10- 7 1.24 x 10~y 1.18 x 10"' 1.12 x l O - 7 1.06 x 10- 7 

4 7.15 x 10- y 7.25 x 10" 7 7.38 x 10"y 7.55 x 10- y 7.75 x 10- 7 

Table 7.39: Ex 1.8 - Methods of Jain, Kambo and Goel 

Conclusions 
The mixed collocation methods / — IV* and exponentially-fitted methods Si — S3 
are exact for this problem except for the accumulation of rounding error and are 
far superior to the 6th order methods used by Jain et al. The 4th order polynomial 
collocation methods lib and 11 la are superior to Numerov's method 5 0 and method 
Illb is the most accurate of the polynomial based methods and superior to the 6th 
order methods 1-4. 
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Example 1.9 
For our next example, consider the nonlinear Duffing's equation 

y" = - y - y 3 + ^4cos(cJ3;) 

where A = 0.002, a 1.01, the initial conditions are 

4 
y(o) X ) Mi+i = 2.00426728067 x 10~\ y'(0) = 0 

t=0 

where the coefficients 

Al = 0.200179477536, A3 = 0.246946143 x 10" 3, 

A5 = 0.304014 x 10 - 6 , A7 = 0.374 x 10" 9, A9 = 0.0 1 

are computed by Galerkin's approximation method with a precision of 1 0 - 1 2 , see 
Van Dooren [75] and the solution is given by 

y(x) = Ai cos ax + A$ cos 3ax + A5 cos box + A7 cos 7ox + Ag cos 9ox. 

The interval for x is [0,407r]. In tables 7.40 and 7.41, the absolute maximum errors 
are given on the interval [0,407r]. The angular frequency is k = 1.01 for table 7.40 
and k = 0 for table 7.41. 

For comparison we look at three 4th order polynomial based methods used by 
Chawla and Neta [11] and the results in table 7.42 for methods 1-3 are the ab­
solute errors at x = AOir. 

In table 7.43, we present our results for the 2-step Stormer extrapolation and inter­
polation methods 4-7 by Gautschi [28]. The results are the maximum absolute errors 
over the interval [0,407r]. These methods are of Stormer type but the coefficients 
are chosen so that the linear functional of the method annihilates all trigonometric 
polynomials of order p (c.f. Definition 3.1). The fitted angular frequency is k = 1.01. 
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Method Description of method 
1 2-step P-stable hybrid method by Chawla [7] 
2 2-step P-stable hybrid method by Cash [4] 
3 2-step P-stable hybrid method by Costabile &; Costabile [24] 

Method Description Algebraic Trigonometric 
of method order order 

4 2-step extrapolation 2 1 
5 2-step extrapolation 3 2 
6 2-step interpolation 1 1 
7 2-step interpolation 4 2 

J 

h = ir/5 / l = 7T /10 h = TT /20 h = TT /40 
la 1.06 x 10~3 5.19 x 10- 4 2.49 x 10~4 1.21 x 10~4 

lb 1.46 x 10~4 2.69 x 10~5 6.18 x 10- e 1.51 x 10" e 

Ic 8.90 x 10- 4 4.53 x 10~4 2.32 x 10" 4 1.17 x 10- 4 

Ha 1.50 x 10- 4 4.58 x 10- b 1.19 x 10-& 3.00 x l O - 6 

lib 8.73 x 10- f i 4.81 x 10-' 2.93 x 10~8 1.82 x 10" 9 

Ilia 1.11 x 10- 5 5.82 x 10- y 3.47 x 10-H 2.14 x 10~9 

Illb 1.17 x 10~7 1.43 x 10- 9 1.46 x 10~ 1 1 8.39 x 10" 1 2 

Si 5.42 x 10- b 2.60 x 10- 6 1.44 x 10- 7 8.67 x 10- 9 

s2 
4.90 x 10 _ i > 2.32 x 10-* 1.28 x 10~y 7.71 x 10- 9 

Sz 4.43 x 10-* 2.07 x 10- e 1.14 x 10~y 6.86 x 10~9 

Table 7.40: Ex 1.9 - Methods I - IV* and Si - 5 3 : k = 1.01 

h = T T / 5 h = TT /10 h = TT /20 h = TT /40 
lb 1.30 x K T 1 3.46 x 10-'2 8.70 x 10- 3 2.18 x 10~3 

Ic 2.00 x 10- 1 2.02 x 10" 1 2.06 x 10- 1 2.10 x 10 _ 1 

Ha 2.75 x lO" 1 6.96 x lO-* 1.75 x 10-'2 4.36 x 10~3 

lib 7.17 x l O - 4 4.57 x 10- 5 2.87 x 10"° 1.80 x 10~y 

Ilia 1.36 x 10"3 8.69 x 10- 5 3.46 x 10- b 3.43 x 10- y 

Illb 1.26 x 10"6 2.05 x 10- 8 3.32 x l O " 1 0 1.28 x 1 0 - n 

So 5.67 x 10" 3 3.51 x 10" 4 2.19 x 10~5 1.37 x 10~b 

Table 7.41: Ex 1.9 - Methods / , I I , III and S0 : k = 0 



CHAPTER 7. NUMERICAL RESULTS 196 

Method h = vr/5 h = TT /10 h = TT /20 h = TT /40 
1 4.50 x 10~3 2.85 x 10-" 1.79 x 10" 5 1.12 x 10~e 

2 4.54 x 10~3 2.88 x 10"4 1.81 x 10~5 1.13 x 10- s 

3 3.10 x 10" 2 2.05 x 10~3 1.30 x 10- 4 8.15 x 10- e 

Table 7.42: Ex 1.9 - Methods 1-3 

Method h = T T / 5 h = T T / 1 0 h = T T / 2 0 h = T T / 4 0 
4 3.10 x 10" 4 5.76 x l O - 5 1.27 x 10-& 3.05 x 10~b 

5 2.18 x 10- 4 3.39 x 10~5 5.13 x 10- e 6.41 x 10~7 

6 8.37 x 10~4 7.56 x 10-" 4.35 x 10- 4 2.30 x 10- 4 

7 3.23 x 10- a 1.48 x l O - " 8.06 x 1Q-8 4.84 x 10~y 

Table 7.43: Ex 1.9 - Our results using Methods 4-7 of Gauts'chi 

J 

Conclusions 
For k = 1.01, the mixed collocation methods with Gauss points are more accurate 
than other mixed collocation methods of the same algebraic order. The 4th order 
methods lib and Ilia and method 7 by Gautschi give slightly better results than the 
multistep methods Si — S3. Also, the mixed collocation methods are more accurate 
than the methods 4-7 by Gautschi when we look at those of the same algebraic 
order. 

Note that for h = TT/40 for the mixed collocation and polynomial collocation meth­
ods Illb, the ratios of the error to the previous error for h = 7r/20 are 1.7 and 26 
respectively, instead of 2 6 = 64. We take into consideration that the solution of the 
problem is not exact because the coefficients i4 2i+i, for i = 0 , . . . ,4 are calculated 
with a precision of 1 0 - 1 2 and so this effects the error each time it is calculated. When 
the coefficients are written as series expansions in terms of 9 for the mixed colloca­
tion method Illb, we obtain the errors 1.51 x 10~ u for h = TT/20 and 7.74 x 1 0 - 1 2 

for h = TT/40. The ratio is 1.95 but as we require the ratio to be 64, this again shows 
the effects of the accumulation of rounding error. 
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Example 1.10 
For the next problem, we follow Coleman [18]. The differential equation is 

y" = - { i 6 * * f * - \ } y t y(0) = l , y'(0) = - \ 

with exact solution 

y(x) = e _ l / 2 cos e 1). 

The interval is [lo, i m a 3 ; ] where x0 = 0 and xmax = x0 + Nh = log (209/8) is the 

hundredth positive zero of y(x). The sd-values are computed for the maximum 

absolute error over the interval where we define 

sdmax = - log1 0[max(|j/(a;n) - y n | ) ] 

J . 

as the number of significant digits for the maximum absolute error over the interval 

[xo,a; m a i ] in the approximate solution. Also 

sdiast = - l og 1 0 ( | y ( a ; m Q I ) - yN\) 

is the absolute error at the end-point xmax in the approximate solution. The sdmax 

value is the top value in each box of table 7.44 and the bottom value is the sdiast 

value. In table 7.44, the angular frequency is k = 1. The polynomial collocation 

methods lib, Ilia and Illb are used in table 7.45, and in table 7.46 the frequency 

parameter is k = yjl67r2e2x - 1/4 where the sdmax values have been given for both 
x 

tables 7.45 and 7.46. The steplength is h = ^ — , where m = 1,2,3 and 4. 
400 x 2 m 

In table 7.47, results are shown for various methods used by Coleman [18] which are 

listed below. The sdiast values only are given. 
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Method Step/Stage Description of Algebraic Order of 
number method order dispersion 

1 2-step Explicit 4 4 
2 2-step Singly-implicit 4 6 
3 2-step Diagonally implicit 4 6 
4 2-step Implicit 4 8 
5 2-stage DIRKN 2 6 
6 3-stage DIRKN 2 8 

Method m = 1 m = 2 m = 3 m = 4 
la -19.1 -10.5 -5.16 -2.24 

-19.1 -10.5 -5.16 -1.84 
lb 0.41 0.74 1.31 1.91 

1.14 0.79 1.31 1.91 
Ic 0.41 0.49 0.56 0.64 

14.7 12.1 6.60 4.19 
Ha 0.35 0.50 1.02 1.61 

0.82 0.76 1.03 1.61 
lib 2.07 3.23 4.43 5.62 

2.07 3.23 4.43 5.62 
Ilia 1.70 2.88 4.08 5.41 

1.70 2.89 4.08 5.65 
Illb 4.22 6.00 7.80 9.60 

4.22 6.00 7.80 9.60 
IVa* 0.36 0.50 1.02 1.61 

0.82 0.76 1.03 1.61 
IVb* 2.07 3.23 4.43 5.65 

2.07 3.23 4.43 5.65 
Si 1.04 2.26 3.35 4.15 

1.04 2.26 3.35 4.15 
s2 

1.04 2.26 3.47 4.68 
1.04 2.26 3.47 4.68 

s3 1.04 2.26 3.47 4.68 
1.04 2.26 3.47 4.68 

Table 7.44: Ex 1.10 - Methods / - IV* and Si - S3 : k = 1 
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Method m = 1 m = 2 m = 3 m = 4 
lib 2.07 3.23 4.43 5.63 

Ilia 1.70 2.88 4.08 5.28 
Illb 4.22 6.00 7.80 9.60 

So 1.04 2.26 3.47 4.68 

Table 7.45: Ex 1.10 - Methods lib, Ilia and Illb and SQ: k 

Method m = 1 TO = 2 m = 3 m = 4 
la 0.92 1.21 1.50 1.80 
lb 3.97 4.62 5.23 5.84 
Ic 0.91 1.20 1.50 1.80 

Ha 1.58 2.15 2.75 3.34 
lib 3.85 5.06 6.26 7.46 

Ilia 3.38 4.58 5.78 6.98 
Illb 5.67 7.47 9.28 11.10 
IVa* 1.56 2.15 2.74 3.35 
IVb* 3.55 4.76 5.95 7.16 

Si 2.54 3.78 5.00 6.20 
S2 

2.84 4.09 5.30 6.50 
s3 

4.23 5.55 6.78 7.98 

Table 7.46: Ex 1.10 - Methods / - IV* and Sx - S3 : k = sjl6ir2 
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Method m = 1 m = 2 m = 3 m = 4 
1 1.1 2.4 3.6 4.9 
2 2.7 4.4 6.0 7.5 
3 2.8 4.4 6.0 7.5 
4 3.1 4.6 6.1 7.5 
5 3.2 5.1 7.1 7.5 
6 5.1 5.6 6.6 7.5 

Table 7.47: Ex 1.10 - Methods of Coleman, s d i a s t values 

Conclusions 
For the mixed collocation methods with k = 1, the results are poor for the lower 
order methods but they improve for the higher order methods and the 6th order 
mixed collocation method Illb is superior to all the other methods in this example. 
The multistep methods S\ — S 3 are not as good as the 4th order mixed coi location 
methods lib, Ilia and IVb*. Note that methods IVa* and IVb* give similar results 
to the methods Ila and lib respectively. 

When the polynomial collocation method is used for lib, 11 la and Illb, the results 
are similar to the mixed collocation methods. Also, the results of the polynomial 
based method So are the same as those of the exponentially-fitted methods 52 and 53. 
This is perhaps because none of the methods are exact for this problem and so the 
polynomial based methods approximate the solution as well as the exponentially-
fitted methods. Also, the choice of k = 1 for the angular frequency may not be 
a good approximation for the problem, and as we have seen in earlier problems, 
the results for the polynomial collocation methods can be similar to the mixed 
collocation methods for certain values of the frequency parameter k. 

When k = ^16n2e2x — 1/4, the results are greatly improved for the exponentially-
fitted methods. The superiority of the mixed collocation methods with Gauss nodes 
can be seen compared to other methods of the same algebraic order. Once again, 
the mixed collocation method Illb is the most accurate method. 
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E x a m p l e 1.11 

Our final one-dimensional problem is, 

y" = - { m + ~ ] y > y ( l ) = Jo(lO), y'(l) = ^ ) _ 10^(10) 

with exact solution y(x) = s/x J 0(10x) where J 0 is the Bessel function of the first 

kind of order 0. The interval of a; is [1,10]. 

In tables 7.48 - 7.50, the maximum absolute error over the interval [1,10] is given. 

In table 7.48 the angular frequency is k = 10. In table 7.49 we use the polynomial 

collocation method, i.e. k = 0, and in table 7.50, k = J l O O - f l / ( 4 x 2 ) . 

Method h - 0.09 h = 0.045 h = 0.0225 h = 0.01125 
la 1.23 x 10- a 6.30 x 10- 4 3.15 x 10"4 1.58 x 10- 4 j 
lb 9.35 x 10- 5 2.36 x 10- 5 5.91 x 10- b 1.48 x 10- e 

Ic 1.29 x 10- a 6.34 x 10- 4 3.16 x 10- 4 1.58 x 10~ 4 

Ila 1.88 x 10~ 4 4.75 x 10~5 1.19 x 10~ 5 2.99 x 10- e 

lib 1.26 x 10- 5 7.99 x 10"8 5.10 x 10- 9 3.19 x 10" i U 

Ilia 1.59 x 10- f i 1.23 x 10- y 7.86 x 10- 9 4.92 x 1 0 _ 1 U 

Hlb 8.31 x 10~ 9 1.29 x 10~ 1 U 2.08 x 10"1'2 1.24 x 10" 1 2 

IVa* 4.25 x 10- 6 1.02 x 10- 5 2.57 x 10- e 6.42 x 10~7 

IVb* 3.68 x 10- y 2.26 x 10- 8 1.41 x 10~ y 8.75 x 1 0 " u 

Si 7.00 x 10-° 4.30 x 10"7 2.78 x 10- 8 1.74 x 10- 9 

s2 
1.95 x l O - 8 1.15 x 10- y 7.14 x 10~ 9 4.48 x 1 0 - l u 

6.13 x 10- y 3.97 x 10- B 2.59 x 10- 9 1.66 x 10" l u 

Table 7.48: E x 1.11 - Methods / - IV* and Sy - S3 : k = 10 
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Method h = 0.09 h = 0.045 h = 0.0225 h = 0.01125 
la 4.25 x 1 0 + 6 3.83 x 10+3 3.42 x lp . + 1 2.7337 
lb 3.07 x 10* 1 9.19 x i 0 ~ 2 2.36 x 10~ 2 5.92 x 10"3 

Ic 2.52 x 10 ' 1 2.52 x 10"1 2.51 x lO" 1 2.31 x 1 0 _ 1 

Ha 4.82 x 10- L 1.82 x 10"1 4.75 x 10-'2 1.20 x 10~ 2 

lib 3.17 x 10- a 2.10 x 10~4 1.35 x 10 ' 5 8.49 x 10"' 
Ilia 7.18 x 1 0 - 3 4.66 x 10~ 4 3.00 x 10~ 5 1.88 x 10~b 

Illb 1.37 x 10- b 2.22 x 1Q- 7 3.58 x 10- y 5.60 x 1 0 " u 

Table 7.49: Ex 1.11 - Polynomial Collocation Methods I - III : k = 0 

Method h = 0.09 h = 0.045 h = 0.0225 h = 0.01125 
la 1.48 x 10~4 7.37 x 10~ 5 3.72 x 10~ 5 1.86 x 10~ 5 

lb 7.45 x 10"b 1.85 x 10" e 4.62 x 10- 7 1.16 x 10- y 

Ic 1.45 x 10~ 4 7.29 x 10- 5 3.70 x 10- 5 1.85 x 10~ 5 1 
Ha 3.78 x l O - 5 9.85 x 10~B 2.52 x 10~ b 6.37 x 10"7 

lib 2.08 x 10~Y 1.26 x 10- b 7.96 x 10- 1 U 5.02 x 1 0 ~ u 

Ilia 5.97 x 10"7 3.76 x 10- 8 2.35 x 10~ y 1.47 x 10~ 1 U 

I lib 2.59 x 10- y 3.89 x 10- 1 1 6.08 x 1 0 - 1 3 5.35 x 10 - 1 4 

iVa* 4.25 x lO" 5 1.02 x 10- 5 2.58 x l O - 6 6.43 x 10- 7 

IVb* 3.70 x 10"' 2.27 x 10- s 1.41 x 10~ 9 8.75 x 1 0 - u 

Si 3.30 x 10- f t 2.05 x 10~ y 1.31 x 10- 8 8.28 x 1 0 - 1 0 

s2 
1.95 x 10- b 1.15 x 10-' 7.15 x 10- y 4.48 x 10 - 1 0 

s3 
6.13 x 1 0 w 3.96 x 10- 8 2.59 x 10"y 1.66 x 10~ 1 U 

Table 7.50: Ex 1.11 - Mixed Collocation Methods I — IV : k = ^100 + l/(4a; 2) 

Conclusions (i) 

The most accurate method is the 6th order mixed collocation method 11 lb for k = 

10,0 and ^AlOO + l/(4a; 2). Method IVb* which is exact for the functions cos(A;a;), 

sin(/ca;)1 xcos(kx) and xsin(/crc) is the best 4th order method for k — 10 whilst 

method lib improves when k = ^100+ l/(4a; 2). The mixed collocation methods 

with Gauss nodes for the collocation points are more accurate than the other mixed 

collocation methods of the same order. The polynomial collocation methods are not 

so good for this problem although method IIlb improves and is comparable to the 

4th order methods lib, Ilia, IVb* and Sx - 5 3 with k = 1 and k = ^100 + 1/(4x2) 

for small steplengths. 

Note that the ratios of the maximum absolute errors for h = 0.0225 and h = 0.01125 

for method 11 lb in tables 7.48 and 7.50 do not agree with the required value of 
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2 = 64. For h = 0.01125, when the coefficients are evaluated as series expansions 

in terms of 8 we obtain the error 3.45 x 1 0 - 1 4 for k = 10, and 1.16 x 10~ 1 4 for 

k = ^/l00 + l / ( 4 x 2 ) for method Illb. The ratios between these and the previous 

errors at h = 0.0225 are 60 and 52 respectively which are closer to 64. We must also 

take into account any rounding error incurred by Matlab from the evaluation of the 

Bessel function for the starting values and each time the exact solution is evaluated. 

Results are also given for the 2-step methods used by Jain et al [42] and the 2-

step Stormer extrapolation and interpolation methods by Gautschi [28] which are 

listed below. The methods by Gautschi are described in Example 1.9. In table 7.51 

we present our results for the maximum absolute errors over the interval [1,10] for 

methods 1-8. Methods 2 and 3 are of the form 

yn+1 - 2yn + y n _ j = h 2 [ X f n + l + (1 - 2 A ) / n + \ f n - i ] t J . (7.2) 

where 

A = 1 f — -
4 \s in 2 (0/2) 0 2 

Method Description Algebraic Stability 

of method order Interval 

1 Lambert-Watson method 2 P-stable 

2 Method (7.2) with 8 = n/2 2 (0,7T 2 /4) 

3 Method (7.2) with 8 = T T 2 (0.7T 2) 

4 Numerov (So) 4 (0,6) 

Method Description Algebraic Trigonometric 

of method order order 

5 2-step extrapolation 2 1 

6 2-step extrapolation 3 2 

7 2-step interpolation 1 1 

8 2-step interpolation 4 2 

Jain et al [42] describe a method which is of the form (7.2) with frequency k = 10. 

This method is equivalent to the Stiefel-Bettis method Si with k = 10 but the 

coefficients still depend on the steplength h. The definition used by Jain et al for 
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an interval of periodicity differs from Definition 3.5 in that they consider the sta­

bility of exponentially-fitted methods when the angular frequency of the problem is 

the same as the frequency of the test equation. They applied Lambert and Wat­

son's definition of P-stability which is concerned with constant coefficients and not 

steplength-dependent coefficients. Because 6 is fixed in methods 2 and 3, then the 

coefficients are independent of the steplength and Definitions 2.6 and 2.7 of chapter 

2 can be applied. 

Method h = 0.09 h = 0.045 h = 0.0225 h = 0.01125 
1 4.97 x 10"1 5.04 x lO" 1 2.22 x 10"1 5.95 x lO"'2 

2 7.12 x 10~'2 2.36 x lO"'2 6.40 x 10~ 3 1.63 x 10~ 3 

3 4.25 x 10- 1 1.44 x 10"1 3.72 x 10-'2 9.37 x 10~ 3 

4 3.04 x lO"'2 1.91 x 10~ 3 1.21 x l O - 4 7.57 x 10- c 

5 1.88 x 10~4 4.65 x 10~ 5 1.17 x K T 5 2.96 x 1 0 - 8 

6 4.41 x 10"4 6.16 x 10- 5 7.98 x 10- e 1.00 x 10" e 

7 2.47 x 10~3 1.26 x 10-* 6.32 x 10- 4 3.17 x l O - 4 

8 2.63 x 10~5 1.49 x 10- B 9.23 x 10~ 8 5.82 x 10- y 

Table 7.51: E x 1.11 - Methods 1-8 

Conclusions (ii) 

Comparing the 2nd order methods 1, 2 and 3 with methods lb and 11 a, the latter 

methods are far superior and even the 1st order methods la and Ic are more accu­

rate. The 4th order polynomial methods lib and Ilia are better than Numerov's 

method and finally comparing methods 5-8 with the mixed collocation methods of 

the same algebraic order in tables 7.48 and 7.50, the mixed collocation methods are 

the most accurate. 
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7.1.1 Comparisons of two-point mixed collocation methods 

In this section, we study the effects of varying the collocation point C\ for the sym­

metric two-point mixed collocation method (4.19). Because the collocation nodes 

are symmetric, i.e. c<i = 1 — c\, then we shall only consider values of C\ in the region 

0 < ci < 1/2. 

In figures 7.3 - 7.12, a dot (.) represents the maximum absolute error for a number of 

problems selected from section 7.1 using the 2nd-order two-point mixed collocation 

method (4.19). When ci = 0 and c 2 = 1, the method is the second-order mixed 

collocation method I la. The point marked by a circle (o) is the maximum absolute 

error obtained when the collocation points Ci and c-i are the Gauss nodes, that is 

the 4th-order method lib. 

The following examples are labelled according to the particular problems of section 

7.1. 

E x a m p l e 1.4 

Figure 7.3 is the plot of the maximum absolute error for Problem 1.4 for various 

values of C\ with fitted parameter k = 10 and steplength h = 7r/40. 

0 4S 0 5 

Figure 7.3: Problem 1.4 with k = 10 and h = T T / 4 0 

Conclusions 

As the value of c\ approaches the Gauss node (3 — \/3)/6, then the maximum 

absolute error decreases and as cv approaches 1/2 from the Gauss node, then the 

error increases. Thus, the 4th order method lib gives the more accurate results. 
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E x a m p l e 1.5 

Figures 7.4, 7.5 and 7.6 are the plots of the maximum absolute error for Problem 

1.5. The fitted frequency is 10 and the steplength is given by /) = 1/2, 1/4 and 1/8 

respectively. 

Figure 7.4: Problem 1.5 with k = 10 and h = 1/2 

°0 0 05 0 1 "0.15 0 2; 0 . » 03 936 \ 0,4; 0 IS 0 S 

Figure 7.5: Problem 1.5 with k = 10 and h •- 1/4 
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I 
i 
i 

0 OOS 0.1 0.15 02 025 03 0-35 04 0.45 0.5 

Figure 7.6: Problem 1.5 with k = 10 and h = 1/8 

Conclusions 

For /i = 1/2, as c\ —> 1/2, the maximum absolute error decreases but we can^improve 

on the Gauss nodes and the 4th order method does not give the best results. As the 

steplength decreases, then method lib improves (with the Gauss nodes) but there 

are still values of Cy for which the results are more accurate. 
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E x a m p l e 1.6 

The figures 7.7 and 7.8 are the plots of the maximum absolute error for Problem 

1.6, the Stiefel-Bettis problem. 

I > 
5 

9 005 0.1 0.15 O.Z OJS OJ 0J5 0 . O.U 
Vwytogctl) 

Figure 7.7: Problem 1.6 with k = 1 and h = 7r/4 

I 
5 
I 

a I • 1 1 m 1 1 1 1 1 1 
0 OAS D.I 0 1S 0,2 O 25 £>J 0 39 0 4 O IS 03 

Figure 7.8: Problem 1.6 with k = 1 and h — ir/8 

Conclusions 

It is easily seen that the most accurate method is the 4th order mixed collocation 

method lib with the Gauss nodes. 
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E x a m p l e 1.9 

The figures 7.9 and 7.10 are the plots of the maximum absolute error for Problem 

1.9. The fitted frequency is k = 1.01 and the steplengths are 7r/5 and 7r/10. 

Figure 7.9: Problem 1.9 with k = 1.01 and /i = T T / 5 f 

Figure 7.10: Problem 1.9 with k = 1.01 and h = T T / 1 0 

Conclusions 

For h = 7r/5, we can improve on the results of the 4th order method lib but as h 

decreases, then the results for method lib improve. 
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E x a m p l e 1.11 

The figures 7.11 and 7.12 are the plots of the maximum absolute error for Problem 

1.11. 

I . I • 

1 • 

r 

fci -

02 - . 

0 | , , , L - Q : — i 1 1 1 1 
e oca o.i o.is O J ais O J 035 0* o.*3 0.5 

Figure 7.11: Problem 1.11 with k — 10 and /i = 0.09 f 

1 w* 
3. 

I 1 

5 

0 0O5 0 1 0 IS 92 0 » 0 3 035 0 * 0 <i 05 

Figure 7.12: Problem 1.11 with A; = 10 and h = 0.045 

Conclusions 

Again, as with example 1.6, the 4th order method lib with the Gauss nodes for 

collocation points give the best results. 

G e n e r a l Conclusions 

Generally for small steplengths, the 4th-order mixed collocation method gave 

the most accurate results. For large steplengths, it is sometimes possible to improve 

on the results with a lower order method. 
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7.2 Two-dimensional problems 
E x a m p l e 2.1 

For our first two-dimensional example consider Kramarz' test problem [45] 

y'{ = 24987/! + 4998y2, Vl{0) = 2, y[(0) = 0 

^ = - 2 4 9 9 ^ - 4999^, y2(0) = - 1 , y 2(0) = 0 

where the exact solution is yi(x) = 2cosrc and y2(x) = — cosa;. 

The error is given by the maximum of the 1-norm, i.e. 

Error = maxfly^Xn) - y i | + faM - y2\} 

T 
where y\ and y2 are the numerical approximations to y\(xn) and y2(xn) respectively. 

The steplength is h = 0.01. Because a small steplength is used throughout this 

problem, the difference is shown in the numerical solution when the coefficients of 

the methods are written as power series expansions in terms of 9 compared to the 

exact form. 

The maximum absolute errors over the interval [0, 80] are given in tables 7.52 - 7.54. 

For the exponentially-fitted methods in tables 7.52, 7.53 and 7.55, the top entries are 

the numerical solutions when the coefficients 6j, di and of the mixed collocation 

methods are in exact form. The bottom entries are the coefficients written as power 

series expansions. The fitted angular frequency is k = 1 and for the two frequency 

method V{, we take ki = 1 and k2 = 0.1 and for V2*, ki = 1 and k2 = 50. In table 

7.56, results are presented for the polynomial collocation methods lib, Ilia and 

Illb, and Numerov's method So-

The methods used by Coleman and Booth [21] in table 7.54 are a 6th order Panovsky-

Richardson method which we will denote by (PR4), and the equivalent 6th order 

Runge-Kutta-Nystrom method given by (RKN6). 



CHAPTER 7. NUMERICAL RESULTS 

/ a lb Ic Ila 
X = 1 1.40 x 10~ i 3 

1.56 x 10" 1 3 

1.07 x 10- 1 3 

6.86 x 10" 1 4 

1.65 x 10- 1 4 

1.47 x 10~ 1 3 

3.75 x 10~ 1 3 

1.91 x 10~ 1 4 

x = 2 4.23 x 10- 1 1 

4.88 x 1 0 ~ u 

2.26 x 10 - 1 3 

1.27 x 10 - 1 3 

5.37 x 10- 1 4 

1.63 x 10- 1 3 

7.73 x 10~ 1 3 

3.76 x 10~ 1 4 

x = 5 2.44 x 10- 3 

1.88 x 10"3 

2.98 x 10 - 1 3 

3.74 x 10 - 1 3 

9.20 x 10-' 4 

2.77 x 10~ 1 3 

2.12 x 10~ 1 2 

4.50 x 10~ 1 4 

x = 10 1.24 x 1 0 + 1 U 

1.44 x 1 0 + 1 ° 
3.23 x 1 0 - 1 3 

3.74 x 10 - 1 3 

1.25 x 10 - 1 3 

2.77 x 10~ 1 3 

3.40 x 10~ 1 2 

3.08 x 10~ 1 3 

re = 20 4.70 x 10+ 3 5 

5.31 x 1 0 + 3 5 

4.35 x K T 1 3 

5.60 x 1 0 - 1 3 

4.92 x 10" 1 3 

4.26 x l O - 1 3 

8.07 x 10~ 1 2 

5.02 x 10~ 1 3 

x = 40 6.77 x 10+ 8 6 

5.92 x 10+ 8 6 

4.35 x 10 - 1 3 

7.94 x 10 - 1 3 

8.15 x 10 - 1 3 

1.05 x 10 - 1 2 

1.73 x 1 0 ~ u 

6.69 x 10" 1 3 

rr = 80 1.40 x 1 0 + 1 8 9 

1.12 x 10+ 1 8 9 

7.82 x 10~ 1 3 

1.33 x 10~ 1 2 

1.97 x 10" 1 2 

2.04 x 10~ 1 2 

3.41 x l p - 1 1 

7.53 x l b " 1 3 

7 
lib Ilia Illb 

X = 1 1.13 x 10" 1 2 

2.18 x 10~ 1 4 

5.00 x 10~ 1 2 

1.13 x 10- 1 3 

2.75 x 10 - 1 1 

9.90 x 10~ 1 4 

x = 2 2.42 x 10- 1 2 

2.18 x 10" 1 4 

1.10 x 10~ u 

1.33 x 10- 1 3 

6.00 x 10 - 1 1 

1.71 x 10" 1 3 

x = 5 6.17 x 10- 1 2 

9.67 x 10- 1 4 

2.96 x 10- 1 1 

3.45 x 10- 1 3 

1.59 x 1 0 - 1 0 

2.23 x 10 - 1 3 

x = 10 1.01 x 10~ 1 1 

2.31 x 10- 1 3 

4.88 x 10~ u 

3.45 x 10- 1 3 

2.61 x 10" 1 0 

2.24 x 10~ 1 3 

x = 20 2.33 x 10 ' 1 1 

2.67 x 10- 1 3 

1.13 x 10- 1 0 

6.64 x 1 0 - 1 3 

5.99 x 1 0 - 1 0 

3.50 x 1 0 - 1 3 

x = 40 4.96 x 1 0 - 1 1 

9.55 x 10- 1 3 

2.43 x l O - 1 0 

6.78 x 10" 1 3 

1.29 x 10~ y 

4.20 x 10~ 1 3 

x = 80 1.01 x 10" 1 0 

9.55 x 10~ 1 3 

4.91 x 10~ 1 0 

6.78 x 10- 1 3 

2.61 x 10~ y 

6.26 x 10~ 1 3 

Table 7.52: E x 2.1 - Mixed Collocation Methods I - III : k = 1 
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IVa* IVb* v* 
X = 1 2.82 x 10~ 1 4 

1.25 x 10~ 1 3 

1.86 x 10- 1 2 

3.86 x 10~ 1 4 

5.57 x H T 1 3 

6.16 x 10- 1 4 

4.57 x l O " 1 4 

6.86 x 10~ 1 2 

x = 2 1.70 x 10~ 1 3 

2.61 x 10" 1 3 

6.01 x 10~" 
4.21 x 10~ 1 4 

1.30 x 10 - 1 2 

1.03 x 10 - 1 3 

7.68 x 1 0 - 1 4 

1.50 x 1 0 - u 

x — 5 2.11 x 10~ 1 3 

3.38 x 10- 1 3 

1.58 x 1 0 - u 

1.17 x 10~ 1 3 

3.20 x 1 0 _ i a 

1.06 x 1 0 - 1 3 

8.29 x 10 - 1 4 

3.97 x 10- 1 1 

x = 10 4.46 x 10- 1 3 

5.96 x 10 - 1 3 

2.63 x 1 0 ~ u 

1.17 x 10- 1 3 

5.35 x 10 -" 
1.06 x 10~ 1 3 

2.40 x 10~ 1 3 

6.54 x 1 0 ~ n 

a; = 20 1.02 x 10~" 
8.14 x 10~ 1 3 

5.72 x 1 0 _ u 

3.75 x 10" 1 3 

1.24 x 10 - 1 1 

2.55 x 10 - 1 3 

4.20 x 1 0 - 1 3 

1.50 x 10 - 1 0 

x = 40 1.96 x 10"" 
1.82 x 10~ 1 2 

1.30 x 10- 1 0 

4.06 x 10- 1 3 

2.73 x 10 - 1 1 

4.74 x 10~ 1 3 

6.89 x 10~ 1 3 

3.25 x 1 0 - 1 0 

x = 80 4.62 x 10 -" 
3.55 x 10 - 1 2 

2.54 x 10- 1 U 

4.21 x 10- 1 3 

5.47 x 1 0 ~ u 

6.90 x 1 0 - 1 3 

1.28 x i q - " 
6.56 x 1()- 1 0 

Table 7.53: Ex 2.1 - Mixed Collocation Methods IVa*, IVb* and V** 

PR4 R K N 6 
X = 1 6.8 x 10- 1 4 1.1 x 10~ 1 5 

x = 2 1.0 x 10- 1 3 1.9 x 1 0 - i S 

x = 5 2.2 x 10" 1 3 2.2 x 1 0 - 1 5 

x = 10 2.2 x 10- 1 3 5.8 x 1 0 - l b 

x = 20 4.6 x 10 - 1 3 1.4 x 10 - 1 4 

x = 40 6.4 x 10- 1 3 2.3 x 10" 1 4 

x = 80 9.0 x 10- 1 3 4.3 x 10 - 1 4 

Table 7.54: Ex 2.1 - Booth's Methods 
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5! s2 s3 

X = 1 1.27 x 10~ 1 2 

6.16 x 10" 1 3 

9.50 x 10" 1 3 

7.85 x 10~ 1 3 

3.84 x 1 0 - 1 2 

7.47 x 10 - 1 3 

x = 2 3.23 x l O " 1 2 

1.17 x 10~ 1 2 

2.09 x 10" 1 2 

1.49 x 10~ 1 2 

8.55 x 10~ 1 2 

2.00 x 10~ 1 2 

x = 5 8.63 x 
1.98 x 10~ 1 2 

5.07 x 10- 1 2 

4.55 x 10" 1 2 

2.32 x 10 - 1 1 

5.66 x 1 0 - 1 2 

x = 10 1.47 x 10~ u 

4.66 x 10- 1 2 

7.72 x 10~ 1 2 

8.15 x 10" 1 2 

3.86 x 10 - 1 1 

9.55 x 10~ 1 2 

x = 20 3.32 x 1 0 - u 

1.12 x 1 0 - u 

1.44 x 10" 1 1 

1.84 x 10" 1 1 

8.55 x 1 0 " u 

2.06 x 1 0 ~ u 

x = 40 7.13 x 10" 1 1 

2.20 x 10- 1 1 

3.56 x 10- 1 1 

3.91 x H T n 

1.87 x 10~ 1 U 

4.38 x 10 - 1 1 

x = 80 1.41 x 10- 1 U 

4.80 x 1 0 _ u 

7.10 x 10" 1 1 

7.67 x 10" 1 1 

3.77 x 1 0 _ 1 U 

8.80 x 10 - 1 1 

Table 7.55: Ex 2.1 - Multistep Methods Si - S3 : k = 1 

So lib Ilia Illb 
X = 1 3.58 x 10- 1 1 6.02 x 10- 1 2 1.32 x 1 0 - u 9.30 x 10~ 1 4 

x = 2 7.81 x 10- 1 1 1.29 x 10- 1 1 2.84 x 1 0 - 1 1 1.30 x 10" 1 3 

x = 5 2.06 x 1 0 - l u 3.37 x 10- 1 1 7.52 x l O - 1 1 1.30 x 10~ 1 3 

x = 10 3.40 x 10- 1 U 5.52 x 10" u 1.24 x 10- 1 U 2.07 x 1 0 - 1 3 

x = 20 7.84 x 10- 1 0 1.27 x 10- 1 U 2.86 x 10- 1 U 2.07 x 10~ 1 3 

x = 40 1.69 x 10~ 9 2.73 x 10- 1 U 6.14 x 10- 1 U 2.07 x 10" 1 3 

x = 80 3.41 x 10~9 5.52 x 10- 1 U 1.24 x 10"9 4.75 x 10~ 1 3 

Table 7.56: Ex 2.1 - Methods S0, lib, Ilia and Illb : k = 0 
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Conclusions 

In tables 7.52 and 7.53, the results are generally more accurate when the coefficients 

of the steplength dependent methods are power series expansions. For method 

11 lb, when the exact form for the coefficients is used, the maximum absolute errors 

over the interval are poor compared to the one and two-point mixed collocation 

methods and this is because of the accumulation of rounding errors in calculating the 

coefficients which are more complicated. The results greatly improve using the series 

expansions. The exponentially-fitted multistep methods Si — 5 3 give similar results 

to the mixed collocation methods and show an improvement when the coefficients 

are written as series expansions with the exception of method S2 towards the end of 

the interval. The mixed collocation methods are superior when the series expansions 

are used. 

When k = 0, the 6th order method Illb is one of the most accurate methods whilst 

the method R K N 6 is the best method. The polynomial collocation method 11 lb 

gives slightly better results than the corresponding mixed collocation method when 

the coefficients are in the exact form because of the accumulation of rounding error 

in the latter method. 
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E x a m p l e 2.2 

For our next example, consider the problem, 

y" = - 7 y i + 3 y 2 , y i ( 0 ) = y ; ( 0 ) = 0 , 

y'i = 2yx - 6y2, y 2(0) = y'2(0) = 1. 

where the theoretical solution is 

3 3 3 1 
2/i(a;) = - cos(2a;) - - cos(3a;) + — sin(2a;) — - sin(3a;), 

5 5 10 5 

3 2 3 2 
2/2(2) = - cos(2x) + - cos(3x) + — sin(2x) + — sin (3a;). 

5 5 10 15 

The errors in tables 7.57 - 7.60 are given by the 2-norm which we define by Q(x) = 

\J[yi(x) — yi]2 + [2/2(2) — y 2 ] 2 where 2/1 and 2/2 are the numerical approximations to 

yi(x) and y 2 (x) respectively at the step a;. In tables 7.57 - 7.60, the top value is 

the maximum absolute error over the interval [0,10] and the bottom value is the 

end-point error given by £7(10). If only one entry appears then the end-point error 

is the same as the maximum absolute error. In tables 7.57, 7.59 and 7.60, three 

different values for the frequency parameter k are given, k = 2, k = 3 and k = 0 

respectively. In table 7.58, the two frequencies are given by k\ = 2 and k2 = 3. 

Method h = 0.1 h = 0.05 h = 0.025 
la 1.6915 

5.78 x 10- 1 

6.09 x 10- 1 

1.34 x 10- 1 

2.60 x 10"1 

4.58 x 10~ 2 

lb 2.24 x 10-'2 5.66 x 10- 3 1.42 x 10~ 3 

Ic 5.26 x 10- 1 

4.85 x l O - 2 

3.38 x 10"1 

3.54 x 10~ 2 

1.94 x 10- 1 

2.32 x 10- 2 

Ha 4.68 x 10~2 1.18 x 10-'2 2.96 x 10- 3 

lib 2.98 x 1 0 - 5 1.87 x 10- e 1.17 x 10~ y 

Ilia 5.16 x 10- 5 3.23 x 10" e 2.02 x 10-' 
111b 1.53 x 10- 8 2.42 x 10" 1 U 8.53 x 10- 1' 2 

IVa* 2.61 x 10-'2 6.57 x 10"3 1.64 x 10"3 

IVb* 1.95 x 10~5 1.22 x 10- e 7.63 x 10- 8 

Si 2.12 x 10~4 1.33 x 10"° 8.30 x 10"' 
s2 

1.18 x 10- 4 7.37 x 10~b 4.61 x 10"' 
5 3 

6.57 x I0~b 4.10 x 10~ 6 2.56 x 10"' 

Table 7.57: Ex 2.2 - Methods / - IV* and 5 L - 5 3 : k = 2 
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Method h = 0.1 h = 0.05 h = 0.025 
V* 5.31 x 10"14 

4.63 x 10- 1 4 

2.35 x 10"13 

2.04 x 10~13 

5.09 x 10~1 3 

5.09 x 10- 1 3 

Table 7.58: Ex 2.2 - Mixed Collocation Method V* : kx = 2 and k2 = 3 

Method /i = 0.1 h = 0.05 h = 0.025 
la 6.58 x 10-1 

5.18 x 10"1 

4.23 x l O - 1 

3.32 x 10-1 

2.43 x H T 1 

1.89 x 10"1 

lb 1.65 x 10~2 

1.15 x 10"2 

4.11 x 10~3 

2.84 x 10"3 

1.03 x lO" 3 

7.08 x 10- 4 

Ic 2.1510 
1.5737 

7.65 x 10"1 

5.80 x 10"1 

3.26 x 10- 1 

2.50 x 10"1 

Ha 3.59 x 10~2 

2.66 x 10-2 

8.97 x 10 - 3 

6.51 x 10"3 

2.24 x 10- 3 

1.62 x 10~3 

lib 1.77 x 10"5 

1.30 x 10~5 

1.10 x 10 _ e 

8.09 x 10~7 

6.89 x lO" 8 

5.05 x 10~8 

Ilia 1.69 x 10"b 

1.19 x 10 - 5 

1.06 x 10~e 

7.41 x 10"7 

6.61 x 10"8 

4.63 x 10- 8 

Illb 5.06 x 10-y 

3.49 x 10"9 

7.95 x 1 0 - u 

5.48 x 10- 1 1 

4.06 x 10~12 

4.05 x 10- 1 2 

IVa* 4.56 x H T 2 

3.17 x K T 2 

i . i3 x nr ' 2 

8.05 x 10~3 

2.81 x 10~3 

2.02 x 10~3 

IVb* 3.34 x 10"5 

2.43 x 10"5 

2.08 x 10- e 

1.52 x 10- 6 

1.30 x 10 _ Y 

9.48 x 10~8 

sl 
7.15 x 10-5 

5.13 x 10"5 

4.47 x 10- e 

3.22 x 10~6 

2.80 x 10- y 

2.02 x 10- 7 

s2 
8.97 x 10"5 

6.44 x 10~5 

5.60 x 10- 6 

4.03 x 10"6 

3.50 x 10-' 
2.52 x 10~7 

s, 1.13 x lO"4 

8.08 x 10"5 

7.00 x 10- e 

5.04 x 10~6 

4.47 x 10"' 
3.15 x 10- 7 

Table 7.59: Ex 2.2 - Methods I - IV* and Si - S3 : k = 3 
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Method h = 0.1 h = 0.05 h = 0.025 
la 5.8687 

3.0168 
1.6342 

6.37 x H T l 

6.28 x 10- 1 

2.39 x 10 _ 1 

lb 4.28 x 10-* 1.08 x 10-'2 2.72 x 10- a 

Ic 1 step 
2.23 x 10+9 

1 step 
1.06 x 10+14 

1 step 
4.02 x 10 + 1 8 

Ha 8.96 x 10-* 2.28 x lO" 2 5.72 x 10- a 

lib 4.54 x 10-* 2.85 x 10~b 1.78 x 10"' 
Ilia 9.50 x 10-* 5.96 x 10-B 3.73 x 10-' 
Illb 1.89 x 10-" 2.96 x 10~LU 4.63 x 10- 1 2 

s0 
2.63 x 10-4 1.64 x I0~b 1.02 x 10-b 

Table 7.60: Ex 2.2 - Methods / - / / / and 5 0 : k = 0 

Conclusions 
J . 

On comparing the results, for all the methods except IVa*, IV b* and S3, they are 
more accurate for the higher frequency k = 3. Once again, the 4th order methods 
lib and Ilia are superior to the multistep methods Si — 53 for all values of the 
fitted frequency k. For k = 2, the 4th order method IVb* is superior to all the other 
4th order methods but for k = 3, methods lib and 11 la are more accurate. The two 
frequency method V* is exact except for rounding error and the 6th order method 
Illb is the second best method. If we look at the ratios of the methods as the 
steplength is halved, then we should obtain 2P where p is the order of the method. 
For the mixed collocation method Illb, when h = 0.025, the ratio is approximately 
28 and 20 for k = 2 and k = 3 respectively. This is because of the effects of rounding 
error from evaluating the coefficients. When we use the series expansion in terms 
of 9 for the coefficients, the errors are 3.77 x 10 - 1 2 and 1.24 x 1 0 - 1 2 for k = 2 and 
k = 3 respectively when h = 0.025. 
The polynomial collocation method Illb gives very similar results to the correspond­
ing mixed collocation method. Therefore the polynomial collocation method Illb is 
very useful because the coefficients are independent of the steplength and so there 
is less rounding error. 
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Example 2.3 
Consider the problem 

y'{ = - A V + 0.0025e(-°-O5a:> + A V - ° 0 5 l > 

y » = _A 2 y 2 + 0.0025e (-°-05:c> + A 2 e^ 0 0 5 l ) 

with initial conditions 

y i ( 0 ) = a + l , j/i(0) = -0.05 

y2(0) = l , y2(0) = Aa - 0.05 

and whose theoretical solution is 

y i ( x ) = acos(Ax) + e l - ° M x \ y2{x) = asin(Az) + e<-°- 0 5 x>. 

It was pointed out by Lambert and Watson [47] that this problem is intended to 
illustrate numerically the property of P-stability. With the choice of parameter 
a = 0, the 2-dimensional problem corresponds to the high frequency oscillations not 
being present. The results for the mixed collocation methods and exponentially-
fitted methods Si — S3 with fitted angular frequency k = A are presented in table 
7.61, and the polynomial collocation methods and Numerov's method So in table 
7.62 with k — 0. The errors in tables 7.61 and 7.62 are given by the maximum of 

over the interval [0,207r] where 

E(x) = 7(x) - \jy\ + y\ and 

7(x) = yjy\{x) = yja2 + 2ae(-0 05x)[cos(A.T) + sin(Ax)] + 2e(-°- l s). 

The absolute error in the radius \Jy\ + y\ at x = 207T for a = 0 is given in table 7.63 
for methods 1-6 used by Cash [3] and Jain et al [43] which are listed below. In tables 
7.64 and 7.66, results are presented for the mixed collocation methods / — III and 
multistep methods S\ — S3 with a = 0.1 and 0.2 respectively, and in tables 7.65 and 
7.67, the polynomial based methods / - / / / and S0 are used with a = 0.1 and 0.2 
respectively. The steplength is h — 7r/32 throughout this example. 
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Method Description Algebraic 
of method order 

1 2-step P-stable [3] 2 
2 2-step P-stable hybrid [3] 4 
3 2-step P-stable hybrid [3] 6 
4 5-step Stormer-Cowell [43] 6 
5 4-step symmetric [43] 6 

6 4-step P-stable hybrid [43] 6 

A = 5 A = 10 A = 15 A = 20 
la 6.76 x 10"3 6.74 x 10~3 6.78 x 10~3 7.07 x i q - 3 

lb 2.86 x 1(T 4 5.78 x 10-4 8.85 x 10"4 1.22 x 10- 3 

Ic 6.83 x 10~3 6.93 x 10- 3 7.01 x 10- 3 6.95 x 10- 3 

Ha 5.57 x l ( T b 5.68 x lO" 6 5.81 x lO" 8 5.96 x 10"s 

lib 2.24 x lO" 8 9.18 x 10"8 2.13 x 10~Y 3.94 x 10-' 
Ilia 1.15 x 10"1U 2.34 x l O - 1 0 3.61 x l O - 1 0 5.03 x 10- 1 U 

Illb 8.04 x 10- 1 3 1.61 x l O - 1 2 5.64 x 10- 1 2 1.41 x 10- 1 1 

IVa* 5.71 x 10~2 2.51 x 10~L 6.69 x 10- 1 1.5607 
IVb* 2.63 x 10~4 4.38 x 10~3 2.35 x 10-'2 8.07 x 10-'2 

Si 6.88 x 10 - 1 2 7.39 x 10- 1 2 8.59 x 10- 1 2 1.11 x 10~ u 

s2 
6.95 x lO" 8 3.07 x 10-y 8.44 x 10~7 2.08 x 10~e 

s, 7.02 x 10~4 1.28 x 10-'2 8.49 x 10-'2 4.25 x 10- 1 

Table 7.61: Ex 2.3 - Methods / - IV* and Si - 5 3 : a = 0 and k = A 
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A = 5 A = 10 A = 15 A = 20 
la 1.89 x 10+9 3.71 x 10 + 4 / 3.01 x 10+94 3.05 x 10 + 1 4 1 

lb 2.81 x 10~8 1.33 x 10~8 8.09 x 10- y 5.11 x 10~9 

Ic 2.28 x 1(T 5 3.86 x 10-b 1.70 x 10"5 2.02 x 10~b 

Ha 5.53 x K T 1 0 1.39 x 10"1U 6.17 x 1 0 - u 3.47 x n r 1 1 

lib 1.86 x 1(T 1 2 1.87 x HT 1 ' 2 1.87 x 10-" 1.86 x lO"1'2 

Ilia 1.18 x 1CT14 7.11 x H T 1 5 4.40 x 10~1& 8.64 x 10~15 

Illb 1.33 x 1G- 1 5 2.41 x l O - 1 5 2.45 x 10- l b 2.28 x 10- 1 6 

So 1.65 x 10- l b 1.41 x 10- 1 5 2.20 x 10- 1 6 2.20 x 10~ l b 

Table 7.62: Ex 2.3 - Methods I - III and S0 : a = 0 and k = 0 

A = 5 A = 10 A = 15 A = 20 
1 6.35 x H T 1 U 6.00 x 1 0 - u 7.21 x 10 - 1 2 3.61 x n r u 

2 4.39 x 10- 1 5 9.42 x 10- l b 2.83 x 10- l b 7.22 x 10- l b 

3 4.40 x 10- i e 3.21 x 10~14 4.93 x W~i:i 1.40 x 10- r 2 

4 3.74 x 10~ l b 2.24 x 10- l b 6.94 x 1 0 _ i 8 2.08 x 10- l b 

5 5.42 x 10~15 2.03 x 10- l b 1.35 x K T 1 5 2.56 x 10- l b 

6 4.18 x 10~14 1.51 x 10- i a 2.15 x 10 - 1' 2 1.79 x 10-1'2 

Table 7.63: Ex 2.3 - Methods 1-6 : a = 0 

Conclusions (i) 
For the exponentially-fitted methods / — IV* and Si — 5 3 , the methods that give 
the best results are those of algebraic order 4 or 6 and which have a high polynomial 
order. By this we mean the methods which have the highest degree of polynomial in 
the basis of functions. Comparing the 4th order methods, Si fits polynomials up to 
degree 3, method 11 la up to degree 2, methods lib and S 2 up to degree 1, and S 3 is 
not exact for polynomials. From table 7.61, Si gives the best results for the 4th order 
methods followed by Ilia. The 6th order method IIlb is again the most accurate 
when k = A. For k = 0, the methods with the higher algebraic and polynomial order 
do well and methods Illb and So are superior to the exponentially-fitted methods. 
They are also comparable to methods 2, 4 and 5 although only the absolute error 
at the end-point is given in table 7.63. 
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A = 5 A = 10 
la 6.76 x 10~3 6.73 x 10~3 

lb 2.86 x 1(T 4 5.77 x 10~4 

Ic 6.81 x 10~3 6.92 x 10~3 

Ha 5.56 x 1(T 6 5.67 x 10-b 

lib 2.24 x 1CT8 9.16 x 10- 8 

Ilia 1.15 x 1CT1U 2.34 x 10- 1 U 

Illb 1.96 x 10~1 3 1.61 x lO"1'2 

Si 6.88 x 10 _ i a 7.39 x 10- 1 2 

5 2 6.95 x 10"8 3.07 x 10~7 

s3 
7.02 x 10~4 1.28 x 10-"2 

Table 7.64: Ex 2.3 - Methods J - III and Si - S3 : a = 0.1 and k = A 

A = 5 A = 10 
la 6.36 x 1 0 + H 5.12 x 10 + 5 3 

lb 1.16 x n r 1 1.97 x 10 _ 1 

Ic 1 step 
6.36 x 10+14 

1 step 
2.40 x 10 + 1 

Ha i.90 x n r 1 2.01 x 10 _ 1 

lib 3.41 x 10- 4 1.04 x 10"2 

Ilia 7.78 x 10~4 2.40 x 10~2 

Illb 4.53 x 10- y 5.60 x 10-& 

So 2.17 x 10~3 7.56 x 10"'2 

Table 7.65: Ex 2.3 - Methods / - 777 and 5 0 : a = 0.1 and k = 0 

The polynomial collocation method Ic was unable to satisfy the tolerance within a 
suitable number of iterations in tables 7.65 and 7.67. 
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A = 5 A = 10 
la 6.74 x 10~3 6.72 x 10"3 

lb 2.83 x 10- 4 5.74 x 10"4 

Ic 6.77 x 10~3 6.87 x 10- 3 

Ha 5.52 x l ( T e 5.63 x 10~e 

lib 2.22 x l C r 8 9.11 x 10"8 

Ilia 1.14 x H T 1 0 2.32 x 10- 1 U 

Illb 1.95 x 10~1 3 1.60 x 10"1 2 

Si 6.86 x lO"1'2 7.38 x lO"1'2 

s2 
6.93 x 10~8 3.07 x 10~' 

s3 
7.00 x 10~4 1.28 x 10"'2 

Table 7.66: Ex 2.3 - Methods I - III and 5i - 5 3 : a = 0.2 and k = A 

A = 5 A = 10 
la 1.27 x 10 + 1 5 1.02 x 10+54 

lb 1.82 x 10 _ 1 3.94 x 10 _ 1 

Ic 1 step 
1.74 x 10+6 

1 step 
4.81 x 10 + 1 

Ha 3.24 x 10- 1 4.03 x 10- 1 

lib 5.00 x 10- 4 1.53 x 10-'2 

Ilia 1.15 x 10~3 3.52 x 10~'2 

I lib 6.64 x 10"'' 8.33 x 10- 5 

So 3.19 x 10"3 1.13 x 10-1 

Table 7.67: Ex 2.3 - Methods I - III and S0 : a = 0.2 and A; = 0 

Conclusions (ii) 
For k — A, again the methods with the higher polynomial order are more accurate 
than others of the same algebraic order. When k — 0, the polynomial colloca­
tion methods with the Gauss points are superior to other polynomial collocation 
methods of the same order and the results are not as good as when a = 0 because 
trigonometric terms appear in the exact solution. The results for the mixed col­
location methods / — 777 are similar when the parameter a = 0.1 and a = 0.2. 
The exponentially-fitted methods show a slight improvement in the results as a is 
increased whilst the results for the polynomial based methods are slightly worse. 
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Example 2.4 
For our final example, we study the two-body problem 

f i = ^ r . yi(o) = i - c 2/1(0) = o 

v? = ^ r . w(o) = o, vi(o) = ^ | ^ 

where r = \Jy\-\- y\- The exact solution is = cos(u) — e and 1/2(2) = 

\ / l — e2 sin(n) where it = x + esin(ii). Because we are interested in problems with 
oscillatory solutions we take e < 1. 

The method derived by Ozawa [51] is a four-stage 4th order implicit Runge-Kutta-
Nystrom method of trigonometric order 1 with order of dispersion 4, and we shall 
denote the method by TRKN1(4). The top entries in tables 7.68 - 7.7</ are the 
maximum absolute errors on the interval [0, 20] with the coefficients 6j, di and in 
their exact form, whilst the bottom entries are the maximum absolute errors with 
the coefficients as power series expansions. If only one value appears, then the same 
result is obtained. The angular frequency is k = 1. 

The error is given by 

Error = max{\yi(xn) - yx\ + \y2(xn) - 2/21} 

where y\ and y2 are the numerical approximations to yi(xn) and y2{xn) respectively. 

e h = 0.2 h = 0.1 h = 0.05 
0 1.35 x 10"14 

1.35 x 10~14 

2.61 x 10- 1 3 

1.38 x 10- 1 3 

5.62 x 10- 1 3 

2.94 x 10- 1 3 

0.01 2.16 x l O - 1 6.71 x 10~2 2.47 x 10-'2 

0.1 4.4084 1.5880 6.62 x lO" 1 

0.5 5.0812 12.447 4.8388 

Table 7.68: Ex 2.4 - Mixed Collocation Method la 

file:///Jy/-/-
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€ h = 0.2 h = 0.1 h = 0.05 
0 2.55 x 10"14 

1.81 x 10~13 

5.36 x 10- 1 3 

4.94 x 10"14 

5.87 x 10- 1 3 

1.17 x 10~14 

0.01 2.07 x 10- 3 5.08 x 10- 4 1.26 x 10- 4 

0.1 3.02 x lO" 2 7.48 x 10~3 1.86 x 10- 3 

0.5 1.9016 6.19 x 10"1 1.60 x 10"1 

Table 7.69: Ex 2.4 - Mixed Collocation Method lb 

€ h = 0.2 h = 0.1 h = 0.05 
0 8.56 x 10 - 1 1 1.28 x H T 1 1 2.44 x 1 0 _ i a 

0.01 * l 6.01 x 10-1 3.60 x 10-'2 

0.1 * 2 * 3 1.5709 
0.5 * 4 *& * 6 

Table 7.70: Ex 2.4 - Mixed Collocation Method Ic 

In table 7.70, the maximum number of iterations were exceeded for * 

Steps taken |Max Error| 
*l 58 1.5013 
*2 32 1.2276 
*3 128 1.9312 
*4 12 1.7654 
*5 34 1.7965 
*6 116 2.2376 

e h = 0.2 h = 0.1 h = 0.05 
0 9.88 x 10- 1 4 

1.80 x 10~13 

5.67 x 10~13 

4.23 x lO" 1 4 

1.57 x 10- 1 2 

3.65 x 10~14 

0.01 2.14 x 10"2 5.16 x 10- 3 1.28 x 10- 3 

0.1 2.84 x 10"1 6.86 x 10"'2 1.70 x 10-'2 

0.5 3.0993 2.3480 7.66 x 10"1 

Table 7.71: Ex 2.4 - Mixed Collocation Method I la 
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e h = 0.2 h = 0.1 h = 0.05 
0 2.27 x 10" i ;j 

1.12 x 10~14 

4.28 x 10"1-2 

1.64 x 10- 1 4 

3.72 x 10- 1 2 

4.40 x 10"14 

0.01 7.65 x 10"e 4.81 x 10-' 3.01 x 10"8 

0.1 8.61 x 10"5 5.39 x 10-b 3.37 x 10-' 
0.5 2.17 x lO"'2 1.09 x 10 - 3 6.52 x 10- 6 

Table 7.72: Ex 2.4 - Mixed Collocation Method lib 

e h = 0.2 h = 0.1 h = 0.05 
0 3.75 x 10"1'2 

1.65 x 10- 1 4 

3.12 x 10-1'2 

1.31 x 10~14 

1.92 x 10- 1 2 

3.74 x 10"14 

0.01 1.89 x 10-& 1.18 x 10 _ b 7.40 x lO" 8 

0.1 2.28 x 10"4 1.43 x 10-5 8.94 x 10-' 
0.5 5.66 x 10~a 7.10 x 10-4 4.90 x 10- 5 

Table 7.73: Ex 2.4 - Mixed Collocation Method Ilia 

e /i = 0.2 h = 0.1 h = 0.05 
0 2.59 x 10-1'2 

3.23 x 10"14 

2.20 x 10-1'2 

5.96 x 10"14 

1.42 x 10" u 

8.83 x 10- 1 4 

0.01 5.60 x 10-9 8.59 x 10 - u 1.57 x 10" u 

0.1 5.02 x 10- 8 7.90 x 10- 1 U 2.80 x 10"11 

0.5 3.68 x 10-4 4.21 x 10- e 6.24 x 10- 8 

Table 7.74: Ex 2.4 - Mixed Collocation Method Illb 
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t h = 0.2 h = 0.1 h = 0.05 
0 4.09 x 10~14 

1.69 x 10 - 1 3 

8.80 x 10~13 

4.94 x lO" 1 3 

1.22 x 10"1'2 

2.20 x 10~12 

0.01 1.66 x 10-4 1.04 x 10-5 6.53 x 10"'' 
0.1 2.90 x 10"3 1.84 x 10~4 1.15 x 10-5 

0.5 7.65 x 10-L 6.74 x 10~'2 4.55 x 10- 3 

Table 7.75: Ex 2.4 - Multistep Method St 

e h = 0.2 h = 0.1 h = 0.05 
0 5.09 x 10- 1 3 

1.26 x 10~13 

1.26 x lO"1'2 

2.94 x 10~13 

2.31 x 10"1'2 

3.35 x 10- 1 3 

0.01 1.26 x 10~4 7.89 x 10-e 4.94 x 10-'' 
0.1 2.37 x 10-3 1.50 x 10-4 9.42 x 10~e 

0.5 7.46 x 10"1 6.59 x 10-'2 4.46 x 10"3 

Table 7.76: Ex 2.4 - Multistep Method S2 

e h = 0.2 h = 0.1 h = 0.05 
0 7.20 x n r 1 3 

3.69 x 10- 1 3 

2.00 x 10"1'2 

6.85 x 10"1 3 

5.57 x 10~13 

6.49 x 10- 1 2 

0.01 8.14 x 10~5 5.10 x 10-e 3.19 x 10"' 
0.1 1.79 x 10-3 1.14 x n r 4 7.15 x 10- e 

0.5 7.28 x 10"1 6.45 x 10~'2 4.36 x 10~3 

Table 7.77: Ex 2.4 - Multistep Method 5 3 
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€ h = 0.2 h = 0.1 h = 0.05 
0 1.21 x 10' 1 4 4.64 x 10- 1 4 2.17 x 10-" 

0.01 9.67 x 10 _ b 6.21 x 10~b 3.92 x 10-' 
0.1 7.65 x 10~4 6.03 x 10~6 4.15 x 10~e 

0.5 3.00 x 10-1 6.45 x 10- a 1.49 x 10- 4 

Table 7.78: Ex 2.4 - Ozawa's Method TRKN1(4) 

e h = 0.2 h = 0.1 h = 0.05 
0 5.84 x 10-4 3.66 x 10-b 2.29 x 10-B 

0.01 5.94 x 10-4 3.62 x 10"& 2.27 x 10- e 

0.1 8.35 x 10-4 5.24 x 10- 5 3.28 x 10- 6 

0.5 2.12 x lO"'2 1.49 x 10"3 9.55 x 10- 5 

Table 7.79: Ex 2.4 - 2-stage Gauss Runge-Kutta Method 
J . 

Conclusions 
For e = 0, the exponentially-fitted methods give very good results and when the 
coefficients are power series expansions, then the results do show improvement. The 
4th order methods lib and Ilia are more accurate for e ^ 0 compared to the 
methods S\ — S 3 , Ozawa's TRKN1(4) method and the 2-stage Gauss Runge-Kutta 
method. The mixed collocation methods with the Gauss nodes are superior to other 
mixed collocation methods of the same algebraic order with the exception of methods 
lib and Ilia in tables 7.72 and 7.73 when e = 0.5. For method Illb in table 7.74, 
with e = 0.01 and e = 0.1, the ratios of the errors are not satisfied for h — 0.05. 
Again, this is due to rounding error accumulated from the errop in calculating the 
coefficients. When we use the series expansions for the coefficients, the errors are 
1.35 x 10 - 1 2 and 1.24 x 1 0 _ u for e = 0.01 and e = 0.1 respectively, and the ratios 
are close to 64 as required. 
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CONCLUSIONS 

By far the most accurate method out of all those used in the examples is the 6th 
order 3-stage mixed collocation method 11 lb with Gauss points for the collocation 
parameters. The only disadvantage of this method is the complexity of the coeffi­
cients and the time it took the program to run for small steplengths, especially for 
problems where the angular frequency k is dependent on the steplength. To avoid 
significant losses in evaluating the coefficients, writing the coefficients as power series 
expansions generally gave more accurate results. 

For problems which involve two frequencies or combinations of products of trigono­
metric and polynomial functions, the extended methods IV* and V* are very useful 
and give good results whilst higher order methods struggle to come close. The mixed 
collocation methods of order 4 are comparable to the exponentially-fitted multistep 
methods of Coleman and Ixaru [23] and more often than not are more accurate. The 
high order mixed collocation methods are comparable or superior to other methods 
tested such as the polynomial based hybrid methods or exponentially-fitted multi-
step methods. 

When the theoretical solution of the problem is included in the basis of function for 
the methods, then the results are exact, taking into the account the accumulation of 
rounding error. Generally, the mixed collocation methods with the Gauss points are 
slightly more accurate than those of the same algebraic order with the exception of 
examples 1.4, 1.5 and 2.2. The theoretical solutions in examples 1.4 and 1.5 contains 
two frequencies and the methods with the higher polynomial order are more accurate 
for particular values of the frequency parameter k. 

In conclusion, the mixed collocation methods are a useful family of methods for 
solving problems which have oscillatory solutions. The high algebraic order methods 
can be quite accurate when the fitted frequency k is suitably chosen. For k = 0, the 
6th order polynomial collocation method gave good results for certain problems. 

multistep 



Chapter 8 

Conclusions 

It was shown that the mixed collocation methods developed in chapter 4 for the 
initial value problem (1.1) may be regarded as Runge-Kutta-Nystrom meth&ds with 
steplength dependent coefficients and the order conditions up to and including or­
der 6 are given. When the collocation points are the Gauss nodes, the maximum 
order is obtained and the criteria for the methods to have an interval of periodic­
ity are satisfied. We have shown that every 2-stage Runge-Kutta-Nystrom method 
of trigonometric order 1 is a 2-stage mixed collocation method. A general theory 
for the stability of exponentially-fitted methods was described and we analysed the 
stability of the one, two and three-point mixed collocation methods. As the fit­
ted angular frequency approaches zero, the mixed collocation methods reduce to 
the corresponding polynomial collocation methods. Although it is true for up to 3 
stages, we have still to prove that the order of an s-stage mixed collocation method 
is the same as that of the corresponding polynomial collocation method, and that an 
s-stage mixed collocation method has an interval of periodicity when the collocation 
nodes are symmetric. 

Two other types of mixed collocation methods were also developed. The first in­
volves combinations of products of polynomial and trigonometric functions, and the 
second method is exact for two frequencies. Although we only considered methods 
with low algebraic orders, the methods generally produced good results. It is clear 
how to obtain methods with more than two frequencies but the coefficients become 
complicated. For the two-frequency method, the stability analysis could only be 
done by setting one frequency as a multiple of the other and so a possible further 
area of research is the stability analysis of methods with more than one frequency. 

230 
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Although the derivation of the mixed collocation methods becomes complicated 
because of the length of the formulae for 3 or more stages, the numerical results 
show that the 2-stage and 3-stage methods of order 4 or higher are very powerful 
methods. More often than not, they are more accurate for problems with oscillatory 
solutions than other exponentially-fitted methods or higher order polynomial based 
methods. 

In section 6.3, the two-point symmetric mixed collocation method was adapted so 
that the collocation nodes depended on the steplength h. Although this does not 
improve the order of the method, for c\ = a92 and c 2 = 1 — c\ it was shown that the 
method is always defined when a > 2/(27n 27r 2), where n is a non-negative integer. 

One area not considered in this thesis is error estimation for the mixed collocation 
methods. Because the methods are exponentially-fitted, the techniques ûsed for 
polynomial based methods cannot be applied here. As there is little literature on 
this subject then this is a possible area of research for future work. 



Appendix A 

Coefficients for the 3-stage 
T R K N 1 method 

(From section 3.2). For a 3-stage Runge-Kutta-Nystiom method to have trigonomet­
ric order 1 and algebraic order 4, we require the collocation nodes to be symmetric, 
that is c3 = 1 — Ci and c 2 = 1/2, and the coefficients of the method are given by 

?3 

i B2T32 + 2(B3 -B2)9 + 2H3 -2A3 + 2A2 -2U2 

2 82E 

i B2T13 + 2(Bi -B3)9 + 2nx -2%3-2Ax + 2A3 

2 

l 92T2L + 2(B2 

92E 

-BX)9 + 2U2 -2UX + 2AX - 2A2 

2 92 E 

, _9F32-K,3 + B3 + K,2-B2 , _9TX3-JCX + JC3-B3 + BX 

d l ~ BE ' d 2 ~ BE 

9T2X + JCX -Bl-IC7 + B2 

d. 
BE 

_ 92alT32-Bcl B2-T2X+A2 _ 92 ax Tx3 + BlBcl-Al 

fl'U"~ T^2 ' G l 2 ~ ~J^92 ' 

_ 92 a2 T32 -9c2B2 + A2 92 a2 T n + Bx9c2- T2X - Ax 

a n ~ ' a 2 2 ~ T^2 ' 
_ B2 a3 T32 -9c3B2 + T32 + A2 _B2 a3 Tx3 + Bx9c3 + T l 3 - Ay 

•Til V -FlX®1 
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and ai3 = oil, a23 = <*2

 a n a " 033 = « 3 where for j f rom 1 to 3, 

Aj = s i n ( 0 C j ) , Bj = cos (0Cj) , 7ij = sin(0 (cj — 1 ) ) , /Cj = cos(# (cj — 1 ) ) 

with 

T2i = sin(0 (c 2 - c i ) ) , J 3 2 = sin(0 (c 3 - c 2 ) ) , J i 3 = sin(6> (ci - c 3 ) ) 

and 

£ = sin(0 (ci - c 3 )) + sin(0 (c 3 - c 2 )) + sin(0 (c 2 - Ci)). 

The method has default order 4. When the off-step points are the Gauss nodes 

5-VT5 1 5 + vT5 

and 

C l ~ 10 ' ° 2 ~ 2 ' ° 3 ~ 10 ' 

1 \ / l 5 8 
a l = r ™ 7^2 - «3) 

5 20 5 

then the method has order at least 5, and the maximum possible order of 6 is 

obtained when 

1 \ / l 5 5 
a 2 = 16 " "72" " I " 3 ' 

As /c -> 0, the coefficients of the T R K N 1 method w i t h algebraic order 6 reduce to 

those for the polynomial based 3-stage Runge-Kutta-Nystrom method of order 6, 

i.e. 

5-y/lS 
«3 

9 - 2 \ / l 5 - 180o;3 18 - 5>/l5 + 180a 3 

10 
«3 

90 180 

1/2 
9 + 2>/T5 - 180o;3 5 

2 ° 3 

9 - 2 \ / l 5 - 180of3 1/2 
144 

5 

2 ° 3 144 

5 + 715 18 4- 5 \ / l5 + 180a 3 
9 + 2 v / l 5 - 180a 3 

«3 10 180 90 
«3 

(5 + \ / l 5 ) / 3 6 2/9 (5 - \ / l 5 ) / 3 6 

5/18 4/9 5/18 



Appendix B 

The Mixed Collocation Methods 

In this section, the Maple programs for the derivation of the mixed collocation meth­

ods of Chapter 4 and the extended mixed collocation methods I and I I of Chapter 6 

are given. Maple V Release 5 was used. For the extended mixed collocation methods 

I and I I , values of the collocation points have to be substituted for s > 3 to avoid 

Maple running out of memory. 

B . l The Mixed Collocation Methods : s > 1 

E x a m p l e 

The two-point mixed collocation method (4.19) wi th nodes C\ = 0 and c<i = 1. 

> r e s t a r t ; 

Enter number of c o l l o c a t i o n p o i n t s : 

> s :=2; 

I f known, s u b s t i t u t e the values of the c o l l o c a t i o n p o i n t s : 

> c [ l ] :=0; c [ 2 ] : = 1 ; 

Consider a f u n c t i o n of the f o r m : 

> U : = a [ 0 ] * c o s ( k * ( x - X [ n ] ) ) + b [ 0 ] * s i n ( k * ( x - X [ n ] ) ) + s u m ( r [ i ] * ( x - X [ n ] ) " i , 

i = 0 . . s -1) ; 

> U U : = d i f f ( U , x ) ; 

> U U U : = d i f f ( U U , x ) ; 

Apply the i n i t i a l and c o l l o c a t i o n c o n d i t i o n s and s o l v e : 

> x : = X [ n ] ; 

234 
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> y [ n ] = U ; a [ 0 ] := so lve ( " , a [ 0 ] ) ; 

> z [n]=UU; b [ 0 ] : = s o l v e ( " , b [ 0 ] ) ; 

> f o r j f r o m 1 t o s do x : = X [ n ] + c [ j ] * h ; 

f [ n + c [ j ] ] = c o m b i n e ( s i m p l i f y ( U U U ) . t r i g ) ; 

r [ j - l ] : = s i m p l i f y ( s o l v e ( " , r [ j - l ] ) ) ; od; 

S u b s t i t u t e the c o e f f i c i e n t s back i n t o u ( x ) and u ' ( x ) t o o b t a i n the 

Mixed C o l l o c a t i o n fo rmulae : 

> k : = t h e t a / h ; 

> x : = X [ n ] + h ; 

> y [ n + l ] : = c o l l e c t ( c o m b i n e ( s i m p l i f y ( U ) , t r i g ) , 

{ y [n ] , z [n ] , f [n+c [ 1 ] ] , f [n+c [2 ] ] , f [n+c [3] ] } , f a c t o r ) ; 

> z [ n + l ] : = c o l l e c t ( c o m b i n e ( s i m p l i f y ( U U ) , t r i g ) , j 

{ y [ n ] , z [ n ] , f [ n + c [ l ] ] , f [n+c [ 2 ] ] , f [n+c [ 3 ] ] } , f a c t o r ) ; 

> f o r j f r o m 1 t o s do x : = X [ n ] + c [ j ] * h ; 

Y [ j ] : = c o l l e c t ( c o m b i n e ( s i m p l i f y ( U ) , t r i g ) , 

{ y [ n ] , z [ n ] , f [ n + c [ 1 ] ] , f [ n + c [ 2 ] ] , f [ n + c [ 3 ] ] } . f a c t o r ) ; od; 

B.2 Mixed Collocation Method I : s > 2 

E x a m p l e 

The extended two-point mixed collocation method I (6.3) wi th nodes C\ — 0 and 

c 2 = 1. 

> r e s t a r t ; 

Enter number of c o l l o c a t i o n p o i n t s : 

> s:=2; 

I f known, s u b s t i t u t e the values of the c o l l o c a t i o n p o i n t s : 

> c [ l ] :=0; c [ 2 ] : = 1 ; 

Consider a f u n c t i o n of the f o r m : 

> U : = ( a [ 0 ] + a [ l ] * ( x - X [ n ] ) ) * c o s ( k * ( x - X [ n ] ) ) 

+ (b [ 0 ] + b [ 1 ] * ( x - X [ n ] ) ) * s i n ( k * ( x - X [ n ] ) ) 

+ s u m ( r [ i ] * ( x - X [ n ] ) ~ i . i = 0 . . s - 3 ) ; 

> U U : = d i f f ( U . x ) ; 

> U U U : = d i f f ( U U . x ) ; 
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Apply the i n i t i a l and c o l l o c a t i o n c o n d i t i o n s and s o l v e : 

> x : = X [ n ] ; 

> y [ n ] = U ; a [ 0 ] : = s o l v e ( " , a [ 0 ] ) ; 

> z[n]=UU; a [ l ] : = so lve ( " , a [ l ] ) ; 

> f o r j f rom 2 by - 1 t o 1 do x : = X [ n ] + c [ j ] * h ; 

f [ n + c [ j ] ] = c o m b i n e ( s i m p l i f y ( U U U ) . t r i g ) ; b [ j - l ] : = s o l v e ( " , b [ j - l ] ) ; od; 

> f o r j f rom 3 t o s do x : = X [ n ] + c [ j ] * h ; 

f [ n + c [ j ] ] = c o m b i n e ( s i r a p l i f y ( U U U ) . t r i g ) ; r [ j - 3 ] : = s o l v e ( " , r [ j - 3 ] ) ; od; 

S u b s t i t u t e c o e f f i c i e n t s back i n t o f u n c t i o n u ( x ) and u ' ( x ) t o o b t a i n 

the mixed c o l l o c a t i o n fo rmu lae : 

> k : = t h e t a / h ; j 

> x : = X [ n ] + h ; 

> y [ n + l ] - . ^co l lec t (combine ( s i m p l i f y (U) . t r i g ) , 

{ y C n ] , z [ n ] , f [ n + c [ 1 ] ] , f [ n + c [ 2 ] ] , f [ n + c [ 3 ] ] } , f a c t o r ) ; 

> z [ n + l ] :=co l l ec t ( combine ( s imp l i fy (UTJ) . t r i g ) , 

{ y C n ] , z [ n ] , f [ n + c [ 1 ] ] , f [ n + c [ 2 ] ] , f [ n + c [ 3 ] ] } , f a c t o r ) ; 

> f o r j f rom 1 t o s do x : = X [ n ] + c [ j ] * h ; 

y [ n + c [ j ] ] : = c o l l e c t ( c o m b i n e ( s i m p l i f y ( U ) . t r i g ) , 

{ y [ n ] , z [ n ] , f [ n + c [ 1 ] ] , f [ n + c [ 2 ] ] , f [ n + c [ 3 ] ] } , f a c t o r ) ; od; 

We list the coefficients for the two-point method (6.3) wi th arbitrary collocation 

points C\ and c 2. First, define 

Si = s i n ( 0 C i ) , C\ — cos (0Ci) , S 2 = s i n ( 0 c 2 ) , C 2 — cos(0c 2 ) , 

S 3 = s in (0 (c i - c 2 ) ) , C 3 = cos(0 (c x - c 2 ) ) , 5 4 = sin(0 (c t + c 2 ) ) , 

C'i = cos(9(cx + c 2 ) ) , S 5 = s i n ( 0 ( l + C , ) ) , C 5 = cos(0 (1 + d ) ) , 

S 6 = s i n ( 0 ( - l + d ) ) , C 6 = c o s ( 0 ( - l + c,)) , 5 7 = s i n ( 0 ( l + c 2 ) ) , 

C 7 = cos (0 ( l + c 2 ) ) , S 8 = s i n ( 0 ( - l + c 2 ) ) , C8 = cos{0 ( - 1 + c 2 ) ) , 

S 9 = s i n ( 0 ( - c 2 + 2 c i ) ) , C 9 = cos{0 ( - c 2 + 2 c ,)) , S w = sin(0 (2 c 2 - c,)) , 

C L 0 = cos (0 (2c 2 - c i ) ) , 5 U = sin(0 (c 2 - 1 + c\)), C u = cos(0 (c 2 - 1 + C i ) ) , 
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5 1 2 = sin(0 ( - c 2 - 1 + d ) ) , C12 = cos(0 ( - c 2 - 1 + Ci)), 

513 = sin(0 ( - C 2 + 1 + c i ) ) , C13 = cos(0 ( - c 2 + 1 4- C i ) ) , 

then the coefficients are given by 

Ai = - { [ (c! - c 2 ) 5 n + C l 5 1 2 (1 - c 2 ) + c 2 5 1 3 (1 - d)] 92 

+ [ ( c 2 - d ) C u + C 1 2 (c 2 - 2 C l - 1) + C 1 3 (2c 2 - C l + 1)] 9 - 2 S l 3 - 2 5 1 2 } / £ , 

A2 = { [ ( d - c 2 ) C u + ci C 1 2 (c 2 - 1) + c 2 C 1 3 (1 - C l ) ] 92 

+ 2 [ 5 1 2 (c 2 - C l - 1) + 5ia ( d - c 2 - 1)] 5 + 4 C 1 2 - 4 C 1 3 } / ( 0 £ ) , 

2c 2 5 8 0 2 + [C 7 (ca - 1) - C 8 (ca + 3)] 9 + 2 5 7 - 2 g 8 -
3 " £92 ' 

, _ 2 C l S 6 fl2 + [C 5 ( C l - 1) - C 6 (c t + 3)] 9 + 2 g 5 - 2 S 6 

5 i = -9 { [ ( c 2 - C l ) C u + ci C 1 2 (c 2 - 1) + c 2 C 1 3 (1 - C l ) ] 92 

+[Sn (ca - d - 1) + 5i3 (ci - c 2 - 1)] 9 + C n - C n ) /£, 

B2 = { [ ( c i - ca) 5xx + c, 5i2 (c 2 - 1) + c 2 5 i 3 ( C l - 1)] 92 

+[(cx - c 2 ) Cxi + C i 2 (ci - 2 c 2 + 2) + C n (2 ci - c 2 - 2)] 9 + 2 S12 + 2 5 i 3 } / £ , 

2 c 2 C 8 0 2 + [(ca - 1) 5 7 + 5 8 (3 - ca)] 0 + C 8 - C 7 

# 3 = 

S 4 = 

0 £ 

2 C l C 6 0 2 + [(ci - 1) 5 5 + 5 6 (3 - ci)] 0 + C 6 - C 5 

Pi = - 2 

0 5 

(ca C 2 - 2cx C 2 + c 2 C 9 ) 0 + S 2 - S 9 

Pa = 2 

5 

(2 S 2 C l - 5 2 c 2 - S 9 ca) 9 + 2 C 2 - 2 C 9 

0 £ 

2 0 2 c 2 c, S 3 + [(c 2 + 3 d ) C 3 + (ci - c 2 ) C 4 ] 9 - 2 S 3 - 2 5 4 

£ 0 2 

_ O c x - g x C . 
TP ' 
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and 
r> _ o ( 2 c 2 C i _ c i C i _ c i Cio) # - Si + Sio 

~ ~2 £ ' 

. (5! c l - 2 S l c 2 + S w c l ) 6 - 2 C x + 2 C l 0 

Q2 

<2a = 4 

9 (fl r„ r, .<?, -4- I 

Q 4 = 

9£ 

S2 Ci — 9 c<i 
S62 

2e2c2clS3 + {{cl-c2)Ci - (Cl+3c2)C3]9-2S3 + 2S4 

£92 

where 

£ = 292c2ClSz - (3C 3 + C 4 ) ( c 2 - ci)6 + 4 5 3 . 

B.3 Mixed Collocation Method I I : s > 2 f 

E x a m p l e 

The two-point mixed collocation method wi th two frequencies (6.6) w i th nodes C\ 

0 and c2 = 1. 

> r e s t a r t ; 

Enter number of c o l l o c a t i o n p o i n t s : 

> s:=2; 

I f known, s u b s t i t u t e the values of the c o l l o c a t i o n p o i n t s : 

> c [ l ] : = 0 ; c [ 2 ] : = l ; 

Consider a f u n c t i o n of the f o r m : 

> U : = a [ 0 ] * c o s ( k [ 1 ] * ( x - X [ n ] ) ) + b [ 0 ] * c o s ( k [ 2 ] * (x-X [ n ] ) ) + 

a [ l ] * s i n ( k [ l ] * ( x - X [ n ] ) ) + b [ l ] * s i n ( k [ 2 ] * ( x - X [ n ] ) ) 

+ s u m ( r [ i ] * ( x - X [ n ] ) ~ i , i = 0 . . s - 3 ) ; 

> U U : = d i f f ( U , x ) ; 

> U U U : = d i f f ( U U . x ) ; 

Apply the i n i t i a l and c o l l o c a t i o n c o n d i t i o n s and s o l v e : 

> x:=XCn] ; 

> y [ n ] = U ; a [0 ] : = s o l v e ( " , a [ 0 ] ) ; 

> z[n]=UU; a [ l ] : = s o l v e ( " , a [ l ] ) ; 

> f o r j f rom 2 by - 1 t o 1 do x :=X[n ]+c [ j ] * h ; 

f [ n + c [ j ] ] = c o m b i n e ( s i m p l i f y ( U U U ) . t r i g ) ; b [ j - l ] : = s o l v e ( " , b [ j - 1 ] ) ; od; 
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> f o r j f r o m 3 t o s do x : = X [ n ] + c [ j ] * h ; 

f [ n + c [ j ] ] = c o m b i n e ( s i m p l i f y ( U U U ) . t r i g ) ; r [ j - 3 ] : = s o l v e ( " , r [ j - 3 ] ) ; od; 

S u b s t i t u t e c o e f f i c i e n t s back i n t o f u n c t i o n u ( x ) and u ' ( x ) t o o b t a i n 

two- f requency mixed c o l l o c a t i o n fo rmulae : 

> k [ 1 ] : = t h e t a [ 1 ] / h ; k [ 2 ] : = t h e t a [ 2 ] / h ; 

> x : = X [ n ] + h ; 

> y [ n + l ] : = c o l l e c t ( s i m p l i f y ( U ) , 

• C y M , z [ n ] , f [ n + c [ l ] ] , f [ n + c [ 2 ] ] , f [n+c [3] ] } . f a c t o r ) ; 

> x : = X [ n ] + h ; 

> z [ n + l ] : = c o l l e c t ( s i m p l i f y ( U U ) , 

{ y C n ] . z [ n ] , f [ n + c [ 1 ] ] . f [ n + c [ 2 ] ] , f [ n + c [ 3 ] ] } , f a c t o r ) ; 

> f o r j f r o m 1 t o s do x : = X [ n ] + c [ j ] * h ; r 

y [ n + c [ j ] ] : = c o l l e c t ( s i m p l i f y ( U ) , 

{ y [ n ] , z [ n ] , f [ n + c [ l ] ] , f [n+c [ 2 ] ] , f [n+c [3] ] } , f a c t o r ) ; od; 
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