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ABSTRACT
“Market Efficiency & Arbitrage opportunities in the FTSE-100
option market : An Application on the Put-Call Parity with High
Frequency Data.”

By
Paris P. Frangoulis

This thesis examines Put Call Parity (PCP) deviations in the LIFFE FTSE-100
Options quoting system and tests the two competing hypotheses put forward in
the literature. Our dataset covers the period of July 1994 to March 1997 and
contains 357,985 and 431,145 observations (for the European and the American
types) resulting in 40,124 and 57,382 PCP deviations respectively.

We calculate PCP misspricings using the model proposed in Kamara and Miller
(1995). The model used here accommodates market imperfections but does not
include taxes. The model also allows for the immediacy risk and the early
exercise risk associated with evidence of Put-Call Parity deviations documented
in the literature. We find evidence of significant deviations, net of costs,
throughout the period.

We test misspricings in both American and European contracts for the same
period and equal contract parameters and find evidence supporting both
hypotheses where appropriate. The level of deviations found suggest that other
factors could attribute to their identification, we propose liquidity-related factors
such as inventory constraints.

We assume that persistent deviations from the PCP, which are not supported by
the option pricing theory are indications of market inefficiency. In well
functioning markets we expect that larger PCP deviations will be removed from
the system first. We fit a Cox Proportional Hazard model and test the
significance of the level of deviations as a covariate. We find the degree of
deviations to be a significant factor in the duration of the misspricings for the
majority of the observations. We conclude that under these evidence the market
is not characterised as inefficient.

The last part of this thesis models the PCP deviation series as a sequential
stochastic process. We fit around the process the Autoregressive Conditional
Duration Model, as proposed by Engle and Russell (1995) and modified by
Bauwens and Giot (1997). We conclude that the model offers an adequate
representation for this high frequency, irregularly spaced series.

Keywords: Put-Call Parity, High Frequency, Duration, Cox (AND) Proportional
(AND) Hazards, Irregularly Spaced Observations, Autoregressive (AND)
Conditional (AND) Duration (AND) Model.
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1. INTRODUCTION

1.1 The Importance of the Economic Benefits and Risks of

Derivatives.

In recent years and especially after the market turbulence of the late eighties,
the financial world has become more sceptic about the general issue of
market volatility. Topics regarding the economic benefits, arising from the
use of derivative markets and any risks stemming from it, have become
increasingly important. The fact that most derivative instruments appear to
have close substitutes in the underlying markets, poses the question of
whether the overall effect of the derivative markets is beneficial, ceteris
paribl_ls, or unduly adds strains to the financial system. As the academic
society has struggled, in the early days, to reach a common verdict on the
above question there have been increasing suggestions, from members of the
financial world, calling for increased monitoring of the derivative markets
and the imposition of stronger trading restrictions'. Any such moves
however, if not fully documented, may result in the introduction of trading

anomalies causing a disruption in the efficient wealth allocation.

As Merton (1992, p.263) points out “The core function of the financial

system is to facilitate the allocation and development of economic resources,

' The majority of the empirical studies examining the imposition of additional
margin requirements in order to dampen excess volatility, overwhelmingly oppose
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both spatially and across time, in an uncertain environment”. To fully
appreciate and assess the impact of derivative markets, perhaps it would be
very useful to put the above into perspective. In the absence of capital
markets members of the sbciety are required to balance earnings and
spending over each period. The presence of a financial institution, which is
an integral part of the financial system, will enable individuals to reach this
equilibrium across time*. By doing so however, they introduce a
multidimensional problem as market participants start to face the risk of
deferring spending, or saving, into a less favourable future and having to
assess the available information. Nevertheless, capital markets potentially
should enable the elimination or re-allocation of uncertainty among market
participants. As Gibson and Zimmermann (1994) state “In order to achieve
an unconstrained Pareto-efficient allocation of these risks within a market
systém, capital markets must provide sufficient opportunities to trade and
price the various kinds of risk.” It is obvious that an integral role of
financial markets is the provision of sufficiently expanded opportunity sets
for investors, the efficient dissipation of information and under certain
circumstances, the facilitation of a better understanding of financial markets

functioning.

such measures. For a detailed analysis see Chance (1990) and also Kupiec (1991).

?* According to Gibson and Zimmermann (1994), if we substitute individuals with
firms which are able to separate, in the presence of financial markets, investments
and financing decisions, it is apparent that ownership is separated from management.
However, the importance of the above may be greater to the extent that this
decreases the cost of capital.
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1.2. Option Markets.

Option markets offer substantial trading differences compared to the spot
market. The absence of short sales restrictions, markedly lower transaction
costs, the considerable leverage effect and the limited downside liability
offer to investors new trading potential compared to the cash market.
Additionally hedging requirements and arbitrage activities create a trading
feedback between the two markets’. On the other hand the absence of
suitable contracts for long-term investment horizons, position limits and
different non-trading restrictions (legal etc.) make, for various kinds of
investors, trading in options markets less favourable®. Intuitively this may
have resulted in capital transfers from the underlying to the derivative
market (or else) with obvious effects on the functioning, and linkage, of the

two environments.

According to Black and Scholes and their seminal article on the “pricing of
options and corporate liabilities” (1973), options should be treated as
redundant securities; in an efficient theoretical setting the implications are
that option trading initiation should have no effects, or at least no permanent
effects, on the return characteristics of the underlying market. Both
theoretically and empirically, however, the redundancy of options is

questionable. As Gibson and Zimmermann (1994) point out completeness of

3 Indeed Poon (1994) documents a contemporaneous (positive) relationship between spot and
options trading volume.
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a market requires that “...the entire set of state securities can be constructed
with portfolios of existing assets.” However the introduction and subsequent
trading of an option contract, although it may appear “physically” redundant
(i.e. dynamically replicated); in réality could induce significant changes in
the pricing evolution of the underlying. By definition trading in option
contracts will emit investors’ sentiments or information otherwise
unobservable, see Grossman (1988). The informational content of options is
classified on the basis of the statistical inferences drawn from the relevant
option contract prices, with respect to the underlying’s expected returns. In
accordance with the relevant literature, see O’Brien and Selby (1986), this
study adopts the view that put call parity deviations could provide
information on investors’ expectations of future returns while implied
standard deviations could reveal the market’s anticipated measure of risk.

Here, the properties of put call parity deviations are identified and analysed.

* Cox and Rubinstein (1985, chapters 2-3) present a detailed analysis of issues affecting trading in
options.

16



1.3 Importance of Put Call Parity Deviations

The theory of Option pricing, as developed by Black and Scholes (1973) and
Merton (1973), addresses an important issue in finance, viz. the pricing of
contingent claims. Although it is true that option type contracts have been in
use from as early as in the 16™ century, it was not until the beginning of the
20" century when the first attempt to provide the first analytical option
pricing model was made public in the form of a Sorbonne’s doctoral
dissertation by Luis Bachelier (1900). Subsequent research work by Sprenkle
(1964), Bones (1964) and Samuelson (1965) bridged the gap between

Bachelier’s work and the Black and Scholes model.

Dur.ing this period of evolution of the basic contingent claims pricing
models, it had been apparent that there exists a pricing link between the two
main types of contingent claims contracts, the put and the call options. A
formal manifestation of this link came with the works of Stoll (1969) and
Merton (1973) in the form of the Put-Call Parity, a simultaneous trading in a

put and a call contract which theoretically should result in parity conditions.

The paper by Merton (1973) on intrinsic values of American contracts
finalised a set of Put Call Parity conditions for American and European
contracts. However, the advent of option pricing models and especially of

the B&S model, is not a prerequisite of the Put-Call Parity model. The

17



importance of this is that the assumptions and limitations of the B&S model

do not extend to Put-Call Parity theory.

The derivation of the Put-Call Parity uses what is the equivalent of the
Second Thermodynamic Law of engineering in Finance, viz. that wealth
cannot be created, it merely changes forms through production methods. In
engineering, nature ensures the validity of the 2™ thermodynamic law under
any conditions. In finance, this most important role is relegated to
arbitrageurs. It is the construction of arbitrage portfolios, which is the
prerequisite of Put-Call Parity. With such a strong theoretical background,
Put-Call Parity forms a very strong condition in Finance; risk preferences
are not important, Put-Call Parity deviations should be absent under any

conditions.

In the empirical literature, however, there is a series of studies documenting
significant Put-Call Parity deviations. Among them Stoll (1969), Gould and
Galai (1974), Klemkosky and Resnick (1979) and more recent Finucane
(1991) and Kamara and Miller (1995) have all identified statistically

significant deviations.

Occurrence of Put-Call Parity deviations, other than being a potential signal
of market expectations, presents opportunities for excess returns. As

explained in chapter 2 a deviation of the put-call parity is based on

18



simultaneous but opposing trading on an outright option and a synthetically
constructed one. The synthetically constructed option uses a position on the
underlying market plus money market instruments to replicate the contingent

claim contract.

Intuitively both the synthetic and the outright option should be valued at the
same price. When the relationship deviates from equality, selling the
expensive and buying the cheaper of the two positions will result in a profit.

As this entails no risk the required return should be the risk-free one.

In a critique on Stoll’s representation of the equivalence between a put and a
call, Merton (1973) has shown that the construction of Put-Call parity
conditions for American contracts is not riskless as in the case of European
options. As Merton points out an American option could be subject to early
exercise. As the value of a plain option is given by the difference between
the underlying’s terminal value and the strike price, significant fluctuations
of the spot price could make early exercise desirable, especially surrounding
dividend announcement days. However, early exercise is not permitted in the
Put-Call Parity derivation; all positions should be held until expiration of the
option contract. As the trading strategies involved in the Put-Call Parity may
require that the counterparty will hold an American contract, possible early

exercise presents a potential risk.

19



Risk return trade-off suggests that American trading strategies according to
Put-Call Parity will demand higher returns than the risk-free one. Among
others Klemkosky and Resnick (1979) suggest this as a possible explanation

for the deviations documented on American contracts.

Indeed until Kamara and Miller (1995) all empirical analysis of Put-Call
Parity deviations were done using data based on American contracts. In both
American and European cases, however, a successful reconstruction of the
Put-Call Parity will require the simultaneous replication of the option
position using the underlying market. Non-synchronicity in prices observed,
or liquidity constraints, which force quoted prices to change during the
construction of the option and underlying trades could make the exact
replication of the option unattainable. In this case Put-Call Paﬁty ceases to

be a riskless statement and thus commands a higher than risk-free rate.

In their analysis of European options (the first on European contracts),
Kamara and Miller argue that since the early exercise arguments are not
applicable, liquidity problems should account for all documented deviations.
Indeed by delaying trade execution by a short period, thus accounting for
immediacy risks, they are able to reduce significantly the level and amount
of deviations. Although this seems to be a plausible explanation, the question
remains to what extent these are market specific results and more

importantly what percentage of American observed deviations are indeed due

20



to liquidity, early exercise or market inefficiencies. Depending on the answer
then, one could possibly gain some additional explanation on reasons behind
the occurrence of European deviations, perhaps rejecting or offering further

support to the liquidity explaﬁation.

The 1ssue is by no means a trivial one. Deviations due to early exercise
premia are well within the theoretical framework of option pricing. Severe
liquidity problems, though, giving rise to substantial arbitrage opportunities
could perhaps require a closer examination of the market structure, or

trading rules by the exchange authorities so as to facilitate price corrections.

The simultaneous trading of both European and American contracts on the
samé-underlying in the London International Financial Futures Exchange,
offers an ideal area of research between these two proposed explanatory
hypotheses. A parallel analysis of these two related markets could identify
and account for both types of Put-Call Parity deviations. Indeed McMurray
and Yadav (1993) and Dawson (1994) examine the early exercise premia of
American contracts. In their respective analyses the first find significant
overpricing of the American contracts and the second finds evidence of

overall deviations which are attributed to market inefficiencies.

It is apparent from the above that the evidence presented in the literature

thus far do not support a common explanatory hypothesis. From the results

21



of previous studies it is not clear whether or not markets price correctly the
early exercise risk in American put contracts and whether or not liquidity in
the form of immediacy risk can be linked to PCP deviations. Subsequently
and more importantly what :proportion of the identified deviations remain

beyond these two proposed hypotheses.

If indeed as in the case of Dawson (1994) deviations exist that are not
attributed to either of these hypotheses, or to an alternative one, then this
raises the issue of market inefficiencies. As it is argued in the following
section this should be examined within the context of high frequency
processes and requires further research. A prerequisite, however, of this is
the identification of deviations using a methodology that can distinguish
between cases of excess returns that are, or are not explained by the theory

of option pricing or that of market microstructure.

In the current study, a substantial part of the immediacy-related deviations is
removed from the sample by allowing a delayed execution time of two
minutes between identification of the parity and trading. Still, using the
frequency of quotes as a proxy for liquidity, see Kamara and Miller (1995),

the level of deviations is compared with market liquidity.
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Additionally, by using a suitable representation of the Put-Call Parity,
suggested by Kamara and Miller’, the analysis separates those deviations for
American contracts, which are subject to early exercise, thus offering a

direct identification of “early exercise” related Put-Call Parity deviations.

Trading on these instruments and especially on the underlying, however,
incurs significant costs. Additionally market imperfections could reduce or
even eliminate trading profits. In general borrowers will face different rates
than lenders®, trading on the underlying is usually subject to significant
restrictions and finally buy or sell orders will differ substantially by the bid-

ask spread.

Indeed all previous empirical work cited here, either acknowledge the
importance of transaction costs, or in the case of Kamara and Miller (1995)
explicitly account for them and demonstrate their significance in the

reduction of risk-free opportunities.

As in Kamara and Miller this thesis offers results on the progressive effect
of transaction costs on the level of Put-Call Parity deviations. It also presents

evidence on the progressive influence of Market restrictions, and specifically

’ Kamara and Miller (1995) are examining exclusively European contracts. Thus they are unable
to

examine the particular attribute of their model.

¢ Going short or long in any trade will require investing or financing on money markets to satisfy
the arbitrage condition of no initial wealth.

23



1.4  The Issue of Market Efficiency

The existence of risk free __ arbitrage opportunities in the form of PCP
deviations could indicate a form of market inefficiency if these deviations
cannot be explained by theoretical arguments, or are not removed from the
quoting system by market forces. Any PCP deviations that may have been
identified in the first part of this study present arbitrage opportunities for the
market participants. As has been suggested in the relevant literature these

could be attributed either to early exercise or liquidity premia or both.

As argued above, deviations due to early exercise are acceptable according
to option pricing theory. As arbitrageurs cannot construct riskless trading
positions in order to exploit them, they are not required to intervene and
remove these deviations. Consequently one should not question the
efficiency of the option market, and indeed its link with the corresponding
underlying market, on the ground of findings of “early exercise” PCP

deviations.

However, liquidity premia indicate the inability of the market to absorb
directly trading orders. The derivation of the Put-Call Parity requires the
construction of a synthetic rate of return, which in turn consists of
simultaneous positions in the option and the underlying market. It is possible

that continuously updated prices and quotes for both assets will change over
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the duration of the trading set-up. This represents a considerable risk for

arbitrageurs wishing to exploit the deviation opportunities.

Working with daily data, Kamara and Miller (1995) use the moneyness of
the option contract and the volatility of the underlying security as proxies for
market liquidity. The authors find that immediacy (liquidity) risk in the form
of uncertain prices over the duration of the trade, account for most of the
documented PCP deviations for European contracts. In their same study but
using intradaily data, KM proxy for liquidity on intradaily values by
allowing different times between posting of a quote and execution of the
deal. Thus they account for any changes in the prices of the underlying or
derivative assets. They show that delay of the execution reduces substantially

the occurrence of the deviations.

Although the above will evaluate the immediacy risk as suggested by
Garbade and Silber (1979) and Kamara (1988), depending on the trading
system in place other factors could give rise to deviations. The quoting
system in the FTSE 100 options LIFFE market consists of a number of
competing market makers. Market makers will post their quotes and
collectively these will form the strike by strike series of quotes available to
investors. It is possible that liquidity constraints such as inventory

imbalances force market makers to post quotes, which give rise to PCP
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deviations. In efficient settings market forces should intervene and reinstate

trade equilibrium thus removing the observed deviations.

Market efficiency studies using end of period data, concentrate on whether
or not the market can yield efficient prices sampling from the end of each
period under consideration, consequently they offer an infrequent point
analysis of the market. As it is acknowledged in Engle (1996) and Goodhart
and O’Hara (1997), among other researchers, the study of similar issues in a
high frequency framework will not be sufficient with the simple estimation
of end of period effects. Indeed O’Hara (1995) accepts that market values
will only gradually tend to their equilibrium values. As the author refers
specifically to the issue of market efficiency she acknowledges that
inefficiencies in the market will progressively be removed from prices.
Theorletically, market microstructure models, see for example Glosten and
Milgrom (1985), have allowed a sequential progression in the elimination of
market inefficiencies within the context of real time, as opposed to end of

period, pricing processes.

The question then becomes: "are the documented abnormal prices in high
Jfrequency markets a statement of market inefficiency?” By allowing a
progressive eradication of inefficiencies, and thus accepting their occurrence
in the first place, the research community has argued against the above

statement. The notion of progressive eradication of inefficiencies, however,
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lower deviations. The level of deviations targeted, should be a function of the

risk aversion of the traders and their view on the depth of the market.

To examine the relationship between the level of inefficiency and the time it
spends in the system it is proposed to examine the hazard for the duration of
each deviation. This will give us the probability of survival of each PCP

deviation using as the single covariate the level of misspricing.

Chapter 2 of this study identifies all PCP deviations discarding those where
prices for either the option or the underlying are not stable, thus it removes
most of the liquidity related deviations. The majority of the remaining
deviations are treated as potential market inefficiencies and it is examined
whether or not they are effectively removed from the quoting mechanism
given their level. The methodology employed is the Cox Proportional
Hazard Model as developed by Cox (1972) and later extended by Fleming and

Harrington (1991).

With respect to the relevant literature of Put-Call Parity deviations, chapter 3
adopts a new way of assessing market efficiency in the options market. It allows
for a gradual learning process in the identification and removal of excess return
opportunities. It explicitly makes the assumption that overall efficiency requires
not the non-existence of these opportunities but their gradual elimination based

on rational market factors such as the level of each deviation. To the best of our
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knowledge, the use of the Cox Proportional Hazard model offers the first

application of transition data analysis models in the particular area of finance.

The use of transition data analysis models is important because they -offer an

efficient analysis of the effect of particular factors ‘on the hazard of a variable

while relegating and in common parameter influences of variables not central to

the analysis.
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1.5 Modelling the Occurrence of Put-Call Parity Deviations.

Assuming that the PCP devi?tions form a process of arbitrage opportunities
(which most importantly can give rise to subsequent trading), the first part of
this study identifies the process and examines its significance with respect to the
important issue of market efficiency in finance. In this case, a natural research
progress is to model the properties and evolution of this process. However, the
methodology used should be of sufficient complexity so as to account for all the
factors, which can characterise high frequency, irregularly spaced sequential

processes.

The previous section has indicated that the microstructure literature has
acknowledged the role of time in the pricing formation process. Indeed among
the theoretical pricing models suggested by the research community, a plethora
of them assume a specific sequential pricing process where time affects the
outcome through the arrival rate of information and the nature of market
participants (informed, non-informed, liquidity traders), see for example
Admati and Pfeiderer (1988), Diamond and Verrechia (1987) and Easly and
O’Hara (1992). Additionally as O’Hara (1995) suggests such pricing processes
are dependent on successive prices, as they are not Markovian. Consequently
the modelling of the PCP deviations should specifically address the sequential

influence of time.
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An additional feature of the above theoretical models is the
acknowledgement of areas of clusters in pricing series. Among the very few
empirical examinations of intradaily high frequency data, this has been
documented by Engle and Russell (l1995) and Bauwens and Giot (1997). The
authors report on the significant presence of serial correlation, which is
typical in financial markets data. Consequently the methodology used for the
modelling of the PCP deviation series should be able to explicitly account for
the serial correlation in the data. If such, it will be able to represent
successfully the evolution of the PCP deviation as a sequential process in

time.

This study uses the Autoregressive Conditional Model, henceforth the ACD
model, for the representation of high frequency irregularly spaced data as
suggested by Engle and Russell (1995) and later modified by Bauwens and

Giot (1997), to model the PCP series.

To the best of our knowledge, chapter 3 offers the first representation of Put-
Call Parity deviations as a series of high frequency mode, explicitly accounting
for the arrival of each deviation in the system. Additionally we offer the first
application of the promising ACD model for irregularly spaced data in the area
of derivative trading. For practitioners this proposes a clear representation of
the stochastic evolution of a series of arbitrage opportunities based on the Put-

Call Parity theory.

32



Chapter 2 sets the empirical framework for the identification of the PCP
deviations, discusses the methodological issues related to option pricing theory
and comments on the results. Chapfer 3 introduces models of transition data
analysis and presents the Cox Proportional Hazard Model as a suitable method
for the impact of the PCP deviations on market efficiency. Subsequently it
models each PCP deviation as an event influenced by the level of the deviation
and presents and discusses the results. Chapter 4 refers briefly to theoretical
models of sequential processes in market microstructure and offers an extensive
discussion on the modelling aspects of the associated random arrival point
processes. It introduces the Autoregressive Conditional Duration Model as a
suitable model and presents and comments on the results. Specifically, it
discusses the specification of the resulting models as well as the ability of the
repfeSentations to account for the interdependency in the process. Chapter 5

concludes.
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CHAPTER 2

Identification and Analysis of Put-Call Parity Deviations.
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2 Introduction

The identification and analysis of deviations of the Put-Call Parity is of particular

importance in the study of financial markets.

The Put-Call Parity statement links in a risk free relationship a European option
with an identical American contract. Any deviations from this relationship which
are inadequately explained by option valuation or market microstructure theory

constitute cases of market inefficiencies.

Previous research on this area has identified significant deviations from the PCP
conditions. Among the explanatory hypotheses put forward, these of
“imﬁ]ediacy” and “early exercise” risk appear to receive the stronger support
from the Academic community, see Gould and Galai (1976), Klemkosky and

Resnick (1979) and Kamara and Miller (1995).

“Immediacy risk” attributes deviation to unstable market prices during the
execution of the Put-Call Parity replication. It has been put forward in Kamara
and Miller (1995) and essentially refers to the inability of traders (or
arbitrageurs) to follow quotes with firm trades at the specified prices. The “early
exercise” hypothesis concentrates on the study of American contracts, for which
the Put-Call Parity is a boundary condition, and attributes deviations to the risk

associated with the early exercise of part of the Put-Call Parity replication
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strategy. Two of the main advocates of the “early exercise” hypothesis are

Klemkosky and Resnick (1979, 1980).

Deviations that cannot be éxplained by the above could possibly reveal
instantaneous market inefficiencies such as inventory problems or other liquidity

related market imbalances.

Whereas Klemkosky and Resnick (1979, 1980) have identified significant
deviations on American type contracts, which have attributed to “early exercise”
premia, Kamara and Miller (1995) offer the first analysis of European contracts,
on which early exercise is not applicable. They argue that the majority of
deviations are due to immediacy risks with some deviations remaining after
unstable quotes have been removed from the system. In an analysis of early
exercise risk premia of American contracts McMurray and Yadav (1993) offer
evidence of significant premia for American over European contracts. However,
in a similar study Dawson (1994) offers evidence against the early exercise
hypothesis by the use of a suitable trading strategy. Dawson (1994) attributes the

documented deviations to market inefficiencies.

Hence, the research findings are contradictory. Research on American markets
has shown significant early exercise premia whereas European studies have
resulted in a substantial degree of immediacy related deviations. Yet a study on a
market which trades both contracts rejects both hypotheses in favour of market

inefficiencies. To the research community this represents an interesting issue,
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viz. whether or not the results are market specific and consequently what are the

implications for the evaluation of the market efficiency.

In the light of recent theoretical suggestions in the analysis of high frequency
markets, see Goodhart and O’Hara"(1997), it is proposed here that the
identification of PCP deviations, which are not adequately explained by
theoretical arguments, does not constitute direct evidence against efficiency. It is
merely the starting point for such an analysis (i.e. of market efficiency).
Essentially the research should concentrate on the evolution and not on the

identification of the deviations.

The current chapter incorporates all the findings and suggestion in the Put-Call
Parity literature to construct an efficient dataset containing all PCP deviations
which are not explained by the theory of option pricing and thus far have
constituted evidence of market inefficiencies. As such it prepares the dataset used

in chapters 3 and 4.
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2.1 Option Pricing Theory and Put-Call Parity Deviations.

The put call parity relationship is an important boundary statement in the theory
of option valuation because any systematic deviations from it could reveal
market expectations, which are difficult to observe otherwise. Option pricing
theory, as expressed in Black and Scholes (1973) and Merton (1973b), does not
require any knowledge of the expected return of the underlying security, the risk
characteristics of the market participants and the total supply of assets in the
market. Indeed the majority of option pricing models assume independence of
option prices from the expected returns of the underlying assets. Hence, option
prices may not be used as expectations predictors but only as predictors of the
total variance (as opposed to the beta risk) of the return on the underlying.
Coﬁsequently Put-Call Parity deviations are ruled out by the traditional theory of
option pricing, as this is expressed in the Black and Scholes model, even when

expectations among counterparties differ.

According to Samuelson (1965), however, option prices could reveal information
on market expected returns. Pointing at the same direction Cox and Rubinstein
(1985) suggest that, although the consensus is that expected returns do not affect
directly option prices their effect could be significant, albeit a subtle one. Indeed
some recent theoretical models are explicitly dependent on expectations. Lee,

Rao and Auchmuty (1981) derive option prices in a CAPM framework assuming
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given expectations, whereas Constantinides (1978) assumes imperfect capital

markets and uses an expectations term other than the risk free rate.

The significance then of PCP deviations as indicators of expected market returns
is not unambiguous. The discussion of put call parity deviations is not confined
to its strict “expectations” role however. The parity links in a riskless arbitrage
relationship the price of a put with that of the equivalent call thus making
obvious any misspricings due to market inefficiencies. The risk free nature of the
relationship stems from the fact that the two options and the underlying asset can
be combined in a synthetic instrument, thus replicating with certainty the pay-out
of either of the options. Table 2.1, details the two contracts accompanied by the
respective synthetic instruments. Interestingly enough, the synthetic instrument
replicating, for example, the call will only contain the put and the underlying,
thus ‘enabling investors to explore any economically significant misspricings
between the two option contracts. Any such profitable deviations could be

observed directly thus giving rise to a suitable risk free trading strategy.

Table 2.1
Replication of an underlying security from a simultaneous position in the spot and derivatives
markets with the appropriate use of a risk free borrowing and lending instrument. The underlying
has no form of pay-outs during the life of the contracts and markets are assumed perfect. [n the
table f (S, t; E) denotes a European Put on underlying S, with maturity t and strike E. EP(t)
denotes the present value of the strike.

Synthetic Instrument Actual Instrument
Position Pay-off Pay-off Position
-f(S,t; E) -S+EP(t) | E>S E-S E-S E>S Put
-f(S, t; E) -S+EP(t) | E<S 0 0 E<S Put
-g(S,t; E) +S-EP(t) | E>S 0 0 E>S Call
-g(S,t; E)+S-EP(t) | E<S S-E S-E E <8 Call

39




Indeed, as long as trading over a PCP strategy is risk free, deviations should be
attributed to market inefficiencies. In a high frequency context though these
deviations could be acceptable but they should be short-lived. To see why, we
should note the following. It is true that market completeness will enable the
replication of any additional security introduced. It is also true that this holds in
equilibrium. In disequilibrium, however, the replication strategy will not yield
equilibrium prices. Existing securities will indeed span the same space (based on
their pay-out matrix) but replication prices will not necessarily reflect those for
which market clears and consequently the theoretically derived prices. Assuming

that vector 6 = (6,, 0,, ... 8,) denotes the trading strategy over the set n of

!
securities, the market is clear when 29,’, =0, withi = 1, ...I denoting individual
’ |

traders. When the condition does not hold traders are not willing to purchase a
certain security for certain reasons thus giving rise to market disequilibrium. In
efficient markets it is assumed that disequilibrium periods are short-lived and are

always followed by price correction processes, see O’Hara (1995).

In a dynamic context then, risk-free' PCP deviations will reveal market
constraints during disequilibrium periods. It is over these conditions that the
current study is of particular importance. Under these conditions, deviations will

reveal momentarily formed expectations or instantaneous market imbalances

' These deviations refer to parities excluding early exercise and immediacy risks.
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such as liquidity, inventory problems etc. The identification and study of these

deviations, from the moment they :are formed until: they leave the quoting system,

can reveal important information with respond to the market functioning and

particularly the price adjustment mechanisms.

41



2.2 Theoretical Analysis of Put-Call Parity

It is commonly believed thqt the price of a call option can be uniquely
determined from the corresponding theoretical value of the put. This equality is
expressed in the put - call parity theorem, first introduced by Stoll (1969). Stoll
has shown that given two suitable trading strategies, one can express the value of
a put as a function of an identical call, the risk free rate and the value of the

underlying asset as follows”:
£S, . E)=g(S, t; E) + S - EP(f) Eq2.1

where

f(S,.t; E) is the price of a put with a strike price of E, t time periods to expiration
writte'n on asset with a value of S at the time of contract formation,

g(8S, t; E) is the corresponding price of the call and

EP(1) is the exercise price today in a world of certain and equal borrowing and

lending rates.

To see that Eq. 2.1 holds construct two portfolios. For the first strategy buy a unit
of the underlying asset, one put and write one call. Construct the second portfolio
by shorting the underlying asset, write one put and purchase a call. To finance
the first strategy, borrow at the prevailing rate and invest the proceeds of the

second strategy at the same rate. It is easily shown that both of the strategies will
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have a zero yield at expiration and consequently, in order to avoid riskless

profits, both should have zero initial cost.

In his analysis of the implications of institutional restrictions on the theoretical
validity of the put call parity relatioﬁship, Stoll (1969) identifies three major
sources of deviation. He treats transaction costs, in the form of trading spreads as
well as borrowing and lending costs, as the most important market friction
sources. He also identifies short sale restrictions and tax effects as further causes
of potential parity deviations and produces a band of admissible put call
equilibria points. He acknowledges the fact, however, that the whole issue of tax
effects is not clear even if tax levies are completely known; tax payments are
constrained on individual tax positions and these can differ widely between

similar cases, ceteris paribus.

Gould and Galai (1974), however adopt the opposing view that the treatment of
tax effects need not be so complicated. By suggesting that a suitable investment

" they put forward

in the risk free asset will dominate a “put call parity portfolio
a parity relationship, in a tax inclusive world, where tax rates are not present.
They argue that this is intuitively acceptable because tax effects are already
included in the price of the opportunity cost. Transaction costs, however, do
enter the final model. The authors suggest that the effect would be to increase the

upper and decrease the lower bound of the put call parity, with changes being

more significant for non institutional members.

2 Stoll assumes frictionless markets and pay-out protected options.

43



In an indirect criticism of Stoll’s paper, Merton (1973a) has shown that the
adoption of the Black and Scholes model for pricing American options can be
inappropriate as it involves terminal boundary conditions. For the same reason
the original put call parity analysis, as suggested by Stoll (1969), is inadequate as
it does not examine the possibility of an early exercise, which will violate the

risk free condition of the hedging strategies.

For an American call, early exercise cannot be ruled out with certainty unless the
level of dividends paid throughout the duration of the contract do not exceed its
intrinsic value. Consequently for a payout protected American contract early
exercise will never be optimal’. On the contrary, for an American call facing
dividend payments Merton (1973a) has shown that early exercise should be
optiﬁal whenever the present value of the future sum of dividends is greater or
equal than the present value of the exercise price discounted at the risk free rate.

Formally to rule out, with certainty, early exercise:

 d()P(r 1)
E> Z.:—l e Eq2.2

Where
E denotes the exercise price,
d(t) denotes dividend payment on t,

P denotes present value and

? The term suggests a similar trading strategy as the one used in the derivation of the put call
parity relationship, i.e. long in the asset and the put and short in the call.
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T denotes maturity.

Eq. 2.2 implies that when the dividend payments and dates are known and obey
the above inequality, the use of an American call contract in the formation of a
“put call parity portfolio” should not violate the notion of a riskless hedging

strategy.

Early exercise for a put, however, cannot be ruled out with certainty, even if it is
pay-out protected. This limitation invalidates the put call parity for an American
option. Merton (1973a) has shown that the possibility of early exercise, meaning
that the “put call parity portfolio” cannot be fully described by its two terminal

states, prevents the inequality from holding.

Intuitively the argument goes as follow. Essentially the put call parity requires
that two different hedging strategies be set up, resulting in the same pay out
states on maturity. Both of these make use of either a put or a call contract. For a
totally riskless hedge it is assumed that both are held to expiration. A possible
early exercise of the put’, however, will introduce a potential risk for the hedger
as it will expose him to unfavourable mafket prices (but favourable prices for his
trading partner). It is obvious that a risk free position cannot be set up with

certainty thus violating the put call equality.

* For a proof see Merton (1973,bell Theorems 1 and 2, pg 144).

5 As Merton has shown it is possible for some small enough prices of S that the put will be worth
more than the corresponding value of the synthesised portfolio (which is a European put) which
in effect reduces to theorem 8.13 , Merton (1992, Chapter 8, pg 281) for the relative prices of
two identical American and European puts.
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In contrast to the PCP Parity for European contracts then, the following set of

bounding inequalities prevails:

G(S,t,E) < E-S+F (S, 1, E) Eq2.3

Where
G (S, 7, E) is an American call on underlying S, with expiration E and time to

maturity t and F (S, 1, E) is the identical American put.

We should note that eq. 2.3 holds for American options on stocks paying no
dividends. Klemkosky and Resnick (1979) have extended the bounding parity to
include unprotected American contracts. For an asset paying a known non
stochastic dividend, D, during the life of the hedging portfolio it holds (in order
to ﬁrevent dominance of the call or put) that, (from Klemkosky and Resnick

(1979)),:
F(S,1,E) <G(S, 1, E) + S -[E + D TV(zy)] P(t) Eq 2.4 and
G(S,t,E)<F(S, 1, E)-S+[E+DTV(ty] P(r) Eq25
where
TV denotes terminal values
T, denotes the time of the dividend payment and

1, denotes the time to maturity after the dividend payment
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for a single dividend payment. For n multiple dividend payments eq 2.4 and 2.5

are modified to

F(S, 1, E)<G(S, T, E) + S-[E+ D DTV(r )] P(1) Eq2.6
G(S, 1, E)<F(S,1,E) - S+[E+) . DTV(r,)] P(r) Eq2.7

where
> DTV(ty) Eq2.8

denotes the sum over the dividend payments.
Eq 2.6 has been modified by Roll (1977) to accommodate different ex-dividend

and payment dates.

Klemkosky and Resnick (1979) also produce an initial boundary condition which
must hold in order to ensure no early exercise of the American put at the
inception of the “put call parity portfolio”. This obtains straight from inequality

(2.7) by observing that :

F(S,7,E)-S+[E +z DTV(ty)] P(r) <E-S Eq2.9,
if

F(S, 1, E) <[E(TV-1) -Z DTV(z4)] P(r) Eq 2._10

Hence violation of equation 2.10 indicates early exercise of the put contract and
termination of the arbitrage strategy. Condition 2.9, though, ensures that the

hedger is insured against early exercise of the put only at the inception. For
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certainty during the life of the conttacts, condition 2.9 must be violated at every
instance, thus making the put call parity relat'ionship: for American contracts, as
expressed by Stoll (1969) subject to a degree of risk. Consequently Klemkosky

and Resnick (1979) argue that condition 2.10 would imply more often and

greater violations than condition 2.9 due to the higher risk associated with the

hedged position.
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2.3 Empirical Results

Empirically the analysis of put call parity starts with Stoll (1969) and Gould and
Galai (1974). Kruizenga (1964) also analyses put and call price differentials for
the period of 1946 to 1956, his study, however, does not refer explicitly to the

put call parity relationship.

Stoll investigates the OTC market for some 125 companies listed in the NYSE.
Variably® the sample includes prices from the beginning of 1966 to the end of
1967. The author tests whether the implied put call parity slope approximates the
theoretically suggested unit tangent. On average the results lend a strong support
to the theoretical model. However Stoll acknowledges the potential problems
arising from thinly traded contracts and significant non-synchronous trading

between the underlying and derivative markets.

In a related article Gould and Galai (1974) examine data from a subset of
companies from the beginning of 1967 to the end of 1969 and find statistically
significant violations of the theoretical model. Further analysis, however,
suggests that market imperfections, such as transaction and information costs,
will tend to wipe out most of the arbitrage opportunities for non-institutional
investors but still leave intact roughly twenty five per cent of the cases for

market members.

¢ Only fifteen companies cover the whole period, the rest cover only relatively short subperiods
during which they have shown significant trading activity.
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Based on their theoretical analysis outlined above, Klemkosky and Resnick
(1979) examine put and call contracts, not violating boundary condition 2.9,
taken from the CBOE and the American and the Philadelphia Stock Exchanges
for the period of July 1977 to June 1978. The analysis indicates statistically
significant violations for fifty five per cent of the short positions (synthetic call
positions) and forty per cent of the short (synthetically constructed put) positions.
Their results also indicate higher profits for the short positions lending support to
the higher risk hypothesis associated with the constructed put strategies. The
authors also test the relative importance of the moneyness, dividend level and put
or call overpriceness on the profitability of a long hedge. From their results it is
evident that the PCP deviations identified are attributed to early exercise premia.
After accounting for the early exercise the model is in accordance with the put
call.parity yielding no coefficients significantly different from the theoretically

hypothesised values.

Finucane (1991) tests the S&P 100 OEX contracts for put call parity violations
during the December 2, 1985 to November 30, 1988 period. His results reveal
that there are significant parity violations. He tests and finds that options contain
information for future stock returns and that indeed, option markets lead the

corresponding underlying by 15 mins.

Finucane defines a put call parity deviation as
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D=g(S,t; E), - f(S, t; E), + EP(t) - [ +Div(p, t) Eq2.11
where
[ denotes the level of the underlying index and
Div( p, t) denotes the total dividend payment throughout the life of the contract,

expressed here as a function of the dividend rate and the time of payment.

[n an attempt to account for changing prices over the duration of the Put-Call
trade, Klemkosky and Resnick (1980) analyse ex ante put and call contracts
listed at the Chicagd Board of Options Exchange, the American and the
Philadelphia Stock Exchanges for the period of July 1977 to June 1978.
Following Kiemkosky and Resnick (1979) they examine the robustness of their
previous results in an ex ante framework. The analysis of the ex post profitable
long hedges (replication of call contracts for which early exercise can be ruled
out With certainty) shows that “ex ante” profits are significantly lower than those
implied by the ex post analysis. In their study they allow for two different time
intervals between price corrections, viz. five and fifteen minutes and find that in
most cases the profitability level is sensitive to the time elapsed between price
changes. A cross sectional analysis of the results on the total value of the
dividends and the time to expiration reveals no significant coefficients. However,
a further study of the short positions (which replicate a put contract and where
early exercise cannot be ruled out with certainty) reveals less profitable
opportunities but a higher amount of profits in comparison to long hedges. A
fact, which according to the authors is expected since the short position contains

a higher degree of risk.
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As noted above, a potential problem arising in the empirical analysis of the put
call parity could be the improper use of American type contracts. Kamara and
Miller Jr. (1995) (KM hereafter) realise the problems arising from the early
exercise clause and offer an analysis of European put-call parity deviations on
index contracts. Their findings suggest less frequent and smaller violations than
in studies where American contracts are used. The authors attribute the
deviations to premia for liquidity (immediacy) risk, i.e. the inability of the
arbitrageur to construct the trading strategies at the observed prices due to
changing conditions. They subsequently allow for the immediacy risk by
considering a delayed execution time for the trading strategies and find that most
of the deviations disappear. KM use a model which allows for transaction costs,
bid-ask spreads and dividend payments hence they use an augmented empirical

mociel.

McMurray and Yadav (1993) offer the first simultaneous analysis for American
and European contracts on the same underlying. They analyse the FTSE100
options traded at LIFFE. Although they use the same dataset as we use in this
study, they cover the period of October 1991 to October 1992 and most
importantly they sample hourly observations as opposed to real time strike by
strike quotes. The authors analyse the risk premia associated with American
trading and compare three estimators, an implied risk premia estimator, risk
premia derived from the theoretical Put Call Parity condition and actual risk

premia between a quoted American and a European contract. It is evident from
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this study that far in-the-money contracts command significant risk premia which
reduce as these move to out-of-the-money ratios. We should note here that a
direct comparison between American and European contracts on the FTSE100 is
difficult as these are quoted f(;r strikes differing 25 index points. Although the
authors offer an adjustment for this difference they acknowledge the need for a

more efficient analysis.

In an analysis of the FTSE-100 Option Market covering the period of July 1,
1992 to November 12, 1992 Dawson (1994) examines the comparative pricing of
American and European options. He constructs Put-Call Parity relationships
between an American put and the closest identical European call (again the
contracts differ by 25 index points) and examines the premia between the two
contract types. The author tests parities for cases where early exercise is
appiiéable and compares them with cases where early exercise is not an issue. He
finds that in every case the American contract is overpriced. Dawson concludes

that the resulting deviations represent documented market inefficiencies.

Previous research work on PCP deviations, then, identifies, in all instances
significant misspricings. In some cases and especially in earlier studies, the
deviations are attributed to thin and non-synchronous trading (Stoll, 1969), or
market imperfections such as transaction and information costs, see Gould and
Galai (1974) and Finucane (1991). Kamara and Miller (1995), however, after
controlling for market imperfections attribute the deviations observed to the

difficulty associated with the successful implementation of the trading strategy
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(of both the option and the hedging legs) at the prevailing prices after the
arbitrage opportunity has been identified (immediacy risk). Klemkosky and
Resnick (1979, 1980) attribute most of the misspricings to the increased risk
faced by investors which relates to thé possibility of early exercise of the shorted
put contract (early exercise risk). Dawson (1994) documents risk-free deviations,

which he attributes to market inefficiencies.

Summarising, the research evidence, thus far, suggests that the PCP is often
violated, leading to significant arbitrage opportunities. Two competing
explanatory hypotheses have been put forward. According to the first one
(henceforth the early exercise hypothesis) deviations exist as a result of the
potential risk of early exercise of the American contracts. Due to the nature of
the American contract the risk associated with early exercise is more profound in

the case of an American put which is in accordance to the empirical findings.

The second explanation, proposed by Kamara and Miller (1995) (henceforth the
liquidity hypothesis) uses liquidity and the difficulty of replicating the option
contracts as reasons behind PCP deviations. As Kamara and Miller investigate
only European contracts this seems a plausible explanation for deviations in
European contracts. However, even after controlling for the immediacy risk some
deviations exist in their sample. What remains to be seen is whether or not these
are market specific findings and, more importantly, to what extend American

deviations can be attributed to the liquidity risk and not to the early exercise



hypothesis. We will try to provide answers to these questions by performing a

comparable analysis between American and European contracts.

The current study accounts for most of the market imperfections observed in the
market such as transaction costs, borrowing and lending rates and short sales
restrictions. Consequently it tests whether or not profitable trading opportunities
exist in the FTSE-100 market after costs. Both American and European contracts
are tested on the same market. To avoid problems arising from the existence of
different strike prices and to provide clearer comparisons between liquidity and
the level of PCP deviations the PCP replication models are applied separately on
European or American contracts. In correspondence to Kamara and Miller (1995)
the models applied account for the immediacy risk by ensuring stable prices
during the replication period. The sample includes only these quotes that remain
alivé for at least 2 minutes and correspond to periods during which the index
changes by no more than 0.5%. Thus it offers stable conditions for a minimum of
2 minutes for the construction of the trading strategies. To examine the
significance of the early exercise explanatory hypothesis, the PCP replication
controls for the risk of early exercise of the call position held by the counterparty
by observing equations 2.6 and 2.7. Additionally it excludes early exercise of the
American put at initiation of the trade by observing equation 2.9 but does not
control for the early exercise of the American put during the life of the contract
(i.e. does not test for violations of 2.9 at intermediate points). This corresponds
to the exact conditions faced by arbitrageurs when intervening to exploit the

documented deviations. If arbitrageurs are uncertain with respect to the early
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exercise of the trade by the counterparty, they will demand higher returns thus
violating the risk-free nature of the Parity. Deviations subject to early exercise

risk are the American deviations type two.

The following section describes the data set used and gives a detailed analysis of

the methodology, problems and solutions associated with it.

2.4 Data.

This gtudy investigates the put call parity deviations of the FTSE100 options
contracts traded at the London International Financial Futures Exchange. The
sample covers the period of July 4, 1994 to February 28, 1997. In total examines
357,985 and 431,145 observations (for the European and the American types)

resulting in 40,124 and 57,382 PCP deviations respectively.

The data set covers actual strike by strike transactions and all the day’s quotes, as
these are fed into the trading system of the options exchange. The complete set of
data as supplied by LIFFE includes the exact time of the transaction or the quote,
the contract code, the expiration date, the strike price, the type of the contract,

whether call or put, bid and ask quotes, or the transaction price and the
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corresponding value of the underlying. The quotes correspond to offers for trade

prices advertised by market makers when faced by a trade request from brokers.

Actual trading prices are not used because their number is prohibitively small for
a high frequency analysis. We should note that at any given time period the
exchange trades up to sixty different puts and a similar number of call contracts.
The exchange will trade contracts with delivery months: March, June, September
and December and additionally any other month so that always the three nearest
calendar months are available for trading for European contracts. Equally for
American contracts, the three nearest months plus June and December. In
general, it will also make available for trading eight to ten exercise prices with
four as the theoretical minimum , two lower and two higher. It is apparent then,
that a study seeking to “match” identical and recently traded contracts should
drav.v observations from a high frequency data domain. Due to the considerably
infrequent nature of transactions data, and for the purposes of this study, strike
by strike quotes are treated as market prices. Although this represents a potential
threat of “non real” market conditions when the results are assessed, it does have
some fortunate implications. High frequency data require a careful econometric
and intuitive analysis with respect to the information they convey. According to
Goodhart and O’Hara (1997) connected prices (i.e. high frequency strike by
strike as opposed to end of period) will not follow a Markov process but will
rather depend on their position in time with respect to the rest of the prices. This
property makes necessary the analysis of individual prices in conjunction with

their previous history. Assuming that prices form a martingale, and consequently
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are semi-strong efficient, differences of prices should be uncorrelated. It is
somehow difficult, though, to account for the so-called “bid-ask bounce”,
essentially a pattern in trade prices directly affected by the nature of trade, i.e.
buy or sell. As the percentage c;f the bid-ask spread is highly significant
compared to prices for option trading, see McMurray and Yadav (1993), the use
of transaction prices could bias the results. Quotes on the other hand, supplied to
the system require less strong conditions; as opposed to trades that require both
parties to act, quotes are updated only by the market maker. Goodhart and
O’Hara (1997) suggest that quotes constitute data of better quality as they exhibit

less bias.

Additionally, LIFFE operates an open outcry trading system, which applies to
the members of the exchange. The consequence is that the contract premiums
reﬂc;,ct the prevailing market prices, which are determined through direct
competition among the market participants. According to the Exchange “...the
premium for a particular option at any given time is a reflection at that moment
of supply and demand for the option.” (LIFFE (1996), pg. 8). It is assumed here
that due to the competitive nature of the exchange the quotes offered by market
makers reflect market conditions. Should these quotes represent parity deviations
driven by inventory imbalances this would reflect inefficiency on the part of the
individual market maker and should be short lived as market forces prevail.
Given that these inventory imbalances continue over a longer term, market
inefficiencies should be present; the market clearly fails in its economic role to

facilitate the efficient allocation of resources both in space and time.
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The calculation of dividends follows the suggestion in Harvey and Whaley
(1991). Actual dividends are assumed to proxy expected values. Actual
dividends are calculated expl.'icitly in the form of dividend payments, using
Datastream, as opposed to average yields. Section 2.5 explains in detail the exact

methodology.

The dataset as provided by LIFFE lists time stamped values for the underlying
index. The PCP models employed here require the actual bid and ask values for
the index. These are constructed prices. The bid ask spread calculations are based
on the actual values of closing bid ask daily prices of the index constituents using
the methodology suggested by Harris, Sofianos and Shapiro (1994). The data are
collected from Datastream International. Borrowing and lending rates come from
the .appropriate bid and ask T-Bill 3 month rates, both are collected daily from
Datastream. The transaction costs structure used in the models are supplied by
Societe Generale Strauss Turnbull Securities Limited, LIFFE and the London
Stock Exchange, section 2.5 describes in detail the methodology used in the

calculation of the transaction costs.

59



2.5 Methodology.

2.5.1 European Contracts

The present section describes the models used to identify deviations from the put
call parity on European options allowing for transaction costs, differences in
borrowing and lending rates and dividend payments. The model used follows
directly from Kamara and Miller (1995) and is an extension of Stoll’s Put-Call

Parity model, which is repeated below.

£S, t; E) = g(S, t; E) + S - EP(t) (Eq2.1)

where

f(S,t; E) is the price of a put with a strike price of E, t time periods to expiration
written on asset with a value of S at the time of contract formation,

g(S, t; E) is the corresponding price of the call and

EP(t) is the exercise price today in a world of certain and equal borrowing and

lending rates.

Kamara and Miller's model uses the same intuition of the put call parity
relationship, eq 2.1. However, it extends the original work as it takes into
account the transaction costs involved in buying or selling the three assets used
in the portfolios formation and by allowing for a variable fraction of the short

sales proceeds to be reinvested
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Assuming that (S, t; E), and f(S, t; E), are the current bid and ask prices of the
European put option on one share S with a strike of E at time t;

g(S, t; E), and g(8S, t; E), are the corresponding bid and ask prices for the call;

S, and S, are the present bid and ask prices for the underlying S;

S, is the terminal value of the underlying;

Div is the present value of the underlying’s dividend during the life of the
contract;

A, Mg, A are the transaction costs involved when buying or selling the put, call or
underlying, ng represents the part of the underlying’s short sale proceedings
available to the investor, P,(t)® and P,(t)" are the riskless borrowing and lending
rates (or risk free market rates) net of transaction costs.

We derive the Put Call parity relationships by setting two similar trading
strategies. The first involves buying the underlying, the put and writing the call,
ﬁnaﬁc’ing the transactions by borrowing at the market rate P,(t)® and achieving a

yield of X on expiration. So

X-[(S,-Div+4) + (8, t E), + A - (8(S, t; E)y- 4,) ] (1+ P (1)) <0

Eq2.12
In a similar way the second strategy involves shorting the underlying, writing the
put and buying the call. With the cash flow at the end of period being exactly the
opposite it gives

[ 1s(S, - Div) - &) + (S,  E), - &) - (&(S, t; E), + 4) ] (1+ P, (") - X 20
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Eq2.13

Defining R, and Ry, the constructed (synthetic) risk free lending and borrowing
rates, as
Ry = {X/[(S,-Div+i) +(f(S, t; E), + &) - (&S, ; E)y- A, 13- 1,
Eq2.14
and
Ry = {X/[ng(S, - Div) - &) + (f(S, t; E), - Ap) - (g(S, ; E), + A ]}- 1.

Eq2.15

The put call parity can be expressed as

P(t)P-R, =0 Eq2.16

R, - P,(t)" 2 0Eq2.17

with the economic significance being that in no case at all should the market (or
constructed) risk free borrowing rate be lower than the constructed (or market)
risk free lending rate. Violations of boundary conditions 2.16 and 2.17 imply that
investors are able to raise “cheap” capital in money markets while at the same
time lend at a higher rate in the options markets without facing any risks (at least
in European option markets). Equivalently they would use the options markets to

raise capital at a cost lower than the cost of money.
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Calculation of Dividends

In the analysis by Figlewski (1984) of the components of the basis risk for
S&P500 Futures contracts, it is assumed that the ex-ante information on the
dividend pay-out differs insignificantly from the actual dividends paid. Indeed
throughout the study, realised dividends are used as dividend expectations for the

duration of the contracts.

The exact level of dividends paid for the period of investigation is calculated.
The time series contains actual payments and not the implied dividend yield over
the giyen period, in accordance with suggestions in Harvey and Whaley (1991).
This enables a more efficient calculation of the early exercise possibilities for
American contracts in comparison to calculations using the dividend yield

instead.

Transaction costs.

Transaction costs include both transaction and clearing fees with all costs
incurred by the investor above quoted prices. The calculation of fees presented

here, especially those applicable to option trading, assumes that market members
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engage in substantial trading in order to participate to the various volume related

costs reduction schemes offered by the exchanges.

Option trading houses have faced a revised and considerably simpler transaction
fees pricing schedule since February 1995. The older scheme was “charging”
trades with 24 pence per lot, per side. Various “stepwise” discounts were
available, linked to the trading volume figures achieved by the houses and the
exact trading strategies used. The choice of the correct figure applicable to a
trading strategy given by 2.12 or 2.13 is rather arbitrary. Due to the variable
discounts one can only guess a suitable value representative of the average
exchange member. The flat transaction and clearing fees were set to 30 pence per
lot, per side. Discounts were calculated on that figure. With the new pricing
schedule fees are being reduced to 24 pence per lot, per side. However, a single
rebe;te’ scheme was introduced giving a reduction of 10 pence per lot, per side, for
each lot traded over and above the relevant threshold number of lots per contract
per month. For FTSE-100 contracts this stands at 8000 lots and 1s calculated on
the aggregate of FEuropean and American contracts. We assume that a
representative exchange member could easily satisfy the rebate criteria of the
new scheme, hence a combined transaction and clearing fees figure of 14 pence

per lot, per side was used for the relevant period.
Since 1986 the London Stock Exchange has replaced open outcry trading with all

prices being quoted on screen by market makers. Based on market conditions and

on their own positions market makers quote a “fair” price and according to
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supply and demand trading will take place. As far as underlying trading is
concerned the following trading costs evaluation applies to market makers and
not to individual investors or brokers, the last will normally face additional

trading fees.

Transaction costs on underlying trading at London Stock Exchange involve three
separate charge categories for the period of investigation. Starting from June
1996 the Stock Exchange has replaced the existing trading costs structure with
the “CREST” system. The change was gradual involving batches of 24 shares at
a time, with every batch containing no more than two FTSE 100 shares. We

expect that the changes had not affected our results.

Each trade put forward will be subject to the settlement fee, which further
inclﬁdes the bargain input charge ad valorum, and the exchange bargain charge’.
Trading according to eqs 2.12 or 2.13 requires replication of the FTSE100 index
up to the value of one option FTSE100 contract (American or European) traded
at LIFFE. For the period of investigation each option contract of this kind had a
value of ten Sterling Pounds per index point. Hence the correct hedging,
assuming an index value of 4000, would require trading in the index constituents

up to a total value of

" The Stock Exchange classifies trading costs into separate categories to comply with the
differences in the purpose of charge. Exchange Bargain Charges reflect fixed costs such as
operating an adequate regulatory body, within the exchange, responsible for fair and safe trading
and in general for the upkeep of the Exchange. The Settlement Cost, which includes the Bargain
Input Charge, will cover the costs involved with the actual trade.
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100
40000 = Y 40000 *w, (18)

i=]
where
w, is the weight of security i used in the calculation of the index and

1=1,2,..100.

The above replication strategy requires, according to LSE terms and regulations,
one hundred separate bargain deals. These will entail a settlement fee of 50 pence
per trade up to 1000 shares which includes a further bargain input charge of 25
pence per transaction and an exchange bargain charge of 15 pence per 1000
shares trade , with a ceiling of 66,666.67 and a minimum of 25 pence per
transaction. Consequently replication of the FTSE100 index will incur total

transaction fees of 100 Sterling Pounds.

From the above analysis is evident that the total value of transaction costs, per
share, involved in the underlying trading is inversely proportional (or “stepwise”
inversely proportional) to the number of put-call parity strategies set up. Hence
the value of transaction costs used will, if at all, bias the results towards rejection
of put call parity deviations as it should be expected that arbitrageurs will tend to
trade on values larger than the value of one option contract. Table 2.2 below,
presents an analysis of the level and nature of transaction costs used. Also, for
ease of reference with previous research work and to gain some knowledge on
the effect of the level of transaction costs to the magnitude of PCP deviations, in

section 2.5 we present results for a series of transaction costs levels.
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Table 2.2

Transaction costs involved in the replication of a put call parity trading strategy
on one FTSE100 option contract. (Source: LSE)

Trade Value of Trade Transaction Fees per | Total Total
Trade Transaction Transaction
Fees per Trade | Costs
Put on one | £10 * Index Points | 15 pence 15 pence 15 pence
FTSE100
Call on one | £10 * Index Points | 15 pence 15 pence 15 pence
FTSE100
100
Underlying ZI 40000*w; = Settlement fees @ 50 | 5000 pence
FTSE100 £10 * Index Points | Pence per lot & 10000 pence
Bargain fees @ 25 | 2500 pence
pence per lot
Exchange fees @ 25 | 2500 pence

pence minimum per
lot
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Short Sales Restrictions.

From equation 2.13 it can be seen that construction of the synthetic borrowing
rate requires finance employing the proceeds from short sales. In the case of the
underlying market, however, this is not possible without the imposition of some

restrictions.

For trading in the LSE the exchange allows short sales without the imposition of
any restrictions for a maximum of 25 days. Deals extending beyond that time
horizon are not supported or permitted by the Exchange. These will affect all the

investment strategies involving options with longer than 25 days to maturity.

Investors wishing to have a longer delivery could, perhaps, either go to the over-
the-counter market or consider borrowing the stock®. Borrowing will resemble
somehow short selling; the investor holds the stock and can finance its position
by selling it but at the same time will have to deliver on expiration the title to the
borrower. However he would have to finance the purchase and subsequent
upkeeping of the loan. In general he would have to deposit with the borrower the
initial value of the loan and maintain this position for the duration of the
contract. In turn the borrower should transfer back to the investor a part of the
proceeds from investing the premium. We assume that these costs will be

marginally below the risk free ask rate plus the associated risk with the daily up-

¥ For some stocks it can prove to be extremely difficult to achieve a loan of “low” value. Most
borrowers tend to engage in substantial value deals. Consequently the higher the value of the
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keep of the position. Although we will offer indicative boundary values for
different assumptions on short sales restrictions we treat the resulting type two

deviations as containing the above upkeep risk.

We set up trading strategies using short sales proceeds corresponding to 100, 97,
95 and 90 per cent of the value of the shares as well as the market prevailing

borrowing rates.

2.5.2 American Contracts.

We treat American contracts in similar way to European ones but we test for the
possibility of early exercise. We exclude from the sample contracts that violate
condition 2.10. Non violation of this initial boundary condition will ensure that
the trading strategy (one) requiring shorting the call will not be subject to any

risk of early exercise.

We should note that condition 2.10 does not protect the investor who follows
trading strategy two. This will leave the investor exposed to early exercise of the
put (the shorted contract) thus entailing the risk of imperfect hedge. To ensure a
perfect hedge Klemkosky and Resnick (1979) have proposed boundary condition
2.8. This will ensure against early exercise of the put at inception but it has to be
tested at intermediate points (at every instance). We test for violation of

condition 2.8 at the inception of the strategy. However no further testing is

PCP deal the easier it is to ensure the loan. However following the introduction of the new
“CREST?” system the Exchange expects that trading in smaller deals will be facilitated.
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carried on through the life of the contracts. This will leave American strategies
open to early exercise of the put contract. According to the early exercise
hypothesis this will demand excess returns. Consequently for the validity of the
early exercise hypothesis we’ requife a statistically higher excess return for
American deviation 2 contracts. Thus by leaving strategy two unprotected, we
provide an efficient way (otherwise a continuous validation of Eq 2.18 is
required, this will impose a substantial computational load) to control for the

importance of the early exercise hypothesis.

Calculation of Dividends

Due to the nature of the underlying asset, which in our case is the arithmetic
weight of 100 share components, the actual dividend paid is the linear
summation of the constituents with coefficients the relative weights of the
companies. Consequently the calculation of the dividend time series should
involve the actual dividend payments, and the dates, of the index components. In
an index, however, as broad as the FTSE100, where the calculation of the
discrete dividend series is a substantial task, one may rely on a quarterly or even

annualised yield.

Past studies in the broad area of finance, and specifically in the analysis of
options contracts, see Harvey and Whaley (1992), have used an average yield
over a certain time period. This may be a valid approximation for option

contracts characterised by terminal boundary conditions, such as European style
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but need not be the case for contracts where early exercise, at any point or during
specific points in time, is allowed. Such options will explicitly “demand” early
exercise should the cash flow generated (which is directly linked to the amount
of dividends paid) exceed the intrinsic value of the contract’, in real terms.
Indeed from inequality 2.2, which we repeat below, it is evident that early
exercise (for the case of an American call) is directly linked to the amount of

dividends paid and it is allowed only when condition 2.2 does not hold.

 d()P(t—t)
E>Y e (Eq2.2)

=0

As Merton (1992) argues the correct application of condition 2.2 has to be in a
discrete time context (in order to track the nature of the dividend payments which
occur discretely) and not continuously. Consequently the application of
American option pricing with the use of a continuously calculated dividend yield
may result in the false impression that early exercise is not feasible. Non
feasibility of premature exercise should render the early exercise premium equal
to zero thus making a European contract as valuable as its American

10,11

counterpart The same theoretical violations will persist even if we

approximate the discrete dividend pay out with a constant yield expressed over

°® Among others Barone-Adesi and Whaley (1986) provide empirical evidence in support of the
assumption that an index looses on ex dividend dates a value equal to the value of dividends
paid.

'* To the best of our knowledge the problem was first realised by Samuelson (1965). The first
correct interpretation, however, most probably belongs to Merton (1973, see also reprint in
Merton (1992, ch 8, pg 276)).

"' Although the put call parity relationship, analysed here, does not involve calculation of the
option premium it does depend on maintaining the long and short hedges throughout the time to
maturity. Consequently the calculation of the actual dividend payments applies directly.
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the exact period of the contract (as opposed to thé annualised rate). For example,

Figure 2.1 below; shows alhypothetical one month ¢all contract. Conditional on a
constant dividend yield the contract sh@uld‘ never be exercised; thus it i$ identical

to.a European type. Theoretically, however, the contract contains threé¢ optimal

exerciseé points in time, which in the cdse of a European contract will result in a

certain loss associated with el, €2, and 3.

More formally, if the monthly dividend yield assumes a function
g(t)  andthe actual dividend payments a function
fity  witht eI, thenevenif
[g(r)dr = f f(t)dt , provided that
3T :max f(t)r > max g(t) 1) Eq 2.19

there exist possibilities where early exercise is optimal.
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Figure 2.1.

Effect of Dividend. Yield on Early Exercise.
The figure shows a hypothetical example where in three instances early exercised
is triggered by the amount of dividend paid
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In a wide index like the FTSE100 which is comprised of one hundred

components one may assume that the payment of dividends, if randomised

throughout the year, will produce a smooth time series which will not differ

significantly from the actual one. However, companies tend to show “preferred”

dividend payment periods with two dividend payments during the financial year,

see Harvey and Whaley (1990). One could expect that the presence of “lumps” in

the time series might cause “misspricings”, in the put call parity relationship, in

the form of unanticipated early exercise.
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Harvey and Whaley (1992) recognise the problem and test for the pricing errors
induced by the adoption of a constant dividend yield as the expected dividend
factor. Specifically they simulate option prices for the American (call and put)
S&P100 index options for the period 6f August 1, 1988 through July 31, 1989.
Using three pricing procedures, viz. a European model with constant dividend
yield, an American model with constant dividend yield and an American model
with discrete dividend payments, they indicate that the first two can lead to
economically significant misspricings. These findings are adopted here. The
dividends used are the actual dividend payments after having allowed for capital

restructuring and their effect on the index value (index divisor).

The risk free lending rates are derived from the ask discount rate for Treasury
Bill;c, with maturity closest to the expiration date. Borrowing rates, however, are
derived as a combination of an annualised rate calculated from the bid discount
rate of the T-bill, with maturity closest to expiration, and the broker call rate.
Finally transaction cost rates are obtained from a discount broker, trading in

these contracts throughout the period.
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2.6 Results

The previous section has presented the models and discussed the methodological
issues for the identification of deviations from the put call parity both for

European and American contracts. Here we present and comment on the results.

Using a suitable trading strategy involving the derivative and the underlying
contract together with the fact that, at least in a static environment, an option
contract is a redundant security it is possible to create synthetic borrowing and
lending rates which are compared with the corresponding market rates. [t is
argued that under no circumstances will these rates be preferable to the market
prevailing zero risk rates. As has been discussed above, previous research has
identified significant misspricings in a number of cases. Even when market
impérfections or issues related to early exercise premia or immediacy risk are
taken into account some of these misspricings remain, thus pointing to a level of
market inefficiencies. The following discussion addresses the issues of market
imperfections, trading risks and thus evaluates whether or not the resulting

deviations constitute potential market inefficiency cases.

European Contracts

For the period of 4th July 1994 to 28th February 1997 we have identified 41101
parity quotes, i.e. quotes for identical put and call contracts. Table 2.3 below

groups parity quotes according to moneyness. At-the-money parity contracts are
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quoted significantly more frequently than out- or in-the-money. It is also evident,

however, that deep in-the-money contracts are substantially more active than the

corresponding out-of-the-money, perhaps indicating the rising nature of the

market through the period of investigation. The percentage distribution of

deviations by moneyness agrees with the corresponding daily trading data in

KM, however, the quotes from intradaily data, presented in the same paper, give

rise to a less leptokurtic distribution with a greater number of strike prices away

from the underlying ones. The results also agree with the relationship between

moneyness and deviations documented in McMurray and Yadav (1993) —

Dawson (1994) does not report relevant values.

Table 2.3

- The Distribution of parity quotes for intradaily data by moneyness.

Moneyness Number of matching % of matching Quotes
(S/X) Quotes
0.90 > S/X 3310 8.05
0.90 <S/X <0.92 2202 5.35
0.92 <S/X<0.94 2740 6.70
0.94 < S/X <0.96 3086 7.50
0.96 <S/X<0.98 3205 7.80
0.98 <S§/X<1.00 5032 12.25
1.00 <S/X <1.02 4412 10.70
1.02 <S/X <1.04 3101 7.55
1.04 <S/X <1.06 2767 6.73
1.06 <S/X <1.08 2437 593
1.08 <S/X < 1.1 2213 5.38
1.10<S/X 6653 16.20
Total Number of Quotes 41101
Percentage 100
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Table 2.4, see page 85, shows the total number of PCP deviations (both types)
expressed as percentage values. It is emphasised that the deviations reflect quotes
for put and calls and not actual trades. Consequently they reflect the upper and
lower bounds we expect to observe in the market. Nevertheless these represent
trading prices offered by market makers should one wish to set up a trading

position to exploit any misspricings observed.

Analysis of deviation values for zero transaction costs and no short sales
restrictions show significant misspricings with many cases approaching the 100
per cent level, i.e. all cases give rise to PCP deviations. It is also evident that
moﬁeyness greatly affects put call parity relationships. Deviation one, which
requires the trader to hold the put and short the call occur at 100 per cent of the
cases for far out of the money contracts and gradually disappear the more we
move at- and into-the money. In a similar fashion deviation two, requiring
shorting of the put, increases as we move towards in-to the money contracts. The
results are expected since a PCP parity is formed by identical put and call
contracts, consequently one type is in the money while the rest is out of the
money. Evaluation of the options on the FTSE100 market based on these results
will surely indicate gross inefficiencies and significant opportunities for
abnormal profits irrespective of moneyness. When we account for market

imperfections, however, a substantial part of the deviations disappear.
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Again from Table 2.4, full transaction costs (£100) and short sales restrictions,
imposed by LSE under the deficit redemption charge scheme (A=100-r-3), reduce
the percentage of deviations Signiﬁcﬁntly. At the money (0.98<S/X<1.02) and
near the money (0.96<S/X<0.98 & 1.02<S/X<1.04) deviations are close to zero
for most of the cases and only deviations of type two for 1.02<S/X<1.04 still
exist for a third of the cases. Nevertheless it is apparent that even after inclusion
of market imperfections market misspricings exist and at least theoretically
riskless profit opportunities exist for far out- and in-to the money contracts. The

results for different levels of transaction costs and restrictions are pro rata.

The above lent support to findings by Klemkosky and Resnick (1979, 1980),
Gould and Galai (1974), Kamara and Miller (1995) and as far as the inclusion of
bid ésk spreads is concerned to Dawson (1994), but contradict Finucane (1991)
who finds no profitable opportunities after transaction costs. The results also
indicate that deviations are present even if market imperfections are taken into

account.

Tables 2.5 through to 2.7 (pages 85-95) show that substantial returns can be
achieved in excess of the risk free rate. Table 2.5 shows the level of deviations,
expressed as excess returns, with variable transaction costs and according to
moneyness. The deviations are grouped into type one and type two. Type two

deviations require that the investor-arbitrageur sets-up the position using finance
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from short sales proceeds, hence results for this type are subject to short sales

restrictions.

Assuming zero transaction costs investors trading in far-out-of-the-money
contracts can achieve, on average, excess returns of 10 per cent with a standard
deviation of 0.03 (table 2.5). As we move towards at the money contracts the
deviations (always of type one which are nct subject to short sales restrictions)
decrease and become zero (negative returns) for S/X > 1. Imposition of
transaction costs will slightly reduce the level of deviations, as can be seen from
the same table and also from figure 2.2. It is obvious that the reduction in
average excess returns is not substantial and does not agree with suggestions in
earlier work, Gould and Galai (1974) and Finucane (1991), that transaction costs
will wipe out most of the misspricings. It is possible, however, that this comes as
a result of different transaction cost structures between exchanges leading to
unequal fee to value ratios for the underlying. Nevertheless the level of
misspricings and excess returns indicate that prices quoted in the pit floor can

give rise to market inefficiencies.
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trading from 14.8 to 12 per cent. Similar results are obtained for restrictions of
95 per cent. When we calculate the misspricings for the level of short sales
restrictions imposed by London School of Economics, deviations are only
present for in-the- money contracts with excess returns for far in the money
reducing to only 6.5 per cent from the previous level of 14.8. When a level of
restrictions equal to 90 per cent is used significant misspricings are present only

for far-in-the-money contracts (4.7 per cent).

The above results indicate that even after taking into account market
imperfections we can construct synthetic borrowing and lending rates which are
higher and lower, respectively, than the market ones. For the duration of the PCP
strategy we can achieve excess returns between 6 and 7 per cent for far-in-the-
money contracts. Given that these rates are net of costs, the results indicate a
discfepancy between quoted option prices and market rates. Taken together the
results support the findings by KM for daily data; after accounting for costs they
document excess returns between 2 and 7.5 per cent depending, however, on the

period and the type of the deviation.

Kamara and Miller (1995) have suggested that the remaining misspricings vary
according to moneyness and represent liquidity risk premia since the liquidity is
higher for at-the-money but lower for out-of-the-money contracts. In table 2.7
(pages 93-95) we break down excess returns according to moneyness and present
their distribution; the results correspond to the deficit redemption account of

London School of Economics and the top boundary for transaction costs of £100.
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These more analytical results confirm tables 2.5 and 2.6. The deviations vary
consistently with moneyness from high values, for out-of-the-money, to low
values, for in-the-money, for deviations one and vice versa for type two. Our
results do agree with the findings in KM. Both studies find a smooth evolution of

misspricings from high to low moneyness and vice versa.

However, the results presented here exclude cases where stable conditions do not
exist for the replication of the trading strategies for at least two minutes.
Consequently this should result in the removal of most deviations related to
immediacy risk. It is probable then, that the deviations reported here could
correspond to factors other than immediacy related ones. It is a possibility that
some of these include inventory-related constraints. As such these could be
market maker specific imbalances and should be gradually removed by

arbitrageurs; we should return to this in the following chapter.
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American Contracts

KM formalise two competing hypotheses for the explanation of PCP deviations, the
misspricings arising from liquidity risk and those from early exercise premia. They
found that the “liquidity” hypothesis fits better their data. Given that their sample
consists of European contracts they argue that the manifested misspricings should
be irrelevant to early exercise risk and be attributed to difficulties in the completion
of the trading strategy at the prices quoted at the initiation of the trade. Additionally
Dawson (1994) found no support for the early exercise hypothesis. In an opposing
fashion both Klemkosky and Resnick (1979, 1980) and McMurray and Yadav
(1993) found evidence for early exercise premia. Thus the question of early exercise

premia in the American market remains.

Sim.ilar to the European contracts, the synthetically constructed borrowing and
lending rates are calculated for American style contracts. This study considered only
those contracts which do not violate conditions for early exercise of call contracts
and tests whether or not early exercise associated with the put contract could be
ruled out at the inception of the trade but not at every instance. Theoretically then
the put call parity is no longer a riskless statement and as such the synthetic rates
can no longer be compared with their risk free market counterparts. It is obvious
then that deviation two, the strategy which is prone to early exercise of the put,
should command a level of risk premia over and above the risk free rate. The two
groups are compared and the differences in deviations arising from the strategy

prone to early exercise of the put contract are examined. It is argued here that any
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systematic variation should reflect the possibility of early exercise for the put
contract; it is as if the market anticipates that early exercise of the put will be
profitable much sooner than expiration thus compensating the investor / arbitrageur

with the excess returns observed.

Table 2.8 gives the percentage of quotes with respect to moneyness relative to the
total number of put call pairs in the sample. The sample is significantly larger than
the European one - 58421 pairs compared to 41101 for European types- and
significantly denser for close to-the-money quotes. Again deep in-the-money
contracts are quoted more frequently than the corresponding out-of-the-money
group. It is interesting to note, however, that for deep-in-the-money contracts, the
difference between American and European contracts is reversed, i.e. European

contracts are quoted more frequently than the corresponding Americans are.

- Table 2.8
The Distribution of parity quotes for intradaily data by moneyness (American
contracts).
Moneyness Number of matchir—lg % of matching Quotes
(S/X) Quotes
0.90 > S/X 3674 6.3
0.90 <S/X <0.92 2461 4.26
0.92 <§/X <0.94 3056 5.29
0.94 <S/X <0.96 3305 5.73
0.96 <S8/X <0.98 4378 7.59
0.98 <S/X<1.00 11094 19.23
1.00 <S/X <1.02 11072 19.92
1.02 <S/X<1.04 4136 7.17
1.04 <S§/X < 1.06 2981 5.17
1.06 <S/X <1.08 2711 4.7
1.08 <S/X <1.1 2198 3.81
1.10 <S/X 6672 11.57
Total Number of Quotes 57671 100.00
Percentage
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immediacy risk and possibly could include wider factors such as inventory

imbalances.

To test further the two hypotheses, a formal statistical inference analysis is
performed on the populations of the American and European samples. Again the
tests are performed on the complete period between the 4™ of July 1994 and the 28"
February 1997. Table 2.12 (pages 116-118) below summarises the results for a t-test
for mean equality between the European and American samples. The null
hypothesis is of equal first moments. The null is rejected. The results suggest

statistically higher expected deviations for the European contracts.

However, the t-test is a classical statistical test in the sense that it relies on the
assumptions of normally distributed and independent data. To allow for the
poséibility non-normality, or non-near-normality the Wilcoxon test for mean
equality i1s performed between American and European deviations. As a
nonparametric test the Wilcoxon makes no assumptions as to the underlying
distribution of the observations, but rather relies on ranking order to test the
hypothesis of equal first moments. The results, appearing in table 2.13 (page [20),

are similar.

To test the equality of second moments the F distributed variance equality test is
performed and the results are reported in the same table. The null hypothesis of

equal variances is rejected.




Although the Wilcoxon test is non-parametric in the sense that no distributional
assumptions are made, it is specifically adapted to encounter deviations from the
normal distribution and the presence of outliers. It is not however appropriate when
serial correlation is present in the sample. To avoid biasedness problems arising
from serial correlation in the sample, all the above population tests are performed on

a random sample (containing all observations) generated from our raw data.

Summarising, the results indicate that statistically the populations differ in the first
two moments. Furthermore the level of the excess returns achieved in the case of the
American contracts is lower than for the European ones. This indicates that, on
average, strategies involving trades in American contracts do not attract a higher

degree of risk for deviations of type one.

The. above results are interesting in the sense that the supposedly riskier American
trading offer less abnormal profits. Thus the results thus far do not offer support for
the early exercise hypothesis. On the other hand from Table 2.8 is evident that the
American quoting system is more active than the respective European. [t seems that
this could lend some support to the liquidity hypothesis as this was presented in

KM.

Motivated, however, by the discussion for the early exercise conditions of section
2.2 and the comparison between American and European type two deviations
(summarised in figure 2.8), the Wilcoxon rank sum test is performed on the

American and European contract for deviations 2 according to moneyness. A one
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sided test is performed between the two means for each moneyness category

seeking to establish the statistical significance of our results.

Table 2.14 (page 121) summarises our findings. It is evident from the results that
American trading requires higher risk premia, for deviations two, for moneyness
categories S/X>1.08. However for different moneyness’ categories the European
trading offers higher returns. It is very interesting to note at this point that according
to tables 2.8 and 2.3, for moneyness categories 1.08<S/X<1.1 and 1.1<S/X<2,
American parity contracts are quoted less frequently. If one assumes frequency of
quotes as a proxy for liquidity, then this implies a less liquid market. For the
moneyness categories where American risk premia is lower than the European, the
frequency is higher for the American sample. The results contradict the findings in
Dawson (1994) where it is evident that both American and European contracts are
ovefpriced with no apparent pattern, however the author does not examine the

frequency of quotes or different moneyness categories.

It is possible then that our results conform to both hypotheses. When liquidity is
restricted with thin trading, the less liquid market requires a higher return. In our
case this is the European market. However, American contracts require higher risk
premia for strategies subject to early exercise when the liquidity is comparable or
less than the European one. Rather than accepting or rejecting one of the two

hypotheses our results offer support to both of them.
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Both markets are tested and significant deviations are found for both. Excluding
American deviations of type two, it is found that European trading gives rise to
higher inefficiencies. Using the frequency of PCP quotes as a liquidity proxy it has
been shown that the American market is more liquid. Consequently the results could

be attributed to the reduced liquidity of the European market.

American deviations are calculated by a suitable use of the early exercise conditions
thus allowing early exercise to dominate deviation of type two values whereas
deviations one are in general free from this risk. American deviations of type two
are significantly higher than deviations one or European deviations two
notwithstanding the reduced liquidity of the European market. Hence the results

support the early exercise hypothesis when applicable.

It is‘noted, however, that the PCP deviations reported here include only cases where
stable prices exist for two minutes after posting of quotes. Hence it is argued that
these deviations are at large free from the immediacy risk. However, other forms of
liquidity premia may exist. For example the nature of trading in LIFFE makes
quoted prices sensitive to individual market maker trade balance. When a trading
disequilibrium exists this may be reflected in quoted prices. This has considerable
effects, though, on the efficiency of the market. Even if individual members post
inefficient prices, arbitrageurs should intervene and remove these within a

reasonable period.
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Having identified the PCP deviations present and subsequently discussed the
proposed explanatory hypotheses, this chapter has raised an important question. If
there exist PCP deviations in addition to those related to. early exercise and

immediacy risk, are these identified and rationally removed from the market

system?

The following chapter answers the above questioni.
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CHAPTER 3

Testing for the Efficiency of the FTSE 100 LIFFE Market
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Chapter 3

3.1 Introduction

The first part of this study has resulted in the identification of some significant
arbitrage opportunities, net of transaction and other costs. It has been shown
that in addition to deviations directly related to the early exercise risk, and
consequently not subject to arbitrage trading, and the immediacy risk that we
have reduced by delaying execution time, further deviations remain. These may
or may not be due to further liquidity constraints such as inventory problems of
individual market makers. In any case because until now these have not been
rationally explained they can only be treated as inefficiencies. The question then

remains if these deviations prove that the FTSE100 LIFFE market is inefficient.

In the current chapter we argue that this does not constitute sufficient findings
to characterise the market as inefficient. Whether or not, constraints such as
liquidity and inventory problems manifest themselves as gross PCP deviations
this does not constitute a fair test for market efficiency; in a high frequency
framework such imbalances could be unavoidable in the short term. In a well
functioning market it would be expected that these misspricings would

gradually be erased from the quoting system.

The progressive eradication of market inefficiencies is acknowledged in O’Hara

(1995). According to the author, in a Bayesian framework of learning, prices
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will progressively tend to the fair value thus establishing strong form market
efficiency. As the author quickly accepts though, it is not at all clear that the
learning process will be instantaneous. In the sequential trading models of
Glosten and Milgrom (1985) and Easley and O’Hara (1992) it is theoretically
demonstrated that prices can tend to their informational values gradually.
Although not specific about the actual time process nevertheless the models

accept a progressive price correction.

[t is evident then, that the relevant literature acknowledges price adjustment
processes and therefore time as a variable in microstructure models. Furthermore,
option markets offer reduced transaction costs for some trade strategies (e.g.
index trading), are highly leveraged, pose fewer restrictions and thus are
preferable to the spot exchange for some investors. Assuming that market prices
reflect the flow of information we would expect to see an intraday variation of
prices reflecting news arrival. Hence the time as a variable will contain
information with regards to the dynamics of the market and more precisely of the
adjustment speed factor. Assuming that the duration between the information
arrival and its manifestation in price changes can be identified the speed of the
market adjustment to new information signals can be critically assessed. Here,
the arrival of a new PCP deviation is treated as a “news signal” reaching the
market and the time it stays in the system is examined. It is assumed that this
time denotes the reaction speed of the market to the new signal. It is proposed
that this adjustment speed constitutes a test for market efficiency to new

information release.
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It may be logical, though, that in our case we need not differentiate between
arbitrageurs and informed traders'. In this study the trading signals arriving in the
market are the PCP deviations and these constitute information on which the
arbitrageur trades with certainty. In an efficient market it would be expected that
all these deviations would be short lived. Market forces should ensure that risk
free opportunities do not persist and are replaced by efficient quotes, thus
initiating the price correcting mechanism starting progressively from the larger

deviations.

However, in a more careful analysis it may observed that market frictions such as
capital and liquidity constraints and perhaps other unobserved market factors
impede the price correcting forces. Even in such an environment it should be
expected that some more limited arbitrage trading would take place targeting the
larger inefficiencies first. With respect to the above analysis we state the

following formal test for market efficiency in a high frequency context:

“in a high frequency analysis, prolonged deviations from equilibrium
values constitute evidence against market efficiency. In efficient markets
deviations from equilibrium prices should be quickly identified.
Corrective market forces should target the causal factors of these
deviations and gradually ftend to re-introduce equilibrium prices as

reflected in Put-Call Parity.”

! This is not as strong as it suggests. We do not wish to describe the specific
market participants, neither we do wish to exclude noise traders from such
description. We merely suggest that our analysis need not differentiate between
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In these “resources constrained” settings it is assumed that the level of deviation
would constitute a dominant factor in the duration of the quote. Hence the current
study tests the hypothesis of an efficient market by evaluating for the
significance of the PCP deviations as a duration covariate, i.e. the ability of
market participants to identify inefficiencies and eradicate them according to

their significance.

We should note here, however, that in correspondence to Chapter 2, Chapter 3
makes the explicit assumption that all the arbitrage opportunities are exploitable.
To allow for this assumption the present study considers put or call quotes
allowing a time interval of 2 minutes until the next revised quote. This should
ensure that, at least under equilibrium, there is enough time to complete both
required sides of the arbitrage trade. Essentially the arbitrage trade involves
positions in the option market and the replication of the option in the underlying
marke;t. Assuming that the option is a redundant security this should not be
difficult to implement. If we take the view, though, that an option is not a
redundant security under price disequilibrium the following are noted. A
redundant security should not increase the opportunity set of investors. In periods
of disequilibrium® differences in supply and demand should be expected, and
hence there will be some inability of the market to absorb all trading requests
(either sell or buy). Consequently the ability to replicate every option contract
should break down. Hence during that period an option contract will indeed

augment the opportunity set of investors, but only because this has been

them. Deviations is manifested information on market prices.
? These could refer either to periods of significant market stress as is the case in
October 1987, or temporary intra-day periods of disequilibrium.
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diminished by disequilibrium forces in the market. Hence there exist a
possibility, which we cannot control for, that the results presented in the next
section are biased, ceteris paribus, towards rejection of the market efficiency

hypothesis.

In what follows, the widely used Cox Proportional Hazards model (CPH) as
proposed by Cox (1972) and later extended by Fleming and Harrington (1991) as
the multiplicative hazards model, is applied. The following sections give a
critical description of some models of transition data analysis. The objective is to
model the duration process of the PCP deviations as an event history model and
choose a specification capable of capturing the dependence of durations with
PCP deviations as covariates. Treating the sample as an event history process
enables the examination of each deviation individually and the assessment of its
Hazard. The theoretical analysis that follows is very detailed and extensive. It is
S0 bec;ause the topic of transitional data analysis has found very little application
in the area of finance in the past. Thus a critical analysis examining the general

theoretical framework is of importance.
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3.2 Models of transition data analysis.

The Econometric study of event duration or of its time of arrival falls into the
broader area of Transition Ijata Analysis (TDA). As the name suggests the
models in this category examine the ﬁine before a variable changes state or the
time it spends in a transitory state. Initially scientists have employed TDA
theory to find solutions in engineering or biomedical research problems and

only recently have econometricians shown interest.

In Economics, TDA has mainly evolved around the area of labour economics
and more profoundly in the measurement of unemployment periods for
individuals. To the best of our knowledge, no applications exist on the analysis

of derivative markets or generally in finance.

Suppose that we are interested in the likelihood of an unemployment spell,
which already occurs for a time period T, being terminated within time interval
dt. Ideally, to do so, all the variables, which are likely to influence the
probability of employment have to be grouped in a single vector. After
constructing such x(t) it can be assumed that a probability of a job offer being
made within dt exists and is denoted by A(x(t))dt. If P(x(t)) is the probability

measure of such an offer being accepted then

0 (x(t)) dt = A (x(t)) P(x(t)) dt Eq3.1
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exists and denotes the transitional probability of exit to employment.

As it appears above, Eq 3.1 (in it © (x(t)) is well known in the duration

literature as hazard function) describes the probability of a single state
occupation or similarly the probability of transition between two states.
Transition data analysis, however, does not limit itself to two state problems

but extends to cover multiple destinations. Having identified £ destinations,

which are exhaustive and mutually exclusive, the probability of departure from

the current zero state’ to state ¢ within dt conditional on survival to t can be

calculated as

0c(t) = limayo[ P (t<T < t+dt, D = 1] T>t)] / dt Eq 3.2

which often is called the transition intensity to state C. It follows then that the

hazard function is the sum of Eq 3.2 over the identified destination states,

Z
O =Y 0.0 Eq 3.3
¢=1
or
Z
o) = I&cdt Eq 3.4
¢=l

3 We will call zero state the situation of survival thus far; unemployment, no Put
Call Parity deviation etc. Termination of unemployment or eradication of the

129



In traditional models of unemployment spells, hazard functions pose some
serious design problems, which sometimes extend to neighbouring applications.
Transition models are considéred stochastic “at birth” as they are trying to
model and forecast a transition to a destination state of which the occurrence is
not certain. In comparison, for example, to standard econometric models which
are trying to measure the intensity of the endogenous variable, measurable at
t+1 with complete certainty, transition models are required to predict, first of
all, whether or not a destination state will occur and subsequently and wherever
applicable, the intensity. Also in a similar fashion to other related econometric
models, stochastic variation of elements of x (t) over individuals introduces
what is known as neglected heterogeneity which may create some intrinsic

problems associated with the observation of data.

Even in the case where the stochastic model, which can describe the transition
probabilities over a part of the population, has been established, neglected
heterogeneity will result in the inferences being valid for just a sub-sample of

the population and invalid for the rest.

deviation denotes change to state one.

* It is possible that one may argue that neglected heterogeneity arises in studies
of labour economics, or more generally in panel data situations and not in time
series samples like the current one. Later on we will make the assumption that
due to the number and competition among the market makers heterogeneity does
not arise due to the, possibly, different sourcing of quotes. It is possible though
that a form of heterogeneity in our data exists simply because there is a strong
dependence between the level of deviation, or the length of durations and the
moneyness or the time of the day the quotes are entered into the system. This
may result in a complex distributional problem where the overall sample is
drawn from different individual overlapping distributions. We address the
problem by removing the expected component of the dependent values
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Heterogeneity in observations, in some instances means that the sample
population is a construction of sub-populations where each subset can be
successfully characterised by individual distributions. In such cases assuming

that the hazard function can be expressed as

¢ (t; x, z) Eq3.5

where z is an individual or sub-sample specific realisation of the heterogeneity
measure z and also time independent in nature’. Eq. 3.5 can be used to evaluate

a probability ¢ (t; x, z) of transition between the two states conditional on z

(i.e. for homogeneous in z sub-samples).

Inferences on the whole sample though, or wherever z is not measurable for
sub-samples or individuals, are not valid. This is because Eq 3.5 gives us a
hazard function (call it H) which is drawn on distributions unconditional on z.
This failure to capture the real variability of z can be addressed if it is assumed
that the real distribution is a mixture of distributions of z, where z is
homogeneous across the sub-sample. Assuming that such realisations are
governed by a function Q (z; x) the real hazard function, conditional on z

variation, can be found by integrating the joint distribution of z and H over z

conditional on the past history of the process.

3 As suggested by Lancaster (1979) this could be augmented to a stochastically
driven process u(t) in order to accommodate time variation of the exogenous
parameters within the sub-sample.
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(i.e. Q (z; x)). Such a model is called a mixture model and overcomes the

problem of heterogeneity conditional on knowledge of function Q.

Considering Eq. 3.2 again, it Jis seen that it gives a measure of the transitional
probability between two states, during time dt, conditional on having occupied
the zero state for a time period of t. However, as mentioned above occurrence
problems and neglected heterogeneity, which are often present in the models,

can make statistical inferences biased and inaccurate.

An alternative solution may lie with fully parametric inference models, which
provide unbiased and more robust techniques. As the name suggests the
distributional specification of the data is totally unrelated to what is assumed to
be a given number of unknown model parameters. In such an approach the
assu.m'ptions and construction of the transitional probabilities are drawn
conditional on the heterogeneity terms, which still remain unknown. We should
note that up to this stage the specification of the transition intensities assumes
the observation of the vector parameters x and does not contain any
unmeasured heterogeneity. Following specification of the transition intensities
fully parametric inference requires construction of the heterogeneity factors
conditional on a specific number of regressors. Using the above, the likelihood
which describes the data and hence its maximum value estimates can be
calculated. For the purposes of correcting neglected heterogeneity this

methodology offers a superior approach to other models discussed in this
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section, under the above specification though it may not be very appropriate for

a multiple event study.

Thus far we have considered z;nd drew our theoretical paradigms from the area
of labour economics. Within that area of interest individuals will mainly
consider a transition between unemployment and employment very few times
throughout their labour active life. It is natural then that the history on an
individual will not contain sufficiently enough information to be utilised in an
event history type model. In this case the analysis rely on information relegated
to the covariate matrix to provide statistical inferences. Generally speaking
though, duration models have allowed inferences on models by collecting a
substantial degree, or the complete set, of the information from past
observations of the particular event. In such cases, which are also known as
event history models, the transition probabilities are given by the following

hazard function type:

ou (t, S Q) ds Eq 3.6

where,

k,l denote the departure and destination states,

t denotes the entry time,

S denotes the time spent in the particular state and

Q) is the history vector containing information for the past behaviour of the

model. Q could depend on the number of entries/ exits to/from the state under
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consideration, a feature called “occurrence dependence” and the length of time
spent in the state of interest which is known as “lagged duration dependence”.

For a specific event study comprising of multiple cycles (C) Eq. 3.6 becomes
¢°u (te, S) Eq 3.7

where the superscript identifies a specific cycle and tc the calendar time of entry
in the cycle. The equation itself gives the instantaneous rate of exit to state | per
unit time for occupancy of k at tc. For that particular model if it is assumed that
u is the specific time of stay in the state since arrival and integrate over O to S,
where again S is the calendar time spent in the state, the integrated transition

intensity is
Z% (t: S) = | ¢fu (t, w) du Eq 3.8
0

where
Z°« is the integrated transition intensity, which can be thought of as an

indication of the probability of exit during time O to S.
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33 High Frequency Financial Markets and Random Point Processes

The previous section has refei'red to the family of Transition Data Models. It
presented the general framework aﬁd the intuition behind the econometric
models of duration analysis used predominantly in the area of labour
economics, and briefly introduced the theoretical framework for the
methodology used here. The following part concentrates on duration models
more suitable to financial market data, eventually leading to the discussion to
the Cox Proportional Hazard Model, as proposed in Cox (1972) and the
Autoregressive Conditional Duration model as proposed in Engle & Russell
(1997). Again, applications of the two methodologies (and especially of the
Cox model) are very scarce in the area of Finance. As we seek to provide some
eviciehce of the suitability of the two models in the current research framework

the analysis that follows is quite detailed.

Equation 3.1 (repeated below) gives the probability of transition between states
one and zero during time dt. To do so it makes use of the hazard function of an
individual, or more generally of a process, which can be thought of as the
instantaneous rate of transition between states. More formally the hazard

function can be expressed as

o) = ‘llimP(tsT<t+dt|T2r)

Eq 3.9
-0 dt q
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(And also

0 (x(t)) dt = X (x(t)) P(x(t)) dt (Eq 3.1)).

In the case of the present stﬁdy the hazard function is used to evaluate the
probability of having an economically significant PCP deviation quote within an
increasingly short period of time dt. A valid analysis of the problem will
require correct specification of the conditional intensity process (the hazard
function) together with some form of suitably chosen statistical assumptions in
order to derive the appropriate parametric or nonparametric statistical
inferences. Correct specification of the conditional intensity can be done either
through Eq 3.9, or through the conditional density function of durations or
through specification of the conditional survivor function®. Indeed as it is
shown below’ the three expressions are equivalent. Assuming f(t) and F(t) as

the values of the probability density and the distribution function of T at t, with

F(t) = P(T < t) and f(t) = ‘;—f Eq 3.10

From Eq 3.9 it is seen that the conditional intensity is a function of

P(t<T<t+dt | T>t) and, by the law of conditional probability, it follows that

6 The survivor function is simply one minus the distribution function, basically it
gives us the proportion of sample which will survive the experiment.
The following steps appear in Lancaster (1990) and Snyder and Miller (1991).
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PU<T<t+d,T=1)

Pt<T<t+dt | T=t) = Eq 3.11
P(T=¢)
which since t<T <t+dt N T>t = t<T<t+dt gives
<
P(<T<t+dt | Tot) = LUST<l*d) Eq 3.12

P(T=1)

Writing the probabilities in terms of the distribution function (F(t)) then gives

F(t +df) — F(f)

Pt<T<t+dt | T>t) = Eq 3.13
1-F(t)
dividing by dt as dt tends to zero, Egs 3.9 and 3.13 then yield
o) = limlUrd-F®0_ I Eq 3.14
di—o d[ 1 - F([)
which since et d;z —FQ) equals to f(t) gives
o= LU Eq3.15
1-F(t)
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(or when expressed in terms of the survivor function Eq

S@®
0 () = L
(t) 7

3.15a)

Egs 3.9 and 3.15 (& 3.15a) are both valid and equivalent expressions of the

hazard function for a continuous random variable T (the duration).

Based on this result a valid representation of the expected duration of a given
PCP deviation, conditional on the history of the process, should emerge as the
global maximum of the log likelihood of the conditional intensity process
expressed in any of the above forms. Indeed as it appears in Engle and Russell
(1997) the log likelihood of the process can be stated both in terms of the
conditional density of the process or the conditional intensities themselves; thus

the log-likelihood in terms of the conditional densities is given by

N(T)

L®) = D log f,(t ltysests)) Eq3.16
i=]

and in terms of the conditional intensities
N(T)

,
LO) = Y 1080(t,1i = Lg,sty) = [ OGN )Ly, i) )l
iz M

Eq3.17
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where the second term in the RHS of Eq 3.17 can be thought of as the
conditional probability of no points in the interval, or equivalently an

expression for the survivor measure.

It seems then, that a successful analysis will require the proper parameterisation
of Eq 3.17 to capture the functioning of the market in each case. In the
corresponding literature, thus far, there has been a host of different
parameterisations. Collectively most of them, certainly those referred below,

are known as Self Exciting Processes.

Perhaps the simplest and the most widely used is the Poisson process where the
observations in time occur in a way best described as random. This random
evolution yields the following intensity specification in terms of the number of

points in the interval for a Poisson process of rate p,

Pr {N(t,t+dt) = 1| h} = p At + o(At) Eq3.18

Pr {N(t,t+dt) > 1| h} = o(At) Eq3.19

where
h: represents the past history up to t and according to the usual notation

o(At) is a function approaching zero at a higher rate than At (often this type of

Poisson process is referred to as homogeneous Poisson process).
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Although Eqgs 3.18, 3.19 can, in most cases, define successfully point processes
where the rate of arrival can be summarised in p, simulations of time varying
evolutions are inappropriate. Indeed the intensities defining the process do not
depend on the history h: thus dhy current description of the likelihood of a point
within dt makes no use of the previoﬁs information. Additionally p is required
to be constant thus processes involving trends or cycles are not captured
adequately. For such type of processes, however, the model is augmented to
what is known as the non-homogeneous Poisson process where variation of p
with time -p(t)- is allowed. To capture, though, a seemingly random point
process which is evidently dependent on a variable z(t) a Poisson process with
rate p dependent on that variable z(t), i.e. where p(t) = pz(t), has been

proposed.

A natural extension, more successfully suited to processes exhibiting a degree
of clustering can be used in the form of the renewal process, which mostly
defines the process as having intervals between successive points being
independently gamma distributed. It can be shown® that for different levels of
dispersion of the density gamma, data-sets with different degrees of clustering
can be modelled. For example a gamma distribution with coefficient of
variation greater than one could be used for simulation of a point process
exhibiting excess clustering. This ability to model heavily “clustered” series is
extremely desirable when analysing market data of such high frequency but

unfortunately the requirement of independent intervals shown to be extremely
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limiting or even unrealistic. Such independence limits the memory of h: to just

the previous occurrence.

By removing the indeper{dence requirement, dependence of current
observations to past ones can yield some interesting point process models. Such
a process can be fully characterised by its intensity © (t,h). It follows, then,
that the process is governed by the structure of the historical values’ vector. It
is obvious then that this can be constructed with the suitable “amount” of
memory built into it as the data require. Hawkes (1971a, b, 1972) has proposed
a model where the influence of past events is proportional to their position on
the axis assuming a one dimensional time model; this family of models is
known as linear self-exciting processes. Letting w(t) be a weight structure
defined for the possible points of occurrence of elapsed points, the conditional
intensity which fully characterises the point process and has a given degree of

memory as expressed in w(t) is

Ot;h) =a+ [wi-2)dN() Eq 3.20

where
a is a constant greater than zero and
d N(z) is a stochastic process adding the number of points from t until the point

of zero memory in the past. It follows then from the above that Eq 3.20

3 For a detailed discussion of the renewal processes see Cox (1962).
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expresses the intensity of a point process belonging to the family of self
exciting processes as the weighting function w(t) is itself just a function of

time.

There are numerous ways in which one can adjust the model above by using
different specifications for the weighting function. This can be proportional if
the dependence of the past events is a function of time, monotonically
decreasing as the remote past is approached. Alternatively, as it has been
proposed by Wold (1948) and later by Cox (1955), the specification of w(t)
could be a function of the number of past occurrences within intervals At. In
this context Gaver and Lewis (1980), Lawrence and Lewis (1980) and Jacobs
and Lewis (1977) have suggested a family of models with correlated intervals
where the likelihood of an event within dt is based on an exponential
aut(;r'egressive moving average EARMA (p, q). For this model, however, the
calculation of the maximum likelihood estimators can be extremely complex,
perhaps a factor contributing to their limited application for the study of

financial markets thus far.

Closely related to the linear self exciting process but based on a different
intuition, the doubly stochastic process has been proposed by Cox (1955). It
relates to the linear self exciting one as it adopts a driving process similar to the
weighting function for the occurrence of points. However, as the name suggests
the process is a real valued non-negative stochastic one of a defined structure

but usually not observable. Assuming then that the history of this stochastic
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process, S(t), is summarised by the vector h % and that, as usual, h.captures the

history of the process at t, the conditional intensity is given by

0 (t; he, h%) = lims_0* 8! pr{N(t, t+8) >0) | h, S(s)} Eq

3.21

Thus the process is conditional on both the hc and h . Though it may not be
clear from the beginning it too belongs to the self exciting family as it can be
shown that the process reduces to the expectation over h * given h:, for a proof

see Snyder and Miller (1991, Th. 7.2.2), Eq 3.21 then reduces to
0 (t; hy,) = E{S(t) | hy) Eq 3.22

It is seen from Egs 3.21 and 3.22 that the doubly stochastic process offers a
more general representation allowing a stochastic dependence on past events.
Unfortunately even in very simple cases the evaluation of the expectation in Eq

3.22 is again extremely complicated.

Generalising the argument further, Cox (1955, 1972b) introduced into the
calculation of the intensity function an additional dependence on observed

exogenous variables summarised by the vector, say w(t). Obviously the set of

variables can include factors which the economic theory or previous statistical
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analysis have proved as being significant. Adopting the usual notation, the

conditional intensity function is then expressed by

0 (t; hy, h ¥ ) = limsoo™ 8 priN(t, t+6) > 0) | h, h ¥}  Eq3.23

in what is known as the proportional hazard model. Combining Eqs 3.22 and
3.23, however, one can yield a very general theoretical framework for the
specification of the intensity function of point processes. In doing so it is
assumed that the evolution of the process is driven by a stochastic unobserved
process h%, as well as by an observed explanatory process h".. Assuming a
single explanatory process, although extensions to multivariate cases can easily

be accommodated -at least in theory-, the conditional intensity becomes

0 (t; ht, hwt, hsl) = liﬂla_)0+ 6-] pl'{N(t, t+6) > 0) | hl, h\pl, h% }
Eq 3.24

Although the Cox Proportional Hazard model (henceforth CPH), and its
generalisation, have found extensive application in the field of labour
economics their application in modelling financial markets is not widespread.
The model, however, serves well our analysis. It0 accommodates a
stochastically driven process and can examine the dependence of the stochastic

unobserved duration on the PCP deviations.

144



34 The Cox Proportional Hazard (CPH) Model.

The CPH is a semi-parametric survival model. It does not make any strong
assumptions on the distribution of the observed times but it is based on the
ranks between the survival times from which it constructs its likelihood

functions.

Although the use of a likelihood function assumes knowledge of the full joint
distribution function, the CPH uses a limited information matrix to derive a
partial likelihood function and consequently draw inferences on the sample. As
it will be shown later on, given a set of straightforward assumptions,
incompleteness of the joint data distribution still allows valid conclusions to be
dra\;vri. Hence the model is naturally suited to the present analysis, as our
hypothesis constitutes a test for the inclusion and direction of the PCP deviation

as a covariate and not of the full specification of the coefficients vector.

The partial likelihood function is based on the probability function, or the joint
probability function, which are derived using a set of available information
rather than the global information set. As such it can be used to address
selective inference issues. In the present analysis the information set is limited,
as it does not include the full matrix of parameters likely to affect the duration
of PCP deviations. It does include, however, the necessary information to

construct the joint probability function of the duration and level of deviations.
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Assuming that Zi(t) denotes the vector of covariates, in the current case this

refers only to the PCP deviations, for the ith contract at t, the hazard A(t, Z) is

of the form

AL, Zi) = Ao(t) mi(t) Eq 3.25
where

ri(t) = "¢ Eq 3.26

and is referred to as the ith risk score with b a vector of regression parameters.
In correspondence with the prevailing notation, A.(t) denotes the baseline
hazard function, which is a function of time common to all subjects, and the

exponential assures positiveness of A (probability measure).

The model A(t, Zi) of the form given in eq 3.25 belongs to the family of
proportional hazard models. In general, the specification of a proportional
hazard model will require that the covariates are time invariant. A model
similar to the one given above, where the covariates are a function of the time,
should not be considered as belonging to the proportional hazard family. If one
can ensure, however, that for every different observation the time varying

covariates have the same function, then the assumption of proportional hazards
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is not invalidated. One can assume then, that the effect of this constant
variability will be absorbed by the baseline hazard. In a similar fashion, a
model of time invariant, or observation-constant covariates will fall into the
proportional category since the hazards for two different events will form the

same ratio irrespective of time.

The concept of proportionality is important in the current analysis. If this is
ensured, valid inferences for the model can be drawn without specific reference
to the time variability in the regressors as well as to missing variables which
affect events in the same way. As it will be seen in the remaining parts of the

chapter, this will greatly simplify the inference stage.

3.4.1 Estimation and Inference

To derive the statistical inferences the model maximises the likelihood of
having a particular event, given that an event has occurred at time ¢. As noted
in the introduction of this chapter, the model makes use of the partial likelihood
of events. As such it ensures that the baseline hazard function, to which all the
missing information contributed by omitted covariates is assumed to be

relegated, does not have to be calculated.

As said at the beginning, the CPH model makes use only of the rank

information among events. Usually in a duration analysis, the model is based

147



on a duration vector giving information for the duration periods over
observations. The partial likelihood methodology, suggested by Cox (1972),
breaks this information set into the rank and order statistic sets respectively.
Conceptually the first of the £hree is a joint probability statement of the other

two.

In the current research the global information set (the first set as discussed .
above), requires ordered data for the observation and the duration as well as the
full vector of explanatory variables drawn from a theoretical framework. This,
however, requires knowledge of the complete theoretical framework. This is
not applicable in the current discussion as we do not seek to establish such a
framework. We merely seek to provide statistical inferences on the hypothesis
being that the level of PCP deviations is a factor affecting the duration of
inefficiencies. As such we can use the rank statistics to draw a partial likelihood
without having to specify theoretical conditions necessary to estimate the

baseline hazard.
Assuming that the global information set vector can be decomposed into the
rank and order statistic vectors, say a and [, the full likelihood function can be

expressed in terms of vectors o and f and hence derive the partial likelihood.

The full likelihood written in terms of o and B is

L = f(ou, B, a2, B2, ..., 0n, Bn) Eq 3.28
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It follows by the product law on conditional observations that

L =f(au, Bi)f (a2, B2| o, B1) f(as, B3 | o, Bi, o2, P2)
f( Cln, ﬁn | o, Bl, ceevy, Oln-ly Bn-l)

Eq 3.29

or in a product form notation
L =[] f(a.B1A"",B™ Eq 3.30
i=1

where in this case only capital letters denote vectors of the series au to aii.

Noting that Al is vector A™' with point ai, €q.3.30 can be expressed as
L = []f(a|A™,B™)x]]F(B1A".B™) Eq3.31
i=1 i=1

Where the second term is the partial likelihood based on the order statistic

vector. If the order statistic comprises of a sequence of values
(exit time of subject i - entry time of subject i), fori = 1 to n,

then in this case the partial likelihood is given by the sum of the subject specific

terms, with the first term being
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Li(b)=P(subject i exits at t)/P(any subject exits at t)

Eq 3.32

which is equal to

A (D)*r(D)*dt
Lu(b) = N"() AOMC Iy Eq 3.33

Zl”(t)*rk * dr
k=1

giving for the full partial likelihood eq. 3.34

N

Lo()=[ |
k=1 Zri

T

Eq 3.34

As expected eq.3.33 does not make any use of the exit times. It offers, though,
a quite interesting representation for the current analysis as it does not rely on
the calculation of the common baseline hazard function. This in turn means that
even if a complete specification is not identifiable through the economic theory,
provided that all the missing terms are equally applicable to all subjects’ we can
still rely on inferences from the partial likelihood. On that ground it ensures
that a partial, valid representation of the duration of observations as a
Proportional Hazard model expresses the PCP durations as a function of the
level of deviations. It is further assumed that given other factors affect the

length of durations this is done uniformly across the observations.

® According to the above algebra we would additionally require that all missing
terms in the specification enter the probability representation multiplicative.
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‘Compared to:a fully parametric proportional hazards model, it has been shown
by Efron (1977) and Oakes. (1977) that, the CPH model gives very efficient
estimates even when the paraimetric model assumes the :correct distributional
form. In its.extended form, as was‘\prc.:v‘sented? in Fleming and Harrington (1991)
and used here, it has been:shown to accommodate left truncation and censored
observation. In the current work left truncation is of significant importance -as

1 observations almost invariably enter the risk set at times different from zero.
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3.5 Methodology Resuits

3.5.1 Methodological issues.

Censored Observations

Although the inclusion of censored observations is easily accommodated by the
model, care should be taken to differentiate between forced and unforced
censoring. In the relevant literature an observation is said to be censored when
the experiment, measuring subjects who are already in the risk set, is abruptly
terminated. Theoretically there should not be any factors giving rise to a
change in the probability value of such a censored experiment, this is an
unforced censoring. Only such a randomly generated censorship could be

accommodated by the CPH model.

In the present analysis data are coliected each day for the complete trading
period, i.e. from market opening to market closure. Our data set, however,
includes “alive” subjects, which are already in the risk set. By terminating the
data collection mechanism at a particular time each day an upper limit on the

duration of each subject is imposed, this is forced censoring.

Assuming that the majority of the last observations each day occur close (far
away) to the end of trading period these censored values will have an

artificially short (long) duration. It is seen then that, perhaps the process of
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obtaining the unexpected values, forces the final sample to contain smaller or
larger than normal values. On average, the censored group contains between
50% and 67 % observations terminated abnormally at the market closure. Thus
the information obtained by the vector of censored values is contaminated by
other than economy- or market-wide factors. Even more importantly, the
inclusion of observations subject to external factors not equally affecting the
dataset, could invalidate the proportionality assumption as the baseline hazard
ceases to be common for all observations. In this chapter both censored (sets

containing censored observations) and uncensored groups are considered.

It is difficult to know with certainty the effect of censoring on the distribution
of observations with no further analysis. Intuitively it is known that the
censored sample will have mass shifted either to the left or to the right of the
mea.n.' Since in this case censoring takes place at the market closure the shorter
resulting durations will shift the mass of the distribution to the left of the mean.
Later on the raw durations will be transformed so as to extract the stochastic
part of the series and analyse deterministically free series. This may complicate
further the composition of censored group. The transformation is according to

equations 3.36 and 3.37, which are stated below

E(Xi|| X1, Xizy coey X1) = Q1 (Xt 1] Xity Xi2y cuuy X135 ) =2 Eq 3.36

Xi = Qi & Eq 3.37
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where {ei} ~ i.i.d. with density p.

Three vectors are of importance: x (the observed duration), Q (the fitted
values) and € (the unexpectéd component). According to Eq 3.37, if the
inclusion of censored observations shifts the distribution of x to the left then the
distributional distortion of € will be dictated by the relative speed of shifts in Q
to shifts in x. The relative speed is determined by the smoothing technique, the
filters applied and the information set. In our case it seems that there is a shift

of € to the left after inclusion of censored observations.

In contrast, the uncensored sample contains only these observations which are
rationally and with certainty, updated by the market makers. It could be
argued, though, that the vector of censored observations contains as well, a
signiﬁcant amount of information regarding valid, risk free opportunities.
Being located near the market closure, it could also provide us with information
specific to that period. Perhaps, it would have been ideal to extract any
biasedness due to censorship and utilise the remaining information.
Unfortunately we are not aware of any suitable method of quantifying the effect
of censorship. Hence the CPH analysis is performed both on a sample
excluding censored observations (group a, uncensored) and on a sample

including censored observations (group b, censored).
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3.5.2 Proportionality and Time Varying Covariates

The significance of the risk score is estimated and tested by regressing the
unexpected durations on the level of deviations. The duration and the

unexpected duration are defined as follows.

If the duration between two observed events is given by

Xi = ti - ti1 Eq 3.35

and the current expected duration is defined as

EXi|| Xity Xi2y eoey X1) = Qi (Xi]] X1y Xi2y ey X13 ) = Eq 3.36

If i is the expected value of the current duration given the history of

observations then a systematic, variation free, multiplicative'® function between

xi and Qi is assumed by having

Xi = Qi & Eq 3.37

' The multiplicative function ensures positivity of parameters as these measure
the time between observations.
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where {ei} ~ i.i.d. with density p.

It is evident from previous references to the theory of Transition Data Analysis
and in particular from the discussion of the CPH and its baseline hazard
function, that &i should represent the stochastic behaviour of durations. In any
other case the presence of deterministic effects could make the use of the CPH
model problematic. Information omitted in the specification process of the
partial log likelihood would invalidate the results as there would exist missing
variables affecting non-uniformly the sample. By removing the expected part of
the duration and deviation values robustness of the methodology w.r.t the

above issues is ensured.

To ébtain vector &i any cyclical or trend parts are removed from the durations
time series. It is expected that these will include any time of the day significant
effects. Market makers could well be driven by inventory/liquidity problems in
specific time intervals (e.g. opening or closing of the market) and feed quotes
into the system accordingly. If these problems are serious enough it is possible
that they take precedence over, or compete with, the stochastic arrival of
information. As such they could manifest themselves as daily repeated patterns
with only some correspondence to economic news, or result in the
superposition of the two patterns, viz. the liquidity driven price fluctuations and

effects arising from the flow of information to the market.
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Evidence of intradaily patterns

Figure 3.1 shows fitted duration values (i) versus the time: of the day at which
each spell initiates. These values-are-the expected duration for the specific time:
period, ‘given the past history of observations. Consequently they represent an
averaged-out sequence of durations throughout the period of investigation. As
such, ‘the pattern in Figure 3.1 closely resembles that of Figure 3.2 which

presents interpolated durations for-a typical middle of the week day.
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Figure 3.1
The Graph shows expected duration values (Q2) versus the time of the day at

which each spell initiates. Durations are counted after the 2 minutes delayed
execution time.
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Figure 3.2
The Graph shows interpolated durations for a typical day of the week.

Durations are counted after the 2 minutes delayed execution time.
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From Figure 3.1 and 3.2 it is evident that lower durations are present around
the market opening, indeed between the hours of 8:30 and 9:30 durations from
a typical day will be of the order of 50-60 seconds. Following the market
opening is a period of progressively longer durations, roughly until 1-2 pm, for
a typical day, deviations can last for up to 7-9 minutes. Assuming that the
intraday frequency of quotes can proxy for trade volume, see Kamara and

Miller (1995), these represent a high / low activity pattern in the market.

In addition to the theoretical references made, in the introductions of chapters 3
and 4, to the volume/information association, an extensive discussion can be
found in a survey by Karpoff (1987), who argues that there is a strong
relationship linking both price and volume levels to information. Additionally
Blume et al. (1994) argue that there is a dual dependence of volume to
infoﬁhation and price formation. By adopting a statistical reasoning, similar to
the one used in the MOD models, they argue that information is drawn from
different distributions of varying “quality”. As such, efficient inferences on
valid asset prices cannot be made as the traders are unable to observe the true
quality of the information (the Central Limit Theorem should cover the true
source of the signal). However because volume does not follow a normal

distribution it is observed by traders who use it as a price formation variable.

Progressively shorter durations are evident towards market closure,
representing trading (or price formation) in anticipation of information flow

between the close to opening time period. As it appears in Merton (1971) and
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Brock and Kleidon (1992) there is a gathering of information prior to market
opening. This information set refers to variables on which the price formation
process depends. Consequently the buy and sell prices of traders and optimal
trading positions (e.g. optimal portfolio conditions) would be considerably
revised and reflected in increased volume at market opening. With a similar
rational one should expect an equally active trading prior to overnight market

closure periods.

Additionally, it seems that the duration patterns presented in figures 3.1 and
3.2 are in accordance with empirical findings of intradaily price analysis at the
NYSE, as these are reported in Foster and Viswanthan (1990), Lockwood and
Linn (1990), McInish and Wood (1990, 1991, 1992) and Lee et al (1993).
Furthermore, the same pattern is evident on options traded at the CBOE as it is
evident in Sheikh and Ronn (1994). Somewhat different are the resulits,
however, presented in Kleidon and Werner (1994) who examine opening and
closure volumes at the London Stock Exchange and find a double-U shape, and
in Demos and Goodhart (1992) who examine the FX market and document a
low-high-low pattern. If one, however, subscribes to the Brock-Kleidon,
Merton model then the evidence from the FX markets do not come in direct
disagreement with the results presented here. This is due to the fact that the

forex is an around the clock market.

The very short durations towards the market closure are possibly due to

censoring. At the closure of the market all valid quotes are terminated and

160



assigned a value of duration between the starting of the quote and the closure of
the market. Consequently there is an artificial shortening of the durations
neighbouring the market closure; ceteris paribus these quotes could have

lengthier durations.

The duration part that is deterministically known to depend on time is removed
from the sample by fitting a smoothed function explaining the observed

duration on the time of the first observation (put or call).

When discussing €q.3.26 it was noted that the baseline hazard function is a
function common to all subjects. However, a prerequisite is the assumption of
proportional hazards across the sample. This is because proportionality in the
hazards denotes that the hazards for two different observations can be

expressed as a ratio.

Figure 3.3 plots the level of the PCP deviations on the time of the day factor.
The plot shows a dependence of the deviations on the exact time period of the
observation. Thus a significant time variation in the covariates exists. As such,
proportionality in the hazards can only be assumed if this dependence is
constant across observations. Two ways of ensuring consistency in the

covariates are proposed below.

Assuming that the variation in time of the magnitude of PCP deviation is in

levels, calculating the correct values for each level can derive piecewise-
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constant hazards. As given in Lancaster (1992), if a piecewise-constant function

O(t) exists with

B(t) = P PR Eq 3.38

where 0’s are values constant over time periods specified by t’s, then a series

of such values will form a set of descriptive statistics which will capture
variation of the model with respect to time and have a survivor function given

by
F=exp{ [6(s)ds Eq 3.39
0

If within the time periods time invariant covariates can be assumed, then the
model can be extended to cover general time variation in the covariates. By
applying a suitable smoothing technique, the piecewise properties of the

intervals can be extended to an asymptotically finer spacing.

A second, simpler methodology is based on the assumption that the time
dependence of the deviations can successfully be removed from the sample by

the use of a suitable signal-extraction technique, similar to eq 3.38. If this is
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valid the necessary conditions for proportionality in the hazards can be
established. To avoid dependence on distributional assumptions, the use of a
nonparametric technique, such as a locally fitted regression model is preferred.
The application of this methodology results in a simpler algorithm for the CPH
model. To the extend that the nonoarametric localised regression can yield
sufficiently  time-independent PCP  deviations, the signal-extraction

methodology is preferred to the piecewise-constant hazard model.

In addition, as it stems from the analysis of PCP deviations in chapter 2, there
is a strong relationship between the level of deviations and the degree of
moneyness in the contracts. It is evident from Figure 2.5, which is repeated
below, that far out- and in-the money contracts (contracts with extreme strike to
underlying values) yield excessively large deviations. Theoretically this could
be ott'ributed to the fact that widely used option pricing models, like the B&S
for example, it is known to over or under price far out- and in-the money

contracts (see for example Rubinstein, 1985).
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The presence of heterogeneity

Viewed under a different perspective, this will result the avoidance of another
possible source of heterogeﬂeity in our sample. Due to the fact that our
observations come from a quoting mechanism of competing market makers it is
possible that the quoted prices from different market makers will be evaluated
using different pricing models. To the extend that these are behaving non-
uniformly with respect to moneyness they represent a source of heterogeneity
in the sample. Clearly if different groups within our sample have a Data
Generating Process affected each time in a different way by these factors this

will result in problems of neglected heterogeneity.

Hence, one could argue that given that there is a highly dependent relationship
bet“.le'en periods of time of the day and PCP inefficiencies, a mixture model
similar to the one outlined in section 3.2 could be applicable here if Q(z; x) was
known. Having identified, though, the sources of heterogeneity and by applying
a suitable signal extraction technique it is assumed that the sample is

homogeneous.

Smoothing, The Supersmoother.

This section describes the methodology applied to extract and use purely

stochastic components of the variables entering the CPH model.
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The fitted values are obtained by employing a supersmoother with local cross-
validation as proposed by Friedman (1984). With this approach what is
essentially a non-linear dependence can be analysed relying only on the data to
specify the form of the model. The analysis fits a curve to the data points
locally i.e. at the point of interest plus a specified neighbourhood of points.
Although it works in a similar fashion to the simpler locally weighted
regression smoothing technique, it uses a variable span to calculate the
neighbourhood of points used in the analysis each time and thus offers better
results for datasets with increased curvature. In particular, the application of a
supersmoother model can accommodate points with variable density and

extremes more satisfactorily than other simpler nonparametric methods.

Essentially the supersmoother is a smoothing technique belonging the general
groﬁp‘ of k-nearest neighbour estimates. As opposed to the simpler and widely
known kernel estimate, these smoothers work in a variable region around the
value of x but again yielding a weighted average estimate of the response

variables. In general, as was specified by Loftsgaarden and Quesenberry

(1965), a k-nearest neighbour estimate smoother, denoted as f (x) where jA’ is

the fitted smoothed function of x, as
700 = Lywoor, Eq 3.40
noig

where
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Wi(x) denotes the weight series applied to the k nearest observations''. In the
simpler case the weights denote the fraction of the points in the neighbourhood
over the number of points in the sample. However, in the supersmoother case
Friedman (1984) shows that the weight sequence is a function of the changes
between the empirical distributions of the sample for x and the near-area of x.

Hence, the sequence of weights adopts a functional form

W, (x)=K, <« AF(X,,x) Eq 3.41

where

the second term at the LHS denotes proportionality to the changes in the
empirical distribution and K» denotes the variable kernel function. Additionally
h accprding to the established notation denotes the smoothing parameter. It is
crucial to note here a difference between the supersmoother and other
smoothing techniques. All of these nonparametric regression methods adopt an
optimisation technique for establishing the smoothing parameter, which in a
way defines the degree of smoothing. Usually the methods try to minimise a
global error criterion. It is easy to see that this will not always offer the best
local optimisation, and consequently smoothing. Mathematically, the upper
lower limit of the sum of the errors is not smaller than the sum of the upper

lower limits of the errors. As Hardle (1993) shows

" The neighbourhood comprises of the k nearest points in the Euclidean sense.
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inf [Ef,= 1) 2 [inf E(f~ 1)’ Eq 3.42

In the current case this is not suitable as we seek to fit a fine curve extracting
the local behaviour, on time, c.)f the CPH parameters; a locally minimised error
criterion is preferred. The supersmoother technique, employed here, applies
what is known as a “local cross validation” to calculate the locally optimum

smoothing parameter.

Generally speaking in the supersmoother process we assume a spectral
formulation of the dependent variable. Three different frequencies, the
tweeter, midrange and woofer'? are used to construct the frequency spectrum of
the variable. The smoother then is constructed from these three components.
Thege usually take the values of 0.05n, 0.2n and 0.5n, as it is indeed done
here. -To optimise the process we minimise the absolute values of the residuals
between the variables and the fitted values over the three different frequencies.

The minimised equation of the residuals is

(X, -m, )

var,

r(6) = [y, - £ (X100 —%— Eq3.43

12 The terms “tweeter”, “midrange” and “woofer” are used in acoustics. The
human ear has a hearing spectrum of 20 Hz to 20 kHz. The tweeter, midrange
and woofer are sound reproduction sources covering progressively this spectrum.
In our case, though, the respective frequencies corresponding to the woofer,
midrange and tweeter are the low, medium and high frequencies of the sampie
spectrum.
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where m is the local mean and var the local variance. Here eq. 3.43 is

minimised for the dependent and independent variables given in table 3.1.

Table 3.1
Lists of variables for which a simulated smoothed signal is evaluated.

Dependent (Y) Independent (X)
Duration Time t

PCP deviation Time t

PCP deviation Moneyness m

However, to reduce the variance of the resulting smoother the method
suggested by Hardle (1993) is followed. Hardle (1993) proposes a smoothing of
the "absolute cross-validated residuals over the initial X values. A further
smoothing of the span values, again following Hardle (1993), over Xi ensures a
span for reproduced (smoothed-out) observations close to the midrange values.
The resulting supersmoother is a curve between the two smoothers sharing the

closest spans.

Super smoothing, thus, obtains a vector of fitted values Q. Eq 3.37 can

calculate vector £ denoting the unexpected part of the durations.
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3.6 Results

Following calculation of vector €, the importance of the level of the PCP
deviation for the duration ofveach arbitrage opportunity is examined. This is
done by modelling the hazard for each duration using the CPH methodology as

given in eqs 3.23 & 3.24. Thus

Alt, Zi) = Ao(t) ri(t), (Equation -3.23)
ri(t) = % (Equation -3.24)

with

Alt, Zi) the hazard for PCP duration i,

Zi(t) ' the vector of the PCP deviation,

b the vector of the regression parameters and

Ao(t) the baseline hazard for each PCP deviation but common to all
observations.

According to the definition of high frequency market efficiency given in section

3.1, the following hypothesis is tested:

“ In efficient markets of the high frequency context, the duration of risk free
PCP deviation will be inversely proportional to the level of the covariate
deviation, i.e. the higher the level of PCP deviation the less time the particular

deviation stays in the system ”.
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The current study examines 2864, 26241, 9024 and 48647 PCP deviations one
and two for American censored and uncensored contracts. It also analyses
3243, 9880, 10309 and 30842 PCP deviations for European censored and
uncensored contracts respectively. The observations correspond to zero
transaction costs and cover the period of 4" July 1994 to the 27" February
1997. The sample starts with the first PCP deviation and is followed by the first
available identical contracts’ deviation; the sample contains all observations for
a particular contract until a full price correction. The selection starts each day
but the observations are not panelled. It is assumed that non-occurrence of new
quotes, until the market closure, does not necessarily mean that market makers
are not willing to provide corrected prices. These observations are rather
treated as right censored ones. Results for both censored and uncensored

groups are included.

Tables 3.2 and 3.3 below, present estimates from the CPH model applied on
groups a and b. The results indicate that the level of deviations is a significant
factor in the duration of quotes. In most cases an increase in the level of
deviation by one unit (100%) will reduce durations between 0.015 to 0.378
times the original values. In all of these cases the results are significant at 95%

level at least. There are two notable exceptions though.
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Table 3.2

Duration analysis with PCP deviations as a covariate. Sample refers to group a,

i.e. excludes censored values.

3 Cox Proportional Hazard (group a, without censored values)

American European

Covariates 7 Statistics

DEV 1 DEV2 DEV1 DEV2

-0.972 -4.2 -0.866 -2.9 Coefficient (b)

0.378 0.015 0.42 0.0551 Relative risk / unit
change in Exp (coef)

0.446 0.189 0.926 0.216 Se(coet-b)

-2.18 0.163 -0.936 -13.4 Z (Wald’s test)

0.029 0.76 0.042 0 P-value

Schoenfeld Residuals - Test for Proportionality

American European

Covariates Statistics

DEV 1 DEV2 DEV1 DEV2

0.0131 0.143 0.103 0.006 Rho

0.44 2.207 30.9 0.367 Chi-sq

0.507 0.137 2.71e-008 0.545 P-value, null:
Schoenfeld residuals
are random walk
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Table 3.3

Duration analysis with PCP deviations as a covariate. Sample refers group b,
i.e. includes censored values.

4 Cox Proportional Hazard (group b, with censored values)

American European

Covariates Statistics

DEV 1 DEV2 DEV1 DEV2

-1.67 0.033 -1.33 -0.991 Coefficient (b)

0.188 0.86 0.266 0.371 Relative risk / unit
change in Exp (coef)

0.445 0.177 0.402 0.213 Se(coef-b)

-3.76 0.188 3.3 -4.66 Z (Wald’s test)

0.00017 0.85 0.00098 0.0000032 P-value

Schoenfeld Residuals - Test for Proportionality

American European

Covarliates Statistics

DEV 1 DEV2 DEV1 DEV2

0.0374 0.047 0.00857 0.16912 Rho

3.58 0.3812 0.121 3.16 Chi-sq

0.059 0.537 0.728 0.075 P-value, null:

Schoenfeld residuals
are random walk




In group a, durations for deviations one European contracts appear to vary non-
proportionally with changes in the level of deviations. The documented
Schoenfeld residuals have a p}obability value approaching zero, i.e. reject the
proportionality hypothesis. Essentially, significant Scoenfeld residuals indicate
the existence of a trigger point after which the effect of the covariates changes.
That does not mean to say that the effect changes in sign but merely that it
changes intensity. Graph 3.3 below, presents the distribution of the durations
for deviations one of European contracts. It is suggested here that a possible
explanation for the change in the proportionality of covariates could be the

presence of strong bimodality in the data.

Figure 3.3
Density plot for Durations of European deviation 1. The plot refers to group a

data, i.e. includes censored values. Durations are counted after the elapse of
the 2 min execution delay interval.

Distribution of Duration Times

No of Obs

Duration in secs(+ 2 mins)
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In groups a and b, durations for deviations two, American contracts, although
yielding a consistent less than one coefficient, are not significant with p-value
of 0.76 and 0.85; a possible explanation could be that the market realises the
risk associated with deviations. of type two for American contracts. Additionally
the statistical estimations of the Schoenfeld residuals indicate validity of the
proportional assumption for all of the cases. Appendix A.1 presents plots of the

rescaled Scoenfeld residuals for the 8 groups of data.

It is indicative of the results that the market participants are able to recognise
the misspricings in the quoting system. Furthermore they will act rationally
towards the most profitable of the risk free PCP deviations, ignoring initially
those opportunities which offer less or zero real returns. Although the quoting
system gives rise to temporary misspricings, dynamically the market is efficient

enough to drive them back towards the theoretically more accepted values.
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3.7 Conclusions

Chapter 2 has identified a set of significant PCP deviations. This dataset
contains cases where a suitable trading strategy could yield significant risk free,
transactions free profits. Whether or not these are due to liquidity premia such
as inventory imbalances, their persistence over time would indicate lack of
arbitrage forces and possibly other market anomalies. Fortunately the data
consist of time stamped, intradaily observations and thus their evolution

through time can be anaiysed.

The notion of an efficient market would require that market participants
identify these risk free opportunities. It further assumes that in a dynamically
efficient context, temporary deviations should be short lived and removed from

the system in a rational way, according to their significance.

Chapter 3 tests whether or not the degree of the PCP deviation is a significant
factor for the length of time this stays in the system. It does so by examining

the significance of the deviation as a Cox Proportional Hazard covariate.

The modelled duration vector contains the unexpected component after having
adjusted for the time of the day and the degree of moneyness factors. Hence it
ensures against nonproportionality of hazards. The CPH model used can

explicitly account for the presence of censored data in the sample. It is obvious
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from the previous analysis of section 3.5.1, that the data collection mechanism
forces the duration of the last PCP deviation to a maximum length determined
by the market closure each day. It has been argued here that under these
circumstances it is questionab‘ie to include these observations in the sample as
this may result in a biased analysis since they do not conform to what is widely
accepted as censored observation. Hence results both for an uncensored and a

censored group of data have been offered.

The CPH analysis revealed that in the majority of the cases the degree of
deviations is a significant factor in the duration of these misspricings for both
groups. Higher abnormal profits stay in the system for shorter time than less
significant excess returns. However, these findings should be evaluated in view
of the results of chapter 2. In a strict market efficiency context there are risk
free' profits to be made. Nevertheless these are short lived. The results are
evident of efficient arbitrage trading. Hence the results do not reject the

hypothesis of efficient markets in the high frequency context.

In closing it should be noted that the current results in addition to the findings
in chapter 2 point towards the existence of substantial arbitrage opportunities
net of transaction costs and risk free from early exercise or immediacy premia.
However these deviations are short lived. To exploit them one should act
within the limited time that these stay in the system. It is very important then,
to be able to model their occurrence. Specifically it is their stochastic arrival

that should be analysed, as their deterministic patterns can be identified by a
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simple signal extraction technique. A valid representation of the arrival process

of these arbitrage opportunities is discussed in the next chapter.
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CHAPTER 4

Modelling the Put-Call Parity Series as a Random Point Process.
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Chapter 4

4.1 Introduction

In its previous part this study has identified significant PCP deviations free from
transaction costs and associated traded risks. Specifically in the concluding
stages of chapter 3 it has been noted that these represent a series of short lived
arbitrage opportunities. As such the complete analysis of these deviations should
include a valid representation of their occurrence. [t is important to note here that
this occurrence could well be stochastic (in addition to any deterministic pattern
observed) but most importantly it is frequent and according to irregular spacing.
The issue then is to provide a model, which can capture the stochastic component

of this irregularly manifested arrival process.

Option markets are increasingly becoming sufficiently liquid, and probably

211

adequately “efficient™, so as to frequently reflect in price changes new market
conditions. By the same token, financial markets can seldom, if ever, be
characterised by single daily values or even by intraday series of prices without
reference to time. In a quoting system where prices arrive at irregular spacing the
choice of equally spaced time intervals could create significant problems. If the

interval is too short, varying density in samples will inevitably create

heteroscedasticity problems, on the other hand a lengthier spacing will certainly

' The term does not refer to market efficiency as this prevails in the literature. We rather mean
that new information will be reflected in prices fast enough thus limiting the available time for
practitioners to exploit parity deviations.
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smooth-out most of the significant information contained in a strike by strike

quoting system.

From a theoretical point of viéw, the reference to time in the relevant literature
examining microstructure issues such as the volume, volatility and the rate of
transactions in the financial markets is extensive. During the last decade or so,
empirical and theoretical researchers have gradually incorporated the issue of
time between quotes or trades in the analysis of financial markets. For example
Jain and Joh (1986) and Wood, Mclnish and Ord (1985) present empirical
findings on intraday patterns for the variance of price changes and the variance of
returns. Also, Admati and Pfleider (1988), Diamond and Verrechia (1987),
Glosten and Milgrom (1985) and Easly and O’Hara (1992) construct theoretical

models on the link between time and the rate of transactions in the market.

A noticeable drawback of the above theoretical models, including the last two
sequential models, is their inability to assign a specific role to the time between
observables in the process. If time is an important factor in the price formation,
models should specifically incorporate the stochastic behaviour of it as a form of

an “explanatory variable”.

Chapter 2 has derived a sequence of all the risk-free arbitrage opportunities in the
FTSE-100 options market. Chapter 3 has shown that although momentarily
inefficient, the market incorporates sufficient learning processes to arrive at

informational correct prices. The natural extension for the researcher is to model
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these processes. However, due to the frequency of the data used, it is not clear if

a time indifferent model can successfully capture the true underlying mechanism,

In the following section it =,i‘s.: demonstrated that the relevant literature points
towards: the importance of time betwe‘eﬁ quotes, or transactions, in price forming
processes. Hence itis shown that empirical and theoretical evidence reject the use
of time indifferent models in favour of processes where time plays a significant

role in the intraday evolution of prices:

| Based on this 'discussion the Autoregressive: Conditional Duration model of
Engle and Russell (1995) is used to offer a time sensitive representation of the

PCP deviation process.




4.2  The Importance of Time in Intraday Learning Processes

The rate of change of transaction prices in the market is thought-off to be closely
linked to information arrival. According to the mixture of distributions model,
price and volume variance are reﬂeéfions of the flow of information in the
market. New information reaching the market, forces market participants to
change their buy or sell price limits and to the extend that this leads to new trades
the process continues with new revisions. Prominent in this rational is the work
of Tauchen and Pitts (1983), who use the Central Limit Theorem to argue that the
resulting price and volume variance is the outcome of a mixture of normal

distributions, each one referring to individual market participants.

By relating the mixture of distributions model (MODM) to the widely used, and
perf'ec'tly suited to account for time invariant parameters, GARCH family of
models, Nelson (1990) lends some methodological support to the MODM
models. He presents a MODM starting from a discrete version of the Exp-ARCH.
Models similar to the MODM rely significantly on statistical grounds to provide
some explanation of market microstructure effects. Consequently, they are not
driven by theoretical arguments in order to explain the existence of intraday

patterns.
According to the theoretical market microstructure models proposed by Kyle

(1985), Admati and Pfleider (1988) and Easly and O’Hara (1992), transaction

clustering should be observed as the rate of the amount of information reaching
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the market varies significantly with trading time. Indeed both works by Kyle
(1985) and Glosten and Milgrom (1985) propose market models where new
information reaching the market triggers a group of trading orders in the first case
and sequential trading in the l..atter, and consequently price fluctuations. Given
causality between the rate of information and price formation, more dense point
processes could be suggested around information arrival than at other points in
time. 1t is true, however that neither Kyle nor Glosten and Milgrom suggest the

direct impact of time on price formation.

In a more progressive context, though, Diamond and Verrecchia (1987) and
Easly and O’Hara (1992) treat periods of uncertain information arrival as a causal
factor for the absence of trading; as such periods of non-trading could well
provide further uncertain information to the market. With respect to markets
whe.re' strong short sales restrictions are present, Diamond and Verrecchia have
shown that restrictions of this type could prevent (adverse) information reaching
the market thus prolonging periods of no-trade and perhaps intensifying high

activity trading periods.

In a more general framework Admati and Pfeiderer (1988) have included, in
addition to informed traders, liquidity driven traders in their microstructure
model. They assume that both, albeit driven by different factors, should choose
periods of high activity to proceed with trading orders, thus attenuating the
intensity of trade. Also in Easley and O’Hara (1992) although liquidity traders

follow a Poisson determined arrival rate, informed traders will enter the market
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upon observing a particular trade event - which the authors treat as a noise signal.
The model, however, assumes a gradual learning period for the market
specialists, given that they too observe the trade event. To maximise their profits
then, it is in the interest of the.v informed traders to trade in the shortest possible

interval following the event thus exacerbating clustering of trades.

All of these theoretical suggestions then, reject uniform trading across time in
financial markets in favour of a “high and low” pattern. Furthermore it is also
suggested that the arrival of new information or market signal will trigger a dense

trading activity for informed traders and gradually for the whole of the market.
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4.3 Introduction of time as an explanatory variable

The discussion of the previous section points to the significance of the rate of
information arrival as a factof affecting, predominantly in our case, the price
formation mechanism as well as other microstructure parameters. This in turn
dictates that time, through its relationship to the arrival of information, will

also play an important role.

Clock time will be important, as it may be able to account for intraday patterns
occurring deterministically in the sample. Indeed chapter 3 uses a
nonparametric technique to filter-out the deterministic part of dirations, which

are a direct consequence of clock time.

In addition, the above discussion of theoretical microstructure models leads to
the characterisation of the market price of an asset as a reflection of a sequence
of steps rather than arbitrary points at a given period. We will accept arbitrary
points if as in the context of a Walrasian auctioneer the prices denote market-
clearing prices and always reflect equilibrium transactions. It is, however, a
process during which there is a continuous stream of quotes that are outstanding
at any given point in time and as a series of steps form the observed prices. The
difference is subtle but important. Examination of any point in the process
should reveal a part of the price formation process. At the same time though,
this is used as an input to explain further points in the process; for example, as

assumed in some of the models like Admati and Pfleiderer (1988) and Easley
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and O’Hara (1992), updates of traders beliefs and clustering of trades will lead
to serially dependent prices. The parameters assumed by microstructure theory,
to affect the price formation mechanism will be time-varying. In contrast, in the

Walrasian auctioneer framework prices are assumed time-insensitive.

As it is implied by trade clustering models the above constitute a trade time, in
addition to clock time, dependence. In this sense, the correct examination of the
time varying properties of the process should treat the vector elements of the

variables involved as sequence of points.

Technically speaking, the pricing process does not follow the Markov property.
Any point in the process is conditional on its previous values. Obviously the
CPH used in Chapter 3 draws on the complete set of observations, but does not

make 'the implicit assumption of a sequence in the sample.

In the following sections the Autoregressive Conditional Duration model as
proposed in Engle and Russell (1995, 1997) and later modified by Bowens and
Giot (1997) is used to model the time dependency of the duration values
between successive PCP deviations. By removing first any dependence on clock
time in the form of intraday patterns the analysis seeks to model any remaining
trade-time dependence of the intensity of the risk-free opportunities occurrence.

By doing so it establishes the degree of memory inherent in the process.
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4.4 The Autoregressive Conditional Duration Model.

The Autoregressive Conditional Duration Model of Engle and Russell (1995,
1997) explicitly accounts for the time dimension of a process as it examines the
sequential properties of durations between events. By looking at the
intertemporal dependence of durations free from any deterministic effects, the
model is able to identify periods of significant clustering in the observed
parameter beyond any associations to clock time. Additionally, for most
parameterisations of the hazard function it offers a simple calculation for the

log-likelihood functions involved.

The modelling of a process requires the identification of the most important
aspects of its behaviour. According to the previous section the relevant
literature has pointed to the informational role of time in the pricing process. It
is commonly believed that in sequential models prices do not form a Markov
chain, i.e. are not independent from the recent history. Additionally researchers
have questioned the martingale property, i.e. the nature of dependence of
prices on past values of the explanatory vector’. Consequently the modelling
first needs to identify as a sequential point process the arrival of observations,
parameterise the intensity of arrival, either parametrically or non-parametrically
and assume a specific dependency rule, i.e. the degree of history present in the

model.

* Whether or not prices follow a martingale is open to debate, though. Certainly the majority of
the theoretical models assume martingale properties in place and chapter 3 points to martingale
at equilibrium.

188




In the introductory paper of the model, Engle and Russell (1995) identify the
relationship of trade time to the pricing process in stock exchange data and the
need for a methodology which is able to address serial dependence in the timing
of quotes or transactions and consequéntly clustering of revisions. The model
assumes that successive periods between points form a sequence, the intensity

of which is determined by a number of lags in the model.

The authors express the ACD representation in terms of the conditional
densities and specify the point process in terms of the intervals between
successive points, which in turn translates in the specification of the durations
among successive observations. However the simplicity of the process lies in
the use of the conditional, on past observations, durations for the complete

representation of the model.

According to the established notation then, for any point process a counting
process C(n|t) can be assigned, where n is the number of arrivals by time t.
We are interested in describing such process; assign specific properties,

establish expectations and finally derive a statistical representation.
The simplest model able to capture such a counting process is the Poisson.

However a closer examination of the process will most certainly reveal that

some Poisson properties are quite restrictive. For example the assumption of
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independent increments contradicts the non-Markovian property of the pricing

mechanism, i.e. the dependency between successive observations.
If then
E[C(n|t)] = At Eq4.1

represents the Poisson process and A denotes the intensity, i.e. the
instantaneous probability of an observation a valid representation of the right
hand side of eq 4.1 is required assuming dependency. However, this still
excludes cases where a predetermined dependency 1s introduced, such as in the
case of a non-homogeneous Poisson where the successive arrival times are
dependent in a pre specified, deterministic manner. Indeed the existence of a
stochéstic representation of the counting process will be in accordance with the
documented evidence of serially correlated arrival times for traded assets, see
Engle and Lange (1997), Engle and Russell (1997) and Bauwens and Giot

(1997).

There are different specifications of A that assume a degree of memory in the
process. Among the most popular, the self-exciting process of Hawkes (1971)
assumes an extension of the doubly stochastic process by Bartlett (1963) as a

stationary random process with the integrated hazard function
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A =v+ [g(t-u)dN(u) Eq 4.2

where u denotes history of past observations. Essentially the process assumes a
current intensity determined by past events according to a function of u.
However, as it does not assume any relationship between the degree of
importance of past information and the current state, it is not suitable for
arrival processes of intraday finance data. Such relationships are desirable if

one considers the degree of serial dependency in financial data.

Another approach adopted by Wold (1948), assumes dependency and specifies

the intensity as a function of the conditional hazard 6
A(t]t-1..) = 6 (t|t-1...) Eq 4.3

and consequently as a function of the probability of observing a particular event
and the survivor function. Although it is possible to represent the Wold model
directly in an autoregressive form (with the desirable number of past lags), thus
specifying the exact degree of memory in the process, plus the specification of
the probability measures, the model is inflexible towards financial data.
Specifically it assumes a minimum current duration as a function of its past

value.

A more appealing approach but without the above restrictions is offered by Cox

(1955) in the form of the proportional hazard model (which incidentally forms
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the basis of the CPH model adopted in chapter 3). The model assumes

stochastic dependency on past observations and exhibits a conditional hazard

0 (t;h, h") = limy,* &' pr{C(t, t+8) > 0) | h, h ¥} Eq 4.4

or

0 (t; h, h*) = lim,,," &' pr{N(t, t+8) > 0) | h, h ¥} Eq4.5

where
h, is a vector capturing the history of events and
hY, summarises the stochastic behaviour of the process.

Equation 4.4 dictates that for a successful representation of the process we

should specify correctly the two vectors h,, h",.

Ideally then, to capture correctly the complete effect of time in the observation
process we should be able to break down into separate processes the effect of

past observations as well as the pure stochastic component, i.e. vector h".
Again the exact methodology of formulating vector h¥ is open to discussion.

The stochastic behaviour of the process can be estimated either parametrically

or non-parametrically. In the later case, smoothing techniques such as spline, k-
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NN, orthogonal or kernel can be used to estimate semi-parametrically or non-

parametrically, the hazard.

The parametric specification of the process is open to a number of suggestions
in the literature. The choice of the density used could come from the simple
exponential case to the more elaborate Weibull or Gamma function density
families. In any case the correct specification of the density will enable the
proposed model to adjust in order to capture the arrival rate of the recent events
history. As such the structure of the model greatly facilitates the modelling of
intraday, high-frequency market data, where periods with abnormally high or
low transaction rates (or changing conditions which may manifest themselves as

new quotes) are characteristic.

Representing the arrival time of events as a sequential series of duration

between successive observations, with the duration, x;, given by

X' = t - tl-l Eq 4.6
Engle and Russell (1995) propose that the specification of vectors h,, h ¥, can be
constructed using the current observed duration X and the current expected

duration, ‘¥;. Linking the two as

E(X || Xits Xigy -.o0 X)) = ¥, Eq 4.7
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or in a multiplicative fashion as
, € Eq 4.8

correct specification of the two vectors follows the assumption that g is

independently and identically distributed.

To the extend that this will lead to a successful representation of the g, process
as an independently and identically distributed variable - which is a
prerequisite for a valid ACD representation as well as the correct specification
of the stochastic durations- other variables could enter Eq 4.7. Engle and
Russell (1995) suggest the use of time to capture deterministic time-of-the-day
effects, which should not be present in the conditional durations of Eq 4.8,

hence
EXi || X1, X0 --00 X)) =P F(L) Eq 4.7a

Equation 4.7a assumes a multiplicative relationship (in order to satisfy
positivity of time and duration requirements) between the function F, and the

stochastic component of the arrival time.

As can be seen from Eqs 4.7, 4.8 the currently expected duration is directly
expressed in terms of the expectation process governing the evolution of the

events and is directly affected by our assumptions on the distribution of €.
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However, as well as encompassing available information through the assumed
parametric form of the stochastic component, the model should also assume the
specific amount of past information through some parameterisation of the
conditional term. Speciﬁcation of the memory process can follow the
suggestions in the literature for the family of Autoregressive models. Hence the

process can be specified either in terms of k lags of realised durations, ACD (k)

Jri-j

k
Y=o+ ) ax Eq 4.9
=0

or, if assumed that past values of the dependent variable are significant, it can
be augmented in terms of the lamda (I) most recent conditional expectations as

well as the k recent lags of durations, ACD (k, 1)

k !
\Pi =w + Zajx’,_j + Z'BJ LIJi_J- Eq 4.10
j=0

j=0

The idea behind the structure of the models in Eqs 4.7 and 4.8 invites an even
more general specification with the inclusion of exogenous variables. Hence if
the vector y, summarises the observed independent set, the currently expected
duration can be specified as a function of lagged durations and conditional

expectations as well as of the history of vector y, HY,.

k !
Y=o+ Yax,; + 2 B0+ HY Eq 4.11
j=0 j=0
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It can be seen then, that the model is specified through equations 4.7 or 4.7a
and one of equations 4.9-4.11 representing the evolution of the conditional

duration.

As equations 4.9-4.11 offer a wide choice for the specification of the
conditional process so does the specification of the error term in equation 4.8.
Looking at the pair of equations as a system capturing the time dependence, it
is seen that in order to derive an expression of the conditional duration
intensities it is useful to observe that realised values for the durations and the
conditional expectations are related through Eq 4.8 and more specifically
through €. It is helpful then, to express, in general terms, the transition
intensity of € so as to obtain an expression for this “linking” process. A starting
poir;t is to assume that if ‘P, is the expected value of the current duration given
the history of observations, a systematic-variation free relationship between x;

and ‘P, is established by having

Eq4.12
where {g,} ~ i.i.d. with exponential density.

A more widely used approach, however, is to assume the existence of a vector
® proportional to the conditional durations, which follows a Weibull

distribution. In that case the mixing process of Eq 4.8 becomes
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i i & Eq4.13

and a third equation speciﬁed by the distributional assumption and links Eq

4.13 with Eqs 4.9 - 4.11

T+ 1y d =Y, Eq 4.14

The advantage of this approach is that for a Weibull distribution of parameter vy,
the conditional intensity can accommodate more successfully highly clustered
or thinly spaced points depending on the value of the parameter. For this

Weibull of parameter y then, the transition intensity becomes

X)) = {ra+1/y éN(l)+I-I ¥ (t'tN(o)yhl y Eq4.15

pere

where according to the usual notation
['(.) is the gamma function and

y the parameter of the Weibull distribution.

For this most intuitive representation among the alternatives, Engle and Russell

(1995) propose the following system of equations as the ACD model:

Eq 4.13
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k /
Y=o+ Yax, + 3.8, Eq 4.10
J=0 Jj=0

Cd+ 1)@ =W, Eq 4.14

with k (number of lags) equal to 1 and with Maximum Likelihood estimates

calculated through the maximisation of the following Likelihood function:
Log (0, y) = In (y/x) + yIn(x/®,) - (x,/D,) Eq 4.15
In a close analogy to the GARCH family of models, the ACD parameterisation
defines the conditional expectation of the duration between points as vector V.
The unconditional expectation and variance are given in Engle and Russell
(1995) as

Ex)=p=0/-a-p) Eq 4.16
(assuming a+p <1) and

o =tk (1-20B - BH / [1 - (a+P) - o> k] Eq 4.17
(assuming positivity of the denominator), where k relates to the Weibull

parameters according to
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k=T +2y) /00 + )’ -1 Eq4.18

In cases where the variance is greater than the estimated mean the model
exhibits overdispersion in the ::data and vice versa. Additionally, depending on
the value of gamma the model can account foi a decreasing hazard function,
i.e. longer durations (_yv<1.)_ or for an increasing hazard function, i.e. shorter

durations (y>1).
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The Log-ACD Model

Since equations 4.9-4.11 model time, which by definition is positive, close
inspection of the right hand side of the equations will reveal the following

conditions for positivity in every case.

©>0,=z0andy > 0. Condition 1
Condition 1 will impose severe constraints on the inclusion of any exogenous
variable in Eq 4.11 as it requires positivity of the variable under all cases; this
is not always compatible with variables drawn from the microstructure theory.
Bauwens and Giot (1997) propose a simple logarithmic transformation of eq
4.8, which they call the Logarithmic ACD model (LACD). The aim of the
LACD is to enable the use of exogenous variables without the positivity
constraint. The LACD assumes that

x, = &%, Eq4.19

where again g, are i.i.d. and distributed as a Weibull with parameters 1,y and @

is proportional to the logarithm of Q,according to

e T(+1/y)=e" Eq 4.20
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Equation 4.20 provides a link of the specification of observed durations with
the parameterisation of the conditional values. In a logarithmic Autoregressive
form the conditional duration is assumed that depends on j past values plus j

lagged values of the observed duration as
k !
Y=o+ Ya,fx. &) + D.6,¥, Eq2l
J=0 j=0

In a direct correspondence with GARCH models the exact choice of the
function for x and € is open to a large number of suggestions, perhaps
according to microstructure issues for the specific market examined. Bauwens
and Giot (1997) propose the following functional forms (with a single lag)

Y.

=0 +aln(x,) + B Y, Eq4.22

with the imposed condition of |a + B| < 1 for covariance stationarity of In x;.
The logarithmic transformation of the observed duration approximates the Log-
GARCH suggested in Geweke (1996) but at the same time excludes zero
duration; at the limit this implies that extremely dense processes cannot be

accommodated by application of eq 4.22.
In a different Autoregressive specification of the process the authors express the

conditional duration on its past value and the excess value of the observed

duration, i.e. g,
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W= + olnxy) + B Eq4.23

or

Y. =0 +a L— + B Eq4.23a

which allows for zero duration and resembles the exponential GARCH
suggested in Nelson (1991). Representation of the memory equation as in Eq
4.23a requires that B<1 for covariance stationarity of ‘¥. Eq 4.23a will be

referred to-as the s-ACD’.

Both the Log-ACD and the €-ACD give for the conditional expectation and

variance of the duration, expressions similar to:‘the ones obtained by the ACD

model. However neither of the two unconditional moments can be expressed

analytically for these specifications.

3The authors refrain from calling this:specification as the exponential-ACD as it clashes with. the
term given to:the simple:ACD: where the excessiobservation is- exponentially distributed!
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4.4.1 Application of ACD models in the literature

The empirical use of the ACD family models in finance is not widespread.
However, empirical evidence 'suggests that the ACD methodology successfully

captures the time dependence in stochastic durations.

In Engle and Russell (1997), the authors analyse the New York Stock Exchange
market between November 1, 1990 and January 31, 1991 for trade by trade
transactions of IBM stock using the ACD model. Overall the method captures
satisfactorily the duration dependence over the period of the investigation. To
capture the Autoregressive dependence in the data they estimate parametrically
the point process using a succession of Exponential ACD (1, 1), (2, 2) and
Weibull ACD (1, 1) and (2, 2) models. Their results show a considerable
wea.kﬁess of the exponential distribution assumption to capture the observed
duration and a much better performance for the WACD (1, 1) and (2, 2)
models but with no significant difference between the two. In concluding, the
authors refer to the promising ability of the model to capture serial correlation

in the sample and thus accommodate interdependence of successive points.

In a related study Bauwens and Giot (1997), examine high frequency quotes
and transaction prices on US Robotics and IBM stocks. Trading takes place in
the NASDAQ and NYSE markets respectively and the data cover the period of
October 1996 for the first and September, October and November 1996 for the

second. There is evidence of statistically significant models for all three
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representations. However, the Log-ACD model is less successful in capturing
the autocorrelation present in the sample. Both the W-ACD and the &-ACD

account for interdependencies in the process

The ACD methodology has also been successfully applied on high frequency
quotes from the Foreign Exchange market. Engle and Russell (1997) examine
quotes and prices, as supplied by Reuters, for the Dollar-Deutschmark foreign
exchange for the period of 1 October 1992 to 30 September 1993. The authors
analyse the arrival rate using the Weibull ACD (1,1). The evidence suggests
that the Weibull density is a far better approximation of the true underlying
distribution; the exponential hypothesis is rejected across the sample. The
model captures successfully interdependence in the data, which are initially
present even after conditioning on time. The authors demonstrate that the ACD
repr.es'entation is easily extended and test competing microstructure theories,
specific to the foreign exchange market, by augmenting the model with the

inclusion of market specific explanatory variables.

Although market microstructure issues have been a subject of an extensive
empirical study the research on high frequency data is by far more limited.
With respect to the ACD parameterisation the above represent the only
available empirical testing for the analysis of intradaily, irregularly spaced high

frequency data.
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Here a point process is assumed, which is defined by the arrival of profitable
arbitrage opportunities between the options. on the: FTSE-100 and the spot
market on the same underlying. Our methodology employs the ACD' model of

Engle and Russell (1995 and 1997).
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4.5 Data and Methodology

Following the results of Chapter 2, raw durations for successive Put Call parity
quotes are modelled with reference to deviations of type one and two. To be
consistent with the sequential requirements of the ACD family models the PCP
deviations are filtered retaining quotes only for the contracts with strikes closest
to the current underlying index and the nearest expiration month; throughout

the sample these are by far the most heavily quoted contracts.

Although, perhaps by any other criteria, the samples studied here are of a
sufficient size, the ACD models are data intensive and perform better with a
denser process. Consequently, the study concentrates on deviations derived for
Zero Fransaction costs and zero short sales restrictions (stock borrowing) as
these are the most frequent. Both European and American based PCP are
analysed over the whole period i.e. from 7th August 1994 to 28th February

1997.

In correspondence with the previous chapter, all observations which are
terminated artificially by the market closure are filtered out and separate
estimates are offered for the groups containing only non-censored values. The
distinction between the two groups is, perhaps, of greater importance in the
ACD framework as any censored observations will tend to “upset” any patterns
established in the sequential process and hence arbitrarily change the clustering

and dispersion factors over the duration of the process.
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In total estimations for eight groups are presented. Table 4.1 below summarises

the number of observations for each different group.

Table 4.1
Description of samples, number of observations.

Type Number of
Observations
Censored European Dev 1 1450
Dev 2 3257
American Dev 1 1927
Dev 2 8523
Uncensored European Dev 1 3321
Dev 2 6301
American Dev 1 3250
Dev 2 14325

The duration between the (i-1)th and ith observation on the nth day in the

sample is defined as x,,, SO

n?

Xin = b~ Lion Eq4.24

The durations are expressed in seconds and the count is terminated at market
closure and being reset at the market opening (i.e. durations between market
closure and market opening in the following day are deleted). To avoid
contamination from market opening effects, and in accordance with the
methodology in chapters 2 and 3, the first quote for every contract each day is

removed from the sample.
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According to Engle and Russell (1997) it is essential to remove any
deterministic effects from the series of raw durations. Figure 3.2, repeated
below, plots the durations throughout the trading period for a typical day (mid-

week) of the :sample.

Figure 3.2
The Graph shows interpolated: durations for a typical day -of the week.
Durations are counted after the 2 minutes-delayed execution time.

! Interpolated Durations for a Random Day Vs Time of the Day

Duiration in secs

‘0.7 T —= = T = — — T S B T B — V\\—V A
85 9 95 10 105 11 11,5 12 125 131 1135 14 145 15 155 16 165

Time of the Day
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The plot provides evidence of a significant smile pattern during the day. Based
on this graph, durations are expected to be extremely short lived at the opening
of the market, become larger around late morning to midday and shorten again
towards the closing stages of the day. In the present study, however, we are
interested in the examination of the stochastic behaviour of durations. This
requires that any cyclical or trend part has to be subtracted from the durations
time series. Both Engle and Russell (1995, 1997) and Bauwens and Giot (1997)

define the deterministic effect as a multiplicative component:
X, = x O(t) Eq 4.25

where X, is the raw duration and @ is an estimate of the expected value of the
duration given the time of the day effect. The authors compute the expectations
of the time of the day effect by averaging durations over a thirty minutes time
interval during the day, however, they do not report on specific adjustments for

the degree of density of quotes during these intervals.

The current study improves on the evaluation of the deterministic effect offered
in the above papers by adjusting for the number (and hence the distance
between) of observations within each interval. In direct correspondence to the
signal extraction methodology followed in chapter 3, eqs 3.36 and 3.37 are

used to evaluate duration values free from time of the day deterministic effects.
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E(x | | Xty Xias eey Xp) = 0 (X | I Xits Xizs «oes Xy 3 6) =), (Eq 3.36)
x, = g (Eq 3.37)

where {g, } ~ i.i.d. with density p.

Equation 3.37 produces the optimum deterministic values for each time of the

day by applying the cross validation methodology as outlined in section 3.5.2.

Following the results in Engle and Russell (1995, 1997) and Bauwens and Giot
(1997), the ACD model assuming a Weibull distribution of the error term in the
mixing process of equation 4.14 (W-ACD) and the exponential representation
of the expected conditional durations of equation 4.23a (e-ACD) are applied.
Thus in the W-ACD case the raw observed durations are modelled by

specifying the following mixture process
(Eq 4.13)

subject to an autoregressive representation of the conditional durations given by

the single lag model*

Yi=0 tax, +BY,; Eq 4.26

* We have tested both the single (1,1) and double (2,2) lags models, using Akaike’s Information
Criterion. We have found that the single model performs better. The results are reported in tables
4.2t04.16.
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assuming a Weibull efror distribution thus linking equations 4.13 and 4.26

using.
T+ 1)@ =¥, (Eq 4.14)

Equ-iivalently, in the case :of the exponential representation the raw observed

durations are modelied by specifying the following mixture process
X, = ;g (Eq 4.13)

subject to-an autoregressive representation of the conditional durations given by

the single lag model

ra+
v pw

izj

Y= + ax, (Eq 4.23a)

—
assuming a Weibull error distribution thus linking equations and with equation
¢ r+Ly=en (Eq 4.20)
Y
where, for both of the above models

X; is the stochastic component of the ith raw duration,

211



Y, is the ith observation of the conditional duration,

® is the model constant,

o,  are the model coefficients,

r denotes the gamma funétion and

Y is the Weibull coefficient, note that if y = 1 then the model reverts to

the simple exponential one.

At this stage, perhaps it is useful to recall that the purpose of the current
analysis is to offer a valid specification of a sequential signalling process
(where the signal takes the form of the PCP deviations). This however, is
conditional on the explicit assumption that the time interval between successive
signals characterises the process itself. Thus our hypothesis tests whether or not
the proposed models can successfully represent the duration time series of our
raw data, or equivalently if the estimated duration values resemble the raw

duration series.

For a successful modelling of the raw durations it is required that a specific set
of conditions is met. At the coefficient estimation stage it is required that for
the W-ACD model coefficients

a+pB <1

to ensure existence of the unconditional mean of the duration. Equivalently for

the € - ACD model it is required that § < 1 for covariance stationarity of V.
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Following the satisfaction of these criteria the unconditional means for the W-

ACD model can be computed as

L= o/ (1-0-p) (Eq 4.16)

and the unconditional standard deviations for the W-ACD model as

5 1-2af - f?
K gt (Eq 4.17)

o=V

Unfortunately no analytical expressions for the €-ACD model exist (see

Bauwens and Giot (1997)).

The unconditional means should approach the values of the expected means,
which by construction equal 1 in our case. However, even if the model yields
the correct values for the unconditional means correct specification requires
that the representation of the durations captures any serial dependence in the
error term, i.e. it should successfully remove any serial correlation present in

the data.

In accordance to the related literature the estimated values of the model
coefficients are presented, including the Weibull coefficient which denotes

over- or underdispersion and the calculated unconditional means and
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unconditional standard deviations, where: appropriate. The Ljung-Box statistics
for the first ten lags for the raw durations and the first ten lags for the residuals

are :also reported.
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4.6 _ Results

Results are reported separately for groups containing the censored observations

and the filtered group.

Censored observations

It is evident from the results covering the censored sub-sample that both
representations used here are not able to capture successfully the process.
Although, with the exemption of the ® constant for e-ACD European deviations
1 (see table 4.7), all coefficient estimates are significant, as referred to in the
previous section, correct specification of the model requires the validity of a
num'bér of conditions for the coefficients o and B. In particular, the e-ACD
representation requires that for covariance stationarity of ¥ b should be less
than one. In both deviations for American contracts (tables 4.15 & 4.17), the
value of [ is significantly greater than one for the e-ACD model. The value is
still marginally higher than one for the European deviations one sample (table
4.7) and only marginally smaller for deviations two (table 4.9). These results,

as well as all the estimates presented here, are robust to initial values.

Essentially, non-existence of covariance stationarity means that the mean or the
autocovariance of the process will depend on the particular time of the event.

For a correct representation we require that the autocovariance, for example, is
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a function between values but not of time. Clearly in this case the e-ACD
representation cannot approximate the standardised constant variance of the

unconditional durations.

Although the W-ACD model yields coefficients o and B with a sum less than 1,
these are very close to be integrated (in most cases the values range between
0.9-1.0). Integration of the model will seriously challenge the theoretical
assumptions required for the existence of the unconditional mean, see Eq 4.16.
Results from tables 4.6, 4.8, 4.14 and 4.16 reveal that the calculated
unconditional means are significantly larger than the value of one, which is the
standardised mean for the raw durations. Unconditional standard deviations,
though, exhibit the expected overdispersion in the data (standard deviation
greater than the mean value). Additionally both models yield a decreasing
hazallrd function through the estimates of the gamma coefficient. Essentially this
denotes that longer durations are less likely in the data, a fact which is
compatible with the presence of a cluster of very short end of day censored

durations.

However, even if the violations of the permissible range for the  coefficient
and the excess unconditional means are ignored, it is evident that both of the
models are unable to account for the serial correlation in the data. From all the
censored results tables (4.6-4.9 & 4.14-4.17) it is evident that serial correlation

is evident in the first 12 lags of the error term for all sub-samples.

216



It is clear from the results across different samples that the removal of the time-
of -the-day effect cannot account for the presence of autocorrelation (values for
Ljung-Box statistic for x;). Correct specification of the model, though, would
require that the imposition of the ACD structure would be able to remove any
remaining serial correlation; this ié not the case. It is clear that either
specification cannot model successfully the arrival of PCP deviations as a

sequential process.

Uncensored Observations

This section presents results for sub-samples where all artificially terminated
event durations have been filtered-out. With the exemption of a for American
deviation 1 (table 4.10), all estimated values for the model coefficients in tables
4.2—.4.'5 and 4.10-4.13 are significant, it is interesting to note, however, that the
sample for American deviation 1 is the thinnest of all the uncensored groups.
Closer inspection of the results reveals that all the conditions imposed in the
specification stages of the model are met for both representations. In all cases
either a+pB <1 (for the W-ACD model), or <1 (for the e-ACD model).
Essentially this ensures that the representation of the memory of the process as
the lagged values of the raw and conditional durations is valid. The stochastic
arrival of the next deviation is by and large explained by the arrival of the
previous deviation (or its duration). Practically this could mean that the speed
of the market adjustment for the deviation removal clusters and continuous to

the next observation.
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Non-violation of the coefficient values, enables the calculation of the
unconditional mean and standard deviation for the W-ACD model. The mean
values obtained should be close to one since the duration time series used as
input has been standardised (it should exhibit a mean of 1 by definition). Again
with the exception of the American deviation 1 sample, all unconditional means
are very close to one. Calculated standard deviations are greater than the
corresponding means, a fact which denotes overdispersion in the sample - a
property one expects to find in clustered data, similar to the ones studied here;
again for the American deviation 1 under-dispersion is evident. Again across
the sample we find a value of y greater than one, which is evident of an
increasing hazard function, i.e. of more probable long durations; with the
removal of most end of day observations longer durations should be expected.

Unfortunately such estimates are not available for the e-ACD model.

From the Ljung-Box statistics for the X process, it is evident that the time of
the day adjustment alone cannot provide a way of modelling serial correlation
in the data. All the statistics denote excessive serial correlation in the raw
duration values; an empirical result which confirms the theoretical intuition of
earlier sections and the findings by Engle and Russell (1997) and Bauwens and
Giot (1997). If the ACD representation is a correct specification of the process
it should account for the interdependency in the data. It is evident from the LB

statistics for the first 12 lags of the error series that in all of the cases the serial
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correlation present is insignificant. Hence the two representations can

successfully model the sequential interdependencies.

From the appropriate tables it is evident that either of the two representations
offer a valid modelling specification fbr time as an explanatory variable in the
pricing process. Comparing, however, the results for the censored and
uncensored groups it is apparent that the inclusion of the censored observation
represents significant modelling problems. The inclusion of these observations
artificially shortens a large portion of the data. Furthermore, this is a
systematic process, i.e. it occurs at the end of each day. It remains a puzzle for
us, and probably an issue for further research, why the smoothing-out of the

time of the day effect process does not account for this effect too.
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4.7 Conclusions

In its concluding stages chapter 3 has identified the need to model the
occurrence of the PCP deviations and specifically their stochastic arrival. We
have shown in chapter 2 that these deviations are related to market
inefficiencies and consequently should be removed from the price quoting
system. Additionally, they represent risk free opportunities for arbitrage
trading. The successful intervention of arbitrageurs is critical to the elimination
of these inefficiencies. As such a successful modelling of the PCP arrival

process is of importance.

The purpose of this chapter was to model the PCP deviations as a sequential
process. With reference to the theoretical market microstructure literature and
specifically of price formation mechanisms, it has been shown that the time
variable is an important factor for intraday financial series, which are related to

price adjustments.

It has been argued that the most recent theoretical models indicate that, due to
the nature of the learning processes adopted, pricing processes should not be
modelled as Markov series, thus current prices are not independent from past

observations. Consequently it has been proposed that a successful modelling of
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the evolution of the PCP deviations should specifically account for the role of

time and, further, assume a memory process in the representation stages.

In order to account for the trade-time factor a simple counting process has been
discussed and it has been shown that.the Autoregressive Conditional Model of
Engle and Russell can account for both propositions. By representing the time
of events as the duration between points in a sequential process and by
conditioning expected durations on a specified number of lags, the ACD model
accounts for serial dependency in the data and the stochastic input of time in the

process.

The deviation series has been modelled using the W-ACD and the £-ACD
model as proposed by Engle and Russell and Bauwens and Giot for two
sepa.réte groups of censored and uncensored observations. The results showed
that both models were able to account for the serial correlation present in the
data, whereas the nonparametric “extraction of the time of day effect”
mechanism was not. Furthermore both models yielded valid coefficients and the
expected increasing hazard functions. Additionally the W-ACD model,
provided estimates for the unconditional mean close to the assumed ones and
the desirable overdispersion in the data (the mechanics of the e-ACD model
does not allow direct comparisons with respect to estimates for the

unconditional mean).
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coefficient estimates violated the T'theoret}ical conditions imposed. for the
unconditional mean or the *cc;variance stationarity of the modelled durations.
Furthermore they failed to account for the autocorrelation present in the data.
We have attributed both of these results to the significant presence of short
durations at the end of day. Finally both: models yielded, on average, shorter
durations than the uncensored. group and the W-ACD representation pointed

towards. an excessive overdispersion in the data according to expectations.
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Table 4.2

Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type one deviations of European contracts. The data do not
include censored observations and are calculated after having removed the time

of the day effects.

W-ACD (1, 1)

European Contracts Dev 1

Coefficient Estimate Std. Error

® 0.0517 0.00218

o 0.0257 0.00094

B 0.9253 0.00812

Y 1.078 0.01913

Unconditional mean 1.055

Unconditional Std dev 1.058

Ljung-Box Statistic for X, (12 lags) Q(12) = 2983.6469
(0.000)

Ljung-Box Statistic for ¢, (12 lags) Q(12) = 16.4601
(0.171)

AIC for W-ACD (1,1) 3128

AIC for W-ACD (2,2) 2506

Table 4.3

Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type one deviations of European contracts. The data do
not include censored observations and are calculated after having removed the

time of the day effects.

e-ACD (1, 1)

European Contracts Dev 1

Coefficient Estimate Std. Error
0) 0.0623 0.00192

o 0.0167 0.00655

B 0.9369 0.04623

Y 1.051 0.03659
Ljung-Box Statistic for X, (12 lags) Q(12) = 3078.7183

(0.000)

Ljung-Box Statistic for €, (12 lags)

Q(12) = 20.0294
(0.06653273)

AIC for W-ACD (2,2)

2185

AIC for W-ACD (1,1)

3609
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Table 4.4

Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type two deviations (requires re-investment of short sales
proceeds) of European contracts. The data do not include censored observations
and are calculated after having removed the time of the day effects.

W-ACD (1, 1)

European Contracts Dev 2

Coefficient Estimate Std. Error
0) 0.04895 0.00627
o 0.0212 0.0089%4

B 0.9314 0.00696

Y 1.063 0.03721
Unconditional mean 1.0327

Unconditional Std dev 1.037

Ljung-Box Statistic for X; (12 lags)

Q(12) = 2913.8781

(0.000)
Ljung-Box Statistic for g; (12 lags) Q(12) = 13.1145
(0.360)
AIC for W-ACD (2,2) 2509
AIC for W-ACD (1,1) 3326

Table 4.5

Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type two deviations (requires re-investment of short sales
proceeds) of European contracts. The data do not include censored observations
and are calculated after having removed the time of the day effects.

e-ACD (1, 1)

European Contracts Dev 2

Coefficient Estimate Std. Error

© 0.05967 0.00374

o} 0.0345 0.00127

B 0.956 0.00679

Y 1.042 0.06837

Ljung-Box Statistic for X, (12 lags) Q(12) = 2883.0378
(0.000)

Ljung-Box Statistic for g, (12 lags) Q(12) = 13.0019
(0.368)

AIC for W-ACD (2,2) 2985

AIC for W-ACD (1,1) 3423
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Table 4.6
Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type one deviations of European contracts. The data include all
end of day censored observations and are calculated after having removed the
time of the day effects.

W-ACD (1, 1)

European Contracts (censored observations) Dev 1

Coefficient Estimate Std. Error

® 0.00764 0.00046

o 0.069 0.00914

B 0.927 0.00838

Y 0.739 0.09765

Unconditional mean 1.91

Unconditional Std dev 1.935

Ljung-Box Statistic for X, (12 lags) Q(12) = 4161.0610
(0.000)

Ljung-Box Statistic for g, (12 lags) Q(12) = 2792.8226
(0.000)

AIC for W-ACD (2,2) 3036

AIC for W-ACD (1,1) 3289

' Table 4.7
Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type one deviations of European contracts. The data
include all end of day censored observations and are calculated after having
removed the time of the day effects.

e-ACD (1, 1)

European Contracts (censored observations) Dev 1

Coefficient Estimate Std. Error

0) 0.0327 0.00924

ol 0.0614 0.00217

p 1.0037 0.01027

Y 0.697 0.10064

Ljung-Box Statistic for X; (12 lags) Q(12) = 4139.0280
(0.000)

Ljung-Box Statistic for g, (12 lags) Q(12) = 2723.7164
(0.000)

AIC for W-ACD (2,2) 2802

AIC for W-ACD (1,1) 3241
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Table 4.8
Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type two deviations (requires re-investment of short sales
proceeds) of European contracts. The data include all end of day censored
observations and are calculated after having removed the time of the day

effects.
W-ACD (1, 1)
European Contracts (censored observations) Dev 2
Coefficient Estimate Std. Error
® 0.00721 0.00016
o 0.05231 0.00294
B 0.9437 0.00429
Y 0.8952 0.01527
Unconditional mean 1.807
Unconditional Std dev 1.81
Ljung-Box Statistic for X, (12 lags) Q(12) = 3868.5487
(0.000)
Ljung-Box Statistic for ¢, (12 lags) Q(12) = 1427.7607
(0.000)
AIC for W-ACD (2,2) 3251
AIC for W-ACD (1,1) 3134

Table 4.9
Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type two deviations (requires re-investment of short sales
proceeds) of European contracts. The data include all end of day censored
observations and are calculated after having removed the time of the day

effects.

e-ACD (1, 1)

European Contracts (censored observations) Dev 2

Coefficient Estimate Std. Error

® 0.04728 0.00175

o 0.0726 0.00249

B 0.9982 0.00781

Y 0.7364 0.02076

Ljung-Box Statistic for X, (12 lags) Q(12) = 3840.9649
(0.000)

Ljung-Box Statistic for g, (12 lags) Q(12) = 1405.6068
(0.000)

AIC for W-ACD (2,2) 1986

AIC for W-ACD (1,1) 3158
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Table 4.10

Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type one deviations of American contracts. The data do not
include censored observations and are calculated after having removed the time

of the-day effects.

W-ACD (1, 1)

American Contracts Dev 1

Coefficient Estimate Std. Error
® 0.0306 0.0034

o 0.0317 0.0019

B 0.9418 0.0375

Y 1.088 0.0568
Unconditional mean 1.15

Unconditional Std dev 1.08

Ljung-Box Statistic for X; (12 lags)

Q(12) = 2523.1732

(0.000)
Ljung-Box Statistic for g; (12 lags) Q(12) = 14.0051
(0.300)
AIC for W-ACD (2,2) 2203
AIC for W-ACD (1,1) 2986

Table 4.11

Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type one deviations of American contracts. The data do
not include censored observations and are calculated after having removed the

time of the day effects.

e-ACD (1, 1)

American Contracts Dev 1

Coefficient Estimate Std. Error

® 0.0476 0.00231

o 0.0398 0.00294

p 0.950 0.04469

Y 1.072 0.08925

Ljung-Box Statistic for X; (12 lags) Q(12) = 2350.0478
(0.000)

Ljung-Box Statistic for g, (12 lags) Q(12) = 16.0351
(0.189)

AIC for W-ACD (2,2) 3024

AIC for W-ACD (1,1) 2933
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Table 4.12

Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type two deviations (requires re-investment of short sales
proceeds) of American contracts. The data do not include censored
observations and are calculated after having removed the time of the day

effects.
W-ACD (1, 1)
American Contracts Dev 2
Coefficient Estimate Std. Error
® 0.0658 0.00371
o 0.0203 0.00194
p 0.9147 0.06283
Y 1.046 0.08016
Unconditional mean 1.01
Unconditional Std dev 1.012
Ljung-Box Statistic for X; (12 lags) Q(12) = 2693.5275
(0.000)
Ljung-Box Statistic for g, (12 lags) Q(12) = 10.1489
(0.602)
AIC for W-ACD (2,2) 3055
AIC for W-ACD (1,1) 3648

Maximum Likelihood Estimates

Table 4.13
for the Log- exponential (1, 1) ACD model.

The sample refers to type two deviations (requires re-investment of short sales
proceeds) of American contracts. The data do not include censored
observations and are calculated after having removed the time of the day

effects.
e-ACD (1, D)
American Contracts Dev 2
Coefficient Estimate Std. Error
® 0.0697 0.00419
o} 0.0187 0.00285
p 0.0924 0.09069
Y 1.049 0.04571
Ljung-Box Statistic for X, (12 lags) Q(12) = 2966.9203
(0.000)
Ljung-Box Statistic for g, (12 lags) Q(2) =11.3413
(0.499)
AIC for W-ACD (2,2) 3047
AIC for W-ACD (1,1) 2986

228




Table 4.14

Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type one deviations of American contracts. The data include all
end of day censored observations and are calculated after having removed the

time of the day effects.

W-ACD (1, 1)

American Contracts (censored observations) Dev 1

Coefficient Estimate Std. Error

® 0.0039 0.00015

o 0.0598 0.00849

B 0.9387 0.01598

Y 0.596 0.07438

Unconditional mean 2.6

Unconditional Std dev 2.76

Ljung-Box Statistic for X; (12 lags) Q(12) = 3808.6401
(0.000)

Ljung-Box Statistic for g; (12 lags) Q(12) = 3047.7782
(0.000)

AIC for W-ACD (2,2) 2568

AIC for W-ACD (1,1) 3056

Table 4.15

Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type one deviations of American contracts. The data
include all end of day censored observations and are calculated after having
removed the time of the day effects.

e-ACD (1, 1) ‘

American Contracts (censored observations) Dev 1

Coeftficient Estimate Std. Error

® 0.047 0.00621

o 0.0493 0.00798

§ 1.775 0.00837

Y 0.551 0.05917

Ljung-Box Statistic for X; (12 lags) Q(12) = 3893.0217
(0.000)

Ljung-Box Statistic for g; (12 lags) Q(12) = 3124.9727
(0.000)

AIC for W-ACD (2,2) 3022

AIC for W-ACD (1,1) 3384
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Table 4.16

Maximum Likelihood Estimates for the Weibull (1, 1) ACD model. The
sample refers to type two deviations (requires re-investment of short sales
proceeds) of American contracts. The data include all end of day censored
observations and are calculated after having removed the time of the day

effects.

W-ACD (1, 1)

American Contracts (censored observations) Dev 2

Coefficient Estimate Std. Error

® 0.00597 0.00078

o 0.07649 0.00392

B 0.9219 0.05873

Y 1.472 0.00394

Unconditional mean 1.99

Unconditional Std dev 9.35

Ljung-Box Statistic for X; (12 lags) Q(12) = 3906.6277
(0.000)

Ljung-Box Statistic for ¢; (12 lags) Q(12) = 2974.2214
(0.000)

AIC for W-ACD (2,2) 2812

AIC for W-ACD (1,1) 3026

: Table 4.17
Maximum Likelihood Estimates for the Log- exponential (1, 1) ACD model.
The sample refers to type two deviations (requires re-investment of short sales
proceeds) of American contracts. The data include all end of day censored
observations and are calculated after having removed the time of the day

effects.
e-ACD (1, 1)
American Contracts (censored observations) Dev 2
Coefficient Estimate Std. Error
® 0.0269 0.00591
o 0.0897 0.00609
p 1.198 0.08347
Y 1.4102 0.15927

Ljung-Box Statistic for X, (12 lags)

Q(12) = 3748.1469
(0.000)

Ljung-Box Statistic for ¢; (12 lags)

Q(12) = 2764.2870

(0.000)
AIC for W-ACD (2,2) 2489
AIC for W-ACD (1,1) 2635
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CHAPTER 5§

Conclusions

A
~




5. Conclusions, Future Research

Conclusion

This study has used the option pricing theory in the form of boundary conditions
between premioums for identical European and American contracts to gain some

knowledge on the behaviour of the option market in real time.

The relevant literature to Put-Call Parity deviations dates back to Stoll’s (1969)
research on boundary conditions. Since then research has shown that in every
case real market data on option prices have violated the PCP conditions.
Researchers have argued either in favour of “early exercise” or “immediacy”
premia. In the introduction this study has set out to analyse the LIFFE market
and offer evidence in support or against these hypotheses. Furthermore it posed
the Question on whether or not substantial deviations exist, perhaps due to other

factors.

The analysis has shown that in both American and European cases significant
deviations exist. By allowing for a delayed execution time and stable underlying
prices it has also been argued that these results are substantially free from

immediacy risks given our assumptions.
By comparing the deviations for the two contract types, it has been shown that

the probability of achieving equal deviations for American and European trading

are statistically insignificant (close to zero in most cases).
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Using the frequency of PCP quotes as a proxy of market liquidity it has been
shown that in comparison the more inefficient European market is in addition the
less liquid one and vice versa for the American. Consequently a substantial part

of the deviations could remain due to liquidity related factors.

More importantly American deviations due to early exercise have been identified
and it has been shown that are significantly higher than those for European
contracts, notwithstanding differences in liquidity. Hence the results offer

support to the early exercise hypothesis.

Chapter 2 concludes by stating that both hypotheses give rise to PCP deviations
when appropriate. However, even after accounting for these, substantial

inefficiencies remain.

It haé been argued, though, that in a high frequency context periods of
disequilibrium could exist as a result of momentary, or individual among
different market makers, inventory imbalances or different expectations. In a
dynamic context a market is inefficient only in the case of persistent or

irrationally removed deviations.

By employing the Cox Proportional Hazard model Chapter 3 has analysed the
hazard of the survival of each deviation using its magnitude as a covariate. It has
been showed that the duration of each deviation is inversely proportional to its
level, thus market forces remove inefficiencies in the form of PCP deviations in a

rational way, i.e. starting from the more substantial ones. It has been argued that
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this supports the notion of efficiency for the particular market. The evidence also

shows that in most cases a proportional hazard model is well specified.

Having introduced the time as an important factor in the description of the PCP
deviations, the last chapter models these arbitrage opportunities as a sequential
process. It has been argued, however, that a successful modelling should be able
to capture the significant clustering and non-Markovian properties, which are

characteristics of intradaily prices.

Two different versions of the ACD model, the W-ACD and the £-ACD, have
been employed and it has been shown that both are capable of modelling the PCP
deviations as a stochastic sequential process. Both of the process account for the
large serial correlation in the raw PCP values and are well specified. Finally both
offer a valid representation of the memory in the evolution process, i.e.

dependence on lagged values.
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Future Research, Implications for Regulatory bodies.

The current study raises some important issues with respect to future research on
the particular market and in general on high frequency financial markets analysis.
Both in Chapters 3 and 4 it was evident that the abrupt termination of the
duration of quotes has presented us with some modelling difficulties.
Unfortunately the nonparametric signal extraction techniques reviewed and
applied here were not satisfactory in removing the problem of censored
observations. Perhaps future research could identify ways of accommodating

these abrupt terminations.

Throughout this study, however, these observations have been retained and
additional analysis has been carried out for the censored samples to avoid
eliminating part of the information set. It can be suggested that rather than trying
to rerrllove these censored values future research could find ways of adopting the
models used around the forcefully terminated observations. More specifically it
may be possible to derive likelihood functions for the ACD model that assume

dependence of the error term on bimodal distributions.

Additionally, future research could concentrate on the informational role of the
PCP deviations identified in the second Chapter. According to the literature
referred to in the introduction of this study, PCP deviations could reveal market
expectations. These together with implied volatility values drawn from the same
observations could constitute a vector of implied probability values from high

frequency option contracts.
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One of the prevailing issues. of this thesis was the question of whether or not the
FTSE 100 Options market is efficient. Possible evidence of inefficiencies could
have important implications on the regulatory framework of the market. It was,
evident from the results of Chapter 2 that even after the imposition of transactiofi
costs and allowance for immediacy risks some inefficiencies remain. However,
in'Chapter 3 these inefficiencies where shown to be short lived. According to the
author this represents evidence of a well functioning market. 'Whereas: -an
increase in the liquidity of the market should be: welcome, within the context of

‘the current study no regulatory changes are deemed necessary:
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