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ABSTRACT 

Reconstructing the Cosmic Density and Velocity Fields 

Luis Filipe Alves Teodoro 

We present two self-consistent non-parametric models of the local cosmic velocity 
field based on the density distribution in the PSCz redshift survey of IRAS galax­
ies. Two independent methods have been applied, both based on the assumptions 
of gravitational instability and linear biasing. They give remarkably similar re­
sults, with no evidence of systematic differences and an r. m.s discrepancy of only 
rv 70 km s-1 in each Cartesian velocity component. These uncertainties are con­
sistent with a detailed independent error analysis carried out on mock PSCz cata­
logues constructed from N-body simulations. The denser sampling provided by the 
PSCz survey compared to previous IRAS galaxy surveys allows us to reconstruct 
the velocity field out to larger distances. The most striking feature of the model 
velocity field is a coherent large-scale streaming motion along a baseline connecting 
Perseus-Pisces, the Local Supercluster, the Great Attractor, and the Shapley Con­
centration. We find no evidence for back-infall onto the Great Attractor. Instead, 
material behind and around the Great Attractor is inferred to be streaming towards 
the Shapley Concentration, aided by the expansion of two large neighbouring un­
derdense regions. The PSCz model velocities compare well with those predicted 
from the 1.2-Jy redshift survey of IRAS galaxies and, perhaps surprisingly, with 
those predicted from the distribution of Abell/ ACO clusters, out to 140 h-1 Mpc. 
Comparison of the real-space density fields (or, alternatively, the peculiar velocity 
fields) inferred from the PSCz and cluster catalogues gives a relative (linear) bias 
parameter between clusters and IRAS galaxies of be = 4.4 ± 0.6. In addition, we 
compare the cumulative bulk flows predicted from the PSCz gravity field with those 
measured from the Mark III and SFI catalogues of peculiar velocities. A conserva­
tive estimate of f3 = ng·6 I b, where b is the bias parameter for IRAS galaxies, gives 
f3 = 0.76 ± 0.13 (1-cr), in agreement with other recent determinations. 

Finally, we perform a detailed comparison of the IRAS PSCz and 1.2-Jy spher­
ical harmonic coefficients of the density and velocity fields in redshift space. Both 
the monopole terms of the density and velocity fields predicted from the surveys 
show some inconsistencies. The mismatch in the velocity monopole terms is re­
solved by masking the 1.2-Jy survey with the PSCz mask and using the galaxies 
within the PSCz survey for fluxes larger than 1.2 Jy. Davis, Nusser and Willick 
(1996) have found a discrepancy between the IRAS 1.2-Jy survey gravity field 
and the Mark III peculiar velocity field. We conclude that the use of the deeper 
IRAS PSCz catalogue cannot alone resolve this mismatch. 
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Chapter 1 

Introduction 

One of the main challenges in developing Cosmology is to understand how· small density 

fluctuations at the recombination epoch have become the intricate hierarchy of galaxies, 

clusters and superclusters that we observe in the nearby universe. 

Despite the growing sophistication of theoretical models and the growing body of 

observational data, it has been rather difficult to judge the validity of most cosmological 

models in a definitive way. The major difficulty lies in the fact that theories predict the 

distribution of dark matter rather than galaxies. Only recently it was possible to gather 

reliable data extending over all regions of space. The Infrared Astronomical Satellite 

( IRAS) flew in 1983 and because the Galaxy is transparent to the infrared radiation this 

satellite was able to survey the entire sky. 

This thesis focuses on ways of probing the density and velocity fields of the Local 

Galactic neigbourhood. Specific questions addressed include the following: 

• Are the methods employed to reconstruct the IRAS PSCz density and velocity fields 

free of systematic errors? If so, what is their accuracy? 

• What are the IRAS PSCz redshift survey reconstructed velocity and density fields? 

• Are these fields analogous to that predicted by the IRAS 1.2-Jy redshift survey? 

In this thesis, we will do the following: 

Chapters 1 and 2 put the results obtained in this thesis in a larger context. Thus, we 

review the basics of modern cosmology in § 1 and the different reconstruction schemes in 

§ 2. 

In § 3 we examine the methods that we will apply in the reconstruction of the IRAS 

PSCz survey overdensity and velocity fields. To access the reliability of these methods we 

use mock catalogues extracted from N- body simulations. These mock catalogues mimic 

1 



Chapter 1: Background 2 

both the mass and the galaxy distribution of the Local Universe. Comparing the real 

density and velocity fields measured from the N- body simulations with that measured 

from the reconstructions allows us to quantify the systematic and random errors intrinsic 

to these techniques. 

In§ 4, we present two new non-parametric models for the cosmic velocity field based on 

the recently completed PSCz survey of IRAS galaxies. A cosmographic tour is performed 

along with a consistency check between the two PSCz velocity models and a comparison 

between the PSCz and 1.2-Jy model velocity fields. We also take advantage of the large 

depth of the PSCz survey to compare the gravity field derived from it with the one 

derived from the distribution of Abell/ ACO clusters. The parameter {3 ~ !18·6 jb, where b 

is the linear bias parameter of IRAS galaxies and f!o the mean mass density parameter, 

is obtained by comparing observed and predicted bulk velocity vectors. 

In § 5, we present a scheme to compare surveys with different depth and perform a 

detailed comparison between the spherical modes of the density and velocity fields of the 

two IRAS surveys. Although we find that some discrepancies in the monopole components 

of the density and velocity the fields predicted from both surveys are consistent. 

These chapters are all self-contained and fairly independent, so they can be read in 

any order. 

1.1 Where to read the basics 

The basics of modern cosmology can be found in several excellent books. Three early 

classics are: 

• Gravitation and Cosmology by Weinberg (1972) 

• Physical Cosmology by Peebles (1980) 

• Relativistic Astrophysics Vol II by Zel'dovich and Novikov (1983) 

More recent textbooks include 

• The Early Universe by Kolb and Turner (1990) 

• Structure Formation in the Universe by Padmanabhan (1993) 

• Cosmology. The origin and evolution of cosmic structure by Coles & Lucchin (1995) 

Conference proceedings 
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• Vatican Study Week: Large Scale Motions in the Universe, edited by Rubin & Coyne 

(1988) 

• Physics of the Early Universe, edited Peacock, Heavens and Davies (1990) (see es­

pecially the articles by Efstathiou and White), 

• Cosmology and large scale structure, edited Schaeffer, Silk, Spiro and Zinn-Justin 

(1996) (see especially the articles by Efstathiou, Bertschinger and White) 

1.2 General Relativity and the FRW Metrics 

The Standard Hot Big Bang model relies on the assumption that the observable part of 

the universe can be approximated as part of a homogeneous and isotropic background 

model on large scales. The assumption of homogeneity and isotropy is often called the 

Cosmological Principle. To this principle we add General Relativity theory to describe 

the evolution and structure of the space-time. The present paradigm is that we live in 

a perturbed expanding Friedmann-Robertson-Walker universe in which the perturbations 

of the metric are small within our horizon. By this we do not mean that the density 

fluctuations are necessarily small. 

The Standard model is supported by three main observations: a) the Hubble flow of 

galaxies. b) the isotropy of the electromagnetic radiation at wavelengths in the range 

from millimetres to centimetres, c) the prediction of the existence of an epoch in which 

the universe was hot enough to allow the nucleosynthesis of the light elements (Wagoner 

1973). The predicted abundance are in accordance with the observation ( cf. Walker 1991) 

1.2.1 Friedmann-Robertson-Walker Metric 

In General Relativity (GR) events in space-time are labelled by four coordinates xJ.L = 

( t, r ), x0 = ct (throughout this chapter c = 1) and xl, x2 , x3 are the space coordinates. 

The line element ds connecting two events xJ.L and xJ.L + dxJ.L is defined by 

(1.1) 

where repeated suffixes imply summation. gJ.Lv is called the metric tensor and describes 

the space-time geometry. We adopt the convention that the signature of the metric is ( +­
--). If ds 2 = 0, the interval is lightlike, this means that the two points xJ.L and xJ.L + dxJ.L 

can be connected by a light ray. If ds 2 > 0, the interval is termed timelike where lds2
1
112 

would be the interval measured by a clock which moves freely between xJ.L and xJ.L + dxJ.L. 

If ds 2 < 0, then the interval is spacelike and lds2
1
112 represents the length of a ruler with 

ends at xJ.L and xJ.L + dxJ.L measured by the observer at rest with respect to the ruler. 
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On large scales the universe does not have any privileged position or direction. In 

cosmology this is known as Cosmological Principle. Through a cumbersome but straight­

forward calculation it is possible to show ( cf. Weinberg 1972) that for coordinate systems 

describing isotropic and homogeneous universes the line element takes the simple form: 

(1.2) 

where we have used spherical coordinates r, 0 and 4> (called comoving coordinates); while 

the expansion factor a( t) is an unknown function of time to be determined later and the 

constant k is the curvature parameter which can be scaled in such way that takes only the 

values -1, 0, 1. 

The Hubble Law 

By definition, the physical or proper distance, dph, between a point P and another Po 

which we take as the origin of our coordinate system (without loss of generality), at some 

time t, equals 

dph = a(t) fa' J(l :'kr'2 ) = a(t)f(r).S (1.3) 

This is the distance measured by a chain of rulers held by observers which connect P 

to P0 • From eqn. (1.3) we can notice that the proper distance changes with time. Thus 

objects that are at fixed comoving coordinates increase their physical separation, the time­

dependence of all physical distances scaling as a( t). Hence the radial velocity Vr of a source 

at P is given by 
a 

Vr = -dph = H(t)dph, 
a 

(1.4) 

where H ( t) is called Hubble constant. Its present value is Ho = 100 h km s-1 Mpc-1, h 

almost certainly lies between 0.5 and 1.0. Here and throughout this thesis, the subscript 

zero on a variable denotes its present value. 

The Cosmological Redshift 

Let us consider a packet of electromagnetic radiation emitted from a distant source in 

a definite direction. At time t such a packet passes a comoving observer who measures 

the wavelength of the radiation to be .X(t). At t + 8t the same packet passes a second 

observer at a physical distance dpr = 8t (recall that c = 1) away from the first. As 

already shown in eqn. ( 1.4) the second observer is moving away from the first at speed 

Vr = H dpr = (a/ a )8t. This implies that the measured frequency will be Doppler shifted 

and the wavelength increased to 

A(t+ Ot) = .\(t)(l+ vr) = A(t) [1 + (~ot)]. (1.5) 
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In expanding the left hand side of this equation to first order in t we obtain a differential 

equation which when integrated gives 

.A(t) ex a(t). (1.6) 

Thus for a universe in expansion, a > 0, objects moving with the cosmological expansion 

have their emitted light 'stretched out' towards larger wavelengths. Astronomers define 

redshift z of an object as 

(1. 7) 

where te and t0 are the time of emission and observation of the objects light signal, 

respectively. In Cosmology redshift can be often used as a time variable. This is mainly 

because z corresponds much more directly to what the astronomers actually measure. 

When we look into the space, we are observing the past. 

The Curvature of the space-time 

For a given time t the hypersurfaces in the space-time have different geometries according 

to the value of k ( cf. eqn. 1.2). Let us choose three points x 1 , x2 and X3 for a fixed t 

and connect them in a triangle by three curves of minimum length, the sum of the three 

internal angles will be smaller than 180° for k = -1, equal to 180° if k = 0 and greater 

than 180° for k = 1. For k ~ 0 the vector r is allowed to range over the entire space, the 

space is infinite at all times1 . If k = 1 the hypersurface has the topology of a 3-sphere, 

the coordinate r is restricted to assume values smaller than 1. In this case the universe is 

said to be closed and its volume is finite at any time (Weinberg 1972). 

The Friedmann Equation 

The simplest realization of the stress-energy tensor Tll- 11 consistent with the homogeneity 

and isotropy of the space-time is that of a perfect fluid: 

(1.8) 

where p( t) denotes the mass density, p is the pressure and u~-t indicates the four-velocity. 

In taking it into the Einstein field equations it is found through a tedious calculation 

that the FRW metric is indeed a solution, provided that the scale factor a( t) satisfies the 

Friedmann Cosmological Equation 

(~) 
2 

= 81rG P _ !5_, 
a 3 a2 

(1.9) 

and the local first law of thermodynamics 

. a 
p = -3(p + p)-. 

a 
(1.10) 

1 Cornish, Spergel and Starkman (1998) show that for some compact topologies the space need not to 
be infinite 
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The solution to these equations clearly depends on the value of k and the equation of 

state, the way in which the density j5 depends on the scale factor a( t). In many cases of 

physical interest the equation of state can be expressed expressed by p = wj5 ( cf. Coles 

& Lucchin 1995) where the parameter w is a constant. For instance, if the density is 

dominated by non-relativistic matter, p·articles whose rest mass is much greater than their 

kinetic energy, p ~ 0, it is straightforward to show from eqn. (1.10) that the density drops 

with the inverse of the volume as the universe expands: 

(1.11) 

Also interesting in cosmological terms are the cases in which the density is dominated by 

relativistic particles (p = !f5, w = !), for instance photons, 

(1.12) 

or by a third type of "matter" known as vacuum energy (p = - j5, w = -1) the density stays 

constant as the universe expands. The existence of such "matter" can appear explicitly 

in the above equations if we apply the following transformations: 

A 
j5--+ j5 + --

87rG 
and 

A 
P--+ P- 81rG' (1.13) 

(recall, we are assuming c = 1) where A is the so called cosmological constant. With the 

introduction of the dimensionless parameters 

where 

n = _j_ 
~"- - ' 

Per it 

A 
A= 3H2' 

3H2 

Pcrit = S1rG' 

the Friedmann equation may then be recast as 

( 
·) 2 [ ( ) -3(1+w) ( ) -2] 

H 2(t) = ~ = Hl; no :
0 

+ Ao- (no+ Ao- 1) a: . 

1.3 Perturbing the Universe 

(1.14) 

(1.15) 

(1.16) 

There are two crucial observations that any model of structure formation has to explain: 

the quadrupole anisotropy of CMB, as measured by COBE, is one part in 105 (Kogut et 

al. 1996) suggesting that the amplitude of the fluctuations was very small at the epoch 

of hydrogen recombination, Zrec ~ 1400; while redshift and velocity surveys of the Local 

universe show highly inhomogeneous matter distributions over galactic and cluster scales. 

The gravitational instability ( GI) is believed to be the physical mechanism which amplifies 

the small primeval fluctuations into the structure that we observe today. 

In eqn. (1.2) the effect of the curvature is small for distances much less than Hub­

ble radius H01 ~ 3000 h-1Mpc (a variety of observations clearly favour 0 < no < 2 
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and Ao ~ 0.7 therefore lkl < HJ). Hence, the FRW metric is well approximated by 

ds 2 = dt 2 
- a 2

( t)( dx 2 + dy 2 + dz 2
) (the so-called Minkowski metric, recall, c = 1 ), where 

( x, y, z) denote the co moving Cartesian coordinates. Assuming a conformal Newtonian 

gauge ( cf. Padmanabhan 1993) the Einstein field equations applied to the first-order per­

turbations ¢of such a metric yield the Poisson equation of Newtonian gravity: 

( 1.17) 

where 8p = p(x, t)- p(t) indicates the fluctuation of the mass density and¢ is interpreted 

as the Newtonian potential. Note that eqn. (1.17) does not assume that 8p is small. 

In the following two subsections we discuss two alternative formulations of the equa­

tions of motion of the non-relativistic matter, Eulerian and Lagrangian, §1.3.1 and §1.3.2, 

respectively. For each we obtain the solutions to the linearized equations of the GI. Some 

of the non-linear dynamics approximations are introduced in §1.3.3 

1.3.1 The Eulerian Formalism 

a8 + \7 · [(1 + 8)v] = 0 

av + (v. \?)v + av = -\7¢- p-1\?p, 

\7 2¢ = 47ra2G8p, 

(1.18) 

(1.19) 

(1.20) 

Equations (1.18)-(1.20) are the equations of motion of a non-relativistic perfect fluid in 

comoving coordinates. Eqn. (1.18) is the continuity equation (expressing mass continuity) 

and eqn. (1.19) is the Euler equation (conservation of the linear momentum). In this 

system of differential equations the overdensity field, 8(x, t), appears rather than the usual 

density field, 

p(x, t) = p(t)[1 + 8(x, t)], 

and the peculiar velocity, v(x, t), is defined as 

dr a 
v = dt- ~r, (1.21) 

over-dots indicate partial time derivatives. The pressure p is related to the density p 

through the equation of state, p = wp. For adiabatic perturbations there are no spatial 

variations in the equation of state, therefore \7 p = w \7 p = w p\7 8. 

The Linear regime of Adiabatic perturbations 

Linearizing our system of equation, we obtain 

a8 + \7 · v ~ 0, (1.22) 

(1.23) 
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(1.24) 

Where C8 represents the adiabatic sound speed, c; = ( 8p/ 8p )s = w, and the subscript S 

indicates constant entropy throughout the space (\7 S = 0). 

A general vector field may be decomposed into a (potential) longitudinal and a (rota­

tional) transversal part: 

v(x, t) =vii + v j_, \7 X VII = \7 . v j_ = 0, (1.25) 

From the curl of eqn. (1.23) it follows that 

(1.26) 

This implies that rotational modes are not coupled to density perturbations and decay as 

a-1 . Combining the time derivative of the linearized continuity with the divergence of the 

linearized Euler ( cf. eqn. 1.23) we yield the equation of motion for the longitudinal density 

perturbations 

(1.27) 

Since the coefficients are spatially homogeneous (independent of x) this equation may be 

solved by expanding 8(x, t) in plane waves, 8(x, t) = 8k(t)eik·x, A = 21ra(t)jk, where A is 

the proper wavelength. After some straightforward calculations, it is easy to show that 

the dynamical behaviour of 8k(t) obeys the following differential equation: 

where we have defined the comoving Jeans wavenumber kJ by 

(
47rGp) 1/2 

kJ =a -­
c2 

s 

(1.28) 

(1.29) 

Two qualitative behaviours of the solutions can be easily discerned from eqn. (1.28). For 

wavenumbers larger than kJ pressure dominates the right hand term and perturbations 

do not grow, merely oscillate. For k < kJ self-gravity dominates so that gravitational 

instability can take place. Exact solutions to eqn. (1.28) exist for a variety of cases (see, 

for instance, Peebles 1980). Since the dynamical behaviour of 8k(t) is governed by a 

second order differential equation, in general, there is one monotonically growing solution 

and one monotonically decaying solution. In the limit k ~ kJ the effects of the pressure 

p are negligible and thus all modes grow at the same rate. In this regime, the general 

solution to eqn. (1.27) is given 

8(t,x) = A(x)D+(t) + B(x)D_(t) ~ A(x)D+(t) (1.30) 

where D+(t) and D_(t) are the growing and decaying modes, respectively, while A(x) and 

B(x) are time independent functions (Heath 1977). The decaying solution is a perturba­

tion with initial overdensity and peculiar velocity arranged so its initial velocity quickly 
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becomes negligible (Peebles 1980). Thus for most of the history of the universe the grow­

ing solution quickly comes to dominate. In an Einstein-de Sitter universe D + ( t) oc a and 

D_(t) oc a-312
• For a dust universe with !1 <1, the growing mode D+ is 

D ( ) 
_ 3 sinh 7J(sinh 1J- 7J) _ 

+ t - 2. 
(cosh 1J - 1J) 2 

(1.31) 

J-L indicates conformal time 1] = ( -k) 112 Jt dt'/a(t'). 

Given a solution for the density perturbation field 8(x, t), the velocity, gravitational 

potential and gravity field follow. For the longitudinal modes v = vii = -\1 ¢v/ a. The 

gravity field is g = - "V ¢/a. Thus, from the system of differential equations, eqns. (1.22)­

(1.24), fork~ kJ, we obtain 

~ _ a2 
H f j 8(x') d3 1 

'f'v- X, 
47r lx'- xl 

3!1H 
g= --v. 

2 f 
(1.32) 

Where f is defined by 

(1.33) 

The behaviour of f(!1, z) at the present epoch (z=O) is very well described by j ~ !1°·6 

in the case of universes with negligible space curvature or rather small cosmological con­

stant (Peebles 1980, Lahav et al. 1991, see also Lightman and Schechter 1990 for a slightly 

different approximation). 

1.3.2 The Lagrangian Formulation 

The Lagrangian formulation follows the trajectories of individual particles (or fluid el­

ements). The particles are labelled by their initial (Lagrangian) co moving coordinates 

q = x(t = 0) and its trajectories are simply the familiar Newton's laws in an expanding 

universe: 

va + va = -\1¢, 

ax= v. 

(1.34) 

( 1.35) 

Where the time derivatives are taken at fixed q. As for the Eulerian formalism to obtain 

the gravitational potential we solve the Poisson equation 

(1.36) 

This equation requires evaluating the Eulerian density field 8p(x, t). It is straightforward 

to show that, for a collisionless fluid, the mass in a given Eulerian volume is obtained by 

(1.37) 

Where j5 is the mean density of the universe. In computing the Jacobian of this last 

transformation we obtain 

~~ (X, t) = p( ~, t) _ 1 = 
11 
~= r _ 1, (1.38) 
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where the double vertical bars denote the Jacobian of the determinant. 

Our system of equations is thus given by the Lagrangian equations of motion for 

the particles ( eqns. 1.34-1.35), mass conservation ( eqn. 1.38) and the Poisson equation 

(eqn. +.36). 

Linear Solution 

In the limit of small density perturbations, 82 ~ 1 and small displacements between x 

and q the trajectories x = x( q, t) of particles are 

x( q, t) = q + x(1
)( q, t) + x(2

)( q, t) + .... (1.39) 

Where successive terms are supposed to diminish rapidly. Hence, the the Eulerian over­

density field ( eqn. 1.38) to first order is then 

8(1) - -\7 · x(1)(q t) 
- q ' ' (1.40) 

where the subscript q in \7 indicates that the partial derivatives are taken with respect to 

q. Decomposing x(1) into its longitudinal and transverse parts 

x(1)(q t) - x(1) + x(1) 
' - II ..L ' 

(1.41) 

we see that only the longitudinal component generates density fluctuations and gravita­

tional perturbations: 

8(1)(x) = \7 q · x(1
)( q, t) = \7 q · xf1

1
)( q, t) (1.42) 

\7 A- - -47rGp-a2\7-1 (v x(1)) - -47rp-a2x(1
) 'Y- q q. - II · (1.43) 

From the equations of motion, to first order, 

(1.44) 

Hence it is simple to verify that the transverse part of x(1) decays with a-1 as the universe 

expands, while the longitudinal part is formally analogous to eqn. (1.27) in a dust universe 

( c~ = w = 0). Therefore, we know that the general solution is similar to eqn. (1.30), with 

growing and decaying functions D±(t) multiplying a function of q. Retaining only the 

growing mode the solution is then given by 

(1.45) 

where w( q) is a longitudinal vector field solution called the growing-mode displacement 

field. Finally, from our system of equations we obtain: 

8(1)(q,t) = -D+(t)\7 · 'W(q), 

(1) . 
VII (q, t) = D+(t) W(q). 

(1.46) 

(1.4 7) 
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1.3.3 Beyond the Linear Regime 

Linear theory provides us with the dynamical behaviour of the density field and peculiar 

velocity field and it also relates both fields through a simple and invertible expression 

( cf. eqn. 1.22). However, we should have i~ mind that such a model is only applicable 

if 82 ~ 1 and therefore can lead to non negligible errors if used to model high density 

regions. Unlike regions deeply in the non-linear regime (which tend to erase the memory 

of the initial conditions) mildly non-linear regions still carry crucial information about 

large scale structure of the universe. 

The stepping-stone towards the non-linear regime is due to Zel'dovich (1970) who ex­

trapolate the linear trajectories of eqn. (1.45) into the mildly non-linear regime (Zel'dovich 

Approximation, ZA). 

Nusser et al. (1991) shows that the continuity equation ( eqn. 1.38) can be expressed as 

(1.48) 

where I is the unit matrix. From this relation we may compute the overdensity field given 

the peculiar velocity field. However, it is rather difficult to invert to obtain v when 8 is 

given. With the purpose of of overcoming this difficulty Nusser et al. (1991) proposed the 

empirical formulae 
\7. v = (H f)8(x) . 

[1 + 0.188(x)] 
(1.49) 

A better approximation may be obtained by considering in eqn. (1.39) terms to second 

order. Gramann (1993a,b) obtains the following expression: 

(1.50) 

which is also invertible allowing thus to compute \7 · v given 8. 

Bernardeau (1992) after a mathematical tour de force shows that in assuming Gaus­

sian fluctuations and in the limit of the infinitely small variance of the overdensity field 

( cf. § 1.4) the divergence of the velocity field is given by: 

(1.51) 

Bernardeau et al. (1999) use third order perturbation theory to generalize this expression 

both for Gaussian smoothed and top-hat smoothed density fields ( cf. § 1.4). 

Other non-linear approximations will be presented in § 2. 



Chapter 1: Background 12 

1.4 Random Fields 

An n-dimensional random field G(x) is an infinite-dimensional random variable, one for 

each point x in the n-dimensional real space. This variable is defined by a set of finite­

dimensional joint probability distributions of its values at any m points, m = 1, 2, .... 

Hence, to define a random variable G(x), one must specify the !-dimensional proba­

bility distribution of G(x1 ) for all Xt, the 2-dimensional probability distribution of the 

vector [G(xt), G(x2)] for all x1 and x2, so forth. A random field is strictly homogeneous 

(isotropic) if all finite dimensional distributions are translationally (rotationally) invariant. 

Thus the !-dimensional probability distribution is independent of x1 and the 2-dimensional 

probability distribution will depend only upon the scalar quantity r = lx1 - x21. In cos­

mology, the usual random fields are the fluctuations of the density field, 8, the velocity 

field v or the gravitational potential ¢. The n-dimensional space is the physical space at 

some fixed time instant t. 

Ergodicity 

The observed universe is unique. This implies that averages have to be spatial ones. 

Such averages will be equal to an ensemble of universes if the Cosmic Ergodic Theorem 

holds. Ergodicity in the cosmological context means that ensemble averaging and spatial 

averaging are equivalent. Note that, in contrast with the common practice in statistical 

mechanics, the cosmological Ergodic Hypothesis refers to the spatial distribution of a 

random field at a fixed time rather than to the time evolution of the system. Thus, for 

instance, the ensemble average of the random field 8(x) at a point x, (8(x)), is simply the 

expectation value of the random variable 8(x). 

Gaussianity 

Let us introduce some of the statistics used by cosmologist to characterize the spatial 

distribution of matter. We define r.m.s. a5 fluctuations of a continuous density field 8(x) 
as 

(1.52) 

and the correlation function by 

(1.53) 

(Nate that for a homogeneous and isotropic random process ~ only can depend on the 

distance between the two points r12 = lx1 - x2l·) The correlation function is a measure 

of the spatial correlation of the field 8(x). 

A random field is said to be Gaussian if all N -point multivariate probability distri­

bution functions are multivariate Gaussian distributions defined by their mean vector 
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( 8( xi)) (which the ergodicity implies to be identically zero) and their covariance matrix 

Mij =~(xi, Xj)· Gaussianity is a very popular assumption for two reasons. The first one 

is that the calculations are "easy" to perform. The second reason of their popularity is 

that some structure formation theories, as we will see, predict that the initial density field 

is a Gaussian random field. An interesting feature of this assumption is that all homoge­

neous and isotropic Gaussian random fields are ergodic if and only if the power spectrum 

is continuous (Adler 1981). We will introduce the power spectrum of a scalar field below. 

Power spectrum 

If we expand the 8(x) field in plane waves as 

J:( ) Vu j ik·XJ: d3k 
V X = ( 27r )3 e Vk , (1.54) 

we see that its Fourier transform 8k is given by 

8k = __.!_ j e-ik·xo(x)d3x, 
Vu 

(1.55) 

where Vu may be thought of a "fair sample" of the universe. Warning: many authors 

employ different conventions to place the factors of Vu, 21r and the signs of the exponents. 

The power spectrum of the density field 8(x) is defined as the expectation of the two-point 

function in Fourier space, as follows: 

(1.56) 

where DD is the well-known Dirac delta function. This implies that even if 8k is not a 

Gaussian distribution, the random variable 8(x), being an infinite sum of independent 

random variables, will still be Gaussian by the Central Limit Theorem for some well­

behaved power spectra. We can see that the Dirac function in eqn. (1.56) is required 

because of the translational invariance, (8(x1)8(x2)) = ~(lx1- x2l). Similarly, we can also 

see that isotropy implies that P( k) depends only the magnitude of the wave-vector k. 

For the growing mode of linear theory, the peculiar velocity is related to the density 

fluctuations field: 8(x) ~ - V · v /( aH f). It follows that the power spectrum of v is 

proportional to the power spectrum: 

(1.57) 

Window Functions 

For some calculations it may be necessary to apply a cutoff at high spatial frequencies. 

The smoothed field b(x) that may be obtained by convolution of the "raw" field with some 
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weighting function W (called window function) having a characteristic scale rw is given 

by 

b(x) = j h(x1)W(x1
- x, rw)d3 x1

, (1.58) 

has r. m.s. a5 fluctuations given by 

(1.59) 

Where W(k) is the representation in Fourier space of W(y, rw ). The window function has 

the following properties: W(x1 -x,rw) = const. ~ rif? if lx-x11 ~ rw, W(x1 -x,rw) = 
0 if lx- x11 ~ rw, satisfying the relation f W ( x 1

- x, rw )dy = 1. One of the most common 

window functions is the "top hat" (TH) window function which is defined by the relation 

1 3 lx- x11 
WTH(Ix- xI; TTH) = - 3-H(1- ), 

41f'TTH TTH 
(1.60) 

where H denotes the Heaviside step function (H(y) = 0 if y::; 0, and H(y) = 1 if y > 0). 

Another commonly used window function is the Gaussian kernel: 

1 1 ( I x - x
1

1

3
) Wc(lx- x l;rc) = ( 2 ) 2/ 3 exp - 2 • 

27rrc 2rc 
(1.61) 

1.5 Origin and Nature of the fluctuations 

Perhaps the most fundamental difference between models for structure formation lies with 

their initial conditions. Inflation is the only mechanism known of laying down large-scale 

density or curvature perturbations in the early universe. Models with initial curvature 

perturbations are usually called adiabatic models. The alternative causal models begin 

with no density or curvature fluctuations on large-scales and are thus called isocurva­

ture models. The generation mechanism is also crucial for determining the spectrum and 

statistics of the fluctuations. The simplest inflationary models predict a primordial power 

spectrum Pi( k) which is nearly scale invariant and for a Gaussian distribution of fluctu­

ations (Bardeen, Steinhardt and Turner 1983), although higher order effects can break 

scale-in variance and generate non-gaussianity (Moscardini et al. 1991 ). Topological defect 

perturbations are intrinsically non-Gaussian but are typically also scale-invariant in the 

generalized sense of "scaling" (Kibble 1985). 

Another important distinction between models is the perturbation type. In cosmological 

perturbation theory any linear fluctuation may be decomposed into scalar (longitudinal 

modes), vector (transversal modes) and tensor components. These manifest themselves as 

density, vorticity and gravitational waves respectively and they do not interact in linear 

theory (Peebles 1993). For the purpose of this thesis we will only consider scalar modes 

since only these are responsible for the growth of large-scale structure in response to their 

own self-gravity. 
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Finally, the nature of dark matter components that dominates today's universe de­

termines the history of the equation of state and, therefore the evolution of the power 

spectrum. The current power spectrum P( k) can be specified by a single function, the 

transfer function T(k), defined so that 

(1.62) 

where the primordial power spectrum is assumed to be a simple power law: 

( 1.63) 

for some constant n called spectral index. 

In summary, the observable properties of structure formation models are encapsulated 

in the time evolution of metric fluctuations. This in turn is governed by the stress prop­

erties of the matter both through its initial conditions and intrinsic properties. 

1.5.1 CDM 

Currently, there are a plethora of rival theories of structure formation predicting all sorts of 

power spectra that try to fit the observational facts. The most popular model has been the 

cold dark matter ( CDM) model (Peebles 1982). In this model the primordial fluctuations 

are usually assumed to be arise from quantum fluctuations during a hypothetical inflation­

ary epoch when the universe was less than 10-32 seconds old. These initial fluctuations 

are adiabatic with an Harrison-Zel'dovich initial power spectrum (Pi( k) ex k ). In addi­

tion, it is postulated that more than 90 % of the matter is cold dark matter, slow-moving 

non-baryonic particles interacting only via gravity. In this scenario small perturbations 

collapse first and larger objects result from the association of many smaller clumps. 

1.6 Biasing 

We observe galaxies directly, but most of the matter in the universe is in the form of dark 

matter (either baryonic or non-baryonic). Hence, a connection must be made between 

the density fields of galaxies and that of the mass. The simplest assumption is that the 

distribution of galaxies traces that of the mass, with the amplitude of the fluctuations 

being identical: 

89 (x) = 8(x) (1.64) 

However, there is evidence that luminous matter does not trace the mass evenly. In the 

outermost regions of galaxies the luminous matter decreases relative to the dark matter. 

On larger scales, estimates of the spatial correlation function for galaxies and clusters do 

not show the same amplitude. Galaxies and clusters cannot therefore both be good tracers 

of the mass (Bahcall & Soneira 1983). The first specific model for biasing was introduced 
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by Kaiser ( 1984). He addressed the biasing of galaxy clusters relative to mass showing 

that rich galaxy clusters form only at high-density peaks of the mass distribution. This 

peaks biasing model makes a definite prediction for the correlation function of clusters, 

~cc' relative to the mass: 

~cc(r) = b2~(r) (1.65) 

Where the biasing parameter, b, is related to the density threshold above which galaxy 

clusters are formed, after smoothing the density fields on a certain scale since the object 

distributions are samples of discrete particles. Davis et al. (1985), Peacock & Heavens 

(1985) and Bardeen et al. (1986) extended this model to the galaxies relative to the dark 

matter. An even more specific model is that of linear biasing, in which 

80 (x) = b8(x) (1.66) 

The subscript o denotes objects (galaxies, clusters or halos). When b > 1 this model 

cannot be strictly correct since values of 80 below -1 are forbidden. To avoid this problem 

the scheme 

(1.67) 

has been sometimes employed in the literature. Coles (1993), Weinberg (1994) and Mo & 
White (1996) showed empirically that in a wide range of models which invoke local bias 

80 (r) = g [8(r)], (1.68) 

the ratio of the fluctuations O"( R) in the objects and dark matter is independent of scale 

R on scales larger than ('..) 5 h-1 Mpc. Recently, Dekel & Lahav (1998a) have introduced 

the concept of stochastic nonlinear galaxy biasing which replaces the linear deterministic 

relationship for galaxies (eqn. 1.66) by a conditional distribution P(89 j8). The nonlinearity 

is characterized by the conditional mean 

(1.69) 

where b( 8) is the mean biasing function. The local scatter is represented by the conditional 

variance O"l( 8) and higher moments. The origin of this scatter may be attributed to hidden 

factors affecting galaxy formation and the discrete sampling of the density fields by the 

distribution of galaxies. The formalism still reproduces eqn. (1.66) in the limit of negligible 

O"l( 8) and the second order moments of b( 8) and b2 ( 8) being similar. 
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The Reconstruction Methods 

2.1 Introduction 

The aim of this chapter is to present and discuss some of the methods that have been used 

in the reconstruction of the cosmic density and velocity fields. The term reconstruction is 

applied in a broad sense: it stands for a procedure which estimates the underlying density 

and velocity field starting from noisy and incomplete observational data. 

In large scale structure studies we would like to be provided with all-sky catalogues of 

extragalatic objects selected according to the same criteria and observed using a unique 

experimental apparatus. In practice this is not possible and very often we have to face the 

problem of merging together several different catalogues to obtain a homogeneous all-sky 

catalogue. The data available can be divided into two general categories: redshift surveys 

and peculiar velocity surveys. 

Historically, redshift surveys were carried out to provide us with cosmography of our 

Galactic neighbourhood. A wide variety of structures including voids, filaments and su­

perclusters have been revealed by redshift surveys. They have also supplied the raw data 

for several statistical studies that have improved our quantitative understanding of the 

galaxy distribution. A series of major technological improvements have been providing 

the astronomical community with a growing wealth of data. For instance, the InfraRed 

Astronomical Satellite ( IRAS) surveyed the sky in four broad photometric bands centred 

roughly at 12, 25, 60, and 100 J-Lm. Because the Galaxy is largely transparent to infrared 

radiation, the IRAS satellite was able to gather information all across the entire sky. 

The first large redshift survey of IRAS galaxies was compiled by Strauss and collab­

orators and included all 2658 galaxies down to f6oJ.Lm = 1.936 Jy. Fisher et al. (1995a) 

extended this dataset deeper over the same region of sky down to !6oJ.Lm = 1.2 J y, for a 

total of 5339 galaxies. A parallel effort involving British institutions (Durham, Oxford, 

Edinburgh, Imperial College and Cambridge) have recently finished a catalogue (Saun-

17 
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ders 1998) containing rv 15 500 IRAS galaxies with a f 6o11m ~ 0.6 Jy, on average depth 

of rv 100 h- 1 Mpc covering 80% of the sky. This survey was preceded by QDOT (Queen 

Mary and Westfield College, Durham, Oxford and Toronto), which is a sparser sample of 

one in six of the same database to an identical flux limit. This last survey covers the sky 

with 2184 galaxies; the median redshift is 84 h-1 Mpc. 

To compute the radial peculiar velocity of an extragalactic object we need both its 

redshift distance and its true distance, d. This has become possible with the development 

of methods for inferring distances independent of the redshift based on intrinsic relations 

between galaxy quantities. Tully & Fisher (1977) found that the absolute blue magnitudes 

of spiral galaxies were strongly correlated with the rotational velocity inferred from their 

deprojected 21 em linewidths. Faber & Jackson (1976) established a similar relationship for 

elliptical galaxies; the absolute magnitude correlates with the internal velocity dispersion, 

such that L ex a 4 • Djorgovski & Davis ( 1987) and Dressler et al. (1987) noted that 

the scatter in the Faber-Jackson relationship could be reduced by combining isophotal 

diameters with the internal velocity dispersion of a galaxy, the so called Dn-a relation. 

There is now a rapidly growing database of galaxies with measured peculiar velocities, 

Mark Ill (Willick et al. 1995; 1996; 1997a) and SFI (Giovanelli et al. 1998). Excellent 

reviews of peculiar velocities measurements are given by Dekel (1994) and Strauss & 

Willick (1995a). 

The layout of the present chapter is as follows: in section § 2.2 we present some of 

the techniques applied for recovering b(x) from all-sky redshift surveys. In the following 

section, § 2.3, we briefly discuss methods to reconstruct the true density field from the 

observed peculiar velocity field. Finally, in the last section, § 2.4, we refer to some of the 

techniques used to trace the present-time density field back in time to the linear regime. 

2.2 Reconstructing J(x) from the redshift space distribution 

In practice, we have a collection of point-like particles which are transformed into a 

continuous smoothed overdensity field by applying 

A 1 N 1 
b(s) = -=- LW (Is- Sil; 1'sm) ,~..( ·) - 1. 

n i '+' Sz 

(2.1) 

Where W(lxl; rsm) is the window function characterized by a smoothing length Tsm nor­

malized to be unit integral, Si denotes the redshift of the particle i, N is the number of 

objects within the volume V of the catalogue, n the average galaxy number density, given 

by 

(2.2) 

Where ¢( s) is the selection function, defined as the fraction of galaxies at distance s which 

meet the selection criteria. The density estimator b( s) is going to be different from the 



Chapter 2: Reconstruction Techniques 19 

underlying density field, 8(x), since the former is subject to a number of different sources 

of uncertainty: 

• Sky Coverage. Even the so called all-sky catalogues have incomplete sky coverage. 

The unsurveyed regions are either due to Galactic extinction (or cirrus emission) 

near the Galactic plane or due to instrumental limitations or failure to look at parts 

of the sky (for instance, the IRAS satellite ran out of cryogen before completing its 

survey of the sky). 

• Shot-noise. Galaxies sample the underlying density field sparsely. Therefore a 

smoothing volume only contains a finite number of objects. The uncertainties raised 

by this fact in the density fields are termed shot-noise. The contribution to the total 

error on the fluctuations of the density field, is simply 

(2.3) 

(because we assume that the sampling of the underlying density field by galaxies 

is a Poisson point process). This source of error is particularly important in a flux 

limited catalogue because it increases with the sparseness of the sampling, rv 1/ ¢( r ). 

• Redshift Distortions. The s-space coordinate, Si, of an object is not in general equal 

to its r-space coordinate. The peculiar velocity field, v(x), maps onto the real 

r-space coordinate Xi as follows: 

(2.4) 

where VLG denotes the Local Group peculiar velocity, Xi the unit vector along the 

object's vector position x while Si = lsil· Hence, peculiar velocities driven by large­

scale structure will change the pattern of clustering. For instance a galaxy on the 

far side of a cluster will have a negative peculiar velocity, and appear closer to us in 

redshift space than in real space. A galaxy between us and the cluster in question will 

have a positive peculiar velocity and appear further away than its actual distance. 

On small scales, velocity dispersions create triple-valued regions (TVR) in which the 

same redshift arises at three distinct distances along the line of sight. 

2.2.1 Filling-in the unsurveyed regions. · 

Ignoring unsurveyed regions altogether will cause systematic errors in any dynamical mod­

eling. A number of filling techniques have been devised with the purpose of solving this 

problem. We may fill unsurveyed regions with a random distribution of objects whose 

mean number density has been estimated from the rest of the survey. Yahil et al. (1991, 

YSDH) developed a cloning procedure, in which galaxies are replicated from neighbouring 

low-latitude regions into the unsurveyed zones. Some more sophisticated schemes using 
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spherical harmonics, masked regions filled in uniformly according to the mean and Wiener 

filter have also been employed by Lahav et al. (1994) and Saunders et al. (1999). Using 

l s; 15 spherical harmonics (cf. Jackson 1962)) this procedure was tested with IRAS 1.2 Jy 

mock catalogues reconstructing masked regions lbl < 15° successfully (Lahav et al. 1994). 

The best, although extremely difficult alternative to the above techniques is to survey 

the ZoA and other missing regions themselves. In recent years various studies have been 

attempt to unveil the galaxy distribution behind the Galaxy (see Balkowski & Kraan­

Korteweg 1994 for an early review of the subject, and also Kraan-Korteweg et al. 1998 for 
0 

an updated listing of the surveys underway and their respective limitations and selection 

effects). 

2.2.2 Shot-Noise 

The shot noise problem can be minimized by properly filtering the data. In a flux limited 

sample, the mean interparticle separation increases with the distance from the origin, 

<X [n¢( r )]-113 (since ¢( r) decreases monotonically with r ), and therefore the shot noise in 

the measured density field also increases. Several approaches to deal with this problem 

have been proposed. YSDH employ a top-hat variable smoothing length proportional to 

the interparticle separation thus keeping the level of shot-noise nearly constant throughout 

the volume of the survey. Nusser & Davis (1994) expand the density field in spherical 

harmonics and, in addition, apply a variable Gaussian with a smoothing length which is 

half of the interparticle separation. Fisher et al. (1995a) perform a similar expansion, but 

apply a Wiener Filter (WF) to smooth the density field. 

We can model the observed density field, 8(x), as being related to the true density 

field, 6(x), by 

8(x) = 6(x) + p,(x), (2.5) 

where JL is the shot noise, which is assumed to be uncotrelated with the true signal and 

independent of the position. The WF can be formalized as the function FwF that mini­

mizes Var = (l6(r)- Fwp(r)8(r)l 2
) (Rybicki & Press 1992), where( ... ) means ensemble 

average. In practice, we can use the cosmological ergodicity to express V ar as an integral 

over the observable Universe, i.e. 

var = j [6(r)- Fwp(r)8(r)r d3r = j [6(k)- Fwp(k)8(k)r d3k. (2.6) 

Where the second identity in eqn. (2.6) follows from Parseval's theorem. The functional 

derivative of the right hand side in eqn. (2.6) yields (see Zaroubi et al. 1995, Lahav et 

al. 1994 for details) 

(62(k)) (62(k)) 
FwF(k)= (Sz(kl) = (oz(kl)+(Pz)' (2.7) 

where (62(k)) is proportional P(k). Thus the WF requires a prior model for P(k). In the 

limit of large shot noise, (p,2 ) ~ 1, (little information on the underlying overdensity field) 



Chapter 2: Reconstruction Techniques 21 

the WF has the inconvenient tendency of vanishing and yielding a null field as the best 

estimate for the density field. In formal terms it is possible to overcome this disadvantage 

by applying a modified WF (see Andrews & Hunt 1977). A recent application of a modified 

WF has been performed by Yahil (private communication, see also Sigad et al. 1998). This 

filter is defined as the square root of the WF and it preserves the second moment of the 

overdensity field. 

For a flux-limited catalogue the level of shot-noise varies with the distance to the origin. 

The eqn. (2. 7) only holds if the level of shot-noise is independent of the position. A way of 

overcoming this difficulty is to interpolate between maps filtered with eq (2. 7) at different 

levels of noise. 

2.2.3 Redshift Distortions 

Eqn. (2.4) shows that the information contained within a redshift survey alone is not 

enough to compute the peculiar velocity field. We need to have the additional information 

provided by the actual galaxy distance. Linear Gravitational Instability .theory plus a 

prescription for biasing enable us to construct a model to correct for the redshift distortions 

on large scales (typically larger than about 5 h-1 Mpc). 

Since the distribution of galaxies is specified in redshift space, the radial peculiar 

velocity, u(x) = :X· [v(x)- VLG], where VLG is the velocity of the Local Group, can be 

computed from 

( ) = H of3 j J:( ') ( x' - x) d3 , 
vx 4 ux I' I x, 1T X -X 

(2.8) 

assuming that 8(x) = b(s). The estimate of v(x) at the positions of the particles is 

then inserted in eqn. (2.4) to improve the estimate of the s-positions for the galaxies 

within the catalogue. This procedure is repeated until the distance estimates converge. 

Several authors (YSDH, Hudson 1993a, 1993b, Freudling, da Costa & Pellegrini et al. 1994, 

Branchini & Plionis 1996, Sigad et al. 1998) have implemented techniques with the same 

physical basis but different numerical approaches with the aim of reducing both possible 

bias and sources of error. In a seminal paper Kaiser ( 1987) shows that the estimate of 

the density in r-space, Pr(x) = nr(x)/¢(x), and the corresponding quantity ins-space, 

p8 (s) = nr(s)/¢(s), are related via the Jacobian of eqn. (2.4) and n8 (x)d3r = nr(s)d3s. 
So, to first order in perturbation theory we have 

b(s) = 8(x)- au- [2 + dln¢(r)] ~' 
8r dln r r 

(2.9) 

(for a detailed discussion of this approximation see also Cole, Fisher & Weinberg 1994 

and Tegmark & Bromley 1995). The peculiar velocities are then computed assuming 

that the redshift density field approximates the real-density field, calculating the peculiar 

velocity field from eqn. (2.8), then correcting for the density in eqn. (2.9) accordingly. 

The procedure is repeated until 8(x) and the velocity field converge to a solution that is 

consistent with the observed redshifts. 
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So far we have been discussing iterative methods to correct the redshift distortions on 

scales larger than 5 h-1 Mpc. A different strategy has been developed by Nusser & Davis 

(1994) and Fisher et al. (1995b) in which the velocity and density fields are computed 

applying non-iterative techniques. Nusser and Davis (1994) have used the Zel'dovich 

approximation for relating the initial position of an object, at t = 0, with its s-space 

position. Conservation of the number of galaxies and the additional assumption that 

the velocity field in redshift space remains irrotational allows one to derive a differential 

equation for the velocity potential, <I>v, in s-sp ace. The source term for such an equation is 

given by the fluctuations in the over density field, 8( s ), corrected for the rocket effect (Kaiser 

1987; Kaiser and Lahav 1989). Decomposing the velocity potential and the overdensity 

on a sphere in spherical harmonics, Yzm, yields: 

]__ ~ (s2 d<I>v ,lm) _ 1 l( l + 1 )<I>v ,lm = _{3_ (8zm _ ~ d ln </> d<I>v ,lm) . 
s 2 ds ds 1 + {3 s 2 {3 + 1 s d ln s ds 

(2.10) 

<I>v,lm and bzm are the (lm)-spherical harmonic coefficients (cf. Jackson 1962) for the 

velocity potential and the overdensity field, respectively. The velocity field is then derived 

by differentiation from v( s) = -\7 <I>v ( s). For more details see chapter § 3. Fisher et 

al. (1995b) have based their method on an expansion of the overdensity field in orthogonal 

radial and angular functions. For all-sky surveys the peculiar velocities only couple radial 

modes leaving the angular modes of the overdensity field modes unaffected. Furthermore, 

the matrix distortion, (Zt)mn, which connects the ( n, l, m )-modes of the real and redshift 

space overdensity fields is invertible and its inverse allows us to compute the real density 

field. Thus, they have performed an inversion regularized by the Wiener filter 

Dtmn = L (:FwF )tn1n11 (Z[1 )n11nblmn, (2.11) 
n',n" 

where (:FwF )tn'n"' Dtmn and btmnm denote the Wiener Filter, r-space and s-space over­

density field spherical harmonics coefficients, respectively. 

Other iterative approaches to real space reconstruction were introduced by Taylor & 

Rowan-Robinson (1993) and Gramann (1993b ). They use the Zel'dovich approximation 

to extend the Kaiser et al. (1991) and YSDH procedures, respectively, into the mildly non 

linear regime. 

The smoothing applied in the calculation of the measured overdensity field, 8, generally 

accounts for any deviations from linear dynamics. Unfortunately, it is not adequate around 

overdensities, which may be high enough to be surrounded by triple-valued regions. The 

crudest solution is to replace the objects belonging to a cluster with a single particle at 

the cluster centre. YSDH described a distance-averaging procedure to deal with TVR 

(see also Freudling, daCosta & Pelligrini 1994 for a slightly different approach). Willick et 

al. (1997b) introduced a probabilistic technique in which given estimates of the overdensity 

and peculiar velocity fields we may calculate the probability function of a given object 

being between x and x + dx. This shares the probability among the three possible solutions 

within the TVRs. 
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2.3 Reconstructing J(x) from measured radial velocities 

This section provides a brief discussion of the methods applied in the reconstruction of 

the overdensity field given measured peculiar velocities Ui sparsely sampled at positions 

Xi over a large volume, with random errors ai. 

Since the rotational part of the velocity field decays with the expansion of the universe 

the velocity fields can be described by a velocity potential <pv. Bertschinger and Dekel 

(1989) have developed a technique that exploits this property of the cosmic velocity field 

predicted by linear theory which they called POTENT. The velocity potential is evaluated 

from a smoothed map of the radial peculiar velocity, u(x): 

'Pv(x) = - fo' u(r', IJ, ¢>)dr1
, (2.12) 

where r', 0,¢ are the spherical coordinates of x. The missing components of the velocity 

field are then recovered by differentiating this potential along the transverse directions. 

The mass density fluctuations are computed from the velocity field using the Zel'dovich­

continuity approximation proposed by Nusser et al.(1991) 

h(x) = fir- (f H)-1 ~:II- 1, (2.13) 

where double vertical bars denote the determinant and I is the unit matrix. In practice 

we do not measure u( x). Instead we have to perform the non-trivial step of smoothing the 

discrete data into a continuous radial peculiar velocity field defined onto some regular grid. 

The idea is that of reproducing the radial velocity field that would have been obtained 

had the true v( x) been sampled densely and uniformly, and smoothed with a Gaussian 

window of radius r sm. 

The radial velocity field at Xc is taken to be the value of an appropriate local velocity 

field model v( ak, x- Xc) at x = Xc· The model parameters ak are obtained by minimizing 

the weighted sum of residuals 

2;: wi [ Ui - Xi . v( ak, Xi - Xc)] 
2

' (2.14) 
t 

within an appropriate local window function wi = W(lxi - Xcl; Tsm), where the sum is 

over the galaxies in the catalogue. The window function is a Gaussian (Wi ex: exp[ -(xi -

xc) 2 /2r;m]), modified such to reduce the following source of errors: 

• Tensor window bias. Because the radial peculiar velocity vectors are not parallel, 

the Ui 's cannot be averaged as scalars. Thus POTENT uses a tensor window coupled 

with the model for v( ak, x- xc)· The conical symmetry of the tensorial window 

may cause spurious flows if an improper velocity model is assumed. 

• Malmquist bias. POTENT is subject to Malmquist bias, both homogeneous and in­

homogeneous (for a comprehensive review see Strauss & Willick 1995a, Dekell994), 
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since it utilizes peculiar velocities obtained from "forward" distance estimates. This 

problem can be solved by using a Malmquist-free inverse-analysis (Schechter 1980) 

in which we minimize an expression the analogous of eqn. (2.14) both for the pa­

rameters of the distance indicator relation and for the parametric velocity field. 

• Random errors. The galaxy distances are assumed to have standard error CJi propor­

tional to the distance Xi = lxil: CJi = Xi~, where ~ indicates the relative distance 

error(~~ 0.15 and~~ 0.21 for the TF and Dn-a, respectively) 

• Sampling Gradient. The sampling gradient bias which is due to the inhomogeneous 

sampling of the velocity field within the smoothing window function. 

Initial apparent inconsistencies between the mass density field obtained with the PO­

TENT analysis (Dekel, Bertschinger & Faber 1990) and the IRAS 1.2-Jy survey have dis­

appeared in subsequent more careful analyses (Dekel et al. 1993, Sigad et al. 1998, Dekel 

et al. 1998). An excellent agreement between the POTENT density field obtained from 

Mark III and the optical galaxies density field, reconstructed using iterative techniques, 

was also obtained by Hudson et al. (1995). 

The similarity between the matter density field derived by POTENT and the density 

fields sampled by optical and IRAS galaxies is the best evidence that the linear bias 

prescription cannot be strongly violated on scales larger than f'.J 12 h-1Mpc (the POTENT 

smoothing scale) 

An alternative approach was introduced by Kaiser & Stebbins (1991) and Stebbins 

(1994). The observed radial velocities uf are related to the true underlying velocity field 

v sampled at positions Xi via 

(2.15) 

Having a specific theoretical prior for the power spectrum P( k) and assuming that the 

peculiar velocity field v(x) and the density field o(x) are related via linear gravitational in­

stability the minimum-variance estimation of the overdensity field is given by the following 

Wiener filter (WF): 

(2.16) 

where( ... ) indicates an ensemble average. The covariance matrix of the data (ufuj), which 

needs to be inverted in this last equation, can be cast as follows: 

(uiuj) = (uiuj) + (aiaj) = xi(v(xi)v(xj)J:Xj +a[oij, (2.17) 

To obtain the right term we applied eqn. (2.16).The last term is the diagonal matrix of 

error covariance while ( UiUj) is computed from the assumed power spectrum ( cf. Zaroubi, 

Hoffman and Dekel1998 for details). As pointed out in § 2.2.2 WFs have the disadvantage 

that their statistical properties are not spatially uniform (a null field as the best estimate 

for the density field when the noise is dominant). Recently Zaroubi, Hoffman and Dekel 

(1998) have supplemented the WF with constrained realisations which compensate for this 

effect and produced random realisations which are statistically uniform in space. 
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2.4 Back-in-time 

The problem of reconstructing the density field back in time is intimately related with 

that of removing the non-linear effects that spoil the simple proportionality between the 

initial (for instance at the recombination epoch) and the evolved density field. Several 

methods for modelling the non-linear gravitational clustering have been introduced in the 

recent past (see Sahni & Coles 1995 for a review of this subject). Tracing the evolution 

of the density field back in time, assuming that gravity is responsible for the growth of 

large scale structure, is a problem in which some of the boundary conditions are fixed at 

the present, the positions of the particles, and some others at early times, a vanishing 

velocity field. We cannot simply integrate backwards in time the gravitational instability 

system of differential equations by analytic approximations. This is completely hopeless in 

collapsed and virialized systems where the memory of the initial conditions has been lost. 

The major problem is the presence of the decaying mode that, having left no detectable 

effect at present, would amplify the noise in a backward integration. A possible solution 

to this problem is to study the evolution of velocity and gravitational potentials using 

first-order differential equations that only have growing mode solutions. If the velocity 

field has no vorticity it is straightforward to show, from the pressureless fluid equations, 

that the velocity potential, <pv, obeys the Bernoulli equation 

(2.18) 

where we have redefined the gravitational potential, <p9 ---+ <p947rG pD +/a, and the peculiar 

velocity field, v ---+ v = dxj dD + = - V 'Pv; recall that D + ( t) is the growing mode, see § 1. 

Nusser & Dekel (1992) showed that under the assumption that Zel'dovich displacements 

obey momentum conservation the gravitational and velocity potential are analogous, 'Pv = 

<p9 , and the Bernoulli equation takes the simple form 

(2.19) 

which only allows for growing modes. This last equation can be integrated backwards to 

obtain <Pv· Considerations of continuity in the context of the Zel'dovich approximation led 

Gramann (1993a,b) to insert a correction term, C9 , in the right hand side of eqn. (2.19): 

8<pv - ~v2 = C 
8D 2 g· 

+ 
(2.20) 

Where the function C9 is determined from the equation: 

(2.21) 

In both approaches since the gravitational potential is recovered backwards in time one 

can infer the density field from the redefined Poisson equation, 8 = D + ( t)'\1 2 <p9 • 
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A natural way to deal with a mixed boundary value problem is provided by the least 

action formalism. Peebles (1989; 1990) applied such a scheme to the gravitational growth 

of density fluctuations in an expanding universe. Assuming that the mass is associated 

with the visible galaxies and that they preserve their individuality at early times then 

we may obtain the orbits of the galaxies back in time by minimizing the action S of the 

system in question 

(2.22) 

to determine the free parameters. In the previous equation the sum is over the particles 

in the system, while mi is the mass of the particle i. The orbit of this particle Xi is 

modelled as Xi(t) = Xi( to)+ L:n fn(t)Ci,n, where fn(t) satisfy the boundary conditions: 

fn(to) = 0, and limt-+O a2 jn = 0; and Ci,n are the parameters to be determined. Giavalisco 

et al. (1993) have shown that the Least Action Principle can be regarded as a high order 

Zel'dovich approximation if fn = (D+(t)- D+(O))n. Such an approach is exact in regions 

where orbit crossing has not happened. This method has primarily been applied to trace 

back the orbits of the LG members (Peebles 1989, 1990). A preliminary application of 

this method in a cosmological context was performed using a redshift sample by Shaya, 

Peebles & Tully (1994; 1995) and Peebles (1994). 

Weinberg (1989; 1992) used a series of numerical tests to show that the rank order 

of the density field is not affected even when the structure becomes non-linear. The 

non-Gaussian present day distribution of galaxies in cells only needs to be Gaussianized 

in a rank preserving way: the densities are reassigned to fit the s form of the Gaussian 

cumulative distribution function. This primordial density field can then be evolved forward 

using a N- body code and compared with the observed density field. The details of this 

method depend on assumptions about galaxy biasing and the power spectrum. Weinberg 

(1989) applied this recipe on a volume-limited subsample of the Perseus-Pisces survey of 

Giovanelli-Raynes. The best solution found was for a standard CDM with b = 2. In a 

recent paper Narayanan & Weinberg (1998) have improved this technique by combining 

it with the aforementioned dynamical schemes by Nusser & Dekel (1992) and Gramann 

(1993a). 
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The Reliability Tests 

3.1 Introduction 

The main goal of this chapter is to test the reliability of the reconstruction methods which 

we are going to apply in the reconstruction of the IRAS PSCz density and velocity fields. 

Ideally, we would like to compare our predictions with the "right answer". As a basic 

test we are going to compare our predictions for N-body models with the true velocities 

measured in such models. In this chapter we describe our N- body tests in detail. The 

reader should note that we are not trying to test the cosmologies from which the mock 

catalogues are drawn, but rather to quantify the random and systematic errors intrinsic to 

the reconstruction techniques. The current analysis uses the iterative method introduced 

by Yahil et al. (1991) and the non-iterative technique devised by Nusser & Davis (1994). 

The main questions that we want to answer in this chapter are the following: a) Do 

we recover the correct density field? b) How well can our techniques estimate the peculiar 

velocity field of the observer? c) How well can we reconstruct the ·bulk flow of the 'Local 

Universe'? d) How well can our procedures predict the global velocity field? 

In § 3.2 we describe our suite of mock catalogues. In section § 3.3 we give a lengthy 

description of the methods applied in the reconstruction of the overdensity and velocity 

fields. Our basic tests are introduced in § 3.4. We look for possible systematic effects on 

the reconstructions of theN-body models § 3.5. Our error analysis is perfomed in § 3.6. 

Finally, we conclude in § 3.8 . 

. 3.2 The Mock Catalogues 

Recovering the cosmic density and velocity fields from redshift surveys is a. complex pro­

cedure. Both observational biases that affect the original dataset and intrinsic theoretical 

limitations introduce random and systematic errors in the reconstructed density and ve-

27 
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Table 3.1: Cosmological Models. 

Model no A r as Vbulk a 3D al.5 
3D 

[km/s] [km/s] [km/s] 

LCDM 0.3 0.7 0.25 1.13 120 700 500 
SCDMG 1.0 0.0 0.25 0.55 100 580 480 
SCDMC 1.0 0.0 0.50 1.10 80 1400 900 

locity fields. The key point in setting up a reconstruction procedure is therefore that of 

minimizing these errors. The calibration of reconstruction methods relies on artificial cat­

alogues in which both the true mass and velocity fields are known and the observational 

errors are properly mimicked. The best approach to this problem will be, of course, to 

have a mock catalogue which mimics both the mass and galaxy distribution in the Local 

Universe. Kolatt et al. (1996) have followed this approach. They fed a "Zel'dovich time 

machine" (Nusser & Dekel1992) with the smoothed and Wiener filtered density field from 

the IRAS 1.2-Jy redshift survey data (Fisher et al. 1995b ). The output of such a procedure 

was subsequently gaussianized and its small scales filled as a Gaussian random realization 

of a prior power spectrum. Using the density and velocity fields they generated a particle 

distribution as initial conditions of an N-body code. Given the complexity of the whole 

procedure the Kolatt et al. (1996) method has only been applied within the context of 

one cosmological scenario. However, our ignorance of the underlying cosmological model 

makes it important to test the reliability of the reconstruction methods within different 

frameworks. Following a simpler route (e.g. Davis, Strauss & Yahil 1991) a number of 

different mock catalogues resembling the PSCz redshift survey have been extracted from 

N -body simulations of different cosmologies. 

3.2.1 Making Mock Catalogues 

Mock PSCz catalogues have been extracted from the N -body simulations performed by 

Cole et al. (1997). They used the AP3 M code of Couchman (1991) loaded with 1923 parti­

cles in a box of comoving size of 345.6 h-1 Mpc. The particle mass is 1.62x 1012 !10h-1 M0 . 

Further details can be found in Cole et al. (1997). For the present analysis we have con­

sidered three different cosmologies ( cf. Table 3.1 ): a flat model n = 0.3 and cosmological 

constant term, Ac2 /3H6 = 0.7, a critical density universe (!1 = 1.0) with power spectrum 

shape parameter, r = 0.25 and a standard CDM universe. In the two first cases, the 

fluctuation amplitude was normalized by the observed abundance of galaxy clusters This 

requires setting as = 0.55!1~0 ·6 (Eke, Cole & Frenk 1996), where as is the linear rms mass 
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Figure 3.1: Sky distribution of galaxies in the PSCz and in three N-body mock-catalogues. 
From the top to the bottom we illustrate mocks drawn from the LCDM, SCDMG and 
SCDMC cosmologies, respectively. The Aitoff projection is in Galactic coordinates. 
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density fluctuation in top hat spheres of radius 8 h-1 Mpc while the third one is normalised 

to match the multipole amplitude of the 2 year COBE data (Sugiyama 1995). Galaxies 

were identified with random particles from the simulations (so that b = 1 by construction). 

The relevant details of the three cosmological models explored are summarised in 

Table 3.1 which lists the main cosmological parameters, the bulk flow in a sphere of 

100 h-1 Mpc and the asymptotic 3D velocity dispersion of the unsmoothed and 1.5-TH 

smoothed peculiar velocity fields (1.5-TH stands for a Top-Hat filter with characteristic 

radius 1.5 h-1 Mpc ). Prior to generating the mock catalogues, we smoothed the velocities in 

the simulations using a top hat filter of radius 1.5 h-1 Mpc. This brings a12(1 ), the pairwise 

velocity dispersion of objects whose projected separation is :s; 1 h-1 Mpc, down to rv 250 

kms-1 (when only particles within 30h-1Mpc from the observer are considered). This 

value is in accordance with the recent analysis of the Optical Redshift Survey of Santiago 

et al.(1995, 1996) by Strauss, Ostriker & Cen (1998) for galaxies outside high density 

regions. A similar agreement is found with a 12(1) estimated using only late type galaxies 

in the Perseus-Pisces redshift catalogue (Guzzo et al. 1997). Both these observations refer 

to 'field' galaxies, and therefore compare well with the late type IRAS galaxies of the 

PSCzcatalogue. 

Ten different mock catalogues, which we will refer to as LCDMOi, SCDMGOi, and 

SCDMCOi, { i = 0, ... , 9}, have been extracted from each of the above models. Since 

the main purpose of those mocks is to test the intrinsic reliability of the reconstruction 

methods we have identified the galaxies with the particles in the simulations. This makes 

effective the assumption that galaxies trace the mass. 

To extract a generic PSCz mock catalogue we have adopted the following procedure : 

• A population of particles with properties similar to those of the Local Group (LG) 

is identified. A LG-like observer is defined by implementing three observationally 

based constraints: the peculiar velocity of the point must be VLG = 625 ± 25 km s-1 , 

and the particle must be located in a region for which the fractional overdensity 8 

averaged in a radius of 5 h-1 Mpc is in the range -0.2 < 8 < 1.0. Furthermore, we 

require the shear in the same volume to be small, lvLG- (v)l :s; 0.3lvLal, where (v) 

is the mean velocity within the averaging sphere (Brown & Peebles 1987). A subset 

of these 'observers' have been selected with the further observational constraint of 

having a cluster of galaxies with size comparable to an Abell richness class 1 (i.e. the 

Virgo cluster), in a distance range 10 h-1 Mpc < d < 20 h-1 Mpc from the observer. 

• A sphere of 120 h-1Mpc radius is drawn around the LG-like observer and the whole 

frame is rotated so that the motion of the observer is in the direction ( l = 276°, b = 

30°), the direction of the LG peculiar velocity with respect to the CMB frame (e.g. 

Wilkinson 1988). 

• A friends-of-friends algorithm is implemented to find galaxy clusters. The clusters 
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are identified in real space using a linking length of rv 0.2 times the average inter­

particle separation, n-113 , in the simulation. To guarantee that the same number of 

clusters is selected (chosen to match the spatial density of Abell richness 1 clusters) 

the minimum allowed number of particles in each cluster varies for the different simu­

lations according to their cosmology. For LCDM, SCDMG and SCDMC we use 180, 

40 and 200 particles, respectively, which leads to a spatial density of mock clusters 

similar to the one observed for the Abell-ACO richness ~ 1 clusters (Abell 1958). 

• The number density of particles in the simulation is rv 0.039 h3 Mpc3 while the 

number density given by the PSCz selection function exceeds this density closer than 

some critical distance. Thus, the simulations are volume-limited for distances less 

than 10.9 h-1 Mpc, where the PSCz number density (Saunders et al. 1999) matches 

the N- body one. For distances greater than this the simulated surveys follow the 

PSCz number density. 

• A Monte Carlo rejection was used to choose particles according to the PSCz selection 

function (Saunders et al. 1999). We have fitted this selection function with the Yahil 

et al. (1991) functional form for r ~ 10.9 h-1 Mpc: 

¢( r) = ( r 0 ) 

2
a ( r; + r~) f3 

r r; + r2 
(3.1) 

The optimal parameters are listed in Table 3.2. For r ~ 10.9 h-1 Mpc the mock 

catalogues are volume-limited and thus <P( r) = 1. A random flux consistent with the 

PSCz selection function is then attributed at each selected galaxy. 

• Despite of the large sky coverage, PSCz is not a full-sky catalogue. Unsurveyed re­

gions are present both at high and low galactic latitudes that need to be accounted 

for to properly reproduce the existing observational biases. We have therefore re­

jected all the galaxies in these masked areas causing the final sky coverage to be 

~ 84% complete. 

• As a final step we accounted for the well known lack of early type galaxies in the 

original IRAS galaxy sample which causes large overdensities to be underestimated. 

To mimic this bias we define the "field population" to be all those galaxies not 

belonging to clusters. We assume that in the field the fraction of early type galaxy 

is constant (~ 10%, according to Dressler 1980). In clusters we assume instead that 

the average early type fraction is rv 40%. Thus we mimic the IRAS morphological 

bias by Monte Carlo rejecting the appropriate fraction of points in clusters. 

The final mock catalogue contains the positions of the galaxies in redshift-space and 

their "observed" flux. The galaxy redshifts are assigned by adding the line-of-sight compo­

nent of the peculiar velocity to the recession velocity. Fig. 3.1 shows the Aitoff projection 

of the PSCz sample (upper panel) compared with three mock catalogues extracted from 

the LCDM, SCDMG and SCDMC N-body simulations. 



Chapter 3: Reconstructing the Density and Velocity Fields from mock N-body Catalogues 32 

Table 3.2: Selection Function Parameters for Eqn. (3.1) 

f3 To r* 
[ h-1 Mpc] [ h-1 Mpc] 

0.53 1.90 10.90 g6.40 

3.3 The Reconstruction Methods 

By reconstruction we mean a phenomenological procedure through which, starting from 

the galaxy redshift distribution, we attempt to recover the true cosmic overdensity and 

velocity fields. These methods comprise of two steps. First, we have to account for the 

unobserved parts of the sky: Geometrical Reconstruction. Second, as we have seen in 

§ 2 the clustering pattern is systematically different from the true clustering since we are 

considering galaxies at their redshift positions. To obtain the real-space galaxy distribution 

we need to make some assumptions about the underlying dynamics which have given rise 

to the velocities: Dynamical Reconstruction. 

3.3.1 Geometrical Reconstruction 

The PSCz redshift survey covers g4% of the sky, and it is necessary to model the remaining 

16%. We do this by adding galaxies within the regions which are not included in the survey. 

In the PSCz survey there are two kinds of region: the high-latitude regions, lbl > go and 

the Galactic strip lbl < go. Both the Perseus-Pisces and Hydra-Centaurus superclusters 

appear to extend across the Galactic plane (Dressler 1988, Kraan-Korteweg et al. 1996). 

This motivates us to apply a scheme to clone the structures in the neighbourhood of the 

plane. Thus we adopt an improved version of the procedures used by Yahil et al. (1991) 

and Branchini & Plionis (1996). The masked regions at lbl > go are filled randomly by a 

population of synthetic objects whose mean number density n is derived from the observed 

part of the sky. In order to measure the mean density we used 

(3.2) 

where the sum is over all the galaxies within the sample volume V (Davis & Huchra 19g2). 

We then divide the Galactic strip in 36 bins of 10° in longitude. In each of these bins 

we divide the radial distances range into bins of 1000 km s-1. The synthetic galaxies are 

sampled from a homogenenous distribution with mean number density n set equal to the 

mean number density in the corresponding longitude/ distance bins in the two adjacent 
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strips 15° > lbl > S0
• The number of synthetic galaxies in each bin is set equal to a random 

Poisson deviate whose mean equals the expected number. Finally, the few real galaxies 

within the lbl < S0 are used to replace an equal number of synthetic objects located at 

their observed positions. 

3.3.2 Dynamical Reconstruction 

The purpose of the Dynamical Reconstruction is to eliminate the redshift space distortions 

and to recover the particles' position in real space along with their peculiar velocities. In 

the following subsections we describe in detail the methods which we are going to use to 

solve such a problem. 

The Iterative Particle Method - Method 1 

In linear theory the model velocity field can be obtained by iteratively solving the system 

of equations: 

v(r) = Hof3 j d3r' r'- r 89(r') 
47r I r'- r 13 

(3.3) 

and 

Hor = cz- r. [v(r)- V£G]' (3.4) 

where v(r) is the peculiar velocity of a tracer object at the position r; V£G is the peculiar 

velocity of the Local Group; while f3 ~ fl0
·
6 /band b the biasing parameter. During each 

iteration, the selection function, ¢>, and the mean number density, n, of the population 

of displaced objects are recomputed. Eqn (3.3) is only valid in the linear regime and so 

the force field needs to be smoothed so as to eliminate nonlinear effects. We adopt a "top 

hat" filter with a smoothing radius 

(3.5) 

This choice eliminates most of the nonlinear contributions and keeps the shot noise at a 

constant level. To improve numerical convergence we slowly, "adiabatically", increase the 

value of f3 at each of ten iterations, from 0.1 to 1.0 (Strauss et al. 1992). The resulting 

model velocity field does not depend on the input value of f3 since, to first order, the 

amplitude of the velocity vectors scales linearly with {3. In spite of the smoothing applied 

some nonlinear effects may remain. For example, around high density regions, such as 

clusters, there may be triple-valued regions in which the same redshift is observed at 

three different positions along a given line-of-sight. We correct for this by collapsing the 

galaxies within clusters and implementing Yahil et al. (1991) "robust procedure" (their 

"method 2") to handle galaxy positioning inside triple-valued regions. 
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The Direct Particle Method - Method 2 

This procedure is based on the method proposed by Nusser and Davis (1994). In linear 

theory, the velocity field in redshift space is irrotational and thus may be derived from a 

velocity potential: 

v(s) = -\7<I>(s). (3.6) 

Therefore, if one expands the potential and the galaxy overdensity field, 89, in spherical 

harmonics, and uses the Zel'dovich approximation (Zel'dovich 1970), then the two fields 

obey a Poisson-like equation: 

]__!£ (82 d<I>zm) _ _ 1_l(l + 1)<I>zm = _{3_ ( 89 _ ~ dln¢ d<I>zm), 
s2 ds ds 1+{3 s2 1+{3 lm sdlns ds (3·

7
) 

where 8fm and <I> lm are the spherical harmonic coefficients of the galaxy density and velocity 

potential fields, respectively. These coefficients are given by 

<I>zm( s) = J <I>( s )Yi:n ( s)dll (3.8) 

in redshift shells; where* denotes complex conjugate and Yzm, (l = 0, .. , oo; lml ~ l) are the 

spherical harmonics ( cf. Jackson 1962). The integrals in eqns. (3.8) are computed over 47r 

steradians in 72 bins in redshift space out to 17 000 km s - 1 . The radial bin size increases in 

proportion to the IRAS PSCz inter-particle spacing [n¢( s )]-113
. The Gaussian-smoothed 

galaxy density field at a grid point n is given by 

9 ( )- 1 "" 1 [ (sn-si)
2

] 
1 + 8 Sn - ( 2 )3/2 3 L.....t A-( ·) exp - 2 2 7r r sm,n i o/ 8 t r sm,n 

(3.9) 

where the sum is over all particles in the catalogues. The smooth width for the cell n, 

Trm,n is equal to 

(3.10) 

Since 8fm(s) is known in redshift shells, we then solve eqn. (3.7) for <I>zm(s), and then 

compute the full three-dimensional velocity field in redshift space using eqn. (3.6). Galaxy 

positions and peculiar velocities at the real-space positions, r, are obtained by assuming a 

one-to-one mapping between r and s along the line-of-sight. We minimize the problem of 

triple-valued regions by adopting the same cluster-collapsing scheme as Yahil et al. (1991) 

for collapsing the fingers of God associated with the clusters present in the simulation. 

We reconstruct the overdensity and peculiar velocity field from the mock catalogues 

by summing over the harmonics up to lmax = 15 

lmax l lmax l 

8(s) = L L 8zm(s)Yzm(s), u(s) = L L uzm(s)Yzm(s) (3.11) 
l=O m=-l l=O m=-l 

1n angle. This truncation is going to introduce uncertainties in the velocity model: if 

the expansion is terminated at a low order, structures on a smaller angular scale than the 

wavelength of the highest harmonic, -1 1r , will be lost. On the other hand, if the expansion 
max 
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is continued to a high order, we risk introducing artefacts on scales smaller than the real 

structures. 

Redshift space distortions are only one of several effects that hamper the recovery of 

cosmic density and velocity fields from observational data. Another source of random and 

systematic error is the radial selection function which, when coupled to redshift distortions, 

generates the so called 'rocket effect' discussed by Kaiser and Lahav (1989). This is a 

spurious acceleration measured from a magnitude-limited sample of galaxies by an observer 

who has a peculiar velocity unrelated to the true gravitational acceleration. In Method 1 

this effect is quantified and corrected for using the mock catalogues discussed below. In 

Method 2 the rocket effect is explicitly accounted for by the second term in the right hand 

side of eqn. (3. 7). 

3.4 Comparing the Methods: the basic tests 

3.4.1 The Inferred Radial Density Field 

The density field of our N- body models will differ from the true density field of the 

original cosmological simulation because of three effects: the dilute sampling, errors in the 

estimation of the mean number density and selection function, and in the predicted velocity 

field. It is important to quantify such errors because we are interested in comparing the 

PSCz reconstructed density field with that infered from velocity surveys. 

We estimate the radial number density, n( r) = n¢( r ), in 34 equally spaced bins up to 

17 000 km s-1 . To estimate n( r) in a bin between r and r + /j.r we consider 

(3.12) 

where Wn( r, ri, /j.r) = H( r- ri)H( Ti- r- /j.r )H(Ibil-10°), H ( x) represents the Heavyside 

function defined as 1 for x ~ 0 and 0 otherwise, w is the solid angle of the region on the 

sphere 0° ::; b < 360°, lbl > 10° while Np is the number of particles included in the 

catalogue. 

3.4.2 The Reconstructed Dipole 

If the CMB defines a cosmological frame, then the dipole pattern observed in its tem­

perature is a direct measure of the LG velocity, VLa = 627 ± 22 km s-1 towards (l, b) = 
(276° ± 3°, 30° ± 2°) (Lineweaver et al. 1996), via Doppler shift. Although other inter­

pretations are possible (Paczyncki & Piran 1990) the velocity interpretation of the CMB 

dipole is the most popular. This is due to the remarkable alignment of the dipole vector 

with the gravitational acceleration vector measured at the LG location. The gravitational 
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acceleration is estimated from the distribution of luminous objects in our cosmological 

neighourhood. Within the linear Gravitational Instability (Peebles 1980) and linear bi­

asing framework we expect that in the linear regime. velocity, v(r), and gravity, g(r) are 

parallel and related by equation ( cf. § 1 ). 

Hof 
v(r) = 

4 
rr Gg(r), (3.13) 

where f is the linear growing factor, f = !1°·6 . The vector g( r) is related to the mass 

density field, 8 P by 

g(r) = G j hp(r') 
1
;,' ~ ~3 d3r' (3.14) 

Since we sample the distribution of galaxies rather than the mass distribution 

(3.15) 

The window function, WLa(r,ri,ro) = H(r- ri)H(ri- ro) where ro = 500kms-1
. 

The main sources of uncertainty are: a) Finite sample size. The estimated dipol.e is a 

sum over the number of objects within the survey. The volume sampled is thus finite since 

it extends to the maximum depth of the survey and excludes possible unsurveyed regions. 

b) Shot noise. At large radii, the sampling of the galaxy distribution becomes more and 

more sparse. This leads to an increase in the shot noise. c) Modelling of the velocity field. 

The redshift surveys do not provide us with information on the actual position of the 

particles but rather their redshift coordinates in redshift space. d) Nonlinear effects. The 

estimator applied is only valid over the entire volume of the survey and is inaccurate where 

the density field is high. Nonlinear contributions to peculiar velocities add incoherently 

to the vector, spoiling the linear relation between velocity and acceleration vectors. 

3.4.3 The reconstructed Bulk Flow 

In this section we consider the peculiar velocity, VB( r ), of spheres of radius r centred on 

the Local Group. This is a low order statistic that can readily be estimated observationally 

and which has a theoretical counterpart. The expectation value of the bulk velocity, IV Bl, 
averaged over scale r is: 

(3.16) 

where P( k) is the power spectrum of density fluctuations. The window function 

W(k ) 
= [sin( k r) - k r cos( k r )] 

T 3 (k T )3 ' (3.17) 

is the Fourier transform of the spherical top hat window function in real-space which is cho­

sen to allow a straightforward comparison between the theoretical definition eqn. (3.16) and 
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its observational analogue eqn. (3.18). If the initial fluctuation field obeys Gaussian statis­

tics, then evolution through gravitational instability preserves a Gaussian distribution for 

the amplitude of each Cartesian component of V B(r), so that IV B(r)l has a Maxwellian 

distribution. This property makes it difficult to constrain P( k) from the measured VB( r ). 

Nevertheless, comparison of the measured V B(r) with the velocities predicted from a red­

shift survey gravity field allows, in principle, an estimate of the {3 parameter. We estimate 

VB( r) from the galaxy reconstructed positions and peculiar velocities, in the CMB frame, 

considering the following estimator: 

(3.18) 

Here the sum is over all sources within the catalogue while WB(r,ri) = H(r- ri)· This 

estimator is prone to systematic errors rising mainly from two sources: a) the filling­

in procedure for the Zone of Avoidance (ZoA). b) The modelling of the LG velocity, 

V LG· Since the two reconstruction methods introduced in§ 3.3 work in the LG frame, the 

predicted Local Group velocity vector, obtained from the dipole of the galaxy distribution, 

must be added to the reconstructed velocities. As a result, errors in the determination of 

the dipole (arising, for example, from shot noise, finite volume and the "rocket effect" as 

defined in Kaiser 1987 and Kaiser & Lahav 1988) affect the model bulk velocity vector. 

The uncertainties due to the filling-in procedure may be minimized by restricting attention 

to the SGY component of the bulk velocity. 

3.5 Looking for Systematic Effects 

Fig. 3.2 shows the reconstucted overdensity field of the mock PSCz LCDM8 simulation 

overdensity field in the "Supergalactic Plane". In panel a) we plot the real-space data 

smoothed with a Gaussian filter of radius 6 h-1 Mpc. In panel b) we plot the same as 

a) but using raw redshift data smoothed with a Gaussian filter of width 6 h-1 Mpc. The 

reconstructed overdensity fields are presented in c) and d), Method 1 and 2, respectively. 

To smooth the fields we apply the same Gaussian kernel as in the two top panels. The 

ZoA is indicated by the shaded region in panels b), c) and d). The overall impression 

is that reconstructions show rather good agreement with the real space overdensity field 

shown a). The major differences are either within the ZoA or at high density regions. 

In order to check for possible systematic biases in the methods, we show the difference 

between the reconstructed and true velocities as a function of both distance and density 

for the same mock catalogue as in Fig. 3.2. In Fig. 3.3 panels a) and c) there does not 

appear to be any systematic offset in the mean difference as a function of distance within 

140 h-1 Mpc which might, for example, arise if the monopole of the mean number density 

was in error. Beyond 150 h-1 Mpc Method 1 systematically overpredicts the radial velocity 

field, which we believe is largely due to an edge effect. In the panels b) and d) of the same 

figure, we plot the same velocity differencies, but now as a function of the reconstructed 
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Figure 3.2: Reconstructions of the mock PSCz LCDM8 simulation overdensity field in 
the "Supergalactic Plane". All contours are spaced at 8 = 0.5, with solid (dotted) lines 
denoting positive (negative) contours. The heavy solid contour corresponds to 8 = 0. a) 
Real-space data smoothed with a Gaussian filter of radius 6 h-1 Mpc. b) Raw redshift data 
smoothed with Gaussian filter of width 6 h-1Mpc. c) Reconstructed overdensity field by 
Method 1 smoothed with the same filter as in the two top panels. d) Same as in c), but 
with Method 2 for reconstructing the positions of the particles. The shaded regions in b) 
c) and d) represent the ZoA. 
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overdensity field at the position of each particle. The range of probed overdensities extends 

well into the non-linear regime, but, no systematic trend is evident. The mean difference 

is consistent with zero over the entire range of densities shown in the figure. 

3.6 Error Analysis 

Several different effects prevent our reconstruction procedures from recovering the exact 

galaxy distribution. And less than perfect reconstructions generate both systematic and 

random errors on the various estimators used in our analysis. Some estimators are also 

prone to some sort of systematic bias arising from its own nature ( cf. Kaiser 1987). 

To quantify the random and systematic uncertainties we are going to employ the 

following procedure: we consider a generic PSCz mock catalogue and infer the considered 

estimator from the true all-sky galaxy distribution in real-space or velocity field. Then, we 

measure the same estimator from the same catalogue, after applying the reconstruction 

techniques to obtain the real-space positions or the predicted velocity field. The two 

estimators are equally affected by shot noise, finite sample size and thus the discrepancies 

can only be blamed on the intrinsic uncertainties of the schemes applied to reconstruct 

the fields and to the systematic bias that a given estimator is prone to. For each of the 

catalogues we compute the difference between the two estimates thereby obtaining an 

estimate for the systematic error. This is then averaged over our suite of mock catalogues 

(10-LCDM plus 10-SCDMG). The mean discrepancy represents the cumulative effect of 

the various systematic errors while the dispersion about the mean quantifies the random 

errors. Throughout this section we are going to present the results of this procedure 

applied to the estimators described in § 3.4. 

3.6.1 The Error in the Inferred Density Field 

The quantity w( r) illustrated in Fig. 3.4 is the average value of the systematic error in 

the mean number density divided by 3.9 · 10-2h3Mpc-3 , the mean number density of 

the catalogues. The solid (dashed) line is systematic errors in Method 1 (Method 2). 

The vertical (diagonal) hatched region is the 1-a random error Method 1 (Method 2) 

about the systematic error. Our estimates are only presented outside the volume-limited 

part of the mock catalogues because within this region our N- body models do not mimic 

the Local Universe properly. Over the range of radius illustrated in Fig. 3.4 there is 

no sytematic trend evident in the estimates inferred from the reconstructions. Beyond 

15 h-1 Mpc both methods reconstruct the density field with an uncertainty of better than 

10 %. The scatter for r ::; 10.9 h-1 Mpc is rv 30% with very little difference between the 

reconstruction schemes. This error is due to the coupling between ii and ¢> and it shows 

how poorly ii is determined locally since ¢( r) = 1 by definition. 
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Figure 3.3: a) The difference between the velocity field reconstructed by Method 1 and the 
true peculiar velocity (in Local Group frame) versus distance for the mock PSCz LCDM8 
simulation. b) The same velocity differences as in a) shown as function of the velocity 
field reconstructed overdensity. c) The difference between the velocity field reconstructed 
by Method 2 and the true peculiar velocity (in Local Group frame) versus distance for the 
same mock catalogue. d) The same as in b) but for Method 2. 
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Figure 3.4: Systematic and random errors of the radial density field n( r ). The solid 
(dashed) line illustrate Methods 1 (Method 2) systematic error. We also show the random 
errors about the respective systematic errors: vertical (oblique) hatched region indicate 
Method 1 (Method 2) dispersion. Vertical dotted line represents the outermost radius, 
rvL = 10.9 h-1 Mpc, of the volume-limited region of the catalogues. 
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3.6.2 The Error in The Inferred Dipole 

To quantify the uncertainties in the reconstructed dipole, we computed the systematic 

and random errors of its amplitude, SGY-component and its direction as function of the 

distance. In the top (bottom) row of Fig. 3.5 we plot the systematic and random errors of 

the estimators using Method 1 (Method 2). The heavy line (shaded) histograms represent 

the distribution of systematic errors in the amplitude ( SGY -component) at distances of 60 

(left column) and 120 h-1 Mpc (central column). In these estimates there is no evidence of 

a systematic trend and we are able to reconstruct the dipole of the galaxy distribution with 

100 km s-1 accuracy. Finally, in the right hand column we show the inferred systematic 

and random errors in the longitude and latitude of the predicted dipole direction on the 

sky at 60 (solid circles) and 120 h - 1 Mpc (open circles). The accuracy of the reconstructed 

dipole direction is rv 15° over the range of distances probed. 

3.6.3 The Error in the Inferred Bulk 

To diagnose the uncertainties in the reconstructed bulk flows we calculate the systematic 

and random errors of its amplitude, SGY-component and its direction as function of the 

distance. In the top (bottom) row of Fig. 3.6 we plot the systematic and random errors of 

the estimators using Method 1 (Method 2). The heavy line (shaded) histograms represent 

the distribution of systematic errors of the amplitude ( SGY-component) at the distances 

of 30 (left column) and 60 h-1 Mpc (central column). There is a small systematic offset of 

rv 50 km s-1 in the amplitude at 60 h-1 Mpc with a scatter of rv 100 km s-1 . The SGY­

component, however, is reconstructed within 80 km s-1 and shows no evident systematic 

trend. This suggests that the offset in the amplitude of the bulk flow is mainly due to 

the filling-in procedure since from the three components of the reconstructed bulk flow 

SGY is the least affected by it. The accuracy of the direction of the bulk flow, shown 

in the right hand column, is rv 20° in Galactic latitude and roughly twice as much as in 

Galactic longitude. Once again, this reflects the uncertainties due to the filling-in scheme. 

In Fig. 3. 7 we extend the analysis of the previous figure to a larger range of depths. The 

regions of the panels between solid (dotted) lines illustrate the bulk ( SGY-component) 

random error about the systematic error. We confirm the trend already seen in Fig. 3.6: 

the bulk flow amplitude presents a systematic error of rv 50 km s-1 which is almost as large 

as its random error beyond 80 h-1 Mpc, independently of the reconstruction technique 

applied. The SGY does show an absence of systematic trend being reconstructed with a 

rv 40 ( rv 80) km s-1 for Method 1 (Method 2) accuracy within 120 h-1 Mpc. 
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Figure 3.5: Systematic and random errors in the reconstructed dipole amplitude, SGY­
component and direction on the sky versus distance. The top (bottom) row illustrates 
the error in the estimates inferred from the Method 1 (Method 2) reconstructions. Left 
hand (central) column plots the distribution of residuals of the amplitude (heavy line 
histogram) and SGY-component (shaded histogram) at 60 h-1Mpc (120 h-1Mpc). The 
right hand column illustrates the residuals of the dipole directions at 60 h-1Mpc (solid 
dot) and 120 h-1Mpc (empty circle). 
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Figure 3.6: Systematic and random errors in the reconstructed bulk flow amplitude, SGY­
component and direction on the sky versus distance. The top (bottom) row illustrates 
the error in the estimates inferred from the Method 1 (Method 2) reconstructions. Left 
hand (central) column plots the distribution of residuals of the amplitude (heavy line 
histogram) and SGY-component (shaded histogram) at 30 h-1 Mpc (60 h-1Mpc). The 
right hand column illustrates the residuals of the bulk directions at 30 h-1Mpc (solid dot ) 
and 60 h-1Mpc (empty circle). 
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Figure 3. 7: Systematic errors of the reconstructed bulk flow amplitude, 3(r ), and SGY­
com ponent, 77( r), versus distance. The top (bottom) panel illustrates such errors inferred 
from the Method 1 (Method 2) reconstructions. The regions between solid (dotted) lines 
indicate the 1-a random errors about 3(r) [TJ(r)]. 
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3. 7 The v-v comparison. 

In the framework of linear gravitational instability and linear bias a detailed comparison of 

the predicted velocity field with that observed allows one to measure n~·
6 

• In the context 

of this chapter, this comparison is applied with the goal of diagnosing the goodness of the 

velocity field reconstructions. Mock catalogues are drawn from N- body experiments in 

which the structure grows in response to the self-gravity of fluctuations in a given cosmo­

logical background (the various parameters are fixed by ourselves). Thus a comparison 

between velocities that are the output of an N-body experiment and that are predicted 

by our geometrical and dynamical reconstruction may give us a clear indication of the 

intrinsic reliability of these last schemes. 

The major sources of error in the predicted velocity field are: a) Non-linear effects: 

as already mentioned for the reconstructed dipole, non-linear contributions to peculiar 

velocities add incoherently to the predicted velocity field leading to a systematic bias in the 

prediction. b) Shot noise: in a flux-limited catalogue the interparticle distance grows with 

the distance from the origin. Thus, as we sample the underlying density field using galaxies 

we introduce uncertainties in the peculiar velocity field due to discreteness. c) Volume 

sa~pling: the estimate of the velocity field at the position of a probe particle involves 

an integral (or any other appropriate dynamical prescription) over the entire space. In 

using a redshift survey with finite depth, we introduce uncertainties in the inferred velocity 

field. e) Rocket effect: a less than correct selection function when coupled with redshift 

distortions produces a systematically different inferred velocity field. 

We model the real velocity Ur as Ur = f3tup + 8ur where {3 and 8ur are obtained 

minimizing a least squares fitting and up is the predicted radial velocity field. The scatter 

around this fitting is named d. In table 3.3 we present f3t, 8vr and d resulting from the 

following v-v comparisons for the LCDM, SCDMG and SCDMC PSCz mock catalogues: 

1) T: all galaxies within 120 h-1 Mpc; 2) R1: all galaxies within 60 h-1 Mpc; 3) R2: all 

galaxies between 60 and 120 h-1 Mpc; 4) D1 all galaxies with 8 < 1; 5) D2: all galaxies 

with 8 > 1; 6) 0: all galaxies with -1 < 8 < 1 and within 60 h-1 Mpc. 

In table 3.3 we show that when considering all galaxies within 120 h-1 Mpc the (row 'T' 

of the respective cosmologies) Method 1 is able to recover the right value of {3 for the LCDM 

mock catalogues only, while Method 2 performs well in the context of all cosmologies. 

Considering only sources within 60 h-1 Mpc brings the predicted radial velocity fields of 

Method 1 into good agreement with the real radial velocities for the SCDMG PSCz mock 

catalogues. An analysis performed with the galaxies within a shell between 60 h-1 Mpc 

and 120 h-1 Mpc shows that Method 1 tends to overpredict the radial velocity field beyond 

60 h-1 Mpc in SCDMG mock catalogues. Considering only galaxies outside 8 > 1 regions 

(rows 'D1') does not show an improvement in the estimate of {3 inferred from the Method 1 

SCDMG reconstructions. In high density regions the linear relation between acceleration 

and velocity is spoilt (linear theory over-predicts the velocity field in these regions). Hence 
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we do not expect that Method 1 infers the right value of f3 when considering galaxies within 

such regions. However, since Method 2 assumes the Zel'dovich approximation to describe 

the growth of the structure we expect that the parameter f3 inferred from the Method 2 

reconstructions is still similar to the real one. This is confirmed in the various 'D2' rows 

in the table. Finally, if we only consider galaxies within 60 h - 1 Mpc from the origin and 

outside regions with 181 > 1 (rows '0'), Method 1 predicted velocity fields which have the 

right value. 

3.8 Conclusions 

We have estimated the reliability of two methods for modelling the peculiar velocities of 

galaxies from the observed distribution in redshift space. Our goal is to apply the two 

algorithms to the recently completed PSCz redshift survey. We have created a series of 

mock PSCz catalogues extracted from N -body simulations of different CDM cosmologies, 

carefully designed to reproduce the dynamical properties of our local universe. We cross­

calibrate the accuracy of the algorithms by applying them to the mock datasets. The 

methods reproduce the density field to within 30% within the volume-limited part the 

catalogues and 10 % in the remaining parts of the sampled volume. The dipole of the mass 

distribution is also successfuly inferred with a rv 100 km s-1 accuracy in amplitude and 

rv 15° in direction, with no evidence for systematic effects. Similar considerations apply for 

the direction of the bulk velocity vector. The scatter in its amplitude is rv 100 km s-1 but 

with a small systematic offset of rv 50 km s-1 beyond rv 60 h-1 Mpc. Model velocities can 

be compared with observed ones to determine the f3 ~ 0-0·6 /b parameter. The distribution 

of the inferred f3s is not offset systematically from the true value of f3 in our LCDM and 

SCDMG PSCz mock catalogues. These models are however responsible for a random 

error that can be reduced to a level ~ 9 and 12% for models predicted by Method 1 and 

2, respectively, by excluding large density regions within 60 h-1 Mpc from the velocity­

velocity comparison. 
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I II Method 1 Method 2 
f3t ± (Jf3t bvr±asvr d ± (Jd f3t ± (Jf3t bvr±asvr 

LCDM T 0.95±0.10 -30±75 182±16 1.08±0.17 -3±71 
R1 0.95±0.11 -35±49 157±21 1.06±0.17 -6±45 
R2 0.95±0.13 -28±105 196±17 1.11±0.19 -3±101 
D1 0.97±0.11 -34±98 176±18 1.12±0.16 -12±56 
D2 0.89±0.11 -31±83 218±20 1.04±0.17 8±82 
0 0.99±0.10 -26±52 131±13 1.13±0.16 -9±48 

SCDMG T 0.88±0.08 -81±71 200±16 0.99±0.09 -25±50 
R1 0.92±0.09 -66±51 173±18 1.02±0.07 -17±33 
R2 0.85±0.08 -95±96 218±19 0.98±0.12 -33±74 
D1 0.84±0.08 -92±86 223±20 1.04±0.08 -27±37 
D2 0.81±0.08 -85±79 240±17 0.94±0.09 -9±62 
0 0.94±0.09 -62±50 155±17 1.06±0.08 -19±30 

SCDMC T 0.71±0.06 18±69 394±32 0.92±0.11 9±84 
R1 0.71±0.14 -37±61 363±39 0.87±0.17 -21±63 
R2 0.70±0.06 68±86 405±43 0.96±0.11 39±109 
D1 0.74±0.05 33±75 375±27 0.98±0.09 -19±68 
D2 0.63±0.07 31±71 453±38 0.87±0.14 18±83 
0 0.76±0.10 -35±66 328±37 0.98±0.12 -31±77 

Table 3.3: Predicted versus real radial velocity in the LG frame 
as function of the cosmology, distance and overdensity. 

Column I LCDM: 
SCDMG: 
SCDMC: 

Column II T: 
R1: 
R2: 
D1: 

A = o. 7, n = o.3; 
r = o.25; 
Standard CDM COBE normalized. 
all galaxies within 120 h-1 Mpc; 
all galaxies within 60 h-1 Mpc; 
all galaxies between 60 and 120 h-1 Mpc; 
all galaxies with bs < 1; 
all galaxies with bs > 1; 

d± ad 

172±16 
144±26 
187±15 
124±14 
206±20 
109±16 
187±12 
160±14 
206±13 
149±13 
226±16 
132±12 
356±42 
328±48 
373±50 
282±35 
395±52 
277±39 

D2: 
0: all galaxies with -1 < b5 < 1 and within 60 h-1 Mpc. 
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The PSCz velocity and density 
fields 

4.1 Introduction 

The art of modelling the cosmic velocity field, which originates from the desire to interpret 

observed deviations from a uniform Hubble expansion, has developed rapidly over the past 

few years. There are two main reasons for this. One is an increase in the quantity and 

quality of measured galaxy peculiar velocities. The other is the advent of near all-sky, 

flux-limited, redshift surveys that allow self-consistent theoretical predictions to be made 

·with the requisite accuracy. 

Although other possibilities have been proposed (e.g. Babul et al. 1994 ), the gravita­

tional instability theory (Peebles 1980) has proven to be the most successful theoretical 

framework in which to interpret peculiar velocities in relation with inhomogeneities in 

the mass distribution. Early attempts to account for observed velocities within this gen­

eral framework were rather simplistic due to incomplete knowledge of the distribution 

of galaxies in the local universe. Thus, simple parametric models were developed to ac­

count for cosmic flows in terms of infall onto one or more spherical overdensities like the 

Virgo Cluster, the Great Attractor or the Perseus-Pisces supercluster (Davis & Peebles 

1983, Lynden-Bell et al. 1988, Peebles 1988, Han & Mould 1990). The situation changed 

dramatically when statistically complete, near all-sky, redshift catalogues of galaxies were 

constructed as it then became possible to predict peculiar velocities directly, assuming that 

luminous objects trace the underlying density field in some fashion. Since then, several 

modelling procedures have been developed which are generally based on the simplifying 

assumption that the gravitating mass is distributed just like the tracer objects (galaxies or 

clusters), although the relative amplitude of the deviations from uniformity, usually called 

the bias, is taken to be a free parameter. In addition to this "linear bias model", current 

methods also assume gravitational instability in the linear or mildly nonlinear regime (e.g. 

Yahil et al. 1991, Kaiser et al. 1991, Nusser & Davis 1994, Fisher et al. 1995b, Sigad et 

49 
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al. 1998), therefore requiring smoothing over scales where non-linear effects are important. 

This requires the additional assumption that smoothing a distribution that has evolved 

to a nonlinear state gives a result that can be modelled by linear or quasilinear evolution 

from smoothed initial conditions. 

Because of their large sky coverage, the most extensively used redshift surveys are 

those based on the "Point Source Catalogue" (PSC) of IRAS galaxies (e.g. the 1.9 Jy 

survey of Strauss et al. 1990, the 1.2-Jy catalogue of Fisher et al. 1995a, or the deeper 

but sparser QDOT survey of Rowan-Robinson et al. 1990). Other catalogues containing 

different kinds of objects such as optically selected galaxies (e.g. Shaya, Tully and Pierce 

1992, Hudson 1994b, Baker et al. 1998) or clusters of galaxies (Branchini & Plionis 1996) 

have also been used to produce model velocity fields on scales up to 200 h-1 Mpc. 

Comparison of a model velocity field with directly measured peculiar velocities pro­

vides a means to constrain the density parameter' nm. It also tests the gravitational 

instability hypothesis and the assumed biasing scheme. A successful model for the pecu­

liar velocity field may be used to recover the distribution of galaxies or clusters in real 

space, directly from their measured redshift. This, in turn, allows investigation of the 

statistical properties of the objects' distribution, free from the effects of redshift space 

distortions. Overall, model velocity fields constructed using different surveys have proved 

to be remarkably consistent with one another (Baker et al. 1998) and have been successful 

in reproducing most of the characteristics exhibited by maps made directly from observed 

peculiar velocities. There are, however, two major exceptions: the large bulk motion on 

very large scales claimed by Lauer & Postman (1994; LP94) and a prominent feature in 

the Mark III catalogue of peculiar velocities compiled by Willick et al. (1997a) at distances 

larger than 30 h-1 Mpc, consisting of a strong shear in the Hydra-Centaurus region (Davis, 

Nusser and Willick 1996). 

Here we present a new nonparametric model for the cosmic velocity field based on 

the recently completed PSCz survey of IRAS galaxies. This is the last of the near all­

sky redshift surveys based on the IRAS catalogue and supersedes both the 1.2-Jy and 

the QDOT catalogues which it contains. The denser sampling and lower flux limit of 

the PSCz survey allows one to model the peculiar velocity field to large scales without 

excessive shot noise. 

The outline of this chapter is as follows. In § 4.2 we describe the PSCz dataset as well 

as two other redshift catalogues that we use to construct independent model velocity fields. 

Two methods for generating the PSCz peculiar velocity fields have been implemented in 

order to keep track of systematic errors. These are presented in § 4.3, together with a 

detailed error analysis. A cosmographic tour is performed in § 4.4 along with a consistency 

check between the two PSCz velocity models and a comparison between the PSCz and 1.2-

Jy model velocity fields. In § 4.5 we take advantage of the large depth of the PSCz survey 

to compare the gravity field derived from it with the one computed from the distribution of 
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Abell/ ACO clusters. An estimate of the parameter {3 ~ ft/.~6 jb, where b is the linear bias 

parameter of IRAS galaxies, is obtained in § 4.6 by comparing observed and predicted 

bulk velocity vectors. In § 4. 7 we discuss our results further and summarize our main 

conclusions. 

4.2 The Datasets 

The main dataset used in this work is the recently completed PSCz redshift survey de­

scribed in detail by Saunders et al. (1999). The main catalogue contains some 15,500 

IRAS PSC galaxies with 60 J.Lm flux, !6o, greater than 0.6 Jy. To avoid cirrus contamina­

tion only PSC objects with hoo < 4f6o were selected. Stars were excluded by requiring 

that f 60 > 0.5f2s· For our purposes, one of the most important properties of the PSCz cat­

alogue is its large sky coverage. The only excluded regions are two thin strips in ecliptic 

longitude that were not observed by the IRAS satellite, the area in the galactic plane 

where the V-band extinction exceeds 1.5 magnitudes, and a few small isolated spots on 

the celestial sphere. Overall, the PSCz catalogue covers rv 84% of the sky. Although we 

will occasionally consider galaxies with recession velocity as large as 30000 km s-1 , for 

the most part we will use the PSCz subsample within 20000 km s-1 , containing 11206 

objects. The distribution on the sky of PSCz galaxies in shown in galactic coordinates 

(Aitoff projection) in the upper part of Fig. 3.1. The lower part of Fig. 3.1 shows ACDM, 

SCDMG and SCDMC PSCz mock catalogues (for more details of these mock catalogues 

see § 3.2). 

For comparison purposes, we have also applied our analysis to the similar, but shal­

lower, IRAS 1.2-Jy redshift survey (Fisher et al. 1995a). Galaxies in this catalogue were 

selected from the same IRAS PSC but using a higher (ADDscan) flux limit, !6o > 1.2 Jy, 

and different criteria for minimizing contamination by galactic cirrus. This catalogue has· 

a somewhat larger sky coverage of rv 88%. Here we will use the 4939 IRAS 1.2-Jy galaxies 

within 20000 km s-1of the Local Group. 

Finally, in an attempt to extend our analysis, we use a completely different set of 

mass tracers consisting of a volume-limited sample of optically-selected galaxy clusters 

extracted from the Abell (1958) and the Abell, Corwin & Olowin (1989; hereafter ACO) 

catalogues. These were cross-calibrated according to the prescription described by Bran­

chini and Plionis (1996; hereafter BP96). The sample has a limiting depth of 250 h-1 Mpc 

and contains 493 clusters of richness class R ~ 0 at lbl ~ 13°, and m10 < 17, where m10 is 

the magnitude of the tenth brightest galaxy in the cluster. 

The number of galaxies in a flux limited sample decreases with distance, as may be 

seen in Fig. 4.1 for the PSCz (upper histogram) and 1.2-Jy (lower, shaded histogram) 

surveys. We define a selection function, ¢( r ), as the fraction of galaxies that can be seen 

out to a redshift distance r = cz/Ho (expressed inh-1 Mpc). To determine ¢(r) we use 
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Table 4.1: Selection Parameters: IRAS Galaxies 

Sample a f3 rs r* n 

z-IRAS PSCz 0.55 1.83 6.0 87.00 6.22 ·10-2 

R-IRAS PSCz 0.52 1.92 6.0 90.75 5.52 ·10- 2 

Z- IRAS 1.2-J y 0.49 1.80 6.0 72.90 5.21 ·10-2 

R-IRAS 1.2-Jy 0.47 1.87 6.0 52.50 4.61 ·10-2 

the parametric maximum likelihood estimate proposed by Yahil et al. (1991), in which the 

following analytic form for the selection function is assumed: 

(4.1) 

In this work we arbitrarily set ¢(r) = 1 if r :S; r8 with r8 = 6h-1Mpc. This choice 

is equivalent to imposing a lower cutoff in the 60 J-lm luminosity which in turn avoids 

giving too much weight to faint, nearby IRAS galaxies that do not reliably trace the 

galaxy distribution in the nearby regions (Rowan-Robinson et al. 1990). The relevant 

parameters have been determined via likelihood analysis using only the objects within 

100 h-1 Mpc. The results are displayed in Table 1 for the PSCz and 1.2-Jy surveys, both 

in redshift ( z-) and real (R-) space (i.e. after correction for redshift space distortions as 

discussed in § 3.3). The predicted number density of galaxies as a function of redshift 

distance, predicted from eqn. 4.1, is shown in Fig. 4.1, superimposed on the observed N 

vs. r histograms. The theoretical curves provide a good description of the data. 

Our estimator for the selection function is independent of clustering but requires a 

prior knowledge of the evolutionary rate of the galaxy population. Springel & White 

(1998) have recently developed a new technique to estimate the rate of evolution of the 

selection function. Their application to the 1.2-Jy catalogue shows rather strong evolution 

which becomes even more dramatic when applied to the PSCz catalogue (Springe! & White 

1998). Ignoring such an effect would potentially cause spurious streaming motions in the 

model velocity. However, as we have verified, our selection function for PSCz turns out to 

be very similar to the one obtained by Springel & White (1998) within the scales relevant 

for our analysis. The difference between the two selection functions increases with the 

distance but only up to a 5 % level at 200 h-1 Mpc. Strong evolutionary effects become 

important only beyond these scales and therefore we will neglect them when modelling 

the PSCz velocity field. 
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Figure 4.1: Redshift distribution for galaxies. The number of galaxies as a function 
of redshift distance in the PSCz (upper histogram) and 1.2 Jy (lower, shaded histogram) 
samples. The curves show the expected counts as a function of distance estimated from the 
selection functions. The heavy line at the bottom shows the predicted distance distribution 
of Abell/ ACO clusters. The labels give the total number of objects in each sample. 
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Table 4.2: Parameters for the selection function of Abell/ ACO clusters 

Sample 

Abell/ ACO 31.8 44.0 180 235 125 289 4.61 ·10-5 

For the Abell/ ACO composite sample we adopt the selection function derived by BP96: 

{ 

1 
</>( r) = 0. 5 ( 1 + A 1 exp ( - r / r o 1)) 

0.5( A2 exp( -r / ro2) + A1 exp( -r / roi)) 

if r ~ rc1 
if r c1 < r ~ r c2 

if r > rc2 

( 4.2) 

The estimated values of the parameters are listed in Table 4.2, and the expected number 

of clusters as a function of redshift distance is shown in Fig. 4.1 as a thick line. 

The mean separation, l, of the objects in a population of tracers limits the intrinsic 

resolution with which they probe the underlying cosmic fields. A natural smoothing length, 

r sm = l, has therefore to be used to reflect the sparse sampling and correct for shot noise 

errors. In a magnitude limited survey, l increases with distance r according to: 

l(r) = [n</>(r)r 113
, 

where the average number density of objects n can be estimated from 

1 Ng 

n = V ?= </>( ri)-I, 
t=l 

( 4.3) 

( 4.4) 

and the sum extends to all the N9 objects contained within the sampled volume V. The 

values of the mean galaxy separation at 100 h-1 Mpc have been reported in Table 1 both 

for the PSCz and 1.2-Jy samples. Fig. 4.2 shows the mean inter-object separation as a 

function of r for the three samples considered. Because of the shallower depth of the 1.2-Jy 

sample, its inter-galaxy separation increases much more steeply with distance than in the 

PSCz sample. Thus, at a fixed resolution, the PSCz survey probes cosmic structures at 

larger distances than the 1.2-Jy survey without an increase the shot noise. The dot-dashed 

line in Fig. 4.2 shows the Abell/ ACO mean intercluster separation. Locally, this is much 

larger than the corresponding separation for the galaxy surveys, but on scales greater than 

170 h-1 Mpc, clusters start to become more effective than IRAS 1.2-Jy galaxies in tracing 

the cosmic density fields. 

4.3 Non-parametric Models of the Cosmic Velocity Field 

The main aim of this chapter is to obtain a self-consistent, non-parametric model of the 

velocity field in the local universe (i.e. for r < 150 h-1 Mpc ). We do this by removing 
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Figure 4.2: Mean separation as a function of radial distance (in h-1 Mpc) of objects in the 
three samples considered in this chapter PSCz galaxies (continuous line), 1.2-Jy galaxies 
(dashed line) and Abell/ ACO clusters (dot-dashed line). 
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the redshift space distortions that affect the radial galaxy distribution in the survey using 

two different procedures. The first is the iterative technique pioneered by Strauss & Davis 

(1988), applied by Yahil et al. (1991), and further refined by Sigad et al. (1998). Most 

of the results presented here were obtained using this technique. The second procedure, 

used here primarily to check for possible systematic effects, is the non-iterative technique 

introduced by Nusser and Davis (1994) ( cf. § 3.3 for further details of these two methods). 

4.3.1 Error estimates using mock catalogues 

We have used a suite of large cosmological N- body simulations to generate mock galaxy 

catalogues that mimic the main properties of the 1.2-Jy redshift surveys. We use these to 

quantify random and systematic errors in our reconstructed velocity fields. For the fields 

inferred from cluster catalogues, we adopt the error estimates derived by BP96 and by 

Branchini et al. (1997) on the basis of a hybrid Monte Carlo/mock catalogue technique. 

The simulations used to generate the mock 1.2-Jy catalogues are LCDM and SCDMG 

described § 3. In our analysis we use the same IRAS PSCz mock catalogues as employed 

in the previous chapter. 

Several constraints were applied to the mock catalogues in order to obtain mass dis­

tributions and velocity fields as similar as possible to 1.2-Jy: 

• Local Group observers. Hypothetical observers were selected from particles that 

have a velocity, VLG = 625 ± 25 km s-1 , and lie in regions in which the shear within 

5 h-1 Mpc is smaller than 200 km s-1 and the fractional overdensity within the same 

scale ranges between -0.2 and 1.0 (Brown and Peebles 1987). These constraints 

mimic the Local Group environment. 

• Coherent galaxy dipole. A galactic coordinate system, (l, b), in the (periodic) com­

putational volume was defined such that the velocity of the observer pointed towards 

( l, b) = (276, 30), the direction of the dipole anisotropy observed in the cosmic mi­

crowave background ( CMB) radiation. This dipole is known to be approximately 

aligned with the dipole in the distribution of IRAS galaxies (Strauss et al. 1992, 

Schmoldt et al. 1998). 

• Radial selection. We generated flux-limited "galaxy" samples using a Monte Carlo 

rejection procedure to select particles in the simulations, assigning them fluxes ac­

cording to eqn. 4.1. In the vicinity of an observer, the particle number density in 

the simulation is less than the number density of galaxies in the 1.2-Jy catalogue. 

We were therefore forced to generate catalogues that are semi-volume limited at a 

radius of 7.8h-1Mpc for the 1.2-Jy cases. 

• Masked areas. To mimic the incomplete sky coverage; we excluded all objects within 

the unobserved regions in the 1.2-Jy survey. 
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An illustration of the utility of these mock surveys is provided in Fig. 4.3. The left-hand 

panel displays density and velocity fields projected onto the mock Supergalactic plane, 

after smoothing with a Gaussian filter of radius 6 h-1 Mpc. The right-hand panel shows 

density and velocity fields reconstructed using Method 1 above. All the main features, as 

well as most of the small scales structures, are correctly reproduced. Not surprisingly, the 

main differences occur around SGY = 0, i.e. within the zone-of-avoidance, and close to 

density peaks. (Very similar results are obtained with Method 2 above.) 

A complete error analysis for the Abell/ ACO cluster catalogues may be found in Bran­

chini et al. (1997). 

4.4 A Cosmographic Tour 

In this Section we present a qualitative description of the model density and velocity fields 

of the local universe derived from the PSCz survey. We analyse the data using Method 1 

above. Visualizing three dimensional structures and the corresponding vector fields, is 

not- easy. Fortunately from this point of view, the most interesting structures in the 

nearby universe, on scales larger than the Local Supercluster are roughly distributed in a 

planar structure, de Vaucouleurs' (1948) Supergalactic plane (at supergalactic coordinates 

SGZ= 0). In this analysis we will mainly follow the somewhat traditional way of displaying 

the density and velocity features by projecting onto this plane. However the distribution 

of structures onto planes parallel to the Supergalactic one is discussed as well. 

The depth and sampling frequency of the PSCz dataset allows a reliable map of the 

density field to be constructed within a sphere around us of radius 150 h-1 Mpc. Fig. 4.4 

shows the adaptively smoothed overdensity field within this sphere, projected onto the 

Supergalactic plane. Within 30 h-1 Mpc a constant Gaussian filter of radius 3 h-1 Mpc 

has been used to smooth the field, but beyond that the radius of the filter increases 

linearly with distance up to 11.25 h-1 Mpc at 150 h-1 Mpc. This smoothing maintains a 

roughly constant sampling error within the volume. The 8 = 0 level is indicated by the 

yellow line. The most striking feature of this map is the large scale coherence of the 

mass distribution. Interconnected overdensities, separated by very large voids, extend 

over distances of order of 100 h-1 Mpc. The most prominent structure, which plays a 

major role in the dynamics of the local flow field, is the overdense ridge that extends from 

the Perseus-Pisces supercluster, close to the centre of the map, all the way to the Shapley 

concentration near the top left corner. 

The PSCz survey is large enough to allow the velocity field corresponding to the mass 

distribution to be reconstructed fairly accurately, with a relative error always smaller than 

50 % in the region depicted in Fig. 4.4. This precision, however, is higher than that with 

which peculiar velocities can be measured at those distances and so we cannot compare our 

model predictions with velocity data over the entire region of Fig. 4.4. Such a comparison 



50 

~ 

~ 

"'--C) 
p.. 

::g 0 '--' 

:>-< 
CJ 
r:n. 

-50 

Chapter 4: PSCz velocity and density fields 58 

TRUE REC 

50 

0 

-50 

-50 0 50 
SGX (Mpc/h) 

Figure 4.3: Density and velocity fields in a mock PSCz catalogue projected onto the mock 
"Supergalactic" plane. The hypothetical observer is located in a region analogous to the 
Local Group. Data are shown in a sphere of 120 h-1Mpc radius centred on the observer. 
Both density and velocity fields have been smoothed using a Gaussian filter of radius 
6 h-1 Mpc. The panel a) shows the true fields while the plot b) shows the reconstructed 
fields using Method 1. Continuous lines represent isodensity contours with a spacing of 
0.25 in o. Solid lines encompass overdensities and dashed lines underdensities. The heavy 
line indicates the o = 0 contour level. The amplitude of the velocity vectors is on an 
arbitrary scale. The panel c) shows the absolute value of the residual between the true an 
reconstructed density field, lorRUE- ORECI· Panel d) is the residual velocity field between 
the true field and the reconstructed field projected onto the "Supergalactic" plane. The 
shaded regions on panel c) and d) delineate the "Galactic Plane" 
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can only be carried out reliably over a smaller volume of radius rv 80 h-1Mpc. For this 

reason we now describe in some detail our reconstructions within this distance. 

4.4.1 The PSCz model density and velocity fields within 80 h-1 Mpc 

Fig. 4.5 shows the PSCz model density and velocity fields smoothed with a 6 h-1 Mpc 

Gaussian and projected onto the Supergalactic plane. Overdensity contours, both positive 

(continuous lines) and negative (dashed lines), are drawn in steps of t:,.8 = 0.5. The 8 = 0 

contour is represented by a thick, continuous line. The amplitude of the velocity vectors 

is on an arbitrary scale. 

With a 6 h-1 Mpc smoothing, the Local Supercluster, centered on the Virgo cluster 

at (SGX, SGY) = ( -2.5, 11.5), does not appear as an isolated structure but is connected 

instead to the prominent Hydra-Centaurus supercluster at (SGX, SGY) = ( -35, 20). To­

gether with the Pavo-Indus-Telescopium supercluster [(SGX, SGY) = ( -40, -15)], the 

latter makes up the well known Great Attractor. The Coma cluster and its neighbour, 

A1367, appear as a peak at (SGX, SGY) = (0, 75), slightly elongated in the SGX direction. 

The Perseus-Pisces supercluster is clearly visible at (SGX, SGY) = ( 45, -20) and is the 

second largest peak on the map, well separated from its northern extension [(SGX, SGY) = 

( 45, 20)] which is sometimes called the Camelopardalis supercluster. Finally, the Cetus 

Wall may be seen as an elongated structure around (SGX, SGY) = (15, -50). The Sculp­

tor void [(SGX, SGY) = ( -20, -45)] is the largest underdensity in the map, but is almost 

matched in size by a void in the background of the Camelopardalis supercluster. Three 

more underdense regions that exert an important influence on the local dynamics are 

the voids in the foreground of Coma [(SGX, SGY) = ( -10, 50)], in the backgroun~ of 

the Perseus-Pisces complex [(SGX, SGY) = (50, -50)], and behind the Great Attractor 

[(SGX, SGY) = ( -60, 10)]. 

The competing dynamical roles of the various overdense and underdense structures 

seen in Fig. 4.5. determine the local velocity field in a complex manner that cannot 

be simply described as a bulk flow or a multi-spherical infall model. The local velocity 

field implied by the PSCz density field is illustrated by the vectors plotted in Fig. 4.5. 

Its dominant features are the large infall patterns towards the Great At tractor, Perseus­

Pisces and Coma. A striking feature is the large-scale coherence of the velocity field, 

apparent as a long ridge between Cetus and Perseus-Pisces and as a large-scale flow along 

the Camelopardalis, Virgo, Great Attractor baseline and beyond (see§ 4.5). A prediction 

of the PSCz data is the lack of prominent back-infall onto the Great Attractor region. 

The flow around it appears to be determined by the compressional push of two voids (at 

(SGX, SGY) = ( -10, 50) and ( -60, 10)) and the pull of the Shapley Concentration on 

much larger scales (see § 4.5). These features are present also when Method 2 is used 

for the reconstruction (§ 4.4.2), or when the 1.2-Jy survey is used as the input catalogue 

(§ 4.4.3). As pointed out by Davis, Nusser & Willick (1996), this model velocity field does 



Figure 4.4 : Real space density field derived from the PSCz survey. The field has b n 
smoothed with a variable Gaussian filter and projected onto the Supergalactic plan . h 
smoothing is set at a constant scale of 3h-1 Mpc within 30h-1 Mpc and linearly in r as 
with the distance up to a Gaussian of 11.25 h-1 Mpc at 150 h-1 Mpc where the mo t di an 
structure are located. The yellow line shows the 8 = 0 contour. 
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Figure 4.5: Real space density and velocity fields derived from the PSCz survey. The 
fields have been smoothed with a 6 h-1 Mpc Gaussian and projected onto the Supergalactic 
plane. The most distant structures are located at 80 h-1Mpc. The thick continuous line 
shows the 8 = 0 contour. Positive (continuous lines) and negative (dashed lines) contours 
are plotted at steps of !::,.8 = 0.5. The amplitude of the velocity vectors is on an arbit rary 
scale. This reconstruction has been performed using Method 1. 
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not match the Mark III peculiar velocity field (Willick et al. 1997a) which exhibits a large 

outflow away from the Centaurus supercluster and an inflow onto the Hydra complex. 

Also, there is no evidence for a motion of the Perseus-Pisces supercluster towards us. 

Fig. 4.6 extends our qualitative analysis to two planes of constant SGZ, 40 h-I Mpc 

above and below the Supergalactic plane. At SGZ= +40 h-I Mpc the density field (Fig. 4.6b) 

is dominated by a large void which is connected to the Local Void identified by Tully 

(1987). The prominent peak at (SGX, SGY) = ( 40, -40) seems to be an extension of 

the Perseus-Pisces supercluster. The velocity field (Fig. 4.6a) is still characterized by a 

coherent, large-scale, flow towards the same direction [(SGX, SGY) = (-50, 50)] as the 

stream seen in the Supergalactic plane. At negative SGZ= -40 h-I Mpc the extensions 

of the Pavo-Indus-Telescopium (-50, 15) and Perseus-Pisces (20, -20) superclusters are 

visible. The dynamical effect of these two peaks is evident in the associated large infall 

patterns (Fig. 4.6c ). 

4.4.2 Comparison of the two reconstruction methods 

A detailed quantitative analysis based on mock PSCz catalogues has been performed by 

Branchini et al. (1999) to evaluate random errors. They also showed that the predicted 

velocity field is not affected by significant systematic bias. To further check this result we 

have compared the reconstructions produced by the two different methods discussed in 

§ 3.3.2. Figs. 4. 7a and 4. 7b show the predicted velocity fields smoothed with a 6 h-I Mpc 

Gaussian and projected onto the Supergalactic plane. The two methods succeed in re­

producing the main features that we have already highlighted: remarkable large-scale 

coherence in the velocity field, clear infall patterns onto Coma, Perseus-Pisces and the 

Great Attractor but no back-infall onto the latter. The only noticeable difference is that 

Method 2 seems to blur slightly the sharp features (like the Cetus ridge) produced by 

Method 1 in the velocity field. 

Quantitative evidence for the similarity of the two model fields is provided in Fig. 4. 7c, 

which shows a scatterplot of the SGX Cartesian components of the reconstructed velocity 

fields measured within 80 h-I Mpc at grid points with SGZ= 0. The peculiar velocities in 

the two models can be fitted with the linear equation, 

( 4.5) 

where MI and M 2 denote any of the Cartesian components of the peculiar velocity 

predicted by Methods 1 and 2, respectively and B is expected to be 1 if no systematic 

errors are present. The offset A allows for possible differences in the predicted bulk flows 

in the two models. We obtain the values of A and B by minimizing 

( 4.6) 
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Figure 4.6: Real space density and velocity fields derived from the PSCz survey. The fields 
have been smoothed with a 6 h-1 Mpc Gaussian and projected onto two slices parallel to 
the Supergalactic plane. Panels (a) and (b) refer to the slice at SGZ= +40 h-1 Mpc, above 
the Supergalactic plane, while panels (c) and (d) refer to the slice at SGZ= -4oh-1Mpc 
below the galactic plane. Density and velocity fields are plotted separately following the 
same conventions adopted in Fig. 4.5. This reconstruction has been performed using 
Method 1. 
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Figure 4.7: The peculiar velocity field reconstructed using Method 1 (top left panel) and 
Method 2 (top right panel), smoothed with a 6 h-1 Mpc Gaussian and projected onto the 
Supergalactic plane. The amplitude of the velocity vectors is on the same arbitrary scale 
in the two panels. Panel (c) is the scatterplot of the SGX components of the velocity 
vectors illustrated in the upper panels. Only points within 80 h-1 Mpc and with SGZ= 0 
have been included. The parameters of the linear fit, (A,B), are indicated in the legend 
along with the scatter in the model velocities, (a). 
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where aM1 ,i and aM2 ,i are the errors in the velocities at a generic grid point i in the two 

methods, and Nt is the total number of points used for the comparison. We assume that 

aM1 ,i = aM2 ,i =a, so that Eqn. 4.6 becomes 

( 4.7) 

Only Ni of the Nt points used in the comparison are independent. It can be shown that 

the quantity x;1 1 = ( Ni/ Nt)X2 is approximately distributed as x2 with Nd.o.f = Ni - 2 

degrees of freedom (e.g. Hudson et al. 1995). We can therefore approximately evaluate a 

by setting x;1 1 = N d.o.f so that 

( 4.8) 

We take Ni to be the number of independent volumes within the volume sampled, Ni ~ 

6 300, taking into account the smoothing filter. We then find a regression slope, B= 

0.98 ± 0.06, and a negligible zeropoint, A= -47.5 ± 5 km s-I, indicating that there is 

a systematic difference between the two peculiar velocity fields produced by Methods 1 

and 2. This difference is caused by the transformation from the LG frame, where the 

reconstructions are performed, to the CMB frame, where the comparison is made. The 

dispersion around the fit for the SGX Cartesian component of the peculiar velocities turns 

out to be av = 48,6 km s-1in both methods. This represents the intrinsic error in the 

reconstruction procedure and is nearly a factor 2 smaller than the average total error 

obtained from the error analysis on the mock PSCz catalogues (which also accounts for 

uncertainties in the filling procedures, nonlinearity, finite volume etc.). Similar results 

are obtained for the SGZ component and even better agreement is found for the SGY 

component for which the uncertainties in the filling procedure of the zone-of-avoidance 

are less important. 

4.4.3 Comparison of the PSCz and 1.2-Jy model velocity fields 

Because they were drawn from the same parent catalogue, we expect the PSCz and 1.2-Jy 

catalogues to give consistent model velocity fields, at least in the nearby volume where the 

sampling by 1.2-Jy galaxies is not too sparse. By analogy with the PSCz fields displayed in 

Fig. 4.5, Fig. 4.8 shows the 1.2-Jy density and velocity fields, smoothed with a 6 h-1 Mpc 

Gaussian, and projected onto the Supergalactic plane. Most of the characteristic structures 

identified in Fig. 4.5 are also visible in Fig. 4.8 except that underdense regions in the 1.2-Jy 

map appear somewhat more extended than in the PSCz map. The overall pattern in the 

PSCz velocity field is reproduced in the 1.2-Jy map although the large-scale coherent flow 

along the Camelopardalis, Great Attractor baseline is less evident in the 1.2-Jy map. On 

the other hand, the infall pattern around the Great Attractor in the 1.2-Jy survey spreads 

out over a larger region. These discrepancies might well be due to the larger shot noise 

uncertainties in the 1.2-Jy catalogue. 
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Figure 4.8: Real space density and velocity fields derived from the 1.2-Jy survey. The 
fields have been smoothed with a 6 h-1 Mpc Gaussian and projected onto the Supergalactic 
plane. The overdensity levels and the amplitude of the velocity vectors are as in Fig. 4.5. 
This reconstruction has been performed using Method 1. 
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Our 1.2-Jy model velocity field is consistent with that derived independently by Web­

ster, Lahav and Fisher (1997) using the method developed by Fisher et al. (1995b). Com­

parison with their Fig. 4.6d (which assumes a CDM model with r = 0.2 as a prior in the 

Wiener filtering technique) reveals only one noticeable difference between the two maps. 

This is in the region of the Great Attractor, where the model of Webster et al. predicts 

a weak back-infall. The discrepancy, however, is small and may simply reflect our use of 

a constant 6 h-1 Mpc Gaussian smoothing, which is somewhat larger than the smoothing 

applied by Webster et al . . 

Fig. 4.9b shows a comparison between the PSCz and 1.2-Jy overdensity fields, both 

smoothed with 6 h-1 Mpc Gaussian and tabulated onto 643 grids. Only those gridpoints 

lying along the Supergalactic plane and within 80 h-1 Mpc of the Local Group position 

are considered. As in the previous section we fit a straight line to the data and estimate 

the parameters by minimizing x2 • The slope of this line is close to unity, indicating that 

there are no detectable systematic differences between the reconstructions based on the 

PSCz and 1.2-Jy catalogues. The scatter is as = 0.16, and it is likely that most of it 

is due to shot noise in the 1.2-Jy field. Similar considerations apply to the velocity­

velocity comparison in Fig. 4.9a in which, as in Fig. 4.7c, we only show the SGX Cartesian 

component of the velocity. There is a non-negligible zeropoint offset of 120,8 km s-1in the 

SGX components of the cumulative bulk flow in the two models. However, this difference 

is comparable to the 1-a uncertainty in the reconstruction of each Cartesian component 

of the bulk velocity (see § 4.6.1 below). The peculiar features in the velocity-velocity 

scatterplot reflect correlated velocities within individual cosmic structures. For example, 

the elongated structure running parallel to the best-fit line corresponds to the infall pattern 

onto the Perseus-Pisces supercluster which appears to be somewhat more prominent in 

the 1.2-J y reconstruction. 

4.5 Modelling very large scale motions 

The sampling density of the PSCz survey is high enough to allow an investigation of the 

density field out to rv 120 h-1 Mpc even with a 6 h-1 Mpc Gaussian smoothing. This 

is illustrated in Fig. 4.10 which displays the usual density and velocity model fields 

projected onto the Supergalactic plane. The shot noise in this map is still tolerable, 

at a level comparable to that in the maps discussed in § 4.4.1. The larger volume 

mapped now reveals the full extent of the coherent streaming involving galaxies from 

the Camelopardalis Supercluster all the way to the Shapley Concentration (that begins to 

appear at (SGX, SGY) = ( -100, +60)), passing through the Local Supercluster and the 

Great At tractor. 

The dynamical sources of the coherent motion seen in Fig. 4.10 are the same ones 

that we identified earlier as those responsible for the flow pattern behind the Great At­

tractor. The gravitational pull is mostly due to the Shapley Concentration while the 
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Figure 4.9: Comparison of the 1.2-Jy and PSCz density and velocity fields. Densities 
and velocities are measured at the same grid positions in both cases and only points with 
SGZ= 0 and distance ~ 80 h-1 Mpc are included. The upper panel shows the velocity­
velocity comparison using the SGX components of the peculiar velocity, while the lower 
panel shows the 8-8 comparison. The parameters of the linear regression fit are indicated 
in both panels. 
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SGX (Mpc h-1) 

Figure 4.10: Real space density and velocity fields derived from the PSCz survey. The 
fields have been smoothed with a 6 h-1 Mpc Gaussian and projected onto the Supergalactic 
plane. This figure is similar to Fig. 4.5, except that it displays data in a larger spherical 
volume of radius 120 h-1 Mpc. The thick continuous line shows the 8 = 0 contour. Positive 
(continuous lines) and negative (dashed lines) contours are plotted at steps of flo = 0.5. 
The amplitude of the velocity vectors is on an arbitrary scale. This reconstruction has 
been performed using Method 1. 
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coherence is aided by the joint push of the two large voids (at (SGX, SGY) = ( -80, 10) 

and (SGX, SGY) = (-50, 70)) that were only partially visible in Fig. 4.5. The map also 

reveals a large extension to other underdense regions, the Sculptor void and the two con­

nected voids behind the Cetus-Perseus-Pisces-Camelopardalis complex. 

In Fig. 4.11 we show the density field projected onto four planes parallel to the Super­

galactic one, placed at SGZ= ±40 and SGZ= ±80. Fig. 4.12 shows the related velocity 

field. The same structures that we have identified in Fig. 4.6 can be now traced over 

larger scales while keeping the shot noise error at a low level so that we can fully appre­

ciate the large scale coherence of the features both in the density and the velocity field. 

For example, in Fig. 4.11a the void originally identified in Fig. 4.6b, appears to extend 

over a much larger region, also along the SGZ axis (Fig. 4.12a and 4.12b ). Similarly, the 

stream towards (SGX,SGY)=( -50,50) that we have identified in the planes at SGZ=O and 

SGZ=+40 h-1 Mpc it is also present at SGZ=+80 h-1 Mpc. No very large scale features 

are identified on the plane at SGZ=-40 h-1 Mpc (Fig.4.11c and 4.12c) which, as we have 

previously noticed, is dominated by a few infall patterns associated to the southern exten­

sions of Pavo-Indus-Telescopium and Perseus-Pisces superclusters. Coherent structures 

in the density field and the related streaming motions can be identified on the plane at 

SGZ=-80 h-1 Mpc. 

4.5.1 Comparison with the Abell/ ACO model fields 

Different surveys of IRAS and optical galaxies have been used to construct various model 

velocity fields which have proved to be remarkably consistent (Yahil et al. 1991, Kaiser et 

al. 1991, Hudson 1994b, Baker et al. 1998). We repeat a similar exercise using a completely 

different set of mass tracers, the Abell/ ACO clusters, to model the density and velocity 

fields up to very large scales, although with much larger sampling errors. BP96 have 

already employed the Abell/ ACO cluster subsample described § 4.2 to model the density 

and velocity fields up to scales of 250 h-1Mpc. The reconstruction technique they used is 

a simplified version of our Method 1 ( cf. § 3.3.2) in which the selection function (which is 

nearly constant on the scales of interest) is not iteratively updated and no special treatment 

is given to triple-valued regions. In order to compare the PSCz and cluster model fields 

we smooth both using a Gaussian of width 20 h-1 Mpc. Such a large smoothing is required 

because of the large intercluster separation. 

Fig. 4.13 shows the smoothed density fields projected onto the Supergalactic plane 

within a distance of 150h-1Mpc, as derived from the PSCz (upper panel) and cluster 

(lower panel) catalogues. Overdensity contours are plotted in steps of !:::,.8 = 0.2, for 

the galaxy field and 1:::,..8 = 0.88 for the cluster field. This is equivalent to rescaling the 

cluster field by a factor be = 4.4 which is the relative linear biasing parameter inferred 

in § 4.5.2 below. As before the heavy line traces the 8 = 0 contour. The dashed lines 

show the approximate location of the zone-of-avoidance in the PSCz (lbl ~ 8°) and cluster 



50 

2 
""-.. 

C) 

0. 

6 0 

>-Cj 
UJ 

-50 

-100 

100 

50 

-...... 
I 

..c: 
C) 
p. 0 .e 

>-
Cj 
UJ 

-50 

-100 

-100 

Chapter 4: PSCz velocity and density fields 71 

SGZ=+40 SGZ=+BO 

50 

0 

-50 

-50 0 50 100 -100 -50 0 50 100 

SGZ=-40 SGZ=-80 

100 

50 

0 

-50 

-100 

-50 0 50 100 -100 -50 0 50 100 
SGX (Mpc h-1) SGX (Mpc h-1) 

Figure 4.11: Real space PSCz density field derived from PSCz survey smoothed with a 
6 h-1 Mpc Gaussian and projected onto four slices parallel to the Supergalactic plane. Pan­
els (a), (b), (c) and (d) refers to slices at SGZ=+40, +80, -40 and -8oh-1Mpc, respectively. 
The same conventions adopted in Fig. 4.6 are adopted. 
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Figure 4.12: PSCz velocity field smoothed with a 6 h-1 Mpc Gaussian and projected onto 
the four slices displayed in Fig. 4.11 
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(lbl ::; 20°) samples. 

Despite the be = 4.4 rescaling, which has been introduced to account for the relative 

bias between the two populations of objects, the density peaks appear more prominent 

in the cluster sample than in the PSCz map. This may reflect greater undersampling by 

IRAS galaxies of the cores of rich clusters than was indicated by Baker et al. (1998), or 

it may be due to shot noise in the cluster sample which, in spite of the heavy smoothing 

applied, is still substantial. It should be noted, however, that both the Great Attractor re­

gion (SGX, SGY) = (-50, 0) and the Perseus-Pisces supercluster (SGX, SGY) = (50, -20) 

where the effect is strongest, both lie within the zone-of-avoidance of the cluster sample. 

It is therefore possible that the height of these peaks has been artificially amplified by the 

coupling between shot noise and the filling-in procedure. (For this reason we shall exclude 

the region at lbl ::; 20° from the quantitative analysis in§ 4.5.2 below.) Above lbl = 20° the 

Shapley Concentration (SGX, SGY) = ( -120, 70) is the only peak with a larger amplitude 

in the cluster map than in the PSCz map. This comparison could be affected by the fact 

that beyond 60 h-1 Mpc we do not perform a duster-collapsing procedure in Method 1 and 

so it is possible that the reconstruction method may be placing PSCz galaxies at incorrect 

positions within clusters in the Shapley concentration. Amplitudes aside, the positions 

of the peaks in the two density maps are very similar. The low density regions are also 

approximately coincident, although they are less extended in the cluster map in which 

voids also appear somewhat shallower. The latter effect simply reflects the fact that the 

assumption of local biasing, be = bebg, breaks down at low b9 because of the constraint 

be ~ -1. 

Fig. 4.14 shows the velocity fields inferred from the two samples, again at a 20 h-1 Mpc 

smoothing and projected onto the Supergalactic plane. The amplitude of the velocity 

vectors is on an arbitrary scale but, in the clusters case, the velocity vectors have been 

rescaled by be = 4.4. The two large overdensities lying within the zone-of-avoidance in 

Fig. 4.14b largely determine the infall patterns at those locations [(SGX, SGY) = (-50, 0)) 

and [(SGX, SGY) = (50, -20)). Beyond lbl = 20°, however, the galaxy and cluster ve­

locity fields show remarkable similarity. Both exhibit a large coherent flow along the 

Camelopardalis, Great Attractor, Shapley Concentration baseline. The infall onto the 

Shapley region is more prominent in the cluster map, but, in general, the velocity field 

patterns are very similar at positive SGY, with an outflow at positive SGX, and a con­

vergent flow towards the Shapley Concentration at negative SGX. Below the zone-of­

avoidance (negative SGY) both maps show outflow from the Sculptor void, but this is less 

prominent in the clusters case. 

4.5.2 The relative linear bias between galaxy cluster and IRAS galaxies. 

If biasing is a local process (see e.g. Cole et al. 1998) then, in the regime where mass 

fluctuations are small, we expect the level of the bias to be independent of scale. This 
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Figure 4.13: Real space density fields derived from the PSCz survey (upper panel) and 
Abell/ ACO clusters (lower panel). Both fields have been smoothed with a 20 h-1 Mpc 
Gaussian and projected onto the Supergalactic plane within a distance of 140 h-1Mpc. 
The 8 = 0 level is indicated by the thick line. Other contours are plotted in steps of 
fl.8 = 0.2 for the PSCz map and fl.8 = 0.88 for the clusters map. The dashed lines 
delineate the zone-of-avoidance in each sample. 
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Figure 4.14: Peculiar velocity fields derived from the PSCz survey (upper panel) and 
Abell/ ACO clusters (lower panel). Both fields have been smoothed with a 20 h-1 Mpc 
Gaussian and projected onto the Supergalactic plane within a distance of 140 h-1Mpc. 
The amplitude of the velocity vectors is on an arbitrary scale, with the clusters' field 
normalized according to a relative bias parameter, be = 4.4. The shaded regions illustrate 
the zone-of-avoidance in each sample. 
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expectation is consistent with the results of POTENT analyses performed by Dekel et 

al. (1993) and Sigad et al. (1998) and we expect it to be valid in the present analysis 

in which the PSCz and cluster density and velocity fields have been smoothed with a 

20 h-1 Mpc filter. Thus, on the scales of interest, we expect the two model density and 

velocity fields to be linearly related: 

(4.9) 

where C and P stand for cluster and PSCz and represent either 8 or any one of the 

Cartesian components of the velocity field. The constant be is the bias parameter of 

clusters relative to IRAS galaxies and Ae allows for a relative offset in the mean density 

or bulk velocities of the two fields. For quantitative analyses it is most convenient to 

use the SGY Cartesian component of the velocity field since this is the least affected by 

uncertainties in filling in the zone-of-avoidance. To estimate be we adopt the strategy of 

Hudson et al. (1995) and Branchini et al. (1997), already used in § 4.4.2, of regressing the 

two model fields by minimising the quantity 

( 4.10) 

where the subscript i refers to any of the Nt grid points within the comparison volume. The 

quantities ac,i and ap,i represent the errors in the cluster and PSCz fields, respectively. 

The errors in the cluster field, ac,i, have been estimated by Branchini et al. (1997). 

They are the sum in quadrature of the intrinsic errors in the reconstruction procedure, as 

estimated by BP96 using Montecarlo techniques, and the shot noise uncertainties (which 

dominate the very sparse cluster fields), evaluated using the mock catalogue generated by 

Kolatt et al. (1996) which is designed to reproduce the distribution of structures in our 

local universe. A typical error in the cluster overdensity field is (ac,o) = 0.36, while for 

the SGY -component of the velocity field it is ( ac,vy) = 250,6 km s-1 . 

The errors in the PSCz fields have been estimated using the mock catalogues described 

in § 3.2.1. The basic procedure consists of comparing the density and velocity fields 

obtained by applying Method 1 to the mock galaxy catalogues with the true fields in the 

parent N -body simulation. We have characterized the reconstruction errors by noticing 

that the residuals correlate with distance, galactic latitude and, for the velocity field, 

with the signal itself. From the analysis of the mock catalogues, we have derived two 

approximate expressions for the errors (valid for lbl > 20°): 

(aP,o) = 0.11- 6.7 10-4 · b + 3.3 10-4 · r ( 4.11) 

and 

( 4.12) 

where r is the distance measured in h-1 Mpc , b is the galactic latitude in degrees, and 

Ivy I is the amplitude of the SGY Cartesian component in km s-1 . The actual assumed 
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error at a gridpoint has been generated from a Gaussian distribution centred on (ap) with 

dispersions of 0.04 for the overdensity and 40 km s-1for the Vy field, respectively. 

The regression of the PSCz and cluster fields uses all the grid points within 120 h-I Mpc 

and outside the cluster zone-of-avoidance (i.e. at jbj > 20°). As a result of the large 

smoothing applied not all the gridpoints in the comparison volume are independent. The 

number of independent points, Ni, can be computed as in Dekel et al. (1993), 

Nt Nt 

Ni-l = Nt- 2 L L exp( -rlj/2r;m), ( 4.13) 
j=li=l 

where Tij is the separation between gridpoints i and j and rsm is the smoothing radius 

of the Gaussian filter. As in § 4.4.2 we define the x;11 = (NdNt)X2 statistics which 

correspond, in practice, to multiplying the errors ap and ac by J Ntf Ni in equation ( 4.10). 

We use this statistic to assess the errors on be and Ae. 

Fig. 4.15a shows a 8-8 scatterplot of the model cluster and PSCz overdensity fields 

measured at "" 1000 randomly selected gridpoints. All 6426 original points are used in the 

regression analysis. The solid line shows the best fit obtained by minimizing x;1 1 and the 

parameters of the fit are listed in Table 3. The resulting bias parameter is b~ = 4.4 ± 0.6. 

This is compatible with results from independent analyses (e.g. Peacock and Dodds 1994). 

The parameter S8 = x;1 1/ Ndof is close to 1, which may be taken as an indication that 

the errors have not been grossly over- or underestimated. The systematic difference in 

the amplitude of the density peaks in the cluster and IRAS 8 fields, noticed in Fig. 4.13a, 

manifests itself as a deviation from the best fitting line at large 8pscz· Restricting the 

regression to values of 8pscz ::; 0.35 has a small impact on the final res:ult, returning 

b~ = 4.5 ± 0.6, almost identical to the previous value, and S8 = x;1 1/ Ndof = 1.15. This 

suggests that the exact weighting of PSCz galaxies in high density regions has only a minor 

effect on the regression analysis, mainly because the overdensity mismatch in large density 

peaks is restricted to a very few gridpoints. As a further check, we have repeated the 8-8 

regression using a PSCz velocity model derived without applying our standard procedures 

for collapsing clusters and handling triple valued regions (which should exacerbate any 

discrepancies associated with high peaks.) The results, listed in the second row of Table 3, 

show that the effect on be is indeed very small, leading to b~ = 4.5 ± 0.6. 

Fig. 4.15b displays the scatterplot of the SGY Cartesian component of the two velocity 

fields in which, as in Fig. 4.15a we only show"" 1000 randomly selected gridpoints to avoid 

overcrowding. As shown in Table 3 the slope of the best fitting line is b~Y = 4. 7 ± 0.6 and 

no significant zeropoint offset is detected, indicating that the SGY components of the 

cluster and PSCz bulk flows are consistent with one another over the scales of interest. 

However, as indicated in Table 3, the resulting x;1 1 is large, resulting in a svy = 1.55. 

This could be the result of underestimating the errors. Indeed, the error analysis by 

Branchini et al. (1997) uses clusters from the Kolatt et al. (1996) mock catalogues that do 

not accurately match the Abell/ ACO cluster distribution and velocities. We can obtain 

svy ~ 1.0 if we allow a very reasonable error underestimate in the cluster field of"' 30%, 
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Figure 4.15: Density and velocity scatterplots for the reconstructions based on the 
PSCz survey and a sample of Abell/ ACO clusters. For clarity only rv 1000 out of 1878 
gridpoints within a sphere of radius 120 h-1 Mpc, having lb l ~ 20°, are plot ted. The upper 
panel shows the 6-b comparison. The velocity-velocity comparison in the lower panel 
refers to the SGY-component of the velocity. The parameters in the legend refer to the 
x2 fits discussed in the text (see also Table 4.3). The errorbars give the mean 1- a errors 
in the two model fields. 
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Table 4.3: The cluster/ IRAS galaxy relative bias parameter, be. The top and bottom 
rows give results with and without applying the cluster collapsing procedure. Column 1: 
Nf, the number of grid points used for the regression; column 2: Nd.o.f., the number of 
independent volumes. for the regression; column 3: b~ from the 8-8 regression and it 1-a 
error; column 4: As, the zero point offset in the 8-8 regression and its 1-a error; column 
5: S8 = x;f f./ Ndof from the 8-8 regression; column 6: b~ from the vy-Vy regression and 
its 1-a error; column 7: Avy, the zero point offset in the Vy-Vy regression and its 1-a error; 
column 8: svy = x;f f./ Ndof from the Vy-Vy regression. 

6427 54 4.4 ± 0.6 0.06 ± 0.07 1.14 4. 7 ± 0.6 -16 ± 90 1.55 
6527 55 4.5 ± 0.6 0.12 ± 0.07 1.15 4.6 ± 0.6 8.2 ± 91 1.57 

in which case we would obtain b~Y = 4.0 ± 0.6. Note that a 1a agreement between b~ 

and b~Y is obtained whether or not the cluster errors have been effectively underestimated. 

It is worth emphasizing that the agreement of the 8-8 and Vy-vy comparisons is not 

trivial. The 8-8 comparison is local; it is hardly affected by problems related to filling 

in masked regions but is potentially prone to the cluster core weighting problem. The 

vy-Vy comparison, on the other hand, involves the distribution of objects within the entire 

sample and thus is much more strongly affected by the unknown mass distribution within 

the zone-of-avoidance and beyond the sample's edge. We might therefore expect the two 

comparisons to be affected by different biases. The agreement in the estimate of be from 

the two analyses suggests that systematic biases have been properly taken into account 

and that the linear biasing assumption is a good approximation, at least on scales larger 

than our 20 h - 1M pc smoothing. 

4.6 The bulk velocity vector 

4.6.1 The model bulk flow 

The basis for our treatment of random and systematic errors in the bulk velocity vector 

are, again, the mock PSCz catalogues described in § 4.3.1. From each mock catalogue 

we generate a model velocity field using Methods 1 and 2 of § 4.3.1.The field is then 

smoothed onto a 643 cubic grid of side 192 h-1 Mpc using a 12 h-1 Mpc Gaussian filter. 

Such a large smoothing is chosen in order to obtain an error estimate appropriate to the 

homogeneous, quantitative comparisons with the Mark III and SFI bulk velocity data that 
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we will perform in § 4.6.2. We measure the cumulative bulk velocity vector in the CMB 

frame by averaging over the peculiar velocities measured at gridpoints: 

VB(R) = L Vi,j,k/ L ' 
(i,j,k)<R (i,j,k)<R 

(4.14) 

where Vi,j,k is the predicted velocity vector in the CMB frame at grid point ( i, j, k ). The 

sum L(i,j,k)<R extends over all the gridpoints contained within a sphere of radius R. The 

same exercise is then repeated using the original N -body velocity field. This gives an 

unbiased estimate of the true bulk velocity in the mock catalogue and the comparison 

between the true and reconstructed bulk velocities provides an estimate of the error in the 

reconstruction. 

The filled circles in Fig. 4.16a show the mean difference between the amplitude of the 

cumulative bulk flow reconstructed using Method 1 and the true bulk flow, averaged over 

the different mock catalogues and measured at different radii. The mean value indicates 

the systematic error in the reconstruction while the errorbars, which give the variance 

around the mean, measure the random uncertainty. Very similar results are obtained if 

the reconstruction is carried out using Method 2. Note that the random errors decrease 

with distance (from rv 80 kms-1at 10h-1Mpc to rv 50 kms-1at 100h-1Mpc), while the 

systematic errors increase with distance and become comparable to the random noise at 

large radii. Systematic errors come mainly from two sources: the filling-in procedure 

for the zone-of-avoidance and the modelling of the Local Group velocity. Since our two 

reconstruction methods work in the Local Group frame, the predicted Local Group velocity 

vector, obtained from the dipole of the galaxy distribution, must be added to the model 

velocities. As a result, errors in the determination of the dipole (arising, for example, from 

shot noise, finite volume and the rocket effect) affect the model bulk velocity vector. The 

uncertainties due to the filling-in procedure may be minimized by restricting attention to 

the SGY component of the bulk velocity. As shown by the open symbols in Fig. 4.16a the 

improvement is quite dramatic, reducing the systematic error to < 20 km s-1 . 

The errors displayed in Fig. 4.16a cannot readily be used to make quantitative cor­

rections to the PSCz model bulk flow since their amplitude depends on (3, the only free 

parameter in the model velocities. However, we can take advantage of the fact that, to 

first approximation, the model velocities scale linearly with (3. Thus, the ratio between 

the reconstructed and true bulk velocities should be independent of (3. This ratio, aver­

aged over our mock catalogues, is shown by filled circles in Fig. 4.16b, as a function of 

distance, with errorbars representing the relative variance. Since it is independent of (3, 

this ratio may be used as a multiplicative factor to correct the predicted PSCz bulk flow 

amplitudes for systematic errors. As expected, the corrections become very small when 

considering the SGY component (open circles). We have performed a similar analysis to 

estimate errors in the PSCz bulk velocity obtained using Method 2 and in the 1.2-Jy bulk 

flow model, obtained using Method 1. 

We are now ready to estimate PSCz and 1.2-Jy model bulk flows and their uncertain-
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Figure 4.16: Random and systematic errors in the model bulk flow derived from analysis 
of the mock PSCz catalogues. The upper panel shows the difference between the true 
amplitude of the cumulative bulk flow at different radii and the values reconstructed using 
Method 1. The lower panel shows the ratio of these two amplitudes. In both panels the 
circles give mean values and the errorbars standard deviations around the mean. Filled 
circles refer to the total bulk velocity and open circles to its SGY -component only. 
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ties. Fig. 4.17a shows the amplitude of the cumulative bulk velocity vector, predicted 

using various methods and redshift surveys. The velocities are normalized to f3 = 1. Open 

and filled circles show PSCz results using Methods 1 and 2 respectively, and filled squares 

show results from the 1.2-J y survey, all corrected for systematic errors as discussed in the 

preceding paragraph. For clarity only the 1-a error bars from Method 1 are plotted. The 

filled triangles show the bulk velocity computed from the Abell/ ACO model velocity field, 

rescaled by be = 4.4 (see § 4.5.2). There is remarkably good agreement between the cumu­

lative bulk flows computed from the different sets of mass tracers, with typical deviations 

of less than rv 20% from the mean in the amplitude from the different surveys and analysis 

methods. The directions of the cumulative bulk flow vectors, measured within 60 h-1 Mpc, 

are plotted in Fig. 4.17b. The PSCz model bulk flow aligns within 1a, with the direction 

of both the 1.2-Jy and Abell/ ACO model bulk flows. The direction of the CMB dipole, 

indicated by the asterisk, is plotted for reference at the centre of the figure. 

So far we have modelled bulk velocities in the nearby universe by considering only 

the effect of the mass distribution within 200 h-1Mpc, as traced by IRAS galaxies or 

Abell/ ACO clusters. Bulk flows, however, are sensitive to the mass distribution on scales 

larger than those probed by our samples. We can correct for this missing large-scale 

contribution in a statistical fashion, assuming linear theory and using eqn. (3.16). The 

correction factor is the ratio 

( 4.15) 

The numerator in this equation is the mean true bulk flow, while the denominator is 

the mean bulk flow generated only by density fluctuations on scales smaller than Tmax = 

2 7r / kmin· In our case, Tmax rv 200 h-1 Mpc. Note that the ratio depends only on the 

spectral shape and on kmin, while the dependency on f3 has cancelled out. Since the bulk 

flow obeys a Maxwellian distribution, we can estimate the uncertainty in this correction 

and add it in quadrature to the error in our estimate of the bulk flow calculated from the 

mock catalogues. In computing F we assume a CDM model with spectral shape r = 0.25, 

as suggested by a wide variety of data on the large-scale galaxy distribution (e.g. Baugh 

1996) 

We have applied the correction of eqn. 4.15 to the PSCz bulk velocity reconstructed 

using Method 1. The resulting cumulative bulk velocity (for f3 = 1) is shown in Fig. 4.17a 

as a dot-dashed line labelled M1L. We regard this as our best estimate of the ,8-dependent 

bulk flow. 

4.6.2 Model vs. observed bulk flow 

In this Section, we compare our best estimate of the predicted bulk flow velocity from 

the PSCz survey with recent observational estimates. Such a comparison serves two pur-



800 

600 
........... 

C) 
Q) 
rll 

" ~ 400 -
-:i 

"3 
.D 

!> 

200 

0 

Chapter 4: PSCz velocity and density fields 83 

60 

0 PSCz Ml 

• PSCz M2 
1.2 Jy. 
Clusters 40 

0.0 
Q) 

1 fi-l 
'U -,.0 20 

f3Pscz= 1.0 

b
0
=4.4 ·-·-·- PSCz MlL 

0 

0 20 40 60 80 100 200 250 300 350 

Radius (Mpc h- 1) I (deg.) 

Figure 4.17: The amplitude (left) and direction (right) of the cumulative bulk velocity 
vector predicted in different models. The circles give results from the PSCz survey using 
Method 1 (open circles) and Method 2 (filled circles); the filled squares give results from 
the 1.2-Jy survey; the triangles give results from the Abell/ ACO cluster sample. For 
the models based on IRAS galaxies, the amplitudes have been normalized to {3 = 1, 
while for the cluster model the velocities have been normalized assuming a relative bias 
be = 4.4. The errorbars give 1-a uncertainties obtained from the PSCz survey using 
Method 1. The dot-dashed line shows the PSCz reconstruction using Method 1, but 
including the contribution to the velocity from density fluctuations on scales larger t han 
200 h-1 Mpc. The right-hand panel gives the direction of the predicted cumulat ive bulk 
flow at 60 h - 1M pc in galactic coordinates ( l, b). The asterisk at the centre corresponds to 
the direction of the CMB dipole. Error bars are 1-CJ uncertainties derived from the analysis 
of the mock catalogues. The contours are set at constant misalignment angle from the 
apex of the CMB dipole, in steps of~() = 10°. 
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poses. Firstly, consistency between predicted and observed velocities lends support to 

the hypothesis that structure grew by gravitational instability and gives confidence in the 

integrity of the observational data. Secondly, the comparison allows an estimate of the 

parameter {3 = ng·6 /b. 

The determination of bulk flows from peculiar velocity surveys is prone to systematic 

errors. For example, zero-point errors in the calibration of the distance indicators coupled 

with limited sky coverage may mimic a bulk flow. Similarly, the coupling of large intrinsic 

errors in distance measurements with inhomogeneities in the density distribution (the 

inhomogeneous Malmquist bias) also results in a spurious outflow. Thus to perform an 

unbiased comparison with theoretical predictions requires full-sky, homogeneous surveys 

of peculiar velocities and an accurate model of the survey's window function. 

In Fig. 4.18 we plot observational determinations of bulk flows derived from four ( al­

most) independent datasets. The black triangles (taken from Strauss 1997) represent 

the cumulative bulk flow in the Markiii catalogue (Dekel 1997). The sparse and noisy 

Mark III velocities have been smoothed assuming that the velocity field is irrotational. 

This guarantees that a unique three-dimensional velocity field is derivable from the ob­

served radial velocities, as in the POTENT method (Dekel, Bertschinger & Faber 1990). 

The resulting three-dimensional peculiar velocity field, smoothed with a 12 h-1 Mpc Gaus­

sian, and defined on a regular grid is directly comparable to our model prediction. The 

black square shows the estimate by da Costa et al. (1996) of the bulk ·velocity on a 

scale of 60 h-1 Mpc, derived from the SFI catalogue of peculiar velocities (Giovanelli et 

al. 1997a, 1997b ), using a POTENT-smoothing technique similar to the one applied to 

the Markiii data. The open pentangle is the bulk velocity inferred from 44 supernovae 

Type Ia by Riess, Press & Kirshner (1995), as reported by Dekel (1997). The effective 

radius of this last measurement is much smaller than the depth of the sample because the 

data were weighted by the inverse of the errors. Finally, the open circle at large distance 

shows the bulk velocity derived by LP94 from a sample of brightest cluster galaxies. The 

directions of the observed bulk velocity vectors are given in Fig. 4.18b. For the Mark III and 

supernovae estimates, they have been estimated from data within 50 h-1 Mpc, and for the 

SFI from data within 60 h-1 Mpc. The direction of the Lauer & Postman (1994, LP94) 

bulk flow is taken from Strauss (1997) and refers to a depth of rv 90 h-1 Mpc. 

Except for the LP94 result, there is excellent agreement between the various determi­

nations of the bulk flow in Fig. 4.18. These may be compared with the bulk flows predicted 

by the PSCz survey, indicated by the shaded region which encloses the 1-a allowed range. 

The lower pan~l shows the cumulative bulk flow as a function of distance, normalized to 

{3 = 0. 76 while the upper panel shows its SGY component only, this time normalized to 

{3 = 0.55. The filled circle in Fig. 4.18b marks the direction of the model bulk velocity 

vector within 50 h-1 Mpc. 

Requiring that the amplitude of the predicted bulk flow should match the directly 
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Figure 4.18: The amplitude (left) and direction (right) of the cumulative bulk veloc­
ity vector. The bottom-left panel refers to the total velocity and the top-left panel to 
the SGY -component only. The filled triangles show the bulk velocity measured in the 
Mark III catalogue and the filled square the bulk velocity measured in the SFI catalogue. 
The empty pentagon shows the bulk flow inferred from a survey of 44 Type Ia supernovae 
by Riess, Press & Kirshner (1995), while the empty circle gives the bulk velocity derived 
by Lauer & Postman (1994) from a survey of brightest cluster galaxies. The shaded region 
is the 1-a range of the bulk velocity predicted from the PSCz gravity field using Method 1 
corrected to include the effect of long-wavelength modes. In the lower panel the model 
predictions are normalized to {3 = 0. 76, while in the upper panel they are normalized to 
{3 = 0.55. In the right-hand panel, the asterisk marks the direction of the CMB dipole in 
galactic coordinates and the filled circle the direction of the bulk velocity at 50 h-1 Mpc 
obtained from the corrected Method 1 and the PSCz survey. The other symbols cor­
respond to those in the left-hand panel, to a distance of 50 h-1 Mpc in the case of the 
Markiii catalogue. 



Chapter 4: PSCz velocity and density fields 86 

measured value gives an estimate of {3. In obtaining this estimate we shall ignore the 

discrepant LP94 result which Strauss et al. (1995b) and Watkins and Feldman (1995), 

amongst others, have argued is inconsistent with currently acceptable cosmological models. 

This is also inconsistent for our model bulk flow which only relies on the gravitational 

instability and linear biasing hypotheses. As shown in Fig. 4.18, matching the amplitude 

of the LP94 bulk flow would require a value of f3 = 1.87, which is not only incompatible 

with all the current measurements (e.g. Table 1 in Dekel 1997) but also does not help in 

reducing the very large misalignment of 70° between the two vectors. 

Recent analyses of existing peculiar velocity catalogues show some inconsistencies in 

the calibration of distance indicators which may result in spurious bulk flow signals (Willick 

and Strauss 1998). For this reason we limit our comparison of model and observed bulk 

flows by imposing a series of restrictions designed to minimize possible systematic errors. 

This should return an unbiased, if somewhat less accurate, estimate of {3. These restrictions 

are: 

- We consider only Marklll and SFI bulk velocities which, like the PSCz model velocity 

field, have been smoothed onto a regular grid and filtered on a similar scale. This ensures 

that the comparison is as homogeneous as possible. 

-We exclude scales below 20 h-1 Mpc since small differences in the smoothing procedures 

applied to model and observed velocities in the the nearby region can bias the comparison. 

- We do not consider Mark III velocities at distances greater than 30 h-1 Mpc because 

beyond this distance, doubts have been expressed about the integrity of the Mark III data 

by Davis, Nusser & Willick (1996) and by Willick & Strauss (1998). At smaller distances, 

on the other hand, there is no evidence for any systematic effects in the Mark III data and, 

furthermore, the bulk flow inferred from them agrees well with that inferred from the SFI 

data, as shown in Fig. 4.18. 

From these considerations, the most reliable estimate of f3 is obtained by comparing the 

amplitude of the Mark III cumulative bulk flow at 30 h- 1 Mpc ( 440 ± 45 km s-1 ) with the 

PSCz model bulk velocity returned by Method 1 at this same distance ((576±84){3 km s-1 
). 

This gives f3 = 0.76 ± 0.13, where the errors are 1-a. Performing the comparison between 

the model and SFI bulk velocities at 60 h-1 Mpc gives a consistent result, f3 = 0.67 ± 0.16. 

This consistency is reassuring because the SFI data, unlike the Marklll data, show no sys­

tematic differences with the 1.2-Jy gravity field ( da Costa et al. 1996). These f3 estimates 

have been obtained after correcting for systematic errors in the predicted bulk flow that we 

have obtained from the PSCz mock catalogues. As shown above, systematic uncertainties 

in the model bulk flows are greatly reduced when we consider its SGY component which 

is the least affected by the zone-of-avoidance. To minimise the uncertainties associated 

with this empirical correction we compare the SGY component of the Mark III cumulative 

bulk flow (110 ± 40 km s-1 ) with the PSCz model bulk velocity ((202 ± 49){3 km s-1
) at 

30 h-1 Mpc . This returns a value of f3 = 0.55 ± 0.25 ({3 = 0.54 ± 0.28 if the SFI bulk 



Chapter 4: PSCz velocity and density fields 87 

velocity is compared instead) which, given the large uncertainties, is still consistent with 

the one previously obtained at 1-a level. 

4. 7 Discussion and conclusions 

The recently completed PSCz redshift survey of IRAS galaxies represents an almost ideal 

dataset for studying the mass distribution and the gravity field in the local universe. In 

this chapter we have used the PSCz survey to develop a non parametric model of the local 

cosmic velocity field which supersedes results derived from the shallower 1.2-Jy and the 

sparser QDOT surveys. Our reconstructions are based on the assumptions that cosmic 

structure has grown by gravitational instability and that fluctuations in the galaxy distri­

bution are proportional to fluctuations in the mass distribution. We have paid particular 

attention to a careful estimation of random and systematic errors using a suite of mock 

PSCz catalogues constructed from large cosmological N -body simulations. As a further 

check on the validity of our results, we have implemented two independent methods for 

reconstructing the PSCz model velocity fields, both of which give consistent results. 

Because of the large size of the PSCz survey, the density and velocity fields can be 

reliably reconstructed out to a depth of 150 h-1 Mpc. We have presented maps of the 

galaxy distribution which, with a smoothing radius of only 6 h-1 Mpc, clearly show the 

relative sizes of the main structures that characterize our local universe. The two largest 

peaks in our neighbourhood are the Great At tractor, made up of the Hydra-Centaurus 

and Pavo-Indus-Telescopium superclusters, and the Perseus-Pisces supercluster located 

in roughly the opposite direction on the Supergalactic plane. The Local, Coma-A1367, 

and Camelopardalis superclusters as well as the Cetus Wall are clearly visible in our 

maps, and the giant Shapley concentration appears near the edge of the survey, behind 

the Great Attractor. The largest underdensity in our vicinity is the well-known Sculptor 

void, but this is almost matched in size by a void in the background of the Camelopardalis 

supercluster. Three more underdense regions that exert an important influence on the local 

dynamics are the voids in the foreground of Coma, in the background of the Perseus-Pisces 

complex, and behind the Great Attractor. 

The local velocity field implied by the PSCz density field is complex. The dominant 

features are the large infall patterns towards large mass concentrations in the Great Attrac­

tor, Perseus-Pisces and Coma regions. Superimposed upon these are impressive coherent 

flows along a ridge between Cetus and Perseus-Pisces and along the Camelopardalis­

Virgo-Great Attractor-Shapley direction. We see no prominent back-infall onto the Great 

Attractor. Instead, the flow in this region results from the interplay between the compres­

sional push of two nearby voids and the pull of the Shapley Concentration on much larger 

scales. 

The PSCz reconstruction agrees well with results from the 1.2-Jy survey within 80 h-1 Mpc, 
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the region in which the latter provides adequate sampling. The only noticeable difference 

is the predicted bulk velocity vectors (in the CMB frame) which differ in the two surveys by 

f'V 130/J km s-1in each Cartesian component. This discrepancy arises from uncertainties 

in the way in which the zone-of-avoidance is filled in and from errors in the transformation 

of the predicted peculiar velocities from the Local Group to the CMB frame. While the 

former affect the PSCz and 1.2-Jy results equally, the latter are more severe in the 1.2-Jy 

case because of the larger shot noise. Thus, the misalignment between the Local Group 

acceleration and the CMB dipole vectors is f'V 25° for the 1.2-J y survey compared with 

only f'V 15° in the PSCz survey (Schmoldt et al. 1998). 

As we saw in§ 4.5.1, the density and velocity fields inferred from the PSCz survey agree 

well with those inferred from a sample of Abell/ ACO clusters. This is perhaps surprising 

since clusters are selected in a very different way from galaxies, but it is reassuring and 

suggests that systematic errors are under control in both cases. Comparison of the two 

model density and velocity fields, smoothed on the same cubic grid, out to a distance of 

140 h-1 Mpc, gives the relative linear bias, be, between the rich cluster and PSCz galaxy 

populations. A x2 analysis of the density-density and velocity-velocity comparisons gives 

very similar results in both cases, be = 4.4 ± 0.6 and be = 4. 7 ± 0.6, respectively. These 

values are consistent with the estimate, be = 4.5, obtained by Peacock and Dodds (1994) 

from an analysis of phenomenological power spectra. A more detailed comparison of the 

relative bias field of clusters and galaxies will be presented in Plionis et al. (1999). 

Finally, from the reconstructed PSCz peculiar velocity field we have estimated the 

bulk velocities of concentric spheres around us. Comparison of these bulk flows with 

independently measured peculiar velocities yields an estimate of the parameter jJ = 0.0·6 /b. 
In order to perform a homogeneous comparison while minimizing possible biases due to the 

Marklll-IRAS mismatch discussed above, we restricted this comparison to the amplitude 

of the PSCz model and the Mark III bulk velocities at 30 h-1 Mpc. This gave our best 

estimate, jJ = 0. 76 ± 0.13. A similar comparison, but using the bulk flow measured in the 

SFI survey at 60h-1Mpc (Giovanelli et al. (1997a, 1997b), returned a consistent estimate 

of jJ. To further minimize possible biases in the predicted bulk flow we also compared 

the SGY components of the PSCz and the Mark III bulk flow vectors, resulting in a lower 

value of jJ = 0.55 ± 0.25 still consistent with the previous one within 1-a level. These 

estimates of jJ are also consistent with results from analyses of the PSCz dipole (Schmoldt 

et al. 1998, Rowan-Robinson et al. 1999), and with the most recent determinations of jJ 

from velocity-velocity comparisons (Davis, Nusser & Willick 1996, da Costa et al. 1996, 

Willick et al. 1997b, Willick & Strauss 1998). 

A determination of jJ to 15% accuracy is possible by comparing the peculiar velocity 

field inferred from the PSCz survey with measured peculiar velocities at independent 

locations. An analysis of this kind based on the likelihood VELMOD technique (Willick 

et al. 1997b) is currently in progress. 
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PSCz - 1.2-Jy Comparison. 

5.1 Introduction 

In the context of linear gravitational instability ( GI) theory and linear biasing a comparison 

between the predicted and observed peculiar velocity provides us with a combination of 

the mean density parameter' no, and the linear biasing parameter' b, given by: 

no.6 
a- o 
fJ =-b-. (5.1) 

Recently, several analyses comparing the IRAS 1.2-Jy gravity field with the Markiii ve­

locity field have been carried out by Davis, Nusser & Willick (1996), Willick et al. (1997b ), 

Willick and Strauss (1998), Sigad et al. (1998) and Dekel et al. (1998b ). These studies 

show that both fields are qualitatively rather similar, supporting the assumption that 

the growth of the large scale structure is due to gravity (although other mechanisms are 

also possible to explain the correlation between observed velocities and predicted gravity 

cf. Babul et al. 1994). Detailed quantitative comparisons are however, at present, less sat­

isfactory. Davis, Nusser & Willick (1996) in applying the method introduced by Nusser & 
Davis (1995) (ITF analysis) found coherence in the residuals between the IRAS 1.2Jy and 

Mark III data which prevents a conclusive determination of (3. Willick et al. ( 1997b) find 

a better agreement using the rather different VELMOD technique. However they only 

applied it to the Mark III galaxies within the redshift limit1 s = 3 000 km s-1 . In a more 

recent paper, Willick & Strauss (1998) show that it is possible to find good agreement for 

galaxies within a redshift limit s = 7 500 km s-1 if the Tully-Fisher relation for various 

subsamples going into Mark III catalogue are re-calibrated. However, such calibrations are 

inconsistent with the original work of Willick et al. (1997a) placing the objects belonging 

to two of the samples which make-up Mark III 8% closer. 

The main goal of this chapter is to check if the discrepancies between the 1.2-Jy 

predictions and the measured velocities in Markiii are intrinsic to the predicted velocity 

1 Throughout this chapter we apply the convention s = cz LG 
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field. Thus, we compare the overdensity and radial peculiar velocity fields inferred from 

the IRAS PSCz survey with those inferred from 1.2-Jy (henceforth we are going to use 

the PSCz and 1.2-Jy to denote IRAS PSCz and IRAS 1.2-Jy surveys, respectively). Since 

the former dataset is deeper and better sampled, such comparison may give us clues 

as to whether or not improved redshift surveys might provide a better match to the 

Marklll data-set than Davis, Nusser and Willick (1996) found. 

In § 5.2 we describe how to compare the velocity and overdensity fields inferred from 

redshift surveys with different spatial sampling. The galaxy catalogues are introduced in 

§ 5.3. Section § 5.4 describes the overdensity inferred from both redshift surveys. The 

predicted radial velocity fields from both IRAS surveys are described in § 5.5, including 

a detailed study of the first three spherical harmonics coefficients. Finally, section § 5.6 

contains a discussion of the results and suggestions for future work. 

5.2 Spherical Harmonic Coefficients of the Overdensity and 
Velocity fields. 

Our analysis relies on a spherical harmonics expansion, Yim(s){l = 0, .. , oo; lml ~ l}, of the 

overdensity, 8 ( s), and radial peculiar velocity, u( s), fields in redshift space. The spherical 

coefficients 'l/Jzm( s) of an arbitrary field 'lj;( s) are related by: 

'l/Jzm(s) = j 'lj;(s)Yz~(s)dn (5.2) 

00 l 

'l/J(s) = L L 'l/Jzm(s)Yim(s). (5.3) 
l=O m=-l 

Where * indicates a complex conjugate. Since the overdensity and peculiar velocity fields 

are real, we use the real-valued spherical harmonics Ytm (s){l = 0, .. , oo; lml ~ l} following 

Baker et al. (1998) and Bunn (1995) (see also Jackson 1962). For a given l these special 

functions are normalized by the value of Yzo at the North Galactic Pole. Thus, the ampli­

tude of the zth_multipole, 'l/Jz( s ), is simply the quadrature sum over the (2l + 1 )-spherical 

coefficients: 
1 

1/Jt(s) = L~l ,P/;,(s)] 2 (5.4) 

Where 'l/Jfm(s) are the spherical harmonic coefficients as we replace Yim(s) by Ytm(s) in 

eqns. (5.2) and (5.3). 

5.2.1 Peculiar velocity and overdensity fields from the Distribution of 
Galaxies in Redshift Space 

Nusser & Davis (1994) show that in linear gravitional instability (GI) theory the peculiar 

velocity field in redshift space is irrotational and thus can be expressed in terms of a paten-



Chapter 5: PSCz-1.2 Jy Comparison 91 

tial: v( s) = - \7<I>( s ). As already discussed in previous chapters, the angular dependencies 

of the potential velocity field and the galaxy overdensity field (both measured in redshift 

space and expanded in spherical harmonics, <I>zm(s) and 8zm(s), respectively) are related 

by a modified Poisson equation: 

_!__~ ( 32 d<I>zm) _ _ 1_l(l + 1)<I>zm = _/3_ (Szm _ ~ dln</>d<I>tm), 
s2ds ds 1+/3 s2 1+/3 sdlns ds (S.S) 

where </>( s) is the selection function. To solve this differential equation we first compute 

the density field on an angular grid using cells of equal solid angle and 52 bins in redshift 

out to s = 18000kms-1 . 

Since our aim is to compare fields (for instance, density fields) inferred from two 

different datasets, we must perform the computations on a grid with the same spatial 

resolution. Thus, the radial bin sizes are set proportional to the 1.2-Jy interparticle 

separation, a1.2( s) = [n1.2¢1.2( s )]-113 , because this survey is the more sparse of the two. 

Henceforth the subscripts 1.2 and 0.6 denote 1.2-Jy and PSCz, respectively. To estimate 

the mean density of the catalogue j {j = 0.6, 1.2} we consider 

(5.6) 

Where the sum IS over the objects within the sample volume Vj. These volumes are 

computed in the following way: first, we estimate the 1.2-Jy mean density accounting for 

galaxies within Smax 1.2 = 8 000 km s-1 ; second, we repeat the same estimation but using 

the PSCz galaxies within a radius for which this survey's interparticle separation, a0.6( s) = 
[no.6¢>o.6( s )]-113 , is that of the 1.2-Jy at 8 000 km s-1 . From Fig. 4.2 it is straightforward 

to verify that such a radius is Smaxo.6 = 12 OOOkm s-1 . The Gaussian-smoothed galaxy 

overdensity field at a grid point n, for a catalogue j {j = 0.6, 1.2} is given by: 

(5.7) 

where the sum is over all galaxies within the catalogue j, Nj. The Gaussian smoothing 

width for the cell nat redshift sn, a1.2n, is given by a1.2n = CTI.2(sn) (or 100kms-1 when 

such a length is smaller than this). This smoothing scheme is tailored to keep the un­

certainties caused by shot-noise in the inferred 81.2 ( s) roughly constant throughout the 

volume of the 1.2-J y red shift survey, since of the two inferred density fields this is the 

most affected by this source of uncertainty. This scheme is analogous to the optimal 

Wiener filtering procedure (Lahav et al. 1994; Fisher et al. 1995b) 

In eqn. (5.5) we assume linear theory and a one-to-one mapping between distance 

and redshift along any line of sight. Such assumptions are not valid in clusters where 

the smoothed density field still shows appreciable triple-valued regions around clusters. 

Thus, we apply the same procedure as Yahil et al. (1991) for collapsing the fingers of God 

associated with the six nearby clusters present in their Table 2. 
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5.3 Datasets 

PSCz is a collaboration involving several British institutions (Durham, Oxford, Edinburgh 

and Cambridge) which have recently finished a catalogue containing some 15500 IRASPSC 

(Point Source Catalogue) galaxies with a 60 J-Lm flux larger than 0.6-Jy. The average depth 

of this survey is rv 100 h-I Mpc covering 80% of the sky. The unobserved parts of the 

sky are filled-in with the same cloning procedure which we applied in the two previous 

chapters. The reader can find further details of this survey in chapters § 3 and § 4. The 

1.2-Jy catalogue (Fisher et al. 1995a) contains 5321 IRAS PSC galaxies with a 60 J-Lm 

limit of 1.2-Jy which cover 87.6% of the sky. The median redshift is 84 h-I Mpc. In this 

chapter we use a version of this catalogue which Yahil et al. (1991) have supplemented with 

"synthetic" objects in the ZoA and other excluded regions. This filling-in of the masked 

regions was performed without biasing the statistics of the galaxy distribution. The reader 

should notice that this version is slightly different to the one extensively used in chapter 

§ 4, as we apply slightly different filling-in procedures. In all datasets or sub-datasets 

which we consider, the redshifts are in the Local Group frame. The selection function 

parameters and the mean number density of both surveys are shown in Table (5.1). 

5.4 The IRAS PSCz and 1.2-Jy Overdensity Fields 

We have reconstructed our overdensity fields, in redshift space, for all galaxies within a 

sphere of 18 000 km s-I. The harmonics are computed up to lmax = 16. This truncation 

produces an effective angular resolution of ~() ~ -1 7r radians ( cf. Peebles 1980) which 
max 

at redshift s corresponds to a maximum spatial resolution of ~s ~ 11rs • Within s ~ 
max 

6 000 km s-I this is slightly smaller than a1.2( s) of our smoothing procedure, eqn. ( 5. 7). 

We apply a correction factor to account for part of the Gaussian-weighted volumes which 

fall outside the survey cut-off. 

5.4.1 Overdensity Maps 

Figs. 5.1-5.3 show Aitoff proje~tions of the redshift space overdensity field in three radial 

Gaussian-shells at s = 1 000, 3 000 and 5 000 km s-I, respectively. The radial size of such 

shells is defined by the width applied to Gaussian-smooth the overdensity field at the 

radial position of the shell. The overdensity maps are plotted in Galactic coordinates. 

The most obvious feature common to the three Gaussian-shells is that the PSCz over­

density field is in general larger than its 1.2-Jy analogue, ( cf. bottom panels of Figs. 5.1-5.3 

where the positive values of the residuals, Ores( s) = 8o.6( s) - 81.2( s ), encompass a larger 

area of the sky than the negative ones). Baker et al. (1998) in their comparison of the 

IRAS 1.2-Jy and ORS galaxies in redshift space show the same features present in our 
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maps: the Supergalactic Plane where clusters like Hydra, Centaurus, Perseus and Pisces 

rest and extended voids like the Local Void and Sculptor Void. 

In Fig. 5.1 the contours in the two top panels are equally spaced at D..b = 1.0 while 

D..flres = 0.25 in the bottom panel. The Virgo cluster, ( l ~ 240°, b ~ 75°), is the most 

prominent overdensity and spans over rv 60° in the northern Galactic hemisphere. Fornax, 

( l ~ 237°, b ~ -54 °), appears as the only overdensity in the South hemisphere and it is 

connected to Virgo across the Galactic Plane. The observed elongation on the isocontours 

around Virgo at (l ~ 145°, b ~ 66°) is due to the Ursa Major cluster. For a Gaussian 

smoothing of 345 km s-1 on this shell the overdensity field of both surveys is rather similar 

at the location of the identified overdensities. However, the large void that is seen in 

1.2-J y centered at 0° < l < 180°, is not found in the PSCz overdensity field. Instead, in 

PSCz there are two voids at (l ~ 180°, b ~ 0°) and (l ~ 60°, b ~ -50°) separated by a 

small overdensity which is an extension of the Ursa Major cluster across the Galactic plane 

at l ~ 120°. The residuals' map, lower panel, features positive values over most of the sky. 

The two major peaks are at (l ~ 0°, b ~ 0°) with bres rv 2.75 and at (l ~ 100°, b ~ 0°) 

where bres rv 1.25 within the Zone of Avoidance (ZoA). The former coincides with the 

widest part of the PSCz mask whilst the latter coincides with the extension of Ursa Major 

over the Galactic plane in the PSCz maps. On this shell the residuals only assume negative 

values around the Virgo cluster where bres rv -0.5. There is the possibility that the cloning 

procedure applied to PSCz might exaggerate the contribution of structures close to the 

Galactic plane. In the innermost regions the incompleteness of the faint galaxies may also 

be a source of uncertainty in the density field (Rowan-Robinson et al. 1990). To account 

for this problem we set the PSCz selection function equal to unity within 600 km s-1 . 

In Fig. 5.2, s = 3 000 km s-1 , the isocontours are D..b = 0.5 and D..bres = 0.25 in 

the top two panels and bottom panel, respectively. The applied Gaussian filter has a 

characteristic smoothing length of 550 km s-1 . On this redshift slice even though both 

inferred overdensity fields are qualitatively similar, the residuals have positive values across 

most of the sky. The clusters Hydra ( l ~ 270°, b ~ 20°) and Centaurus ( l ~ 300°, b ~ 20°) 

are clearly seen. The Hydra-Centaurus system runs across the Galactic Plane out to 

Pavo-Indus-Telescopium (l ~ 270°, b ~ -30°), while the back-side of Fornax appears 

at ( l ~ 210°, b ~ -30°). The Supergalactic Plane is visible near l ~ 135° all across the 

Northern Galactic Hemisphere. The positive isocontour at very high Galactic latitude near 

l ~ 240° can be identified with Leo. There are also some large voids extending across the 

sky: at ( l = 5°, b = 10°) and the so-called Local Void (Tully 1987) at l = 265°, b = -50°. 

The magnitude of the differences between the fields PSCz and 1.2-Jy density fields show 

the same trend as in the innermost shell. 

At s = 5 000 km s-1 , Fig. 5.3, the smoothing length is 815 km s-1 . The two largest 

clusters, Perseus-Pisces, at (l = 140°, b = -25°) and Pavo-Indus, at (l = 330°, b < -20°) 

are very alike in the two surveys. The background of Hydra at l = 280°, b ~ 10° also 

shows a similar appearance in both fields. However, Cancer (l = 190°, b = 25°) and 
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Figure 5.1: Comparison between the PSCz smooth overdensity field (top panel) and the 
1.2-J y analogue (middle panel) in a Gaussian-shell at s = 1 000 km s-1 . The residuals 
appear in the bottom panel. The Gaussian smoothing width is a1.2 = 345 km s-1 . The 
contour spacing is 1.0 in the two top panels and 0.25 in the bottom one. Grey and black 
lines show b < 0 and b ~ 0, respectively. Heavy black lines represent the b = 0 or Ores = 0 
contour. 
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Figure 5.2: Comparison between the PSCz smooth overdensity field (top panel) and the 
1.2-Jy analogue (middle panel) in a Gaussian-shell at s = 3 000 km s-1 . The residuals 
appear in the bottom panel. The Gaussian smoothing width is a1.2 = 550 km s-1 . The 
contour spacing is 0.5 in the two top panels and 0.25 in the bottom one. Grey and black 
lines show 8 < 0 and 8 ~ 0, respectively. Heavy black lines represent the 8 = 0 or 8res = 0 
contour. 
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Orion (l = 190°, b = -25°) which in the 1.2-Jy survey look like separate identities, in the 

PSCz density field appear as extensions of the Perseus-Pisces supercluster. At this level 

of smoothing the small amplitude of the residuals over most of the sky confirms the good 

visual agreement between both overdensity fields. 

5.4.2 Radially Averaged Overdensity and Density Contrast 

To understand the systematically all larger values of the PSCz overdensity field relative 

to the 1.2-Jy counterpart, we compute the overdensity in spheres of increasing redshift, 

8(s). We estimate 8j(s) {j = 0.6, 1.2} directly from the redshift distribution: 

1 Np,j W ( ) 
8j(s) = --_- L 8 s, Si - 1, 

V1jn1j i=1 ¢j( si) 
(5.8) 

where W-s(s, si) = H(s- si)H(Ibil- 10°) represents the window function and H indicates 

the Heaviside function. The sum is over the Np,j galaxies belonging to the catalogue 

j which has a selection function </Yj( s ). V1j is the sample volume used to compute the 

mean number density fi1j defined by V1j = J;ma.xj W-s( s, s')d 3 s', where Smaxj = 12 000 

and 8 000 km s-1 for the PSCz and 1.2-Jy, respectively. Since V1j does not contain the 

ZoA we may verify whether the inferred 8j( s) {j = 0.6, 1.2} are intrinsically different, 

without uncertainties caused by the filling-in procedure of the ZoA. Fig. 5.4a illustrates 

the estimates of 8( s) for both catalogues as function of sin spheres of radius ranging from 0 

to 15 000 km s-1 in steps of 200 km s-I, solid -thick and -thin lines represent PSCz and 1,2-

Jy datasets, respectively. Although the PSCz estimate is systematically larger than 1.2-Jy 

counterpart, within s = 8 000 km s-1 , both survey's estimates show a qualitative similar 

radial dependence: an overdensity larger than 1.5 at very small radial distance; another 

peak at s ~ 1500 km s-1 showing the presence of the Virgo and Fornax clusters; a minimum 

at s ~ 4 000 km s-1 which is due to Sculptor Void; and a large enhancement about s ~ 

5 000 km s-1 which illustrates the presence of the "Great Attractor" and Perseus-Pisces. 

The overdensity in shells of identical thickness ( 8p/ p)j can be estimated by: 

(5.9) 

where the sum is over all Np,j galaxies within the catalogue j while Wspjp( s, Si, Lls) = 
H(s + Lls/2- si)H(si + L:ls/2- s) is the window function. Fig. 5.4b shows (8pjp)j 

estimated from the redshift distribution of both surveys up to s = 15 000 km s-1 in shells 

of constant thickness, set equal to Lls = 200 km s-1 . The coarse -thick and -thin lines 

illustrate PSCz and 1.2-Jy, respectively. The former has systematically larger overdensities 

within s = 6 000 km s-1 . The major features of this field coincide in both surveys and have 

already been described when analysing 8( s ): there is a local overdensity larger than 1.5 

at s s; 200kms-\ Virgo and Fornax are apparent s rv 1100kms-1 where 8pjp 2:: 1.0; 

in both surveys 8pjp assumes negative values, s; -0.1, at about s rv 3500kms-1 which 
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Figure 5.3: Comparison between the PSCz smooth overdensity field (top panel) and the 
1.2-Jy analogue (middle panel) in a Gaussian-shell at s = 5 000 km s-1

. The residuals 
appear in the bottom panel. The Gaussian smoothing width is a1.2 = 815 km s-1 • The 
contour spacing is 0.5 in the two top panels and 0.25 in the bottom one. Grey and black 
lines show 8 < 0 and 8 ~ 0, respectively. Heavy black lines represent the 8 = 0 or 8res = 0 
contour. 
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illustrates the presence of the Sculptor Void and finally, Perseus-Pisces and the "Great 

Attractor" are clearly seen at about s rv 5 000 km s-1 where the shell overdensity field 

is larger than 0.2. In Fig. 5.4b we also show the smoothed bt=O, m=o( s) inferred in our 

spherical harmonic analysis ( PSCz -thick continuous line; 1.2-J y - dashed line). Recall 

that the monopole, l = 0, m = 0, term of a field on a shell is by definition the mean 

value of the considered field over such a volume. The differences between the estimates 

derived from the considered surveys are also evidentcin Fig. 5.4b. The PSCz estimates are 

systematicaly larger than their 1.2-Jy counterparts within s = 6 000 km s-1 . 

5.5 The IRAS PSCz and 1.2-Jy Radial Peculiar Velocity Fields 

Since we know the overdensity field we may obtain the potential of the peculiar velocity 

field by solving eqn. (5.5). We integrate this modified Poisson equation numerically setting 

f3 = 0.6 for both IRAS surveys. This is consistent with our previous analysis of the 

PSCz bulk flow, § 4, the Local Group acceleration (Schmoldt et al. 1998) and also the 

1.2-Jy-POTENT dipole comparison (Nusser & Davis 1994). 

5.5.1 Radial Peculiar Velocity Maps 

Let us define Uj(s), where j = 0.6, 1.2, as the radial peculiar velocity field, u(s) = s · \i'q>, 

inferred from the survey j and Ures( s) = uo.6( s) - u1.2( s) as the residuals between both 

radial velocity fields. To obtain Uj( s) maps we used lmax = 16 while computing the sum 

over the velocity spherical harmonics coefficients. Figs. 5.5-5. 7 show such maps in the same 

Gaussian-shells as the redshift shells used to illustrate the overdensity field. Although both 

inferred peculiar radial velocity fields seem qualitatively similar, the residuals plotted in 

the bottom panels of the figures, assume negative values over most of the sky. The grey 

and black lines represent positive and negative radial peculiar velocities, respectively, while 

the heavy black lines indicate the Uj = 0 or Ures = 0 contour level. 

Fig. 5.5 shows the isocontours of the line-of-sight component of the velocity field at 

s = 1 000 km s-1 . The contour spacing is 50 km s-1 . The major feature of the PSCz and 

1.2-Jy velocity fields is the dipole component which dominates the flow as a result of the 

motion of the LG, with infall towards (l ~ 220°, b ~ 30°) and outward flow in the opposite 

direction. The residuals between the fields, shown in bottom panel, have a dipolar-like 

pattern: the maximum and the minimum of such a map are in opposite parts on the 

sky, ( l ~ 220°, b ~ 0°) and ( l ~ 40°, b ~ 0°), respectively. The difference between the 

amplitude of these maxima and minima, ~ -50 km s-1 and ~ 150 km s-1 , respectively, 

indicates that there also is a residual monopole component. 

In the next redshift shell the dominance by the dipole component is still evident in 

the two surveys' velocity fields, as can be seen in the top two panels of Fig. 5.6. The 
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Figure 5.4: The IRAS spherical overdensity, 8( s ), and shell overdensity contrast, 1 + 
(opjp)(s). a) The PSCz spherically averaged overdensity is represented by the heavy line 
while the 1.2-Jy's estimate is denoted by the solid line. b) The PSCz density contrast is 
represented by the coarse-thick line while the 1.2-Jy's estimate is denoted by the coarse­
thin line. The thick (thin) smooth solid line illustates the PSCz (1.-Jy) density monopole 
(boo( s) ). 
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Figure 5.5: IRAS velocity field in a shell at 1 000 km s-1 • The contour spacing IS 

50 km s-1 and the heavy solid lines represent the u = 0 or Ures = 0 contours. 
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contour spacing is 200 km s-1 and 50 km s-1 for the two top panels and the bottom panel, 

respectively. In the two velocity maps, there is an infall on the back side of Virgo and 

galaxies flowing away from us as they fall roughly into Perseus-Pisces, (l ~ 120°, b ~ 

-40°). The residuals show the same pattern as in the previous shell but with a larger 

monopole component. The largest (l ~ 180°, b ~ 0°) and smallest (l ~ 320°, b ~ 0°) 

values of the residuals are ~ 0 km s-1 and ~ -400 km s-I, respectively. 

At redshift s = 5 000 km s-1the velocity field maps of both surveys (two top panels 

of Fig. 5. 7) again show the same dipole pattern as the two previous shells with galaxies 

flowing from us toward Perseus-Pisces and infalling on the opposite side of the sky. The 

residuals (bottom panel) assume negative values in almost all the sky, except in a small 

patch close of the South Galactic Pole where they roughly vanish. The minimum value of 

residuals is -400 km s-1 ( l ~ 310°' b ~ 0°). 

5.5.2 Velocity Multipoles 

As was elegantly shown by Nusser & Davis (1994), the monopole (l = 0) and dipolar 

(l = 1) components of the radial peculiar velocity field, in the LG frame, are determined 

uniquely by specifying that the velocity should vanish at the origin. That is, the radial 

velocity at redshift s, when expanded in spherical harmonics to l ::; 1, is insensitive to the 

distribution of objects outside a sphere of radius s, where s = lsi. Thus a statistically 

significant disagreement between PSCz and the 1.2-Jy surveys predictions is a sign that 

there is something wrong or an incorrect treatment of some important non-linear flow or 

a systematic error in one or both datasets. 

Our 1.2-Jy predictions for the various multipoles are similar to those by Baker et 

al. (1998). The monopole terms, u00 ( s ), of both surveys are illustrated in Fig. 5.8. Heavy 

thick and thick dashed lines represent PSCz and 1.2-Jy, respectively. Although the in­

ferred monopoles show the same features - three major turns at s~ 1500, 4 000 and 

6 000 km s-1 associated with Virgo/Fornax, the "Great-Attractor" and Perseus-Pisces, re­

spectively- they are systematically different. The PSCz estimate is always negative within 

12 000 km s-1 with a minimum value of -180 km s-1 at 2 000 km s-1 . The 1.2-Jy counter­

part has an amplitude smaller that 50 km s-1 beyond 3 000 km s-1 and a minimum value 

of -100 km s-1 at s ~ 1500 km s-1 . 

Fig. 5.9 displays the inferred dipole components. Solid thick and thick dashed lines rep­

resent PSCz and 1.2-Jy respectively. The PSCz' ¥-component (top right panel of Fig. 5.9) 

agrees rather well with the 1.2-Jy component. The predicted X- and Z- components (top 

left and bottom right panels of the figure) respectively, s~ow slight discrepancies, with the 

PSCz estimate being systematically smaller. Beyond s ~ 6 000 km s-1 , the total ampli­

tudes (bottom left panel) reflect such differences with PSCz having a smaller amplitude 

than the 1.2-Jy prediction. This discrepancy, along with the systematically negative value 

of the monopole mode within s ~ 6 000 km s-1·, suggests in the PSCz redshift survey there 
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Figure 5.6: IRAS velocity field in a shell at 3 000 km s-1 . The contour spacing is 
200 km s-1 and 50 km s-1 in the two top panels and bottom panel, respectively. The 
heavy black solid line represents the u = 0 or Ures = 0 contour. 
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Figure 5.7: IRAS velocity field in a shell at 5000kms-1 .The contour spacing is 
200 km s-1 and 50 km s-1 in the two top panels and bottom panel, respectively. The 
heavy black solid line represents the u = 0 or Ures = 0 contour. 
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Figure 5.8: Monopole coefficient uoo( s) estimated from PSCz and 1.2-Jy for f3 = 0.6. 
On both panels thick long-dashed (heavy solid) lines represent 1.2-Jy (PSCz ) monopole 
modes of the velocity field. a) Dot-dashed and dashed lines give the mean of the monopole 
term in 20 Monte-Carlo bootstrap resampling realizations of the PSCz and 1.2-Jy surveys 
respectively. Light- and Dark- shaded regions indicate the 1.2 Jy and PSCz 1 - CJ errors 
about t1 00 ( s), respectively. b) Dotted, dot-dashed and solid lines represent PSCz 0.1 

PSCz 1.2 and 1.2-Jy PSCz, respectively. 
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is an excess of galaxies in the direction opposite to the Galactic centre, l = 180°. 

Davis, Nusser & Willick (1996) were not able to obtain a conclusive value for {3 from 

their comparison between 1.2-Jy predicted and Markiii measured velocity fields because 

there is a clear mismatch between the Y -components of the velocity fields in question: the 

IRAS 1.2-Jy survey predicts a substantial reflex dipole while in the measured Markiii cat­

alogue little is detected (see Fig 15 of Davis, Nusser & Willick 1996). Since the inferred 

Y -components in the 1.2-Jy and PSCz cases are very similar, the use of the PSCz would 

not ameliorate such a discrepancy. 

Fig. 5.10 shows the quadrupole components, u 2m(s) (where m = -2, ... , 2), inferred 

from both surveys. The m = ±1 components are in excellent agreement in both surveys 

while for m = 0 there is an evident disagreement as beyond Virgo ( s :::::::: 1800 km s-1 ) the 

PSCz prediction assumes the largest value of the two. The predicted m = 2 ( m = - 2)­

components are very alike in both surveys within s :::::::: 6 000 km s-1 . Beyond this redshift 

the 1.2-Jy prediction becomes slightly smaller than the PSCz estimate. 

5.5.3 Estimating the Shot Noise Uncertainty 

A possible source of discrepancy between the multi pole terms inferred from both IRAS sur­

veys are Poissonian fluctuations caused by discreteness, the so-called shot noise. We com­

pute the shot noise uncertainty in the various multipoles by generating 20 bootstrap real­

izations of the "observed" PSCz and 1.2-Jy surveys by replacing each "observed" galaxy 

(including the "synthetic" galaxies within the masked regions) with a number of points 

drawn from a Poissonian distribution with the mean set equal to one and place them at the 

same location. We then obtain the peculiar velocity fields by applying the same algorithm 

used to predict the surveys' velocity fields. 

Since the resampling realizations are performed at random, each of the p resampled 

datasets will have the same spherical coefficients as the original data. More precisely, if 

U}m ( s) is the 1m-spherical coefficient for the ith bootstrap sample, then the average value 

over our suite of bootstrap realizations: 

- 1~ . 
Utm(s) = - L....JU/m(s), 

p i=1 
(5.10) 

will tend asymptotically to the estimate inferred from the true dataset in the limit p --+ oo. 

The variance of the individual U}m ( s) about their mean value Uzm ( s) is an estimate of the 

internal variance 
2 1 ~[ i - ]2 

aalm (s) = 1 + p ~ Uzm(s)- Uzm(s) . (5.11) 

The amplitude of the l-multipole Uz( s) is then defined by the sum in quadrature over the 
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Figure 5.9: The dipole coefficients, u1m( s ){ m = -1, 0, 1 }, inferred from PSCz and 1.2-Jy 
for {3 = 0.6. The solid and dashed lines in the various panels represent PSCz and 1.2-Jy 
dipoles, respectively. The GX, GY, GZ panels show the three Galactic components of 
the dipole and the bottom left is their quadrature sum. Light- and Dark- shaded regions 
indicate the 1.2 Jy and PSCz 1- a errors about U1m(s){m = -1, 0, 1}, respectively. 
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Figure 5.10: Quadrupole coefficients u 2m(s){m = -2, ... ,2} derived from PSCz and 1.2-
Jy for f3 = 0.6. The solid and dashed lines in the various panels represent the PSCz and 
1.2-Jy. The m = -2, ... , 2, panels show the five Galactic components of the quadrupole 
and the bottom left is their quadrature sum. Light- and Dark- shaded regions indicate 
the 1.2 Jy and PSCz 1- a errors about U2m(s){m = -2, ... ,2}, respectively. 



Chapter 5: PSCz-1.2 Jy Comparison 108 

Table 5.1: Selection function parameters for eqn. ( 4.1) 

Subsample a {3 Ts r* fi 
[h-1Mpc] [h-1Mpc] [h3Mpc-3] 

PSCz 0.54 1.80 6.0 87.00 5.76 ·10-2 

PSCz o.1 0.57 1.80 6.0 79.71 6.37 ·10-2 

PSCz 1.2 0.43 1.86 6.0 50.40 4.54 ·10-2 

1.2-Jy 0.43 1.86 6.0 50.60 4.64 ·10-2 

1.2-Jy PSCz 0.43 1.86 6.0 50.40 4.59 ·10-2 

(2l + 1)- U}m's, where {m = -l, ... ,l}, and the total variance about U1(s) is given by: 

(5.12) 

In Fig. 5.8a we illustrate U 00 ( s) inferred from the PSCz and 1.2-J y bootstrap realizations 

(dashed and dot-dashed lines, respectively) and they are in excellent agreement with the 

monopole components computed from the redshift surveys. In the same figure we also 

show the 1- a error of Uoo(s): light- and dark- shaded regions represent the 1.2-Jy and 

PSCz, respectively. It is evident that the mismatch between both surveys' monopoles 

cannot be explained by shot noise. 

Figs. 5.9 and 5.10 we illustrate the 1- a error about the respective mean values for the 

two surveys. However, with the sake of simplicity we do not display Ulm(s) {l = 1, 2; m = 
-l, .. , l} inferred from the bootstrap realizations. Light- and dark- shaded regions indicate 

the 1.2-Jy and PSCz, respectively. As for the monopole term of the velocity field, the 

discrepancies for the higher moments cannot be explained by uncertainties due to shot 

noise. 

5.5.4 Effects of Flux limit. 

In this subsection we attempt to verify whether the velocity monopole predicted from 

the PSCz redshift survey is robust as we reconstruct the velocity field from subsamples 

whose flux limits are 0.7- and 1.2- Jy. To determine the selection function of our sub­

datasets (PSCz o.7 and PSCz 1.2 , respectively) we use the same parametric maximum 

likelihood method applied in § 3 and § 4 (Yahil et al. 1991). The calculated parameters 

are displayed in Table (5.1). We compute the mean density within spheres of Smax = 8000 

and Smax = 10 000 km s-1 . Recall that to compute the mean number density of a survey 

we consider all galaxies within the radius for which the interparticle separation is the same 

as the 1.2-Jy at s = 8 000 km s-1 . The velocity monopoles inferred from these two sub-
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datasets are illustrated in Fig. 5.8b by dotted and long-dashed lines, respectively. They 

become gradually more like with 1.2-Jy prediction as we rise the value of the flux limit 

(dotted and dot-dashed lines). The largest disagreement between the PSCz1.2-Jy and the 

actual 1.2-Jy monopoles is at s = 1500 km s-1 where the difference is rv 40 km s-1 . This 

difference can be eliminated if we "observe" the 1.2-Jy survey through the same mask as 

PSCz and fill-in the unsurveyed regions with the prescription described in § 3. We then 

obtain a monopole term for the velocity field which agrees rather well with the 1.2-Jy data 

within 1 000 km s-1 (thin solid line). In the calculation of the last velocity field we are 

assuming that the selection function of the initial 1.2-Jy data-set is still valid (see 5.1). 

5.6 Discussion, Conclusions and Future Work 

We have compared the velocity and overdensity fields of the recently completed PSCz sur­

vey and the shallower 1.2-J y data set of IRAS galaxies in redshift-space. Our reconstruc­

tions are based on the assumptions that the Zeld'ovich approximation describes the growth 

of the large scale structure and that the galaxy distribution traces the underlying mass 

distribution according to the linear biasing prescription. 

We have applied the algorithm introduced by Nusser & Davis (1994) to obtain the 

multipolar components and infer the maps of overdensity and radial. peculiar velocity 

fields in redshift space. 

The overdensity fields are reconstructed with a smoothing proportional to the 1.2-Jy 

inter-galaxy separation. The two redshift surveys exhibit the same major peaks (Virgo, 

Hydra-Centaurus and Perseus-Pisces). However, the (8) > 0 of the PSCz sample is slightly 

larger than the 1.2-Jy counterparts. More specifically, we show that within 6 000 km s-1 the 

PSCz overdensity field has a systematically larger monopole component than the 1.2-Jy 

counterpart. 

The overall radial velocity field in the LG frame has a dipole-like appearance, with 

galaxies flowing away from us towards Perseus-Pisces and infalling in the opposite part 

of the sky in both surveys. The maps of the velocity residuals are on average negative 

within s ~ 6000 km s-1 showing that the PSCz survey predicts a larger infall than the 

1.2-J y survey. 

The velocity spherical harmonics analysis clearly shows a discrepancy between the 

monopole components of the velocity fields (as expected from the discrepancy in the 

density monopole). The 1.2-Jy estimate is systematically larger than the PSCz counterpart 

within s ~ 10 000 km s-1 . The higher order moments exhibit good agreement within the 

same region, except u11 and u20 which show discrepancies of 100 km s-1 beyond s = 

1500kms-1 . 
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We have paid particular attention to the estimation of the shot noise uncertainties. 

In § 5.5.3 we show that uncertainties due to shot-noise cannot explain the discrepancies 

between the velocity multipoles of the two surveys. 

If incompleteness of the PSCz galaxies fainter than 0.7 Jy can explain the mismatch 

between the velocity monopoles of the surveys then this estimator inferred from the 

PSCz o.7 would be in good agreement with the 1.2-Jy counterpart. In Fig. 5.8b) we show 

that this is not the case (dotted line). We also demonstrate, in the same figure, that not 

even the PSCz 1.2 resolves such a discrepancy( dot-dashed line). The PSCz 1.2 monopole 

term of the velocity field only agrees with the 1.2-Jy estimate if this sample is masked 

with a PSCz-like mask ( cf. Fig. 5.8b, thin solid line). 

A better understanding of the mismatch between the monopoles of the two surveys will 

require a careful comparison between PSCz and 1.-Jy mock catalogues. This will allow us 

to access the importance of the systematic errors. 

Davis, Nusser and Willick (1996) found discrepancies between the SGY-components 

of the 1.2-Jy and Mark III dipoles. Such discrepancies are not resolved because the SGY­

component, of the PSCz and 1.2-Jy redshift surveys are very similar. 
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