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Abstract

Computer simulations of liquid crystals

Melanie Joanna Cook

Molecular simulations performed on modern computers provide a powerful tool for the investigation of both static and dynamic properties of liquid crystals. In this thesis several properties of liquid crystal mesogens have been investigated using state-of-the-art Monte Carlo (MC) and molecular dynamics (MD) simulation techniques.

The helical twisting power, $\beta_M$, determines the pitch of the chiral nematic phase produced when a nematic liquid crystal is doped with a low concentration of chiral solute molecules. A new simulation technique that allows the prediction of both the sign and the magnitude of $\beta_M$ is described. The method employs fully atomistic MC simulations of a chiral dopant molecule in the presence of a twisted nematic solvent composed of Gay-Berne particles. Eighteen different chiral dopant molecules were examined and in all cases the results were in good agreement with existing experimental data.

The Kirkwood correlation factor, $g_1$, has been evaluated for the molecules PCH5, PCH5-Cl, me5NF and GGP5Cl using MD simulations in the pre-transitional region of the isotropic phase. The calculations employed an all-atom force field, which was developed specifically for liquid crystal molecules. PCH5 and me5NF were seen to favour anti-parallel dipole alignment whereas, PCH5-Cl and GGP5Cl preferred a parallel arrangement of the molecular dipoles. With the exception of GGP5Cl, the simulations gave $g_1$ values that were in accordance with existing experimental dielectric measurements. Detailed analysis of the MD trajectories showed that certain molecular pair configurations were preferred in the bulk and indicated which molecular groups were responsible for the stabilization of these configurations.

Equilibrium molecular dynamics simulations were carried out in order to evaluate the rotational viscosity coefficient, $\gamma_1$, for a Gay-Berne mesogen using two independent analysis techniques. The methods gave consistent results, which were comparable to experimental data for real mesogens of similar shape and size.
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1.1 A brief history of liquid crystals

1.1.1 The “discovery”

For many years it was customary to think of matter as existing in three states: solid, liquid or gas, but it is now known that this is not strictly correct. In particular, certain organic materials do not show a single transition from a solid to a liquid phase, but rather a series of transitions involving new phases. The properties exhibited by these new phases are intermediate between those of a liquid and those of a crystal and for this reason they are often termed liquid crystal phases. A more accurate name, however, is mesophase, meaning intermediate phase.

The first observation of this breakdown in conventional thinking was provided by the Austrian born botanist, Friedrich Reinitzer. Reinitzer’s main interest was the function of cholesterol in plants. In 1888 he observed a strange phenomenon associated with the melting behaviour of pure crystals of cholesterol benzoate.
Reinitzer noted that at 145.5 °C the cholesterol benzoate crystals melted to form a cloudy liquid which at the higher temperature of 178.5 °C cleared to form a transparent liquid. He also observed some of the same colour effects that had been reported by earlier scientists working on cholesterol derivatives: a blue colour briefly appeared upon cooling when the clear liquid turned cloudy and a blue violet colour occurred just before the cloudy liquid crystallized. Whether or not Reinitzer was the first to truly discover liquid crystal phases is debatable. His observation and description of the melting behaviour (i.e. two melting points) of cholesterol benzoate opened up a line of inquiry that turned out to be extremely fruitful. He described what he saw in a way that posed many of the right questions for future investigations. For example, if the solid phase melted at 145.5 °C then what was melting at 178.5 °C? Might this be a form of matter other than the solid or the liquid phase? For this reason Reinitzer is usually recognized as the discoverer of liquid crystal phases. The substance that Reinitzer observed is now recognized as a chiral nematic liquid crystal phase i.e. a mesophase. The study of such mesophases has attracted a great deal of interest over recent years.

Another scientist who played a major role in the discovery of liquid crystals was Otto Lehmann, a German physicist [3-5]. At the time of Reinitzer's discovery, Lehmann was studying the crystallization properties of various substances. Lehmann had constructed a heating stage for his polarizing microscope which allowed him to observe the crystallization of materials as the temperature was slowly lowered. This instrument allowed him to make one of the most important early contributions to the field of liquid crystals. Such devices are still widely used today. Reinitzer knew of the work of Lehmann and saw a connection between his observations and what Lehmann was reporting. He therefore, sent some of his sample to Lehmann who carried out many studies using his heating stage microscope. Lehmann described Reinitzer's substance, along with many of his own samples, in a variety of ways during this time period. Initially, he called them soft crystals which were almost fluid, but later this was replaced by the term crystalline fluids. He finally became convinced, however, that the cloudy liquid was a uniform fluid phase, which affected polarized light in a manner similar to crystals and not liquids. This combination of characteristic flow properties, like a liquid, and optical properties, like a crystal, finally led Lehmann to label these
substances liquid crystals a term still in use today.

1.1.2 After the “discovery”

Lehmann remained an extremely influential character in the field of liquid crystals until his death in 1922. Later in life he turned his attention away from the naturally occurring cholesterol derivatives, where the whole story had begun, and focussed his attention on synthetic materials [6]. Lehmann was also partially responsible for introducing the field of liquid crystals into France. The culmination of this effort was the classification scheme suggested by George Friedel in 1922 [7]. Friedel proposed the currently accepted description of liquid crystal phases, which involves the idea of molecular ordering. This lay to rest the numerous other suggestions as to the origin of liquid crystallinity. His classification scheme consisted of the use of words, such as, nematic, cholesteric and smectic to describe the different phases observed. Finally, liquid crystal phases were being accepted as a new state of matter. Friedel was also responsible for the introduction of the term mesophase, which even today is the preferred and widely used name for liquid crystals.

In the period between 1922 and World War 2 the work carried out on liquid crystals was mainly concerned with their elastic properties, X-ray studies, and the effects of electric and magnetic fields. The degree of order was described using an order parameter $S$. This was an important step since the description of orientational order in a liquid crystal phase is a very complicated task without such a parameter.

After World War 2 the interest in liquid crystals all but disappeared. It has been suggested that this was due to the fact that all the problems concerning liquid crystals had been solved. Also there was an apparent lack of any practical applications for liquid crystals. However, in the late 1950's two German physicists Wilhelm Maier and Alfred Saupe [8, 9] did make one important development in the field of liquid crystals. They formulated a microscopic mean field theory for nematic liquid crystal mesophases. As a result, for the very first time, liquid crystal researchers possessed a theory that predicted the behaviour of the nematic phase starting from realistic characteristics of the individual molecules. Despite
this, and other important work, liquid crystals continued to be thought of as a novelty and hence were largely ignored.

Whatever the reason for the lack of interest in liquid crystals after World War 2, the situation changed shortly before 1960. During this period a few individuals in the United States, Great Britain and the Soviet Union undertook a general re-examination of liquid crystal phases, in the hope of learning more about their molecular structure, optical properties and technological possibilities. Progress was swift and substantial as it became apparent that liquid crystalline substances had the ability to detect extremely small changes in temperature, mechanical stress and chemical environment. The door was suddenly opened to a large number of possible applications. This work, together with the synthesis of the very first stable, room temperature nematic liquid crystal phase \(p\)-methoxybenzylidene-\(p\)-n-butylaniline, (MBBA) [10–12], and the development of the first liquid crystal display (LCD) gave the whole enterprise a new practical purpose.

1.1.3 The “present” day

Stimulated by the excitement of the development of the first LCD, the 1970’s and 1980’s saw an explosion in the volume of liquid crystal research. Scientifically, liquid crystals are an important phase and have played an important role in increasing our understanding of how molecules behave co-operatively. Technologically, liquid crystals have become part of our daily lives, first appearing in wristwatches and pocket calculators, but now being used for displays in all sorts of instrumentation, including portable computers and televisions. Initially the advantage of liquid crystal display devices over other systems was their low power consumption and small size. However, liquid crystal displays now compete with other technologies for attractiveness, ease of viewing, cost and durability. Liquid crystals, nowadays, are not just being looked at for display technologies but also for their use as thermo-chromic materials [13] and data storage mediums [14]. Progress in our understanding of liquid crystals is also aiding developments in other areas such as cell biology. It now seems certain that the field of liquid crystals is set for further expansion in the future.
CHAPTER 1. INTRODUCTION TO LIQUID CRYSTALS

It is important to note that Reinitzer was an Austrian botanist and Lehman was a German physicist, and therefore, the discovery of liquid crystals represented collaboration between scientists representing two scientific disciplines from two different countries. From the very beginning, liquid crystal research has been a multidisciplinary, international field. A fact that has grown truer with time and is still a hallmark of the field today.

1.2 Liquid crystal phases

In order to understand the significance of these new states of matter, it is necessary to first recall the distinction between a crystal phase and a liquid phase. The most obvious difference is that the molecules in a crystal are highly ordered whereas those in a liquid are not. In a crystal the molecules can be thought of as having both long range positional and orientational order, in the sense that the molecules are constrained to occupy specific sites in a three dimensional periodic lattice. If on the other hand these degrees of order are completely lost, then an isotropic liquid arises, which has only short range positional order and no orientational order.

We know that most crystals transform directly into the liquid phase on heating, so that the long range positional and orientational order of the molecules is destroyed simultaneously. If the constituent molecules have pronounced anisotropy of shape, the disappearance in one, two, or three dimensions of the long range translational periodicity in the crystal may precede the collapse of the long range orientational order. This results in the occurrence of intermediate phases known as liquid crystals and plastic crystals (see figure 1.1) [15,16].

Molecules in liquid crystal phases tend to be fluid-like because they have lost some or all of the long range positional order. They do, however, maintain some degree of orientational order, but the amount of order is quite small compared to that of a crystal. In contrast to liquid crystal phases, that always possess orientational order and sometimes positional order, there is yet another phase of matter termed plastic crystals. Plastic crystals are solid phases which lack the orientational order of crystals but still retain the long range positional order.
They tend to be formed by molecules with spherical symmetry so that they can rotate freely along one or more of their molecular axes, even though their centres of mass are fixed in a lattice. Methane and carbon tetrachloride are typical examples of compounds that form plastic crystals.

Figure 1.1: Positional and orientational order in crystals, liquids and mesophases.
CHAPTER 1. INTRODUCTION TO LIQUID CRYSTALS

1.3 Types of liquid crystals

Transitions to liquid crystal phases may be brought about in two different ways. The first method relies on a purely thermal process and results in a class of mesophases which are termed thermotropic liquid crystals. The second method arises when two different substances are mixed together. In the second case, different mesophases are formed not only as a consequence of changing the temperature but also as the concentration of one component of the mixture is varied. This latter method results in a class of mesophases, called lyotropic liquid crystals.

1.3.1 Thermotropic liquid crystals

Thermotropic liquid crystals form directly as a mesogenic material is heated up from its crystalline state. Their phase behaviour can be described simply in terms of what happens with respect to a single parameter, temperature. An important characteristic of thermotropics is that the transition from one phase to another occurs at a particular characteristic temperature for each mesogen. The transition from mesophase to isotropic liquid is termed the clearing temperature, $T_c$. Thermotropic liquid crystal phases can be further sub-divided depending on their degree of orientational and positional order. The majority of pure compounds exhibiting thermotropic mesomorphism have one distinctive feature in common, namely the rod-like shape of the molecule. Mesophases of rod-like molecules, termed calamitic mesogens, are classified broadly into three types: nematic, cholesteric (chiral nematic), and smectic.

Nematic Mesophase

The simplest thermotropic liquid crystal phase formed by rod like molecules is the nematic phase (figure 1.2). The nematic liquid crystal phase is characterized by having no long range positional order but a high degree of orientational order. The long axis of the molecules in a nematic phase tends to point along a preferred direction in space as the molecules undergo diffusion. This preferred direction is referred to as the director, and is represented by a unit vector $\mathbf{n}$. 
CHAPTER 1. INTRODUCTION TO LIQUID CRYSTALS

Cholesteric Mesophase

Closely related to the nematic phase is the cholesteric mesophase (figure 1.3). The term cholesteric is a historical term and comes from the fact that the first compounds found to exhibit such phases were derivatives of cholesterol. The modern name for these phases is *chiral nematic*, which is much more precise. Like nematic liquid crystals, chiral nematics have no long range positional order but do have orientational order, which is again described by a director, $\mathbf{n}$. The main difference between a chiral nematic phase and a nematic phase is that the chiral nematic phase is composed of optically active molecules. As a result the structure acquires a spontaneous macroscopic twist about an axis perpendicular to the director. Consequently, a helical structure of pitch $P$ is induced. The size of the pitch induced depends on the twisting power of the chiral molecule and for a large number of molecules, the size of the pitch is comparable to the wavelength of visible light. As a consequence of this, selective reflection of incident white light can occur and, therefore, chiral nematics appear intensely coloured. The pitch and hence the colour is temperature dependent. This property of chiral nematics has led to their use in a wide variety of applications. These include medical thermography, fever thermometers, hot warning indicators, as well as novelties such as stress and mood sensors.

If we have two chiral nematic enantiomers of a particular material present in equal amounts (racemic mixture) then it transpires that the resultant material is
achiral with a helix of infinite pitch, and therefore, exhibits not a chiral nematic phase but a pure nematic phase. We can therefore, see that a nematic phase is simply a chiral nematic of infinite pitch.

**Smectic Mesophase**

The third type of mesophase is termed a smectic phase. Smectic phases differ from nematic phases in that they have some degree of positional order in addition to the orientational order [17]. Smectic liquid crystals have stratified structures and a variety of molecular arrangements are seen within each stratification. Examples of two smectic phases are shown in figures 1.4 and 1.5. In a smectic A phase (figure 1.4) the molecules are arranged with the mean orientation of the molecular long axis normal to the layers, and the molecular centres in each layer irregularly spaced in a liquid like fashion. The smectic C phase (figure 1.5) differs from the
smectic A phase in that the molecules within each layer are inclined with respect to the layer normal. This tilt angle differs from one material to another and is also temperature dependent. Many other smectic modifications have been found, but the detailed molecular arrangements are not known with certainty for all of them. Chiral versions of all the tilted smectic phases are also known to exist [18]. In these phases the director rotates around the cone generated by the tilt angle as the position along the normal to the layers is varied.

So far the entire discussion has been devoted to thermotropic liquid crystal phases formed by rod-like molecules (calamitic mesogens). The reason for this is simple; these are the most common liquid crystal phases and therefore the most
well known. However, in 1977 it was discovered that disk-like molecules also exhibit liquid crystalline behaviour, in which the axis perpendicular to the plane of the molecule tends to orient along a specific direction. These phases and the molecules that form them are called *discotic liquid crystals* [19]. As with rod-like molecules different discotic mesophases have been observed namely, nematic, chiral nematic, and columnar.

**Nematic discotic mesophase**

Again the simplest discotic phase is the nematic mesophase, shown in figure 1.6. In this phase the molecules have no positional order but do have some orientational order, with the short axis of the molecules (i.e. the axis perpendicular to the plane) preferentially orientating along a single direction, which characterises the director, $n$.

![Figure 1.6: Schematic diagram of a discotic nematic phase.](image)

**Chiral nematic discotic mesophase**

Chiral nematic discotic liquid crystals also exist. The structure of these phases are identical to the chiral nematic phases formed by rod-like molecules. That is, the director adopts a helical structure by rotating about an axis perpendicular to the director.

**Columnar or smectic discotic mesophase**

Positional order in discotic liquid crystals displays itself by the tendency of the molecules to arrange themselves in columns. These columns then tend to arrange themselves in a two-dimensional lattice, which can be either rectangular...
or hexagonal. These phases are called columnar phases and a typical example of a columnar phases is shown in figure 1.7. However, it must be noted that the molecules within a columnar discotic liquid crystal phase are positioned quite randomly in the stack.

![Figure 1.7: Schematic diagram of a discotic columnar phase.](image)

**Polymer liquid crystals**

Thermotropic liquid crystals can also be formed by certain types of polymers. Polymer liquid crystals [20] can broadly be classified into two groups, main chain (MCLCP) and side chain (SCLCP), although mixed side chain/main chain polymers also exist. The names *main chain* and *side chain* refer to the positions of the mesogenic group within the polymer framework.

![Figure 1.8: Schematic diagram of a main chain liquid crystal polymer.](image)

If the mesogenic unit is within the main polymer chain, as shown in figure 1.8, this is referred to as a MCLCP. If the mesogenic unit is suspended from the main
Figure 1.9: Schematic diagram of a side side chain liquid crystal polymer.

chain, as in figure 1.9, it is referred to as a SCLCP. The thermotropic mesophases formed by polymers arise due to the interactions of these mesogenic groups in a similar manner to that observed in low molecular weight thermotropics. The phase types formed by polymer liquid crystals are therefore, exactly the same as those formed by low molecular weight systems, that is, nematic, cholesteric, and smectic.

The range of different thermotropic liquid crystal phases is very large and a particular molecule may well exhibit more than one mesophase. Usually as the temperature is increased the degree of order in a material is reduced. Consequently, the expected order of a material that shows a whole series of mesophases is crystal, smectic phases with high order (smectic C), smectic phases with low order (smectic A), nematic and finally isotropic liquid. This order occurs for almost all materials, although not all materials exhibit each one of the phases. However, exceptions to this rule have been discovered in certain compounds.

The first observations of materials that did not show this sequence of transitions were in binary mixtures and later a similar effect was seen for pure compounds at elevated pressures. In these materials the order of the phase transitions is crystal to nematic to smectic to nematic to isotropic liquid. The second lower temperature nematic is referred to as the re-entrant phase. It should be noted that re-entrant behaviour is an unusual phenomenon and as a consequence is not well understood at present.
1.3.2 Lyotropic liquid crystals

The phase behaviour of lyotropic liquid crystals is governed by two parameters, temperature and solvent concentration. Lyotropic phases are formed by amphiphilic molecules, which usually consist of a hydrophilic head group at one end with a hydrophobic tail group at the other. Amphiphilic molecules form liquid crystal mesophases that are slightly different from the calamitic and discotic thermotropic liquid crystals. In appropriate polar solvents at low concentrations, amphiphilic molecules can go into solution. As the concentration of amphiphilic molecules increases then one of two possible structures begins to form. If the amphiphilic molecules have a strong polar head group relative to the non-polar part of the molecule then they arrange themselves into roughly spherical aggregates, with the polar groups on the outside and the hydrocarbon chains pointing towards the centre. This structure is known as a micelle and is stable provided the amphiphilic material is above a certain concentration known as the critical micelle concentration. If the head group is not highly polar compared to the rest of the molecule then spherical vesicles tend to form, which consist of double layers of amphiphilic molecules, called bilayers. It should be noted that similar structures form if a non-polar solvent is used, but in this case, the arrangement of the amphiphilic molecules in the micelle and vesicle structures are inverted and hence the name inverted structures is used.

If the concentration of the amphiphilic material is increased to approximately 50% then the micelles and bilayers combine to form larger structures, such as hexagonal, cubic and lamellar [21,22]. The hexagonal phase (figure 1.10) is formed from long cylindrical rods of amphiphilic molecules, which pack into an hexagonal array. The lamellar phase is composed of flat bilayers separated from each other by uniform amounts of water. These form at even higher concentrations (figure 1.11). One less common phase that occasionally forms at concentrations between the hexagonal and the lamellar phases is the cubic phase. The cubic phase is composed of spherical micelles packed together to form a cubic lattice. Two important classes of material that exhibit lyotropic mesomorphism are soaps and phospholipids. This thesis will not be concerned with lyotropic systems but will be confined to the structure and physical properties of thermotropic liquid crystals.
Figure 1.10: Schematic diagram of the hexagonal phase.

Figure 1.11: Schematic diagram of the lamellar phase.
1.4 Properties of Liquid crystals

1.4.1 Order parameter

Liquid crystal phases are characterized by their degree of orientational order. Qualitatively, the degree of order is expressed by saying that a liquid crystal mesophase is more ordered than an isotropic liquid but less ordered than a crystal. The question arises of how the degree of orientational order can be quantified?

Since the molecules are not fixed in space, one is forced to describe the orientational order as some form of average. If the assumption is made that the molecules can be approximated by rods of cylindrical symmetry, then the average alignment of the long molecular axes is given by a unit vector, \( \mathbf{n} \), called the director. In order to characterize the degree of orientational order, one defines an order parameter, \( S \). For a given configuration of \( N \) molecules, the order parameter, \( S \), is written as

\[
S = \frac{1}{N} \sum_{i=1}^{N} P_2(\hat{u}_i \cdot \mathbf{n}),
\]

where \( \hat{u}_i \) is the unit vector specifying the orientation of the long axis of molecule \( i \) and \( P_2 \) is the second Legendre polynomial, \( P_2(\cos x) = 1/2(3\cos^2 x - 1) \). The director could be determined by maximising \( S \) with respect to rotations of \( \mathbf{n} \), but it is more straightforward to proceed by writing,

\[
\mathbf{S} = \mathbf{n} \cdot \mathbf{Q} \cdot \mathbf{n}
\]

where \( \mathbf{Q} \) is an ordering matrix with the elements

\[
Q_{\alpha\beta} = \frac{1}{2N} \sum_{i=1}^{N} (3\hat{u}_{i\alpha} \hat{u}_{i\beta} - \delta_{\alpha\beta}),
\]

with \( \delta_{\alpha\beta} \) the Kronecker \( \delta \) and \( \alpha, \beta = x, y, z \) referring to the space fixed axes. The problem of identifying the director is then reduced to diagonalising the ordering matrix. The largest positive eigenvalue is taken to be the order parameter, \( S \), and the corresponding eigenvector to be the director \( \mathbf{n} \), as proposed by Zannoni.
An alternative method of calculating the order parameter was proposed by Eppenga and Frenkel [24]. This states that the order parameter is, \( S = -2\lambda_0 \), where \( \lambda_0 \) is the middle eigenvalue of the ordering matrix. This method often helps to distinguish the nematic from the isotropic phase in the vicinity of the phase transition, since the former definition leads to small positive values of \( S \) in the isotropic phase of the order \( N^{-1/2} \), whereas the latter is of the order \( N^{-1} \), fluctuating about zero. Clearly, this becomes more significant as the nematic-isotropic phase transition weakens.

![Figure 1.12: Variation of order parameter with temperature for a typical nematic phase.](image)

Both methods show that in the isotropic phase at equilibrium and in the presence of no external orientating fields the order parameter is equal to zero (\( S = 0 \)). However, under equivalent conditions in the nematic phase the order parameter takes a value of approximately 0.3, close to the nematic-isotropic phase transition (\( T_{N-I} \)). As the temperature is lowered further the order parameter increases to a maximum value of 0.8, just before a transition to a smectic or solid phase. Figure 1.12 shows a graph of the order parameter versus temperature for a typical nematic liquid crystal phase. It should be noted that the order parameter goes discontinuously to zero at \( T_{N-I} \) indicating a first order phase transition.

So far we have considered mesogens that can be assumed to be perfectly cylindrical. Real molecules are not perfectly cylindrical in shape and this can
sometimes lead to errors in the determination of $S$. However, for the most part molecules are well approximated by cylindrical symmetric rods.

1.5 Relationship between molecular structure and molecular properties

Considerable work has gone into synthesising and studying many different types of liquid crystal mesogens over the years. Despite this, there is still a poor understanding of why small changes in molecular structure can dramatically alter the physical properties of mesophases. The structure-property problem in liquid crystals is complicated by several factors. Firstly, liquid crystal molecules are drawn from a wide variety of chemical classes, such as, organic, inorganic, metals, and polymers. A second practical problem (for simulation) is that mesogenic molecules are moderately large, containing at least several tens of atoms, and several different atomic species. Thirdly, liquid crystal molecules tend to be flexible (at least in part), which leads to conformational freedom. Finally, mesogens tend to contain both dipolar and polarizable functional groups that gives rise to specific material properties. It is the study of all these factors by experimental and theoretical means, which will provide the key to understanding the physical properties exhibited by liquid crystals. It is hoped eventually, that a detailed knowledge of structure-property relationships will lead to the design of new and better materials.

In principle, some structure-property problems are surmountable by real experiments, which provide an insight into the molecular structure of liquid crystal molecules. However, when designing new materials it is desirable to have some sense of how a material will behave before it is synthesized. In this respect, experiment does not yet afford a predictive capability. In this context, reliable computer simulations can take on increased significance. In the longer term it is hoped that molecular simulations of liquid crystals [25, 26] will become sufficiently predictive to optimise desired physical properties. Thereby removing the need for costly, time consuming trial and error synthesis of mesogens. In this way predictive simulations would become a routine tool in the design of novel
new materials. As a step towards this goal, several powerful techniques are now available. For example, quantum mechanical studies can be used to develop realistic interaction potentials for mesogenic molecules [27]. Simulations of simple potential models can be used to study how changes in shape and attractive interactions influence phase behaviour [28,29], and statistical mechanical methods can be used to calculate key material properties, such as, elastic constants, viscosities, diffusion coefficients etc.

Having identified the basic problems which exist in understanding molecular structure-property relationships in liquid crystal mesogens, it is possible to outline a series of aims for this thesis.

1.6 Scope of thesis

The aim of this thesis is to employ computer simulation techniques to predict specific molecular properties of real liquid crystal mesogens. Where computationally possible, fully atomistic potential energy functions have been employed. This enables a comparison to be drawn continuously between the computational results and experimentally measured values. Consistency between the two sets of results provide confidence that the form of the computational model employed is correct. Throughout, the course of this thesis the consequence of employing accurate force field potential parameters is considered and this is given particular emphasis in chapter 4 where a novel liquid crystal force field is developed. Eventually, it is hoped that this force field model will be further developed to such an extent that it can be employed in a purely predictive sense. This will aid in the design of new materials with the desired molecular properties prior to synthesis. The rest of the work presented in this thesis is focussed on areas of liquid crystal research which at the present time are of great commercial interest.

In chapter 3 the effects of doping a twisted nematic liquid crystal phase (represented by a single site Gay-Berne potentials) with a chiral solute molecule (represented by a fully atomistic potential) is explored. The calculations provide a means of predicting both the direction of twist induced by a chiral dopant dissolved in a nematic solvent and also the magnitude of that twist.

In chapter 5 the preference for local parallel or anti parallel dipole correlation
in the bulk phase is investigated for the molecules PCH5, PCH5-Cl, me5NF and GGP5Cl. Commercially, there is considerable interest in molecules which have a Kirkwood correlation factor greater than 1 as this leads to a low threshold voltage for electro-optical switching in display devices. Therefore, particular reference is paid to analysing the simulation trajectories in order to assess why these molecules behave so differently.

Finally, the rotational viscosity coefficient of a nematic liquid crystal phase is investigated via molecular dynamic simulations of a simple Gay-Berne potential (chapter 6). In recent years a range of methods to evaluate this rotational viscosity coefficient have been developed. Several simulation techniques are described, and the suitability of the techniques employed are discussed.

In the course of these investigations a variety of simulation techniques have been employed and these are outlined, along with some technical aspects of computer simulation, in the next chapter.
2.1 The first computer simulation

The first computer simulation studies of a liquid were able to test only highly idealized models. The pioneering studies of two dimensional hard spheres reported in 1953 made use of one of the most powerful computers then available, MANIAC [26], and employed the Metropolis Monte Carlo [30] method, which is still widely used. However, the system size was limited to a few hundred particles. Today, the exact same calculations could be performed on a desktop computer in a matter of minutes. Both the size and the complexity of systems open to simulation study have grown immensely in the last 40 years. The latest generation of supercomputers allow simulations involving tens of thousands of particles, interacting via a continuous fully atomistic potential to be performed. These massively parallel machines, such as the Cray T3E, vastly outperform the state-of-the-art machines of just a few years ago. Most of the studies reported here have been performed on individual workstations (Silicon Graphics or DEC...
alpha machines), allowing the study of $10^4$ particles with reasonable comfort. With increasing computer power, the variety of model systems studied and the range of techniques available to the simulator have grown, allowing computer simulations to enhance our understanding in many theoretical and experimental contexts. Therefore, the importance and popularity of computer simulations in chemistry has dramatically increased, and looks likely to continue to do so in the near future, with the development of even more powerful computers.

2.2 Computer simulations of liquid crystals

The remarkable properties of liquid crystal molecules have caught the attention of both experimentalists and theoreticians. Studies of these materials have resulted in significant contributions being made to the wider field of phase transitions and critical phenomena. Computer modelling and simulation have played a valuable part in bridging the gap between experiment and theory, with the essential techniques of molecular mechanics, molecular dynamics and Monte Carlo methods now well established [25,31].

By necessity, theoretical studies tend to be based on simple models, reducing the number of physical features, but aiming to retain those that are essential to the behaviour of interest. Often, even highly idealized models [30] cannot be solved exactly, and approximations must be made. By *exact* one means that a complete specification of the microscopic properties of the system (masses of atoms, molecular geometry, etc.) leads directly to a set of macroscopic properties of experimental interest (equations of state, structural order parameters, etc). This makes it difficult to judge the validity of the model by direct comparison with experimental data. Discrepancies between the experimental and theoretical results indicate that the theoretical treatment is inadequate or that the model itself misses some essential feature.

It is, at this point that computer simulations are of great importance. Essentially *exact results* can be obtained for a given model, exposing inappropriate approximations in an analytical approach. Furthermore, the underlying model itself can be tested by comparing the simulated results with those obtained from real experiments. Once a model has been shown to provide a good description of
a physical system, it can ultimately be used to understand why systems behave as they do. Another advantage of computer simulations is that they can often be used to determine molecular properties that cannot be measured directly by experimental techniques, by investigating parts of parameter space not readily accessible to experimentalists. However, predictions at this level are only possible if an extremely good model of the molecular interactions is employed.

In liquid crystals, computer simulations act as a bridge, by providing a direct route between the microscopic details of the chemical system (intermolecular interactions) and the macroscopic properties of experimental interest, (such as order parameters and transport coefficients). While computer simulations of liquid crystals are based on the same general Monte Carlo and molecular dynamics techniques used for liquids, they present a number of additional challenges:

- Many of the interesting phenomena associated with liquid crystals occur over long time and length scales.
- The reduced symmetry of these phases makes the description of structure and dynamics quite complicated.
- Liquid crystal molecules are difficult to model in a realistic way as they often contain both flexible and rigid fragments, polar and/or polarizable groups and are anisotropic.

### 2.3 Model potentials

The important properties of liquid crystal phases cover a wide range of time and length scales. At one extreme, we are interested in the ordering of molecules over 100's or 1000's of Angstroms (mesogenic regime). In the opposite limit, we are interested in the molecular geometry and the detailed electronic structure of individual molecules (microscopic regime). Ultimately, these molecular properties determine the condensed phase behaviour. In some cases, however, the inter and intra-molecular regimes are separable in that it is possible to discuss the origin of several liquid crystalline phases using very idealised representations of molecular structure and bonding.

Simulation studies of liquid crystal molecules began in the early 1970's [32,33] with lattice models. Subsequently, considerable research has been carried out in
two main areas: hard body and soft body potential models. Both these molecular models are efficient to implement in computer simulations and can be used to study a whole range of fundamental material properties of the liquid crystalline state.

2.3.1 Hard bodies

The simplest molecular models for liquid crystals represent the mesogens as hard rigid rods, ellipsoids or spherocylinders. The requirement that the molecules are hard bodies implies that no two molecules can inter-penetrate. Apart from this constraint, there are no other intermolecular interactions present. Investigations of systems of hard bodies were largely motivated by Onsager’s predictions [34] that excluded volume effects can be sufficient to induce liquid crystalline ordering. The molecular origin of this excluded volume interaction lies in the fact that the electron clouds on adjacent molecules cannot overlap. Therefore, repulsive forces dominate at short distances. This short range repulsion is itself sufficient to give rise to a variety of orientationally ordered phases. Since, there is no source of attractive interactions in these models, phase behaviour is determined purely by molecular shape and density, not by temperature. Consequently, in the strictest sense, these systems do not exhibit thermotropic transitions though many of the phases that are seen are those that arise in a typical thermotropic mesogen.

The idealised pair potential for a hard sphere system [28] is extremely simple and takes the form shown in figure 2.1. Rigid body simulations use highly efficient algorithms, and have done much to increase our understanding of, for example, the role of molecular shape in the formation of liquid crystal mesophases. Simulation studies of hard spheroidal particles have indicated a phase diagram with approximate prolate/oblate symmetry about the hard sphere system. This system shows two phases exist, an isotropic fluid and a crystal [35]. Where the axial ratio of the particles exceeds about 3 (or 1/3), a nematic phase is also observed, but no smectic phases are noted. However, if hard spherocylinders are employed instead, with an axial ratio (length/width) of approximately 4, then a smectic A phase is observed [36]. The full range of phases shown by these hard particles is what has made them intrinsically an interesting topic of research. Hard particle
models do provide many useful insights into the nature of real liquid crystals. Nevertheless, due to the simplicity of the potential they do suffer from many deficiencies.

![Idealised hard-sphere pair potential.](image)

**Figure 2.1:** Idealised hard-sphere pair potential.

### 2.3.2 Soft bodies

Despite the success of hard particle models, it is generally recognized that both repulsive and attractive interactions make a significant contribution to the phase behaviour of real mesogens. Consequently, the last few years have seen a large number of simulations carried out on liquid crystal mesogens using continuous soft potentials. In general, two methods have been popular. In the first approach, simplified molecular potentials have been employed. These seek to approximate the dominant features of mesogenic interactions, such as, molecular shape anisotropy by a single site potential. Such models have no obvious relationship to any real system but are extremely useful because their simplicity enables simulations to be performed on large numbers of molecules. Simple models of this type have been highly successful in predicting the formation of a number of liquid crystal phases, leading to the development of techniques for the calculation of key bulk properties. One of the best known simple soft body potentials is the Gay-Berne model [29], where the interaction energy is based on a generalization of...
the isotropic Lennard-Jones potential (see figure 2.2). Depending on parameterisation, the Gay-Berne potential can be used to model molecules with different shape anisotropies and different attractive interactions. However, it is difficult to represent the structure of real, flexible molecules by a Gay-Berne mesogen without a dramatic simplification of molecular structure.

An alternative molecular model, that is increasingly employed in computer simulations of liquid crystals, is the *molecular mechanics force field* model [31]. Such a model, seeks to represent the molecular structure of the mesogen as accurately as possible. A series of simple potential energy functions situated on each atom are used to describe both the non-bonded interaction energy between separate atomic sites and the intra-molecular interactions within the molecule. Together these potential energy functions make up the *molecular mechanics force field* for a particular molecule. This approach aims to make accurate predictions about mesophase behaviour for real systems based purely on a knowledge of the molecular structure.

**The Gay-Berne potential**

The creation of the Gay-Berne potential owes much to the work of Corner in his pioneering development of pair potentials for molecules [37]. He noted that the Lennard-Jones potential (equation 2.1) provides a good description of the short range attractive and repulsive interactions between atoms,

\[
U_{ij}^{LJ} = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]
\]  

(2.1)

where \(\epsilon_{ij}\) defines the well-depth, and \(\sigma_{ij}\) represents the separation of the centres of the atoms at which the attractive and repulsive terms in the potential cancel out.

It was suggested by Corner that the same function could in fact be used to describe the interaction between molecules provided that the parameters \(\epsilon_{ij}\) and \(\sigma_{ij}\) were allowed to vary with the molecular orientations of the molecules as well as their intermolecular separation. Corner attempted to develop analytical
functions for this dependence of $\epsilon_{ij}$ and $\sigma_{ij}$, but they were not suitable for the large shape anisotropies required in order to observe liquid crystalline behaviour.

Many years later Berne and Pechukas proposed a new model [38], namely the Gaussian overlap model (GO model). This model employed the idea that the interaction between two identical ellipsoidal molecules is governed by the extent to which their Gaussian distribution functions overlap. From the expression of the overlap they evaluated a range parameter which was taken to be the contact distance $\sigma_{ij}$ and a strength parameter which was set equal to the well depth $\epsilon_{ij}$. If the orientations of the two rod like molecules is denoted by the unit vectors $\hat{u}_i$, $\hat{u}_j$ and the orientation of the intermolecular separation is given by the unit
vector $\mathbf{r}_{ij}$ (as shown in figure 2.3) then the expression for the angular dependence on the contact distance is

$$\sigma(\hat{u}_i, \hat{u}_j, \mathbf{r}_{ij}) = \sigma_0$$

$$\times \left[ 1 - \chi \left( \frac{(\mathbf{r}_{ij} \cdot \hat{u}_i)^2 + (\mathbf{r}_{ij} \cdot \hat{u}_j)^2 - 2\chi (\mathbf{r}_{ij} \cdot \hat{u}_i)(\mathbf{r}_{ij} \cdot \hat{u}_j)(\hat{u}_i \cdot \hat{u}_j)}{1 - \chi^2(\hat{u}_i \cdot \hat{u}_j)^2} \right)^{-\frac{1}{2}} \right]$$

(2.2)

where $\chi$ is the molecular anisotropy and is given by,

$$\chi = \left[ \kappa^2 - 1 \right] \left[ \kappa^2 + 1 \right]^{-\frac{1}{2}}.$$  \hspace{1cm} (2.3)

$\kappa$ is equal to the ratio, $\sigma_{ee}/\sigma_{ss}$ of the contact distances $\sigma_{ee}$ and $\sigma_{ss}$ for particles in a end-to-end and side-by-side arrangement respectively. It follows then, that for a sphere $\chi$ vanishes while for an infinitely long rod it is 1 and for an infinitely thin disc it is -1. The scaling parameter $\sigma_0$ is the side-by-side contact distance for a pair of rods. A much simpler expression is used to define the angular dependence of the well depth

$$\epsilon(\hat{u}_i, \hat{u}_j, \mathbf{r}_{ij}) = \epsilon_0 \left[ 1 - \chi^2(\hat{u}_i \cdot \hat{u}_j) \right]^{-\frac{1}{2}}.$$  \hspace{1cm} (2.4)

The Gaussian overlap model suffers from two main difficulties which lead to certain unphysical features [39]. Firstly, the observation that the width of the attractive well varied with the molecular orientations was unrealistic. Secondly, the prediction that the well depth depends only on the relative orientations of the two particles and not on their relative orientation with respect to the intermolecular separation. These difficulties were addressed by a number of workers [40,41] and culminated in the development of the Gay-Berne potential model (GB model) [29],

$$U_{ij}^{GB} = 4\epsilon_0^{GB}[\epsilon^{GB}(\hat{u}_i, \hat{u}_j)]^6[\epsilon^{GB}(\hat{u}_i, \hat{u}_j, \mathbf{r}_{ij})]^{12} - \left( \frac{\sigma_0^{GB}}{r_{ij} - \sigma(\hat{u}_i, \hat{u}_j, \mathbf{r}_{ij})} + \frac{\sigma_0^{GB}}{r_{ij} - \sigma(\hat{u}_i, \hat{u}_j, \mathbf{r}_{ij})} \right)^6.$$  \hspace{1cm} (2.5)

Several major modifications were employed in the Gay-Berne model in order to address the deficiencies of the Gaussian overlap model outlined above. Firstly,
to remove the angular variation of the width of the attractive well they changed
the functional form from a dependence on the scaled distance \( r_{ij}/\sigma_{ij} \) to a shifted
scaled separation \( R \), where

\[
R = \left[ \frac{r_{ij} - \sigma_{ij}(\mathbf{u}_i \cdot \mathbf{u}_j, \mathbf{r}_{ij}) + \sigma_0}{\sigma_0} \right].
\]  

(2.6)

Secondly, the independence of the well depth on the molecular orientation \( \mathbf{u}_i \) and
\( \mathbf{u}_j \) with respect to the intermolecular separation \( \mathbf{r}_{ij} \) was removed by constructing
a new strength parameter

\[
\epsilon_{GB}(\mathbf{u}_i, \mathbf{u}_j, \mathbf{r}_{ij}) = \epsilon_0 \epsilon_{GB}(\mathbf{u}_i \cdot \mathbf{u}_j)^\nu \epsilon_{GB}(\mathbf{u}_i, \mathbf{u}_j, \mathbf{r}_{ij})^\mu,
\]  

(2.7)

where

\[
\epsilon_{GB}(\mathbf{u}_i, \mathbf{u}_j, \mathbf{r}_{ij}) = \left[ 1 - \chi' \left( \frac{(\mathbf{r}_{ij} \cdot \mathbf{u}_i)^2 + (\mathbf{r}_{ij} \cdot \mathbf{u}_j)^2 - 2\chi'(\mathbf{r}_{ij} \cdot \mathbf{u}_i)(\mathbf{r}_{ij} \cdot \mathbf{u}_j)(\mathbf{u}_i \cdot \mathbf{u}_j)}{1 - \chi^2(\mathbf{u}_i \cdot \mathbf{u}_j)^2} \right) \right]
\]  

(2.8)

and

\[
\chi' = \left[ \frac{\kappa'^{1/\mu}}{\kappa'^{1/\mu} + 1} \right].
\]  

(2.9)

\( \kappa' \) provides a measure of the anisotropy in the well-depth for rod-like molecules
in the ratio \( \epsilon_{ss}/\epsilon_{ee} \), where \( \epsilon_{ss} \) and \( \epsilon_{ee} \) are the well depths when the molecules are
side-by-side and end-to-end respectively. The scaling parameter \( \epsilon_0 \) is the well
depth when the molecules are in the cross configuration. We should note that in
the limit \( \kappa \) and \( \kappa' \) tend to unity then \( \chi \) and \( \chi' \) vanish and the Gay-Berne potential
reduces to the Lennard-Jones potential given in equation 2.1.

Invariably, the Gay-Berne potential depends on four parameters, \( \kappa, \kappa', \mu \) and \( \nu \)[42]. Depending on the values given to these parameters then there are an infinite
number of Gay-Berne potentials. The original form of the potential specified by
Gay and Berne was designed to mimic the pair potential for a molecule consisting
of a linear array of four equidistant Lennard-Jones sites with \( \kappa = 3 \). A value of 3
was chosen for \( \kappa \) as this is the minimum length to breadth ratio required in order
to observe liquid crystalline behaviour in real systems. This procedure gave \( \kappa' \)
=5, \nu = 1 \text{ and } \mu = 2. \text{ A typical graphical representation of the potential is to plot the distance dependence of the potential for particular orientations of the two ellipsoidal molecules, as shown in figure 2.4. There are several important features shown in figure 2.4.}

- The contact distances change dramatically from a small value when the rod-like molecules are side-by-side to a large value when they are end-to-end.
- The depth of the attractive potential well also changes significantly, being large when the molecules are side-by-side and small when they are end-to-end.
- The attraction is weak for the cross arrangement but becomes stronger when the molecules are in the side-by-side configuration.

\textbf{Figure 2.4:} The distance dependency of the Gay-Berne potential \((\kappa = 3, \kappa' = 5, \nu = 2 \text{ and } \mu = 1)\).

In a wide range of reported simulation studies, the Gay-Berne model has been shown to exhibit stable nematic and smectic mesophases. The work of de Miguel \textit{et al} [43] has provided an approximate phase diagram for a Gay-Berne system with parameters \(\kappa = 3, \kappa' = 5, \nu = 1 \text{ and } \mu = 2\) which indicates a stable nematic and smectic B phase. Other parameters have also been studied. Luckhurst \textit{et al} [44] found that a system simulated with values \(\kappa = 3, \kappa' = 5, \nu = 2 \text{ and } \mu = 1\) (shown in figure 2.4) showed a smectic A phase as well as a nematic and smectic B phase. Berardi \textit{et al} [45] worked with the parameters \(\kappa = 3, \kappa' = 5, \nu = 3 \text{ and } \mu = 1\) and found the existence of a nematic and smectic B phase. Many aspects of the Gay-Berne mesogen have been studied in addition to its phase behaviour, for
example, the behaviour of solute molecules in a Gay-Berne solvent [46], elastic constants [47,48], viscosity coefficients [49,50], thermal conductivity [51] and the behaviour in confining geometries [52].

The molecular mechanics force field model

Although liquid crystalline phases can be formed from entirely rigid units such as rods and ellipsoids, it is well known that all liquid crystal molecules are partially flexible, and can change their shape in a variety of ways. Therefore, extension of the rigid-rod theories and models has been the object of considerable effort for several years. It has become clear that relaxing the assumption of molecular rigidity has a profound effect on the mesophase behaviour.

The incorporation of molecular flexibility into a simulation model is made possible by employing a molecular mechanics force field [53,54]. This approach seeks to represent the molecular structure of the molecule as faithfully as possible by representing both the intermolecular and intra-molecular interactions at an atomic level. Typically, in a molecular mechanics force field, the molecule is represented by a series of simple potential energy functions situated on each of the atomic sites. Usually a separate energy function exists for each flexible degree of freedom such as bond stretching, angle bending and torsional angle deformation; as well as for each non-bonded interaction. Coupling all these potential energy functions together produces a molecular mechanics force field for the molecule of interest,

\[
E = \sum_{\text{bond}} E_{\text{bond}} + \sum_{\text{angle}} E_{\text{angle}} + \sum_{\text{dihedral}} E_{\text{dihedral}} + \sum_{\text{non-bonded}} E_{\text{elec}} + E_{\text{vdw}} + \ldots.
\] (2.10)

It should be stressed that each of the individual mathematical functions in equation 2.10 are in no way unique. In fact, each force field that is developed employs an analytical form that includes parameters which are carefully optimised to provide the best fit between experimental, structural and energetic data for a particular class of molecules. As a consequence it is possible that a wide range of additional terms may be needed in the model. Depending on the molecule, these
may include hydrogen bonding terms, or further terms to describe the coupling between bond stretching and bond bending distortions.

At present there are a number of parameterized functional forms of the force field available for atomistic simulations. These include CHARMM [55,56], AMBER [57-61], MMFF94 [62-66], OPLS (Optimised Potential for Liquid Simulations) [67–72], and Allinger's MM(1-4) series of force fields [73–76].

The hybrid Lennard-Jones/Gay-Berne model

Computational studies of flexible liquid crystal molecules vary widely in the approximations they employ. Molecular models reported in the literature have varied from hard spheres joined by flexible links to fully atomistic treatments of mesogens. The hybrid Lennard-Jones/Gay-Berne model is an interesting variant of the fully atomistic force field model described above. It arises when rigid sections of the mesogen are replaced by a simpler potential such as the Gay-Berne model. Models of this type provide considerable savings in computer time by eliminating many of the pairwise non-bonded interactions associated with the rigid core, which is now represented by a single site potential. The molecular mechanics force field for this hybrid Lennard-Jones/Gay-Berne model takes the form

\[ E = \sum_{\text{bond}} E_{\text{bond}} + \sum_{\text{angle}} E_{\text{angle}} + \sum_{\text{dihedral}} E_{\text{dihedral}} + \sum_{\text{non-bonded}} E_{\text{elec}} + \sum_{\text{non-bonded}} E_{\text{LJ-LJ}} + \sum_{\text{non-bonded}} E_{\text{LJ-GB}} + \sum_{\text{non-bonded}} E_{\text{GB-GB}}. \]  

(2.11)

Here, \( E_{\text{bond}} \), \( E_{\text{angle}} \), and \( E_{\text{dihedral}} \) are the stretch, bend and torsional interaction energies. The terms \( E_{\text{LJ-LJ}}, E_{\text{LJ-GB}}, E_{\text{GB-GB}} \) represent the non-bonded interaction energies for two particles \( i \) and \( j \). The form of the interaction energy \( E_{\text{LJ-LJ}} \), and \( E_{\text{GB-GB}} \) have already been discussed. \( E_{\text{LJ-LJ}} \) is the interaction energy for an inter-particle separation \( r_{ij} \) given by the Lennard-Jones 12:6 potential (equation 2.1), and \( E_{\text{GB-GB}} \) represents the orientational dependent interaction energy for two Gay-Berne particles [29]. The Gay-Berne/Lennard-Jones interaction, \( E_{\text{LJ-GB}} \), is based on the work of Cleaver et al. [77] who derived a generalized...
potential for two non-equivalent particles. Accordingly, for a rod-sphere interaction, the potential is written as

\[
U_{ij}^{LJ/GB} = 4\varepsilon_0^{LJ/GB} \left[ \frac{\sigma_0^{LJ/GB}}{r_{ij} - \sigma^{LJ/GB}(\hat{u}_j, \hat{r}_{ij}) + \sigma_0^{LJ/GB}} \right]^{12} - \left( \frac{\sigma_0^{LJ/GB}}{r_{ij} - \sigma^{LJ/GB}(\hat{u}_j, \hat{r}_{ij}) + \sigma_0^{LJ/GB}} \right)^6,
\]

where, in the limit of one of the particles being spherical, gives new range and strength parameters, respectively:

\[
\sigma^{LJ/GB}(\hat{u}_j, \hat{r}_{ij}) = \sigma_0 \left[ 1 - \chi \alpha^2 (\hat{r}_{ij} \cdot \hat{u}_j)^2 \right]^{-\frac{1}{2}}
\]

and

\[
\varepsilon^{LJ/GB}(\hat{u}_j, \hat{r}_{ij}) = \varepsilon_0 \left[ 1 - \chi' \alpha^2 (\hat{r}_{ij} \cdot \hat{u}_j)^2 \right]
\]

with

\[
\frac{\chi}{\alpha^2} = \frac{l_i^2 - d_i^2}{l_i^2 + d_i^2}
\]

and

\[
\frac{\chi'}{\alpha'^2} = 1 - \left( \frac{\varepsilon_{ee}}{\varepsilon_{ss}} \right)^{\frac{1}{2}}.
\]

The hybrid Gay-Berne/Lennard-Jones model provides considerable savings in computer time over fully atomistic models. As a consequence, this method opens the way for simulations of complex systems, such as polymer liquid crystals.

### 2.4 Simulation methods

#### 2.4.1 Molecular mechanics

Molecular mechanics is the simplest and the most commonly used molecular modelling technique. It focuses on the low energy structures of molecules, which
correspond to an energy minima in the molecular mechanics force field used to represent the molecule. Once an appropriate force field model has been chosen the aim of molecular mechanics is to optimise the molecular geometry of the molecule of interest by minimizing $E$, in equation 2.10. The molecular mechanics approach will be discussed in detail in chapter 4 and so here only the basics of the technique are described.

A typical molecular mechanics calculation consists of the following stages:

- Build a trial molecular structure.
- Minimize the energy of the trial structure producing a minimum energy conformation.
- Undertake a search for other energy minima by adjusting the dihedral angles within the molecule and re-minimizing the steric energy for each conformation.

The final result of this process is a series of potential energy minima, one of which corresponds to a global energy minima and therefore represents the lowest energy conformation of the molecule. For liquid crystal molecules a large number of energy minima exist and therefore, finding the global minima and characterizing the molecular structure is extremely difficult. Even with the development of new techniques for conformational searching, the problem of energy minimization on a multi-dimensional surface is still difficult. For complicated molecules it is not possible to guarantee that all the relevant conformations have been found.

One way of avoiding the multi-minima problem which occurs with molecular mechanics is to apply a more sophisticated technique which is capable of sampling the force field energy $E$ without the need to home in on a particular minimum energy conformation. There are two well established methods for doing this: Monte Carlo (MC) and molecular dynamics (MD). Both approaches make use of the same types of potential energy functions used in molecular mechanics but are designed to sample conformational space such that a Boltzmann distribution of energies is generated. In the Monte Carlo method, averages are taken over configurations generated according to an appropriate probability density, whereas in molecular dynamics a sequence of configurations is generated according to Newton's equations of motion for the system allowing time averages to be measured.
2.4.2 Monte Carlo techniques

The Monte Carlo simulation method occupies a special place in the history of molecular modelling as it was the technique used to perform the very first computer simulation of a molecular system. In this section a brief summary of this technique will be given.

The aim of the Monte Carlo technique is to explore phase space in order to determine a useful equilibrium average of some thermodynamic property, $A$. In principle this can be achieved by evaluating the integral,

$$<A> = \int A(r)P(r)d(r)$$

(2.17)

$P(r)$ is the Boltzmann weighted probability, that is, the probability of obtaining the configuration $r$ and is given by,

$$P(r) = \frac{\exp[-E(r)/k_B T]}{\int \exp[-E(r)/k_B T]d(r)}$$

(2.18)

where $E(r)$ is the internal energy, $r$ indicates all possible states of the system of interest, and the denominator represents the configurational integral. The main problem in calculating these integrals is that they cannot be evaluated analytically. However, the solution to the integrals could be found by sampling different configurations of the system in order to provide an indication of all the possible states. In its crudest formulation, calculations of the configurations of a system could be generated by making random changes to the positions of the species present, together with the orientations and conformations where appropriate. From the energies calculated at each move it would be possible to obtain estimates of $A(r)P(r)$ which could be averaged to obtain $<A>$. This approach, however, is clearly flawed since each configuration makes an equal contribution to the configurational integral. Since $P(r)$ is proportional to the Boltzmann factor, $\exp[-E(r)/k_B T]$, only configurations with low energies will make a significant contributions to $P(r)$. Unfortunately, in reality a large number of configurations have an extremely small Boltzmann factor due to high energy overlaps between the particles. This reflects the nature of the phase space sampled, most of which corresponds to non physical configurations with high energies. Thus, only a small proportion of phase space corresponds to low energy configurations, where there
are no overlapping particles, and it is these low energy regions that correspond
to physically observed phases such as solid, liquid, etc. Therefore, many of the
configurations generated will have little or no influence, hence, proper sampling
will not been achieved.

This sampling problem was solved with the development of a technique known
as Importance sampling, which is the essence of the Metropolis Monte Carlo
method [30]. The Metropolis Monte Carlo method has become so widely adopted
that in the simulation and modelling communities it is usually referred to as the
Monte Carlo method. Fortunately, there is rarely any confusion with the simple
Monte Carlo method. The crucial feature of the Metropolis Monte Carlo method
is that it biases the generation of configurations towards those that make the
most significant contribution to the configurational integral. Specifically, it gen­
erates states with a Boltzmann probability and then counts each of them equally.
By contrast the simple Monte Carlo integration method generates states with
equal probability (both high and low energy) and then assigns them a Boltzmann
weight.

In practice the simulation must have a procedure for moving between config­
urations in such a way that at the end of the simulation, each state has occurred
with the appropriate probability. This is achieved by setting up, what is known
as a Markov chain. This enables a representative portion of phase space to be
sampled in a reasonable number of moves. A Markov chain satisfies two condi­
tions:
• The outcome of each trial belongs to a finite set of possible outcomes called
  phase space.
• Each trial depends only on the outcome of the trial that immediately precedes
  it.

2.4.3 Metropolis Monte Carlo method

A Monte Carlo program for the simulation of an atomic fluid is quite simple to
construct. At each Monte Carlo step in the simulation a new configuration is
generated. This is carried out by making a random change to the co-ordinates
of a single randomly chosen atom, whose maximum displacement in any one
direction is given by $\delta r_{\text{max}}$. (For molecules, random changes can be made to the Cartesian co-ordinates, but it is often more efficient to make changes to the internal co-ordinates.) After the trial move has been made the energy of the new state $E_{\text{new}}$ is calculated and compared to the energy of the old configuration $E_{\text{old}}$. If the energy of the new configuration is lower than its predecessor ($E_{\text{new}} < E_{\text{old}}$), then the new configuration is accepted and used as a starting point for the next iteration. However, if the energy of the new configuration is greater than its predecessor ($E_{\text{new}} > E_{\text{old}}$), then the new move is accepted if the Boltzmann factor, $\exp(- (E_{\text{new}} - E_{\text{old}})/k_B T)$, is greater than a random number chosen between 0 and 1. If this condition is not met then the new configuration is rejected and the initial configuration is retained for the next trial move. The size of the move at each iteration is governed by the maximum displacement $\delta r_{\text{max}}$. This is an adjustable parameter whose value is chosen so that approximately 50% of the attempted trial moves are accepted. If the maximum displacement is too small then many moves will be accepted but the states explored will all be very similar and the phase space will be explored very slowly. On the other hand, if it is too large then many trial moves will be rejected and this will lead to unfavourable overlaps of phase space. Therefore, it is normal to adjust the maximum displacement automatically while the program is running in order to achieve value for money in terms of representative sampling per unit of computer time. Alternatively, a common practice in Monte Carlo simulations is to select the particles to move sequentially rather than randomly. This cuts down on the amount of random number generation and is an equally valid method.

Monte Carlo simulations normally consist of an equilibration phase followed by a production phase. During equilibration appropriate thermodynamic and structural quantities such as the total energy, order parameters, etc, are monitored until they achieve a stable value after which the production phase will commence.

### 2.4.4 Monte Carlo simulations of rigid molecules

The Monte Carlo technique is most easily implemented for atomic systems because it is only necessary to consider the translational degrees of freedom. How-
ever, if the system is molecular then implementation becomes more difficult as the trial move must now incorporate combined translational and orientational moves. For rigid non spherical molecules it is usual to translate and rotate one molecule during each Monte Carlo step, and then the joint displacement is accepted or rejected. The translational part of the move is carried out by randomly displacing the centre of mass of a molecule, where the maximum displacement is governed by the adjustable parameter $\delta r_{\text{max}}$. The orientational moves of the molecule are, however, described in terms of Euler angles [78].

**Euler angles**

Euler angles are a simple way of describing the orientation of a molecule, using three angular co-ordinates $\theta, \phi, \psi$. The Euler angles are defined in terms of a sequence of rotations of a set of Cartesian axes about the origin. The first rotation is through an angle (measured counter clockwise) $\phi$ about the $z$ axis. This is followed by a rotation $\theta$ about the new $x$ axis, and the final rotation is through an angle $\psi$ about the new $z$ axis (see figure 2.5).

![Figure 2.5: Schematic representation of the Euler angles.](image)

A change in orientation is achieved when the Euler angles are randomly changed by small amounts. For example, if a vector $v$ defining an axis of rotation is moved according to the full rotation matrix $A$ (which is the product of the individual rotation matrices) then the new position of $v$ (denoted as $v_{\text{new}}$) is
given by equation 2.19,

\[ \mathbf{v}_{\text{new}} = \mathbf{A} \mathbf{v}_{\text{old}} \]  

where the matrix \( \mathbf{A} \) is

\[
\begin{pmatrix}
\cos \phi \cos \psi - \sin \phi \cos \theta \sin \psi & \sin \phi \cos \psi + \cos \phi \cos \theta \sin \psi & \sin \theta \sin \psi \\
- \cos \phi \sin \psi - \sin \phi \cos \theta \cos \psi & - \sin \phi \sin \psi + \cos \phi \cos \theta \cos \psi & \sin \theta \cos \psi \\
\sin \phi \sin \theta & - \cos \psi \sin \theta & \cos \theta
\end{pmatrix}.
\]

There are of course other ways of describing rotations, perhaps not as intuitively obvious, but often more convenient for numerical problem solving. One particularly useful method is to use quaternions [78]. A quaternion is a four dimensional vector, whose components can be specified in term of the Euler angles

\[
q_1 = \sin(\theta/2) \cos((\phi - \psi)/2), \quad (2.21)
\]

\[
q_2 = \sin(\theta/2) \sin((\phi - \psi)/2),
\]

\[
q_3 = \cos(\theta/2) \sin((\phi + \psi)/2),
\]

\[
q_4 = \cos(\theta/2) \cos((\phi + \psi)/2).
\]

The quaternion components are normalised, with \( \sum_{m=1,4} q_m^2 = 1 \), so that the inverse relation can be obtained. The Euler angle rotation matrix can now be specified in terms of quaternions

\[
\mathbf{A} = \begin{pmatrix}
q_1^2 + q_2^2 - \frac{1}{2} & q_1 q_2 + q_3 q_4 & q_1 q_3 - q_2 q_4 \\
q_1 q_2 - q_3 q_4 & q_2^2 + q_3^2 - \frac{1}{2} & q_2 q_3 + q_1 q_4 \\
q_1 q_3 + q_2 q_4 & q_2 q_3 - q_1 q_4 & q_3^2 + q_4^2 - \frac{1}{2}
\end{pmatrix}.
\]

The benefits of quaternions is obvious from the rotation matrix in equation 2.22. There are no trigometric functions present, which are computationally expensive to calculate.
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One difficulty with the Monte Carlo method for molecular systems is that there are a number of parameters governing the maximum translational and orientational displacements of the molecule during a move. As with atomic Monte Carlo calculations the acceptance parameters are adjusted in order to achieve an acceptance ratio of approximately 50%. However, in order to achieve this a sensible balance between the translational and rotational displacement parameters must be obtained by trial and error for a particular simulation.

2.4.5 Monte Carlo simulations of flexible molecules

Rotation of non-rigid molecules are often difficult to perform successfully unless the system is small, or some of the internal degrees of freedom are frozen out. The simplest way to generate a new configuration is to perform random changes to co-ordinates of individual atoms combined with translational and orientational moves of the entire molecule. Unfortunately, it is often found that even very small atomic displacements are required in order to achieve an acceptable acceptance ratio, which means that phase space is covered extremely slowly. For example, even small movements away from an equilibrium bond length will cause a large increase in the overall energy. Therefore, it is usual to freeze out some of the hard degrees of freedom such as bond stretches. For large molecules, even small internal bond rotations can cause large movements of atoms down the chain. Consequently, flexible molecules in a dense fluid can require specialist Monte Carlo methods.

2.4.6 Molecular dynamics techniques

The classical molecular dynamics method relies on solving Newton's equations of motion for a system of $N$ particles (atoms) interacting via an appropriate potential energy function. The equations of motion are solved with respect to the forces that are present, according to Newton's second law of motion ($F = ma$).

$$\frac{d^2r_i}{dt^2} = \frac{F_i}{m_i}. \quad (2.23)$$
$F_i$ is the force acting on each member of the system and is calculated from

$$F_i = -\Delta E_i,$$

(2.24)

where $E_i$ is the potential energy of site $i$. In order to obtain the dynamical behaviour of the entire system the second order differential equation must be solved for every particle in the system. This results in a set of successive configurations of the system that specify how the positions and velocities of the particles in the system vary with time. This method is distinct from the Monte Carlo technique, which requires outside intervention in the form of a random move in the system in order to produce a change. In molecular dynamics all the changes result from within the system.

The first molecular dynamics simulation of a condensed phase was performed using a hard-sphere model. In this model the spheres move at constant velocity in a straight line between collisions. All collisions are perfectly elastic and occur when the separation between the centres of the spheres equals the sphere diameter. The new velocities of the colliding spheres are calculated by applying the principles of conservation of momentum. The collisional dynamics of hard particles require quite a different treatment to those involving a smoothly varying potential.

In realistic models of intermolecular interactions, the force on each particle will change whenever the particle changes its position, or whenever any of the other particles with which it interacts change position. Under the influence of a continuous potential the motions of all the particles are coupled together, giving rise to a many bodied problem that can not be solved analytically. Therefore, for a continuous potential, finite-difference methods of solving ordinary differential equations of motion are needed.

The essential methodology behind the finite-difference algorithm is that time is broken down into a series of discrete steps, of length $\delta t$. The equations of motion are solved at successive values of time. The total force on each particle in the configuration at a time $t$ is calculated as the vector sum of its interactions with all other particles. From the force, the accelerations of the particles can be determined which in turn are combined with the positions and velocities at a
time \( t \) to calculate the positions and velocities at a time \( t + \delta t \). During the time step the force is assumed to be constant. Once the new positions and velocities are determined the new forces acting on the particles can be determined leading to new positions and velocities at a time \( t + 2\delta t \) and so on.

### 2.4.7 Integration algorithms

There are many algorithms available for integrating the equations of motion using finite-difference methods. Many of these assume that the positions and dynamical properties (velocities, accelerations) can be approximated as a Taylor series expansion.

**Leap-frog algorithm**

The *leap-frog* algorithm [79] is a typical finite-difference algorithm that is commonly used for atomic systems

\[
\begin{align*}
    \mathbf{r}(t + \delta t) &= \mathbf{r}(t) + \delta t \mathbf{v}(t + 1/2\delta t), \\
    \mathbf{v}(t + 1/2\delta t) &= \mathbf{v}(t - 1/2\delta t) + \delta t \mathbf{a}(t).
\end{align*}
\]

To implement the leap-frog algorithm, the velocities \( \mathbf{v}(t + 1/2\delta t) \) are first calculated from the velocities at a time \( (t - 1/2\delta t) \) and the accelerations at a time \( t \). The positions \( \mathbf{r}(t + \delta t) \) are then deduced from the velocities calculated, together with the positions at time \( \mathbf{r}(t) \). A further calculation is still required to find the velocities contemporaneous with the positions

\[
\mathbf{v}(t) = \frac{1}{2}[\mathbf{v}(t + 1/2\delta t) + \mathbf{v}(t - 1/2\delta t)].
\]

This algorithm is numerically precise, as it explicitly includes the velocity. However the main disadvantage of this algorithm is that the positions and velocities are not synchronized.

For atoms the translational motion of the centre of mass is the sole concern, while, for anisotropic molecules rotation about the centre of mass must also be considered. There are a number of ways in which the rotational dynamics can be integrated, although the most common method is the rotational form of the leap-frog algorithm suggested by Fincham [80–85]. If the anisotropic particle is
axially symmetric and represented by a unit vector $\mathbf{u}$ along its molecular long axis, then the equations of motion for $\mathbf{u}$ and $\mathbf{v} = \dot{\mathbf{u}}$ can be solved using

\[
\mathbf{v}(t + 1/2\delta t) = \mathbf{v}(t - 1/2\delta t) + \delta t \left[ \frac{g^\perp_{\mathbf{u}}(t)}{I} + \lambda(t)\mathbf{u}(t) \right],
\]

\[
\mathbf{u}(t + \delta t) = \mathbf{u}(t) + \delta t\mathbf{u}(t + 1/2\delta t),
\]

where $I$ is the moment of inertia, $g^\perp_{\mathbf{u}}$ is the perpendicular turning force defined by

\[
g^\perp_{\mathbf{u}} = g - (\mathbf{g} \cdot \mathbf{u})\mathbf{u},
\]

with the torque about the centre of mass given by,

\[
\mathbf{u}_i \times g_i = \tau_i,
\]

$\lambda(t)$ is the undetermined multiplier which is introduced in order to maintain a constant bond length, and is denoted as,

\[
\lambda(t)\delta t = -2\mathbf{u}(t - 1/2\delta t) \cdot \mathbf{u}(t).
\]

### 2.4.8 Monte Carlo or molecular dynamics

The choice between Monte Carlo and molecular dynamics depends solely on the phenomena under investigation. However, the two simulation methods can differ in their ability to explore phase space. A Monte Carlo simulation often gives rise to a rapid convergence of the thermodynamic properties of simple molecules, but may explore phase space of large molecules very slowly due to the need for small steps. The ability of Monte Carlo methods to make non-physical moves can significantly enhance its capacity to explore phase space. Monte Carlo fares well in simulations of isolated molecules, where there are a number of energy minima separated by high energy barriers. However, molecular dynamics may not be able to cross these barriers and so conformations will not occur according to the correct statistical weight. Therefore, molecular dynamics is most useful for exploration of the local phase space. It also has the ability to provide information on dynamical properties which are not usually available from Monte Carlo simulations.
2.5 General practicalities

2.5.1 Periodic boundary conditions

A major obstacle in the simulations of bulk liquids is that a large fraction of molecules lie on the surface and will experience quite different forces from those in the bulk. This problem is overcome by implementing periodic boundary conditions. The use of periodic boundary conditions has been used for many years as a standard technique for measuring the bulk properties whilst simulating a microscopic system. The simulation box containing all the particles in the system is considered as the centre of an infinite array of simulation boxes, as indicated in figure 2.6. In general, the stored particle co-ordinates in a simple simulation remain in the central simulation box. However, should a particle cross the face of the box during the simulation then attention is switched to the corresponding image particle entering the box at the opposite face, allowing the number of particles in the central simulation box to remain constant. The minimum image correction is always used in conjunction with periodic boundaries. Each particle interacts with the nearest periodic image of a neighbouring site, whether this is in the same simulation box or another adjacent box. The usual cuboidal periodic boundary conditions have been applied throughout this thesis with the exception of chapter 3, where special twisted periodic boundary conditions (section 3.2.2) have been employed in the calculation of the helical twisting powers. The use of periodic images can be problematic for some systems. For example, the longest wavelength fluctuations that can occur in the simulation are restricted to the size of the simulation box. This is a major problem in the vicinity of a phase transition.

2.5.2 Constraint dynamics

Special techniques have been developed to handle the dynamics of a molecular system in which certain degrees of freedom are constrained, normally bond lengths, while others remain free to evolve under the influence of the intermolecular and intra-molecular forces. It is desirable to constrain bond lengths during a molecular dynamics simulation because bond stretching motion occurs at high
frequencies, therefore, the exchange of energy between bond stretches and other degrees of freedom can be rather poor. In addition, the elimination of bond stretching motion from a simulation allows much longer time steps to be taken during the integration of the equations of motion. The technique employed to constrain the bond lengths involves solving the equations of motion for one time step in the absence of constraint forces, then, subsequently it is possible to determine the correct atomic positions such that they satisfy the condition that the bond length is within some tolerance of its original value. There are several algorithms that perform this task, and the one used throughout this thesis is called SHAKE [85]. The SHAKE algorithm goes through the constraints one by one, adjusting the co-ordinates so as to satisfy each constraint in turn. The procedure is iterated until all constraints are satisfied within a given tolerance [31].

2.5.3 Ensembles

In this thesis all the Monte Carlo simulations sample states from the canonical \((NVT)\) ensemble (see chapter 3). This corresponds to a system at constant volume with a constant number of particles. On the other hand, molecular dynamics simulations are traditionally performed in the micro-canonical \((NVE)\) ensemble, which corresponds to an isolated system at constant energy. This type of calculation has been discussed in section 2.4.6. However, molecular dynamics simulations are often employed to carry out simulations in \(NVT\) and \(NpT\) ensem-
bles. In theory thermodynamic results can be transformed between ensembles but this is only true in the limit of infinite system size. Several different methods of prescribing thermostat and barostat algorithms exist in molecular dynamics [86] and these are briefly outlined in the following sections, 2.5.4 and 2.5.5.

2.5.4 Constant temperature (NVT)

Simulations involving constant temperature calculations are important when determining how the behaviour of a system changes with temperature. The temperature of a system is related to the time average of the kinetic energy, and therefore an obvious way to alter the temperature of the system is to scale the velocities accordingly. This can easily be achieved by simply multiplying the velocities by a factor $\lambda$ at each time step [87] where $\lambda = (T/T_{\text{current}})^{-1/2}$, $T$ is the required temperature and $T_{\text{current}}$ is the current temperature.

Berendsen thermostat

One method developed in order to maintain a constant temperature is to couple the system to an external heat bath that is fixed at the desired temperature [88]. This leads to a straightforward adaption of the molecular dynamics method. The heat bath acts as a source of thermal energy, supplying or removing heat from the system as appropriate. In practice, this is achieved by randomly selecting a new velocity from a Maxwell-Boltzmann distribution at intervals. The velocities of all the particles are scaled at each time step, so that the rate of change of temperature is proportional to the difference in temperature between the bath and the system.

$$\frac{dT(t)}{dt} = \frac{\delta t}{\tau}(T_{\text{bath}} - T(t))$$ (2.31)

Where the scaling factor, $\lambda$ for the velocities is now,

$$\lambda = \left[1 + \frac{\delta t}{\tau} \left(\frac{T_{\text{bath}}}{T(t)} - 1\right)\right]^{1/2}$$ (2.32)

$\tau$ is the coupling parameter characteristic of the relaxation time of the system and its value determines how strongly the heat bath and the system are coupled together. If the collisions with the bath are infrequent then the energy fluctuations will occur slowly, and the temperature fluctuations will occur much as in
conventional molecular dynamics. However if the collisions occur too frequently then the rate at which phase space is explored will be extremely slow. This relatively simple method has the advantage that it permits the system to fluctuate about the desired temperature. However, it does not generate rigorous canonical averages because the velocity scaling prolongs any temperature scaling among the components of the system. So although the overall temperature of the system is at the desired value individual components could have extreme values.

Nose-Hoover thermostat

An alternative technique used to treat the dynamics of a system in contact with a thermal reservoir is to include the reservoir as an integral part of the system, represented by an additional degree of freedom, \( s \). This is the approach taken in the Nose-Hoover thermostat [89]. This method allows the energy to flow dynamically from the reservoir to the system and back. The whole technique is much like controlling the volume of a sample by using a piston. The reservoir has both a potential energy, \((f + 1)k_B T \ln s\), and a kinetic energy, \((\frac{Q}{2} \left( \frac{d^2 s}{dt^2} \right)^2\); where \( f \) is the number of degrees of freedom in the physical system, \( T \) is the desired temperature and \( Q \) is the thermal inertia parameter which can be thought of as the fictitious mass of the extra degree of freedom. The magnitude of \( Q \) determines the coupling between the reservoir and the real system, and so influences the temperature fluctuations. For example, if the value of \( Q \) is large then the flow of energy is slow. In the limit of infinite \( Q \) conventional molecular dynamics is regained and there is no energy exchange between the reservoir and the real system. However, if \( Q \) is too small then the energy oscillates and this leads to equilibration problems. It was suggested by Nose that \( Q \) should be proportional to \( f k_B T \).

2.5.5 Constant pressure (\( NpT \))

Many experimental measurements are made under conditions of constant temperature and pressure, and so simulations in the isothermal-isobaric (\( NpT \)) ensemble are most directly relevant to experimental data. The size and the shape of the simulation cell must be dynamically adjusted by coupling the system to a barostat.
in order to achieve the desired average pressure. Two commonly used approaches are the Berendsen and Nosé-Hoover algorithms.

**Berendsen barostat**

Berendsen [88] described a relatively simple technique for coupling to a pressure bath which is analogous to the temperature bath in the $NVT$ ensemble. The method requires that an extra term is added into the equations of motion in order to produce a pressure change. The rate of change of pressure is given by

$$\frac{dP(t)}{dt} = \frac{1}{\tau}(P_{\text{bath}} - P(t)).$$

(2.33)

where $\tau$ is the coupling constant, $P_{\text{bath}}$ is the pressure of the bath and $P(t)$ is the actual pressure at time $t$. During the simulation the volume of the simulation box is scaled by a factor $\lambda$ which is equivalent to scaling the atomic co-ordinates by a factor $\lambda^{1/3}$,

$$\lambda = 1 - \frac{\delta t}{\tau}(P_{\text{bath}} - P(t)).$$

(2.34)

This expression can be applied isotropically (scaling all volume equally in all three directions) but it is better to apply the scaling anisotropically (scale the volume independently in each axis).

**Nosé-Hoover barostat**

Another popular method is the Nosé-Hoover barostat [89]. This method involves incorporating an extra degree of freedom into the system, corresponding to the volume of the box. The potential energy associated with this degree of freedom is $PV$ where $P$ is the desired pressure and $V$ is the volume of the system. There is also an associated kinetic energy, $1/2Q(dV/dt)^2$, which can be thought of as a piston of mass, $Q$ acting on the system. A piston of small mass gives rise to rapid oscillations in the box, whereas a large mass has the opposite effect. An infinite mass returns the simulation to a normal molecular dynamics calculation. During the simulation the volume of the system varies and the average volume is determined by a balance between the internal pressure of the system and the desired external pressure.
2.6 Use of simulation techniques

In the following chapters, the simulation techniques described in this chapter will be employed in order to calculate specific molecular properties of liquid crystal mesogens. In chapter 3, Monte Carlo simulations in the \( NVT \) ensemble are carried out, with specially adapted periodic boundary conditions, in order to compute the helical twisting power of a liquid crystal chiral dopant. In chapters 5 and 6 molecular dynamics simulations are performed. These involve atomistic \( NpT \) simulations for the calculation of the Kirkwood correlation factor, and \( NV E \) simulations for the axially symmetric particles used to calculate the rotational viscosity respectively.
CHAPTER

3

Calculation of the Helical Twisting Power (HTP) for liquid crystal chiral dopants

3.1 Introduction

The helical twisting power determines the pitch of the chiral nematic phase produced when a nematic liquid crystal is doped with a low concentration of chiral solute molecules. In a nematic liquid crystal phase the molecular orientations have a preferred direction of alignment that is given by the director $\mathbf{n}(r)$. If a chiral solute is then added to the nematic phase, a uniform helical twist of the director is induced (as shown in figure 3.1), such that,

$$\mathbf{n}(r) = (\cos \phi(z), \sin \phi(z), 0), \quad \frac{\delta \phi}{\delta z} = k = \text{constant.} \quad (3.1)$$
Here the helical twist is about the z-axis and the resulting chiral nematic phase is characterized by its wavenumber $k$, or, alternatively, by the helical pitch $P (P = 2\pi/k)$.

![Figure 3.1: Schematic representation of HTP.](image)

Experimental measurements have shown that different chiral materials exhibit widely different abilities to twist a nematic phase. This effect can be quantified by defining a macroscopic helical twisting power, $\beta_M$ [90]

$$\beta_M = (Pc_wr)^{-1}, \quad (3.2)$$

where $c_w$ is the weight concentration of chiral dopant and $r$ defines the enantiomeric purity of the dopant. Depending on the material concerned, the sign of $\beta_M$ can be either positive or negative indicating the presence of a right-handed or left-handed helix, respectively. Two pure enantiomers of the same material will always have the same magnitude of $\beta_M$ but opposite signs.

Recently, there has been considerable commercial interest in the synthesis of materials with high $\beta_M$ values. The reason for this is that such materials have potential applications in chiral nematic films for electro-optic displays, polarization sensitive polymer films [91], and thermally addressed display materials [92]. As often occurs with other liquid crystalline properties, small changes in molecular structure can give rise to large changes in $\beta_M$. The physical origin of this effect is due to changes in the solute-solvent interactions which are induced by changes
in the structure of the chiral solute [93, 94]. The question that therefore arises is whether or not reliable values of $\beta_M$ can be predicted theoretically to aid the design of chiral dopants with high twisting powers that are desired for commercial products.

### 3.2 Theory

#### 3.2.1 Microscopic helical twisting power, $\beta$

At low dopant concentrations there is a linear relationship between the chiral solute concentration and the equilibrium helical wave vector $k_0$. Using the de Gennes definition [90],

$$k_0 = \frac{2\pi}{P} = 4\pi \beta \rho \quad (3.3)$$

where $\rho = N/V$ is the number density of the chiral dopant molecules and the constant of proportionality $\beta$ is defined as the *microscopic* helical twisting power of the solute [90]. For a uniformly twisted nematic phase or *chiral nematic*, with a helical wave vector $k$, the elastic part of the free energy is written relative to the undistorted state as

$$\Delta F = \frac{1}{2} V K_2 k^2. \quad (3.4)$$

However, if a uniformly twisted nematic phase, with wave vector, $k$, arises due to a nematic phase being doped with small numbers ($N_+$ and $N_-$) of a chiral dopant, producing a microscopic helical twisting power of $\pm \beta$, then the elastic part of the free energy can be written as [95],

$$\Delta F = \frac{1}{2} V K_2 \left( k - \frac{4\pi \beta}{V} [N_+ - N_-] \right)^2 \quad (3.5)$$

where $V$ is the volume of the system and $K_2$ is the twist elastic constant of the solvent. Following the work of Allen [95], in the limit of infinite dilution...
(\(N_-, N_+ \to 0\)). The free energy difference can therefore, be written as the difference in chemical potential

\[
\mu_- - \mu_+ = \frac{\partial F}{\partial N_-} - \frac{\partial F}{\partial N_+} = 8\pi \beta K_2 k
\]  

so that,

\[
\beta = \frac{\Delta \mu}{8\pi K_2 k}.
\]  

This expression is only valid for vanishingly low dilutions and in the low \(k\) limit. It allows the determination of the microscopic helical twisting power, \(\beta\), from a measurement of the chemical potential difference between two enantiomers in a twisted nematic phase.

### 3.2.2 Twisted Periodic Boundary Conditions

Twisted periodic boundary conditions are a novel set of boundary conditions which allow a twisted nematic liquid crystal phase to be simulated [96]. They work by allowing the simulation of one quarter of a turn of the helical director in the length of one cuboidal box. The convention adopted is that the \(x\) and \(y\) co-ordinates of image particles in a neighbouring box are rotated by +\(\pi/2\), in the \(+z\) direction, with respect to those in the central box. Therefore, when a particle leaves a box through the \(+z\) or \(-z\) face it is replaced by an image entering at the opposite face with its \(x\) and \(y\) co-ordinates rotated through +\(\pi/2\) or -\(\pi/2\) respectively. This convention incorporates a helical twist into the simulation, such that the helix produced has a pitch of four times the box length, as shown in figure 3.2. For a twisted nematic phase the lack of translational order means that there are no undesirable consequences arising from perturbing the centre of mass of the molecule in this way.

Previously, Allen [95] and Camp [97] obtained values of \(\beta\) from the chemical potential difference defined in equation 3.7, for a system consisting of two touching hard prolate ellipsoids of axial ratio \(e = 5\) within a fluid of similar monomeric ellipsoids. The simulations use twisted periodic boundary conditions [96] whereby molecules in the neighbouring simulation box (\(+z\) direction) are rotated through
Figure 3.2: Twisted Periodic Boundary Conditions.

90 degrees about the z axis with respect to their co-ordinates and orientations in the original box, (and those in the neighbouring box in the opposite \((-z\) direction are rotated through -90 degrees). In the case of hard ellipsoids an analytical expression can be obtained for the excess chemical potential of a dimer composed of two ellipsoids in contact [97]. This leads to an accurate value for \(\Delta\mu\) in equation 3.7. For other model systems \(\Delta\mu\) is equivalent to the free energy change in converting one mole of chiral solute into its mirror image in the presence of a twisted nematic solvent at infinite dilution. Consequently, a calculation of this free energy change combined with a calculation of the twist elastic constant will provide a simulation route to \(\beta\).

3.2.3 Calculating free energy differences

The calculation of free energy differences has been described as the ‘Holy Grail’ of computational chemistry. Many of the physical properties a chemist wishes to determine, by calculation or experiment, depend upon the free energy of a system. Calculation of the absolute free energy of a system is virtually impossible. It is, however, often possible to calculate the difference in free energy between two (closely) related states.

For atomistic simulations there are three well know methods for calculating the free energy difference between two states [98–101]: thermodynamic perturbation theory (statistical perturbation theory), thermodynamic integration and slow growth. All three methods use a so called coupling parameter approach [102].
One approach is to make the Hamiltonian of the two states, \( A \) and \( B \), a function of the coupling parameter, \( \lambda \), which transforms the system from state \( A \) to state \( B \), as the coupling parameter varies from 0 to 1 (see equation 3.8). There are, however, a number of other ways that state \( A \) can be transformed into state \( B \).

\[
E(\lambda) = \lambda E_B + (1 - \lambda) E_A \tag{3.8}
\]

**Thermodynamic perturbation**

Thermodynamic perturbation treats the change from the initial to the final state as a series of discrete steps or *perturbations*. If one considers the two systems, \( A \) and \( B \), then the free energy difference between them is given by

\[
\Delta F_{BA} = -k_B T \ln \langle \exp[-(E_B - E_A)/k_B T] \rangle_A . \tag{3.9}
\]

This expression is the key relationship in thermodynamic perturbation calculations [103]. Convergence of this expression is slow if the two systems are not similar, which is often the case. Consequently, a series of simulations are run in which state \( A \) is gradually mutated into state \( B \) by employing a coupling parameter, \( \lambda \). This scales all the geometric and potential energy functions of state \( A \) to those of state \( B \) as \( \lambda \) changes from 0 to 1 in a series of small steps, \( \lambda_i \). Each of these small free energy increments is referred to as a *window* and the overall procedure is termed *windowing*. At each \( \lambda_i \) the system is equilibrated and then an averaging period follows. The total free energy change is equal to the sum of all the incremental free energy changes from \( \lambda = 0 \) to 1. In practice two free energy increments are normally obtained from one simulation by perturbing the system from \( \lambda_i \) to \( \lambda_{i+1} \) and \( \lambda_{i-1} \), this is termed *double wide sampling*. However, this should not be confused with *double ended sampling* which refers to performing both the forward (\( A \) to \( B \)) and the backward (\( B \) to \( A \)) calculations, which are used to check the convergence of the calculation [104]. Decisions do have to be made about the choices of \( \lambda \), and although uniform spacing is often used it is sometimes more advantageous to use smaller values of \( \delta \lambda \) in regions where the energy is changing the most [105]. A final important point to make is that the
energy of the perturbed state \( (E_B \) in equation 3.9 \) must be obtained from both the potential parameters and the geometry corresponding to the \( B \) state. If the geometry is not changed to represent the intermediate states then no matter how small \( \delta \lambda \) is, errors will arise.

**Thermodynamic integration**

If the change between the initial and final states is considered as a continuous process [99], the change in free energy can be written as

\[
\Delta F_{BA} = \int_0^1 \left\langle \frac{\delta E_{BA}}{\delta \lambda} \right\rangle \delta \lambda. \tag{3.10}
\]

This is termed thermodynamic integration. In practice, the integrand in equation 3.10 is evaluated at a series of discrete points. The integral is approximated from these points using a numerical integration method, such as, the trapezoidal rule. As with the thermodynamic perturbation method the pathway between the physical end points is split into a series of \( \lambda \) intermediate states. Thermodynamic integration therefore, follows the same procedural protocol as thermodynamic perturbation. The main criterion for the thermodynamic integration method is that the \( \lambda \) pathway selected, contains enough \( \lambda \) points so that the numerical integration over these points is reasonably accurate.

**Slow growth**

This is a limiting case of both the thermodynamic perturbation and the thermodynamic integration method. The slow growth method only holds true when changes in \( \lambda \) are effected so slowly that the system essentially remains in equilibrium. In this case, it is assumed that no re-equilibration is necessary at each new window, and therefore, the ensemble average can be approximated by a single data collection point. Thus, equation 3.9 and equation 3.10 both reduce to,

\[
\Delta F_{BA} = (E_B - E_A). \tag{3.11}
\]

However, caution should be taken when applying and interpreting results [106–108] using this method as it is based on the unproven assumption that if \( \lambda \)
changes extremely slowly then the system remains at constant equilibrium and the ensemble can be approximated by a single point.

### 3.2.4 Choice of free energy technique

The best techniques for computing the free energy difference in a simulation are the thermodynamic perturbation and the thermodynamic integration methods. However, the convergence properties between the two approaches do differ markedly. Therefore, the most appropriate method is strongly dependent on the problem under investigation [109-117]. If the initial and final states closely overlap then the perturbation method is the most efficient. However, because the convergence of the ensemble average in equation 3.10 does not depend on the magnitude of the change in \( \lambda \), the integration method is often preferred. In this work the thermodynamic perturbation method is employed to calculate the free energy difference between two enantiomers.

### 3.2.5 Relationship between microscopic and macroscopic HTP’s

The microscopic helical twisting power, \( \beta \), calculated using equation 3.7 can be related to the experimental macroscopic helical twisting power, \( \beta_M \) via the induced helical pitch \( P \). Combining the expressions in equations 3.2 and 3.3 yields,

\[
\beta_M = \frac{2\rho}{c_w} \beta. \tag{3.12}
\]

### 3.3 The simulation model

This section describes in detail the simulation model used in the current investigation.

#### 3.3.1 The solvent model

Atomistic modelling of liquid crystalline phases is computationally expensive at the present time. The simulation of a few hundred solvent molecules using a
fully atomistic potential (compared to a single solute molecule) is therefore, currently out of the question on a personal workstation. Thus, the solvent molecules employed in this work are represented by a well known, single site Gay-Berne potential, $U_{ij}^{\text{GB}}$ [29]. The form of the Gay-Berne potential studied by de Miguel et al [43] is used. In this form of the Gay-Berne potential $\mu = 2$, $\nu = 1$, the length to breadth ratio $\sigma_{ee}/\sigma_{ss} = 3$ and the ratios of well-depths for end-to-end and side-to-side particles $\epsilon_{ee}/\epsilon_{ss} = 1/5$. For a Gay-Berne molecule with these dimensions a full phase diagram [118] is known (see figure 3.3). By setting $\sigma_0^{\text{GB}} = \sigma_{ss}$ to 5.7 Å and $\epsilon_0^{\text{GB}}$ to 3.32576 kJ/mol a nematic phase is achieved. The value of $\sigma_0^{\text{GB}}$ is derived from simulation studies of the liquid crystal mesogen p-azoxyanisole (PAA) [46]. The value of $\epsilon_0^{\text{GB}}$ is deduced from the fact that this mesogen has a nematic-isotropic phase transition of 409.15 K, corresponding to a reduced temperature of $T^* = 1.0$, for a pure system of Gay-Berne particles at the chosen reduced density of $\rho^* = 0.32$.

**Figure 3.3:** Phase diagram for Gay-Berne fluid (taken from Julian Brown's thesis, University of Bristol, October 1996).
3.3.2 The solute model

The liquid crystalline solute molecules are modelled using a fully atomistic potential energy function. The potential energy of the solute molecule, $U_{\text{solute}}^{\text{LJ}}$, is defined in terms of the energy of the solute molecule in an MM2 force field [74],

$$U_{\text{solute}}^{\text{LJ}} = \sum_{\text{angles}} {k^b_\theta} \frac{1}{2} (\theta - \theta^0)^2_{ijk} (1 + SF, (\theta - \theta^0)_{ijk}^4)$$

$$+ \sum_{\text{angles}} {k^b_stretch\text{-bend}} \frac{1}{2} (\theta - \theta^0)^2_{ijkl} [((l - l^0)_{ij} + (l - l^0)_{jk})]$$

$$+ \sum_{\text{dihedrals}} \frac{V_n}{2} (1 - \cos n\phi)$$

$$+ \sum_{\text{non-bonded}} \frac{\epsilon^*}{2} \left( 2.9 \times 10^5 \exp \left( \frac{-12.5}{P} - 2.25P^6 \right) \right)$$

$$+ \sum_{\text{non-bonded}} \frac{3\mu_i\mu_j}{2} \left( \cos X_{ij} - 3 \cos a_i \cos a_j \right)$$

where $k^b_\theta$ is the angle bending constant, SF is the quartic bending term and $\theta_{ijk}$ and $\theta^0_{ijk}$ are the actual and natural bond angles respectively. $k^b_{stretched\text{-bend}}$ is the angle stretch-bend constant, and $l$ and $l^0$ are the actual and natural bond lengths defining the bond angle $\theta_{ijk}$. The dihedral angle, $\phi$ is defined by $V_1$, $V_2$, and $V_3$ which represent the first, second and third order torsional constants in the Fourier expansion. The van der Waals non-bonded part of the energy expression (fourth term in equation 3.13) is given by the Hill potential, which is only valid for $P \leq 3.311$. For $P > 3.311$ the van der Waals non-bonded part of the energy expression becomes

$$E_{\text{non-bonded}}^{vdW} = \epsilon^* 336.176 P^2. \quad (3.14)$$

In the above equation

$$P = r_m/r_{ij}, \quad (3.15)$$

where $r_{ij}$ is the effective inter-nuclear distance, and $r_m = r_i + r_j$, where $r_i$ and $r_j$ are the van der Waals radii of the atoms $i$ and $j$. $\epsilon^* = (\epsilon_i\epsilon_j)^{1/2}$, and $\epsilon_i$ and $\epsilon_j$ are the van der Waals well depths of the atoms, $i$ and $j$. In the electrostatic
part of the non-bonded term (the fifth term in equation 3.13) \( \mu_i \) and \( \mu_j \) are the
dipole moments of the two bonds, where \( X \) is the angle between the dipoles, and
\( a_i \) and \( a_j \) are the angles between the dipole axes and lines along which \( r \) (the distance
between the midpoint of the bonds) is measured.

Prior to each of the Monte Carlo calculations the energy of the solute molecules
was minimised with respect to the MM2 force field using the molecular modelling
package CAChe [119]. Thereafter, the minimum energy structures of the solute
molecules were considered as rigid entities. The energy minimisation calculations
were carried out for each of the chiral dopant molecules shown in figure 3.4 [120,
121].

<table>
<thead>
<tr>
<th>Material</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td><img src="image1" alt="Material A" /></td>
</tr>
<tr>
<td>B</td>
<td><img src="image2" alt="Material B" /></td>
</tr>
<tr>
<td>C</td>
<td><img src="image3" alt="Material C" /></td>
</tr>
<tr>
<td>D</td>
<td><img src="image4" alt="Material D" /></td>
</tr>
<tr>
<td>E</td>
<td><img src="image5" alt="Material E" /></td>
</tr>
</tbody>
</table>
### Material Structure

<table>
<thead>
<tr>
<th>Material</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDH1281</td>
<td><img src="image1" alt="BDH1281 Structure" /></td>
</tr>
<tr>
<td>BDH1283</td>
<td><img src="image2" alt="BDH1283 Structure" /></td>
</tr>
<tr>
<td>BDH1291</td>
<td><img src="image3" alt="BDH1291 Structure" /></td>
</tr>
<tr>
<td>BDH1315</td>
<td><img src="image4" alt="BDH1315 Structure" /></td>
</tr>
<tr>
<td>BDH1305</td>
<td><img src="image5" alt="BDH1305 Structure" /></td>
</tr>
<tr>
<td>BDH1316</td>
<td><img src="image6" alt="BDH1316 Structure" /></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Material</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDH1321</td>
<td><img src="image" alt="Structure of BDH1321" /></td>
</tr>
<tr>
<td>BDH1322</td>
<td><img src="image" alt="Structure of BDH1322" /></td>
</tr>
<tr>
<td>BDH1324</td>
<td><img src="image" alt="Structure of BDH1324" /></td>
</tr>
<tr>
<td>BDH1350</td>
<td><img src="image" alt="Structure of BDH1350" /></td>
</tr>
<tr>
<td>BDH1353</td>
<td><img src="image" alt="Structure of BDH1353" /></td>
</tr>
<tr>
<td>LF5</td>
<td><img src="image" alt="Structure of LF5" /></td>
</tr>
</tbody>
</table>

*Figure 3.4: Structures of the chiral dopant molecules investigated.*
3.3.3 The solvent-solute model

The solvent-solute interaction energy, $U_{ij}^{LJ/GB}$, is summed over $N_{GB}$ solvent molecules and $N$ solute atoms. The form for the solvent-solute interaction energy is based on the work of Cleaver et al. [77]. They derived a generalized potential for two dissimilar Gay-Berne particles, see chapter 2 section 2.3.2.

$\epsilon_{0}^{LJ/GB}$ is defined in equation 2.12, a value of $\epsilon_{0}^{LJ}$ is taken from $\epsilon^*$ in the MM2 Hill potential for each atom and $\epsilon_{0}^{GB}$ is taken as the well depth corresponding to the cross configuration of two Gay-Berne molecules. The value of $\sigma_{0}^{LJ/GB}$ can be represented by the expression

$$\sigma_{0}^{LJ/GB} = \left[ \left( \frac{\sigma_{0}^{LJ}}{2^{1/2}} \right)^2 + \left( \frac{\sigma_{0}^{GB}}{2^{1/2}} \right)^2 \right]^{1/2},$$  \hspace{1cm} (3.16)

However, an analytical form for $\sigma_{0}^{LJ}$ is not available from the Hill potential, and this makes it difficult to obtain $\sigma_{0}^{LJ}$ values from the van der Waals radii that are used in the MM2 force field. Instead, throughout this study equation 3.17 is employed. This was obtained from earlier fitting of the closest approach of a carbon atom to a phenyl ring.

$$\sigma_{0}^{LJ/GB} = (r_{m}^{MM2})^2 + (3.33825)^2)^{1/2}. \hspace{1cm} (3.17)$$

For a value of $r_{m}^{MM2}$ (aliphatic carbon) = 1.94 Å, equation 3.17 provides a value of $\sigma_{0}^{LJ/GB} = 3.86$ Å, which is in the expected range. In contrast, using equation 3.16 with $\sigma_{0}^{GB} = 5.7$ Å and a value of $\sigma_{0}^{LJ} \approx 3.43$ Å (obtained numerically from the Hill potential), a value of $\sigma_{0}^{LJ/GB} = 4.7$ Å is obtained. The latter is too large to allow successful modelling of the shape of real molecules.

3.3.4 The complete molecular model

The complete functional form of the molecular model employed in this work, is written as a combination of the three individual potential energy functions, $U_{solute}^{LJ}$, $U_{ij}^{GB}$ and $U_{ij}^{LJ/GB}$ described previously in sections 3.3.1, 3.3.2, 3.3.3. Therefore, the total internal energy, $U_{total}$, of the combined solvent/solute model system is
written as,

\[ U_{\text{total}} = U_{\text{solute}}^{\text{LJ}} + \sum_{i=1}^{N_{\text{GB}}} \sum_{j<i}^{N_{\text{GB}}} U_{ij}^{\text{GB}} + \sum_{i=1}^{N} \sum_{j=1}^{N_{\text{GB}}} U_{ij}^{\text{LJ/GB}}. \]  \hspace{1cm} (3.18)

### 3.4 Simulation details

#### 3.4.1 Monte Carlo free energy simulations

The computational model described in section 3.3 was employed in a series of Monte Carlo simulations in order to evaluate the free energy difference between a chiral dopant and its mirror image in a twisted nematic Gay-Berne solvent. The total free energy difference between the two systems is computed using the following equation

\[ \Delta F_{BA} = -k_B T \ln \langle \exp(-\Delta E_{BA}/k_B T) \rangle_A, \]  \hspace{1cm} (3.19)

where \( \Delta E_{BA} \) is the energy difference between systems \( A \) and \( B \) and the angular brackets \( \langle \rangle_A \) indicate an ensemble average for \( A \). Equation 3.19 is only valid for two systems with similar Hamiltonians. Since real molecular systems are considered in this work then the Hamiltonians are, of course, very different. Consequently, the mutation of one enantiomer into its mirror image must be carried out in a series of small steps. In practice, two separate sets of simulations were employed. In set 1, the free energy change \( \Delta F_{\text{solute/solvent}} \) was calculated for the growth of a single enantiomer into the solvent, and in set 2 the same quantity was obtained for the mirror image molecule. In each set of simulations a single rigid solute molecule was employed and a dimensionless control parameter \( 0 \leq \lambda \leq 1 \) was used to scale the solvent/solute interactions \( U_{ij}^{\text{LJ/GB}} \) (as described in section 3.3.3), such that

\[ \Delta F_{\text{solute/solvent}} = \sum_{i=1}^{n} F_{\lambda_{i+1}} - F_{\lambda_i} \]

\[ = \sum_{i=1}^{n} -k_B T \ln \langle \exp \left[ - (E_{\lambda_{i+1}} - E_{\lambda_i}) / k_B T \right] \rangle_{\lambda_i} \]  \hspace{1cm} (3.20)
3.4.2 Methodology

Monte Carlo simulations were carried out using 504 Gay-Berne solvent molecules in a cuboidal cell of dimensions 1:1:2 at a Gay-Berne reduced density of $\rho^* = 0.32$, employing the twisted periodic boundary conditions of Allen and Master [96]. A random rotation/translation of the solute molecule and each of the solvent molecules was attempted during each Monte Carlo cycle. Molecular orientations were represented in terms of quaternions and a random rotation was carried out using the approach described in section 2.4.4 (references [122] and [123]), with move sizes adjusted to give Monte Carlo acceptance ratios in the range 35-55%. The simulations were carried out in the $NVT$ ensemble at 400 K. (This corresponds to a nematic order parameter of $S_2 \approx 0.7$ for an untwisted Gay-Berne system.) Prior to each of the free energy calculations the solvent was well-equilibrated using 100000-200000 Monte Carlo cycles.

Initial free energy calculations employed 10 $\lambda$ steps in the calculation of $\Delta F^{\text{solute/solvent}}$. However, these simulations gave un-reproducible values for the solute/solvent free energy. In order to improve the accuracy of the simulations, test runs were carried out on a $5\pi/2$ twisted simulation cell. On occasions this led to a relaxation of the twist back to the original value of $\pi/2$. A $5\pi/2$ twist also changed the clearing point from that of the untwisted nematic system. (The clearing point of the $\pi/2$ twisted system was found to be the same as the untwisted nematic.) Consequently all final simulations employed a $\pi/2$ twist, corresponding to a helical pitch of $4 \times 105.829$ Å, and 40 $\lambda$ steps for $\Delta F^{\text{solute/solvent}}$ (80 $\lambda$ steps per dopant) rather than the original 10 $\lambda$ steps. All simulations employed 2000 Monte Carlo equilibration cycles and 50000 Monte Carlo production cycles at each value of $\lambda$ using double-wide free energy sampling [124]. The initial point in the free energy calculation required a longer equilibration time (100000 cycles) and a longer production run (200000 cycles).

3.4.3 Computational results

The graph in figure 3.5 shows the total computed free energy change for the two enantiomers of dopant A as $\lambda$ is varied between 0 and 1 in a sequence of simulations. This is a typical graph of the free energy change between two enantiomers
and similar graphs were seen for most of the dopant molecules studied in this work.

Figure 3.5: Graph showing the total change in the free energy for $0 \leq \lambda \leq 1$ for molecule A in figure 3.4. Triangles represent the enantiomer which produces a right-handed chiral nematic phase (same as the simulation box) and circles represent the mirror image molecule.

Each point on the graph represents a single simulation as indicated in section 3.4.1. The overall solvation free energy for both enantiomers is negative and is dominated by the increase in entropy associated with the addition of the solute. It should be noted, however, that at small values of $\lambda$ (when $\lambda U_{ij}^{LJ/GB}$ is small) the free energy change for both enantiomers is positive. This results from a disruption in the uniform twisted structure of the solvent due to the presence of the chiral dopant. This disruption is largest for the enantiomer that 'wants' to induce a twist in the opposite direction to the imposed twist of the periodic box. It is this factor that is mainly responsible for the different behaviour of the two curves in figure 3.5.

The overall difference in free energy between the two enantiomers in the twisted nematic solvent is given by the difference in the curves at the end point ($\lambda = 1$). This value, $\Delta \mu$, is listed in table 3.1, for all the chiral liquid crystal materials investigated. These results are combined with the twist elastic constant
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$K_2$ in order to obtain values of the microscopic helical twisting power, $\beta$ (equation 3.7). The macroscopic helical twisting power, $\beta_M$, is calculated from the $\beta$ values and the results obtained $\beta_M$(Comp.) are listed in table 3.1. Experimental values for $\beta_M$ i.e.$\beta_M$(Exp.) are also included in table 3.1 for comparison purposes. For a Gay-Berne fluid, $K_2$, can be obtained by a careful fit of the wave-vector dependent fluctuations in the ordering tensor [47]. In this study the twist elastic constant of the Gay-Berne solvent was taken as, $K_2 \approx 6.96 \times 10^{-12}$ J m$^{-1}$.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\Delta \mu$/kJ mol$^{-1}$</th>
<th>$\beta_M$(Exp.)/$\mu$m$^{-1}$</th>
<th>$\beta_M$(Comp.)$^1$/ $\mu$m$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.826</td>
<td>+104</td>
<td>+99.3</td>
</tr>
<tr>
<td>B</td>
<td>0.377</td>
<td>+58</td>
<td>+69.0</td>
</tr>
<tr>
<td>C</td>
<td>0.144</td>
<td>+24</td>
<td>+27.9</td>
</tr>
<tr>
<td>D</td>
<td>0.131</td>
<td>-21</td>
<td>-26.7</td>
</tr>
<tr>
<td>E</td>
<td>0.0</td>
<td>+8</td>
<td>0.0</td>
</tr>
<tr>
<td>BDH1281</td>
<td>0.885</td>
<td>+72</td>
<td>+73.4</td>
</tr>
<tr>
<td>BDH1283</td>
<td>0.474</td>
<td>+36</td>
<td>+39.0</td>
</tr>
<tr>
<td>BDH1291</td>
<td>0.874</td>
<td>+18.5</td>
<td>+19.9</td>
</tr>
<tr>
<td>BDH1315</td>
<td>0.818</td>
<td>+57</td>
<td>+61.9</td>
</tr>
<tr>
<td>BDH1305</td>
<td>0.620</td>
<td>+51</td>
<td>+60.8</td>
</tr>
<tr>
<td>BDH1316</td>
<td>0.236</td>
<td>+28</td>
<td>+30.4</td>
</tr>
<tr>
<td>BDH1321</td>
<td>0.342</td>
<td>+43</td>
<td>+44.8</td>
</tr>
<tr>
<td>BDH1322</td>
<td>0.701</td>
<td>+49</td>
<td>+46.4</td>
</tr>
<tr>
<td>BDH1324</td>
<td>0.701</td>
<td>+45</td>
<td>+46.4</td>
</tr>
<tr>
<td>BDH1350</td>
<td>0.319</td>
<td>+23</td>
<td>+32.7</td>
</tr>
<tr>
<td>BDH1353</td>
<td>0.874</td>
<td>+60</td>
<td>+68.3</td>
</tr>
<tr>
<td>LF5</td>
<td>0.400</td>
<td>+33</td>
<td>+31.4</td>
</tr>
</tbody>
</table>

† The molecular mass of the liquid crystal solvent used is taken as that of 4-n-pentyl-4'-cyanobiphenyl (5CB).

Table 3.1: Calculated values of $\Delta \mu$ and helical twisting powers for all the molecules studied. (The sign of $\beta_M$ is specified for the enantiomer with the stereochemistry shown in figure 3.4. Estimated errors in $\Delta \mu$ are approximately ±15% in each case.)
The results presented in table 3.1 are encouraging. Within statistical errors the computed HTP values are in reasonable agreement with experimental data, and with the exception of dopant E (where $\beta_M = 0$) it is possible to successfully predict the direction of twist for each enantiomer. In order to try and detect the small free energy difference expected between the two enantiomers of material E additional (more extensive) calculations were carried out. Firstly, the number of perturbation steps was increased from 80 to 240. Secondly, the length of the equilibration steps at each point was increased to $1 \times 10^7$ Monte Carlo cycles and the length of the production run at each point was increased to $4 \times 10^7$ cycles for 80 perturbation steps. Neither of these techniques were able to detect a free energy difference between the two enantiomers within the statistical errors associated with the simulations.

Finally, in order to try and increase the overall free energy difference measured a further simulation was carried out on the liquid crystal chiral dopant B. In this simulation the value of the twist elastic constant of the solvent was increased by a factor of five, such that, $K_2 \approx 3.48 \times 10^{-11}$ J m$^{-1}$. However, in order to keep the density of the system constant, the values of $\sigma_0^{GB}$ and $\epsilon_0^{GB}$ had to be altered. This required a new smaller $\sigma_0^{GB}$ value of 3.8 Å. In order to achieve this the dimensions of the simulation box had to be reduced from 52.91 Å : 52.91 Å : 105.83 Å to 35.28 Å : 35.28 Å : 70.55 Å. Altering the value of $\epsilon_0^{GB}$ from 3.32576 kJ/mol to 11.08500 kJ/mol, had the most drastic effect, as it caused the temperature of the entire system to rise to $\approx 1000$ K. The graph presented in figure 3.6, indicates that increasing the twist elastic constant of the solvent, $K_2$, does have the desired effect, in that, it increases the absolute value of the free energy difference. However, it also increases the size of the error associated with the free energy difference and so the results obtained are unreliable and hence the technique is unacceptable.

### 3.5 Discussion

The method presented provides a promising technique for the determination of HTP values, and may be of considerable use in the design of materials with high $\beta_M$. There are, however, a number of limitations and these are discussed here.
CHAPTER 3. CALCULATION OF HTP

The first drawback of this method is that all the calculations take place in a generic liquid crystal solvent, represented by the Gay-Berne potential. Although the potential employed in equation 3.18 is extremely sensitive to changes in molecular shape, it cannot take highly specific solute/solvent interactions into account. Consequently, one expects specific electrostatic or hydrogen bonding interactions between solute and solvent to lead to $\beta_M$ values that vary considerably from the ones predicted by this technique. In the majority of experimental measurements the HTP values do not vary much between similar nematic solvents [93]. For this reason it is suggested that the main driving force involved in inducing a helical twist in a nematic phase is the excluded volume interactions arising from molecular shape. It should be noted, however, that some important studies have demonstrated how changes to certain nematic solvents can greatly effect the magnitude (and in some cases the sign) of $\beta_M$ [94,125]. Such cases are assumed to arise due to certain conformers being preferentially selected in certain solvents. Each conformer will have a different helical twisting power and this leads to different values of $\beta_M$ being obtained in the different solvents. There is already some
evidence for this effect in the work of Ferrarini et al. [126]. The approach adopted in the current study could easily be adapted to test this factor by running rigid body simulations with different conformers. Flexible molecules could also be included in the current perturbation studies by adopting the internal co-ordinate Monte Carlo approach of reference [123], though longer runs would be required to ensure good sampling of conformational space in the presence of the solvent. Finally, the method used in this study can be extended to represent specific liquid crystals by using a fully atomistic treatment of the solvent. This opens up the possibility of an accurate treatment of all solute/solvent interactions. Atomistic simulations can be extremely expensive in terms of computer time, but they are becoming possible with the advances in computer speed [127].

A second limitation of the technique described is that the free energy differences computed are extremely small. This demands long simulations, with accurate Monte Carlo sampling and many steps in the perturbation calculation. It is however useful to note that there are a number of other ways in which $\Delta \mu$ of equation 3.7 can be calculated, which could provide speedier results with improved accuracy in the future. For example, both enantiomers can be included at the starting point of a simulation (one on top of each other), and then the perturbation calculation could involve the shrinking of one enantiomer inside the other until it disappears. This can be achieved by varying both the bond lengths and the values of the van der Waals radii, $\sigma$, for each of the atoms in the solute molecule (see figure 3.7). This technique could potentially provide greater accuracy in the calculation of $\beta_M$ in fewer perturbation steps. Alternatively the speed of the calculation could be improved by using a cheaper solvent model, such as, the Kihara potential (repulsive spherocylinder) [128].
Figure 3.7: Schematic diagram showing how the perturbation calculation will look, starting with both enantiomer at the beginning and shrinking one enantiomer inside the other during the simulation by scaling both the bond lengths and the values of $\sigma$. 
3.6 Different approaches to the calculation of the HTP

Ferrarini et al. have adopted a rather different approach to calculate the helical twisting power [129–132]. This approach is based on a single dopant molecule, and describes the interaction of the dopant with the solvent by molecular field theory. Here, the assumption is made that the surface of a chiral molecule in a nematic environment tends to orientate perpendicularly to the mesophase director. Ferrarini et al. derive an expression whereby the helical twisting power of the dopant molecules is first calculated by constructing two tensors, one describing the helicity of the dopant and the other describing the orientational order of the chiral dopant in the solvent mean field. These two tensors are then used to obtain a chirality order parameter [126, 130], $Q$, which is related to the helical twisting power, $\beta$, by:

$$\beta = \frac{RT\epsilon Q}{2\pi K_2 V}$$  \hspace{1cm} (3.21)

where $\epsilon$ is the orientating strength of the solute in the solvent, $K_2$ is the twist elastic constant of the solvent, and $V$ is the molar volume of the solvent.

In order to employ this theoretical model in computer simulations, a knowledge of the molecular structure of the chiral dopant is required, and from this, a definition of the molecular surface can be achieved. As an approximation the dopant molecules are generally considered to exist in a single rigid conformation. This theory, has been used, with reasonable success, to predict the helical twisting power of some real chiral dopants. However, in some cases the HTP predictions appear quite poor.

A direct comparison between the helical twisting power calculated using the Ferrarini et al. model and the approach adopted in this thesis (for the same molecular conformation of a chiral dopant) would be useful. In practice this is extremely difficult to achieve because, in Ferrarini’s work, both the orientating strength of the nematic medium and the chirality order parameter contribute to the free energy term, $\Delta\mu$, in equation 3.7. However, calculations of the chirality order parameter could, in principle, be carried out in the future using the Monte
Carlo technique described in this thesis. This would aid the comparison of the two methods.

The HTP calculation method adopted in this thesis, is computationally more expensive than the approach employed by Ferrarini. This is largely due to the vast amount of time required to evaluate the expensive solvent-solvent interactions that contribute to the $U_{ij}^{GB}$ energy term; these interactions are not required within molecular field theory. However, the technique presented here has some potential advantages over the molecular field theory approach. In particular, for flexible solute molecules, the Monte Carlo approach can allow for the substantial change in molecular shape that often occurs as a molecule enters a liquid crystal phase [127,133]. In molecular field theory it is difficult to know the correct statistical weight for each conformer in a nematic phase without the aid of experimental order parameter data for each part of the molecule [134,135].
CHAPTER 4

Development of a Liquid Crystal Force Field (LCFF)

4.1 Introduction

Recently, there has been considerable progress in the use of computer simulations to study bulk liquid crystal phases. These studies employ either, Monte Carlo or molecular dynamics simulation methods [136, 137] to sample the inter and intra-molecular degrees of freedom of a molecule [127, 138–145]. At the heart of these calculations is the molecular mechanics force field that describes the total energy of the molecules as a sum of the steric and non-bonded interactions present. The importance of the force field means that careful consideration must be given to its functional form and the parameters required in order to apply it to liquid crystal systems.
4.2 The molecular mechanics force field

The starting point for any calculation in theoretical chemistry is to decide which model to employ. Any model of reality must involve approximations, and the beauty of molecular mechanics is the simplicity of these approximations. The standard approach employed in molecular mechanics force fields is to consider a molecule as a collection of atoms joined together by elastic restoring forces. These forces are described by simple mathematical functions that characterize the distortion of each structural feature within the molecule, for example, bond stretches, angle bends, torsional angles, and non-bonded terms which incorporate both electrostatic and van der Waals interactions. Collectively, these potential energy functions make up the molecular mechanics force field, which is represented schematically in figure 4.1.

\[
E = \sum_{\text{Bond}} + \sum_{\text{Angle}} + \sum_{\text{Dihedral}} + \sum_{\text{Electrostatic}} + \sum_{\text{van der Waals}}
\]

**Figure 4.1:** Schematic representation of the terms included in a molecular mechanics force field.

The total steric energy, \( E \) of the molecule of interest is defined with reference to the molecular mechanics force field. On its own the total steric energy has no physical significance. However, it can be thought of as a measure of how the energy of a particular molecular conformation varies from its hypothetical reference geometry (one where all the bonds, angles, etc take their natural values). Each molecular conformation has a different value of the steric energy. So although \( E \) has no direct physical significance by itself, the differences between the steric energies of any two conformations is equivalent to the energy difference between them. In general, the steric energy can be interpreted in terms of a relatively simple four-component picture of the inter and intra-molecular potential energy functions within the system involving bond stretches, angle bends,
torsional deformations and non-bonded parameters (as shown in equation 2.10 of section 2.3.2). However, more sophisticated force fields may include additional terms such as, hydrogen bonding or cross terms.

Once an appropriate force field has been chosen for the molecule of interest the aim of molecular mechanics is to optimize the molecular geometry by minimizing the total steric energy. This is achieved via a series of energy minimization routines, which result in the contributions to the steric energy being spread throughout the entire molecule.

### 4.2.1 General features of a molecular mechanics force field

In order to define a force field one must specify not only the functional form but also the potential parameters employed, as any two force fields may employ identical functional forms but undoubtably will use different potential parameters. Moreover, force fields which use the same functional form and different parameters may give comparable results to force fields which employ different functional forms. Therefore, a force field should be considered as a single entity. It is therefore, not strictly correct to divide the energy up into its individual components or even take some parameters from one force field and mix them with another. However, some terms in the force field are sufficiently independent of others to make this an acceptable approximation when parameterising the force field.

Development and parameterisation of a force field must consist of a compromise between the complex functional form employed, and the large number of different atom types. It is important to try and ensure, when developing a force field, that any associated errors are balanced. For example, it would be inappropriate to spend a large amount of time getting, say, the bond stretch terms correct, if the van der Waals parameters give rise to large errors. This problem is often overcome by using the same set of parameters for as wide a range of situations as possible. The non-bonded terms are particularly problematic and so in some simple molecular mechanics force fields it is common to use the same set of parameters for all atoms of the same element, for example, sp\(^3\), sp\(^2\) and sp-hybridised carbon atoms. An important feature of a molecular mechanics force field is its ability to transfer its functional form, and its parameters, from one mol-
ecule to another. This means that the same set of parameters can be employed to model a whole series of related molecules, rather than having to define a new set for each individual molecule. Without this feature, the task of parameterization would be impossible.

It is important to bear in mind as a deeper analysis of molecular mechanics force fields is undertaken that force fields are empirical and there is no correct form. Of course, if one functional form produces results that are closer to experiment than another then it is likely that this form will be favoured.

4.3 Functional form of a force field

4.3.1 Bond stretching interactions

The potential energy curve used to describe a typical bond stretching term has the form shown in figure 4.2. Of the many functional forms used to model this potential energy curve, the simplest and most popular is based on an harmonic potential, such as, Hooke's law

\[ E_{\text{bond}} = \frac{K_r}{2}(r - r_0)^2. \] (4.1)

Where \( E_{\text{bond}} \) is the energy of a bond stretch, \( K_r \) in the force constant for stretching a bond and \( r \) and \( r_0 \) are the actual and reference (natural) bond lengths respectively. The term reference bond length, is sometimes called the equilibrium bond length, but this is not strictly correct. The reason for this is that the reference bond length is the value that the bond adopts when all other terms in the force field are set to zero, whereas, the equilibrium bond length is the value that is adopted in a minimum energy structure, when all other terms in the force field contribute.

The forces between bonded atoms are extremely large and therefore require a considerable amount of energy in order to cause the bond to deviate significantly from its equilibrium value. This is reflected in the magnitude of \( K_r \). As a result, it is quite common to keep the bond lengths fixed when performing fully atomistic calculations. These are normally carried out in a simulation using a SHAKE algorithm [146].
For real molecules, an important point to recognize is that, the Hooke's law functional form is only a reasonable approximation to the shape of the potential energy curve at the bottom of the energy well. This is the case when the deviation from equilibrium is small. If the displacements from equilibrium are large, then the harmonic approximation does not hold true (see figure 4.2). Consequently, cubic and higher order terms are often added as corrections to the harmonic potential in more sophisticated force fields to improve the accuracy of the model.

4.3.2 Angle bending interactions

The deviation of the bond angles from their reference values is also commonly described using an harmonic potential

\[ E_{\text{angle}} = \frac{K_\theta}{2} (\theta - \theta_0)^2. \]  

where \( E_{\text{angle}} \) is the angle bending energy, \( K_\theta \) is the force constant for the angle bending and \( \theta \) and \( \theta_0 \) are the actual and reference (natural) bond angles respectively. Rather less energy is required to distort an angle away from equilibrium than is needed to stretch a bond. Consequently, the values of the force constants are proportionately smaller for the angle bending terms, compared with the bond
stretching terms. As with the bond stretching potential, the accuracy of the force field can be improved by incorporating higher order terms. Such terms have been employed to treat certain pathological cases such as highly strained molecules.

### 4.3.3 Torsional angle interactions

Originally, it was thought that the torsional angle energy term could be omitted from the force field expression. However, the importance of torsional interactions to molecular structures cannot be underestimated. Most of the variation in structure and relative energies arise as a result of a complex interplay between torsional and non-bonded contributions. The existence of torsional energy barriers is, therefore, fundamental to understanding the structural properties of liquid crystal molecules.

The functional form of the torsional interactions is generally described by a cosine series expansion in the torsional angle $\phi$. This expansion is normally truncated at the third order term, but for molecules containing flexible functional groups it is not uncommon to see higher order terms incorporated into the expression, in order to increase the accuracy of the model. Not all molecular mechanic force fields employ torsional potentials as it is sometimes possible to rely entirely on non-bonded interactions between 1, 4 atoms to achieve the desired energy profile. However, most force fields that are designed to study organic molecules do explicitly include a torsional potential energy term and a common functional form for this torsional potential is a Fourier series expansion

$$ E_{\text{dihedral}} = \sum_{m=0}^{m=3} \frac{V_m}{2} [1 + \cos(m\phi - \delta)] $$

(4.3)

or,

$$ E_{\text{dihedral}} = \sum_{m=0}^{m=3} \frac{V_m}{2} (1 + \cos m\phi) $$

(4.4)

where $E_{\text{dihedral}}$ is the total torsional energy, $V_m$ are torsional force constants, $\phi$ is the torsional angle, and $\delta$ (in equation 4.3) is the phase angle. Figure 4.3 shows the typical variation in energy for the first three terms in the Fourier expansion.
The force constant, $V_m$, is often referred to as the rotational energy barrier height, but to do so is misleading, obviously so, when more than one term is present in the Fourier expansion. Moreover, other terms in the force field equation contribute to the barrier height as a bond is rotated, especially the non-bonded interactions between the 1, 4 atoms. However, the values of the force constants do provide a qualitative indication of the relative barriers to rotation.

4.3.4 Non-bonded interactions

The interactions discussed so far are generally grouped together and termed bonded interactions, in the sense that they are defined by the connectivity of the molecule. Non-bonded interactions, on the other hand, do not depend upon a specific bonding relationship between atoms but are through-space interactions. There are two distinct groups of non-bonded terms: electrostatic and van der Waals interactions.

Electrostatic interactions

Electrostatic interactions provide a quantitative measure of the charge distribution within a molecule and can be represented in a number of ways. The most
A common approach is an arrangement of fractional point charges throughout the molecule or *partial atomic charges*, if the charges are restricted to lie at the nuclear centres. These charges are designed to reproduce the electrostatic properties of the molecule. The electrostatic interaction between two molecules or different parts of the same molecule is calculated as a sum of the interactions between pairs of point charges, using a Coulomb potential

\[ E_{\text{electrostatic}} = \sum_{i<j} \frac{q_i q_j}{4\pi\varepsilon_0 r_{ij}}, \]

where \(q_i\) and \(q_j\) are the partial charges on atoms \(i\) and \(j\), \(\varepsilon_0\) is the dielectric constant in a vacuum and \(r_{ij}\) is the separation of the atoms \(i\) and \(j\). The electrostatic properties of a molecule are a consequence of the distribution of the electrons and the nuclei and thus it is reasonable to assume that a set of partial charges could be obtained from quantum mechanical calculations. If sufficient point charges are used then all of the electric moments can be reproduced and the multipole interaction energy is exactly equal to that calculated from the Coulomb summation (equation 4.5).

An alternative to the point charge model is to assign dipoles to the bonds in the molecule. The electrostatic energy is then given as a sum of dipole-dipole interaction energies. This is the approach adopted in the MM(1-4) force fields, but can be inconvenient for molecules that have a formal charge and therefore require both charge-charge and charge-dipole terms in the energy expression.

An alternative approach to the calculation of electrostatic interactions is one which treats the molecule as a single entity. The *central multipole expansion*, and is based upon electric moments or *multipoles* (charge, dipole, quadrupole, etc), where each multipole can be represented by an appropriate distribution of charges. The main advantage of the multipole expansion is the efficiency of the calculation. Unfortunately, the multipole expansion is not applicable when molecules are separated by distances comparable to the molecular dimensions. Another problem with this method is that the multipole moments are properties of the entire molecule and so cannot be used to determine intra-molecular interactions. The multipole model tends to be restricted to calculations involving small molecules that are kept fixed in conformation during a calculation, and where the
interactions between molecules act at their centres of mass. For these reasons the point charge model is commonly used with charged species.

**van der Waals interactions**

The second component of the non-bonded interaction potential is the van der Waals term. A typical example of a van der Waals potential energy curve is shown in figure 4.4. The functional form of the curve is considered to arise due to a balance between the long range attractive forces and the short range repulsive forces. The attractive and repulsive interactions which occur between the atoms and the molecules can be obtained by fitting to experimental data or, in the case of small molecules, calculated using quantum mechanics. Such calculations are far from trivial, requiring electron correlation and large basis sets. In order to develop a successful force field, a means of accurately modelling the interatomic potential curve, using a simple empirical expression that can be calculated rapidly, is required. The need for the function to be evaluated rapidly is a consequence of the large number of van der Waals interactions that must be determined when modelling real molecular systems.

![Figure 4.4: The Lennard-Jones potential.](image)

Several different functional forms have been used to represent the van der
Waals interactions. The most popular, is the so called Lennard-Jones 12-6 potential, which takes the following form for the interaction between two sites,

$$E_{vdW}^{LJ} = 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right].$$  \hfill (4.6)

Here $\sigma$ is the collision diameter (the separation for which the energy is zero) and $\varepsilon$ is the well depth. These parameters are graphically illustrated in figure 4.4.

The Lennard-Jones equation may also be expressed in terms of the separation at which the energy passes through a minimum, $r_m$, where $r_m=2^{\frac{1}{6}}\sigma$. In this case the potential function is written as

$$E_{vdW}^{LJ} = \varepsilon_{ij} \left[ \left( \frac{r_m}{r_{ij}} \right)^{12} - 2 \left( \frac{r_m}{r_{ij}} \right)^6 \right],$$ \hfill (4.7)

or more commonly as

$$E_{vdW}^{LJ} = \left( \frac{A_{ij}}{r_{ij}^{12}} \right) - \left( \frac{C_{ij}}{r_{ij}^6} \right),$$ \hfill (4.8)

where $A_{ij} = 4\varepsilon_{ij}\sigma_{ij}^{12}$ and $C_{ij} = 4\varepsilon_{ij}\sigma_{ij}^6$.

The Lennard-Jones 12-6 potential function is widely used, particularly for calculations on large systems where the $r^{-12}$ term can be rapidly calculated by squaring the $r^{-6}$ term. The $r^{-6}$ term can also be calculated from the square of the distance without having to perform a computationally expensive square root calculation. Different powers (such as -9 or -10) have also been used for the repulsive ($r^{-12}$) part of the potential. These values, which produce a less steep curve are used in some force fields. Several formulations in which the repulsive term is replaced by a theoretically more realistic exponential term have also been proposed. These include the Buckingham potential, where $A$, $B$, and $C$ are parameters which depend upon the types of atoms involved,

$$E_{vdW}^{Buckingham} = A \exp \left( \frac{B}{r_{ij}} \right) - \left( \frac{C}{r_{ij}^6} \right).$$ \hfill (4.9)
and the Hill potential \[147\],

\[
E_{vdW}^{\text{Hill}} = -2.25\epsilon_{ij} \left( \frac{r_m}{r_{ij}} \right)^6 + 8.28 \times 10^5\epsilon_{ij}\exp\left( \frac{-r_{ij}}{0.0736r_m} \right) \quad (4.10)
\]

The Hill potential (see chapter 3 section 3.3.2) was originally developed to enable the more realistic exponential term to be written in terms of Lennard-Jones parameters. The coefficients 2.25, 8.28 \times 10^5 and 0.0736 were determined by fitting to data for the rare gases and were assumed to be applicable to other non-polar gases.

When considering molecular systems, the non-bonded interaction energy depends not only upon the separation of the molecules but also on their relative orientations. It is usual to calculate the van der Waals interaction energy between two molecules using a site model in which the interaction is determined as the sum of the interactions between all pairs of sites on the molecules. Invariably, if the calculation of the van der Waals interactions is for a molecular system, then determination of the interaction parameters is extremely difficult and time-consuming. It is, therefore, common in these cases to assume that the parameters for cross interactions can simply be obtained from the pure atom parameters using mixing rules \[148\].

The van der Waals and electrostatic interactions between atoms separated by three bonds (known as 1, 4 interactions) are often treated differently from other non-bonded interactions. This is because the interactions between such atoms contribute to the rotational barrier about the central bond. An empirical factor, \( f_{ij} \), is often used to scale down the 1, 4 non-bonded interactions. This scaling factor is used for two main reasons. The first, is that the error associated with the use of an \( r^{12} \) repulsion term would be most significant for the 1, 4 atoms. The second reason is that when 1, 4 atoms come close together one sees a redistribution of the charges along the connecting bonds which would reduce the interaction. Such a redistribution would not be possible for two atoms which are the same distance apart but on different molecules.

4.3.5 Many body effects and effective pair potentials

The non-bonded interactions considered so far are calculated between pairs of interaction sites. The total non-bonded interaction energy is therefore determined
by adding together the interactions between all pairs of sites in the system (two body effects). The interaction between two molecules can however, be affected by the presence of a third (three body effects), fourth (four body effects) or more molecules. For very precise work, interactions involving more than three atoms may have to be taken into account, but they are usually small enough to be ignored. The computational effort is greatly increased if three body terms are included in the molecular model. Even with a simple pairwise model, the non-bonded interactions usually require by far the greatest amount of computational effort. The number of bond, angle and torsional terms increase approximately with \( N \) (the number of atoms in the system) but the number of non-bonded interactions increase with \( N^2 \). In general, there are \( N/3 \) times [31] more three body terms than two body terms and so it is clear why it is often considered preferable to avoid calculating them.

Fortunately, it is found that a significant proportion of the many body effects can be incorporated into a pairwise model if the latter is properly parameterized. The pair potentials most commonly used in molecular modelling are thus effective pairwise potentials; they do not represent the true interaction energy between two isolated particles, but are parameterized to include many body effects in the pairwise energy.

### 4.4 Force field parameterization

As already stated force fields contain a large number of parameters, even if they are intended for calculations on a relatively small set of molecules. Force field parameterization is therefore, a non trivial task, requiring a significant amount of effort in order to create an entirely new force field from scratch. Even the addition of a few parameters to an existing force field, in order to model a new class of molecules, is an extremely complicated and time consuming procedure. It is known, however, that the performance of a force field is often sensitive to just a few parameters and so it is sensible to spend time optimizing these parameters rather than changing the entire force field.

Molecular mechanics force fields may be used to determine a variety of structurally related properties. The initial step to parameterisation is to select the
data that is going to be used to guide this process. For example, bond lengths are determined from crystal structural data, whereas, non-bonded parameters are better derived by fitting to experimental thermodynamic data. In many cases, experimental data may be non-existent or extremely difficult to obtain for a particular class of compounds. In such cases, quantum mechanical calculations are becoming increasingly popular. This is an important development because it greatly extends the range of chemical systems that can be investigated using the force field approach. Quantum mechanical calculations can be carried out on small representative systems in order to produce force field data. Clearly, a force field derived in such a way needs to be carefully validated by testing against real experimental data.

Once a functional form for the force field has been chosen and the parameterization data identified there are two basic methods that can be employed to obtain the potential parameters. The first method is simply trial and error. This method requires a gradual refinement of the force field parameters in order to achieve the best possible fit to experimental data. It is difficult to simultaneously modify a large number of parameters, so it usual to perform the parameterization in a series of steps. It is important to note that there is some coupling between all the degrees of freedom and so for much of the work none of the parameters can truly be taken in isolation. However, for some degrees of freedom the extent of the coupling is far more crucial to the parameterization process than for others. For example, parameters defining bond and angle parameters can often be treated separately from the other parameters and are therefore, easily transferred from one force field to another without any modification. By contrast, torsional and non-bonded interactions are extremely closely coupled and therefore have significant influence on each other. In such cases, it is normal to first determine the non-bonded interactions and then calculate the torsional potentials. Experimental data is often non-existent for torsional angles, and so, it is common to use quantum mechanical calculations in order to determine the torsional potentials. The torsional potentials are then fitted to reproduce the energy curve obtained from the quantum mechanical calculations, in conjunction with the non-bonded parameters. Of course, it may be necessary at any stage to modify any of the parameters if the results are inadequate and so parameterization is invariably an
iterative process.

An alternative approach to parameterization is to use a least squares fitting procedure. This determines a set of parameters that give optimal fits to experimental data. Thermodynamic data, equilibrium conformations and vibrational frequencies are commonly used as the source of experimental data. The error for a given set of parameters equals the sum of squares of the differences between the observed and calculated values for the set of properties. The objective is to change the force field parameters to minimize the error. This is done by assuming that the properties can be related to a force field by a Taylor expansion. An iterative procedure is then used to minimize the sum of the squares of the differences.

4.5 A brief history of force fields

Over the years considerable work has been undertaken in order to develop new potentials that accurately model real systems. Force fields developed in this area are naturally divided into two main classes: united atom and all atom force fields. In the former, hydrogens attached to heavy atoms are removed and replaced by a single united atom potential. Such, united atom sites have the advantage of greatly reducing the number of interaction sites in the molecule, but in certain cases seriously limit the accuracy of the force field. In the latter case, each atom is represented explicitly by a potential energy function, which increases the accuracy of the force field but in turn also increases the computational expense.

In the early days molecular modelling was influenced strongly by the desire to model biological systems. Consequently, much of the initial work was centred around developing accurate parameters for biomolecules, particularly peptides and nucleic acids. The outcome of this work, was the development of force fields such as, CHARMM [55,56] and AMBER [57–60]. These force fields have now been extended to contain many new parameters which cover a wider range of organic molecules. This is particularly true of the AMBER [61] all atom force field.

A different strand of force field development stems from the work of Allinger and co-workers with their development of the MM1 [73], and MM2 [74] force
fields. These have now been largely superseded by the newer MM3 [75], and most recently MM4 [149–152] force fields. The potential parameters employed in these MM force fields have been developed over many years, with their emphasis being on the prediction of structural and conformational energies of small isolated organic molecules. These force fields are now extremely accurate in predicting molecular structures in the gas phase. However, their main drawback is that they are extremely complicated in terms of the number functions that are used for individual molecules.

Recent years have also seen the development of Jorgensen's OPLS (Optimised Potentials for liquid simulations) united atom and all atom force fields [67–70,153]. These force fields are different from all the others in that they have been specifically designed to improve the intermolecular non-bonded potential energy functions. The Lennard-Jones potentials are not based on crystal data, like many of their predecessors, but on accurate predictions of thermodynamic properties of liquids. Jorgensen's approach to developing accurate non-bonded parameters has involved numerous liquid simulations, in order to fit the intermolecular potential energy functions to thermodynamic and structural data. The principle points for comparison with experiment are the liquid phase densities and heats of vapourisation. Due to the accuracy of the non-bonded potentials in the OPLS-AA force field it is becoming the most widely used force field in atomistic simulations at the present time, and with its continued development it is likely to become even more popular in the future.

None of the force fields, to date, have been designed specifically to model mesogenic molecules. This is partly because liquid crystal molecules are not confined to any particular class of compound. They contain readily identifiable subunits that occur in a wide range of systems, from simple organic molecules to polymers. In view of this, it has only been possible, to date, to represent accurately simple liquid crystal molecules containing common structural features, such as alkyl chains and saturated ring structures. Force field calculations involving functional groups such as, -N=N-, F, CN, -O-C=O, which are also common to liquid crystals, yield less accurate structures and energies. The reason for this is that these functional groups are not represented in the force field control set.
4.6 Development of a force field for liquid crystals (LCFF)

A number of elements must come into consideration when choosing a functional form for a liquid crystal force field. The most accurate single molecule force fields to date are the MM4 [149-152] and the Merck Molecular Force Field (MMFF94) [62-66]. The main difference between these two force fields and the AMBER force field is in the number and type of terms used to describe the intramolecular degrees of freedom. The MM4 and MMFF94 use more sophisticated potentials with many more terms (including cross-terms such as bend-stretch interactions) whereas AMBER employs the simple harmonic potential functions (as described in sections 4.3.1 and 4.3.2). The AMBER approach, which uses an harmonic force field, was followed in the work described in this thesis. In simulating bulk phases it is rarely necessary to describe bond lengths or angles to the same degree of accuracy as is required in predicting the minimum energy of a molecule in the gas phase. Indeed it is often useful to fix the bond lengths (as discussed in section 4.3.1) using the SHAKE algorithm [85] in order to increase the time-step within a molecular dynamics simulation. The main problem in simulating mesogens arises in determining good torsional potentials (see section 4.3.3). Rotation about a chemical bond requires a relatively small change to the internal energy, but can lead to a large change in structure for rod-shaped molecules. Consequently, the internal rotations are strongly coupled to the molecular packing in a fluid [127,133] and hence have a major influence on the transition temperatures.

Both the MM4 and the MMFF94 force fields use an exponential form to model the repulsive part of the non-bonded van der Waals interactions. While this is certainly more accurate than a $1/r^{12}$ form, at short intermolecular separations, it is extremely expensive for bulk simulations of mesogens where thousands of non-bonded interactions must be computed in a single molecular dynamics step or in a Monte Carlo trial move. Consequently, in this current investigation the OPLS and AMBER force fields have been utilized and a Lennard-Jones 12:6 form has been adopted to describe the non-bonded van der Waals parameters. At the temperature and pressure ranges normally associated with liquid crystal mesophases (250-450 K, 1 atmosphere) one would expect the sampling of the high
energy region of the repulsive part of the potential to be a relatively rare event. Moreover, in fluid states of matter, groups are constantly in motion, so modelling the closest approach of atoms to the highest level of accuracy is less important than it would be in a crystal. Consequently, the choice of a $1/r^{12}$ repulsive term is the optimum one for liquid crystal work. The importance of using effective two-body potentials to describe the non-bonded interactions is also noted. For reasons of computational expense, the use of three body potentials for mesogen simulation is currently out of the question. However, in a normal fluid a sizeable contribution to the non-bonded interactions arises from the three body terms. For practical purposes these contributions must currently be consumed into the two body terms. Consequently, the best effective two body potentials are those that arise from fitting to the thermodynamic properties of real liquids, rather than those found by fitting to pair-interaction structures/energies in the gas phase. Jorgensen has taken this approach in designing the OPLS force field, relying on Monte Carlo simulations of small molecules to allow fitting to liquid state properties to obtain the two body potentials. A recent comparison of MMFF94 and OPLS-AA [154] in simulating liquid butane, methanol, and N-methylacetamide testifies to the usefulness of this approach.

The final key consideration in designing a LCFF is the choice of either an all atom or a united atom form. The latter replaces hydrogens on attached carbons by a single united atom potential. This is advantageous with respect to savings in computer time and has been used in most previous liquid crystalline simulations [136]. However, recent work on PCH5, described in chapter 5 of this thesis [155], indicates that hydrogens attached to carbons in a phenyl ring fulfill a vital role. Inclusion of partial charges on both the hydrogens and the carbons in an aromatic ring allows the ring quadrupole to be mimicked; quadrupolar interactions have a significant influence on short range packing of mesogenic molecules [156]. The hydrogen atoms are included explicitly in this liquid crystal force field, as the aim of this work is to study the dipole correlation in me5NF and GGP5Cl, both of which have aromatic rings as shown in figure 4.5. Garcia et al [157] have recently described a hybrid force field for a group of liquid crystal molecules where phenyl hydrogens are included explicitly but aliphatic hydrogens are excluded. Their approach seems a useful compromise, between keeping vital interactions
and minimizing computer time.

Considering all the principles described above we write the functional form of the liquid crystal force field (LCFF) in the AMBER/OPLS form

\[ E_{\text{total}} = \sum_{\text{angle}} K_\theta (\theta - \theta_{eq})^2 + \sum_{\text{dihedral}} \left( \sum_{m=1}^{6} \frac{V_m}{2} [1 + \cos(m\phi)] \right) + \sum_{\text{non-bonded}} \sum_{i<j} \left( \frac{q_i q_j}{4\pi \epsilon_0 r_{ij}} + \frac{A_{ij}}{r_{ij}^{12}} - \frac{C_{ij}}{r_{ij}^{6}} \right) f_{ij}, \]

where \( K_\theta \) and \( V_m \) are force constants representing angle bending and torsional motion respectively; the non-bonded energy between atoms \( i \) and \( j \) at a distance \( r_{ij} \) is represented by a Coulomb plus a Lennard-Jones potential, where \( A_{ij} \) and \( C_{ij} \) can be expressed in terms of the well depth and collision parameters, \( \epsilon_{ij} \) and \( \sigma_{ij} \) respectively: \( A_{ij} = 4\epsilon_{ij}\sigma_{ij}^{12}, C_{ij} = 4\epsilon_{ij}\sigma_{ij}^{6} \). (\( f_{ij} = 0.5 \) for 1, 4 12:6 non-bonded terms, \( f_{ij} = 0.125 \) for 1, 4 electrostatic terms and \( f_{ij} = 1 \) for all other non-bonded interactions.)

### 4.7 Determination of the force field parameters

Many scientists have spent their entire life dedicated to the study of force field development. This has usually proved to be an extremely difficult and time consuming process. Therefore, in this work the well known AMBER and OPLS-AA (all-atom) force fields [69,158,159], have been adapted and modified for the typical liquid crystal mesogens me5NF and GGP5Cl (figure 4.5).

Between them, these two molecules contain common structural features that are present in many liquid crystal mesogens: conjugated phenyl rings, lateral fluorination, ester group, alkyl chains, terminal dipolar groups (chloro and cyano groups).

Ultimately, the aim of this liquid crystal force field is to accurately treat both the intermolecular and intra-molecular non-bonded interactions as well as intra-molecular bond stretches, angle bends, and dihedral angles. The latter two components were the most difficult to determine for the mesogens me5NF and GGP5Cl, and therefore, were the main focus of the parameterization process.
In order to parameterize any unknown bond angle and torsional parameters one needs to optimize them against some kind of data that represents reality. Experimentally determined molecular geometries, which can be obtained from microwave, NMR, or X-ray diffraction techniques can be used as a source of such data. However, experimental data depends upon the molecular environment within the material. Thus, the equilibrium geometries of a molecule in a crystal, solution or gas phase will be different from each other. So, in order to obtain molecular parameters that are independent of the medium, gas phase experiments or ab initio calculations must be employed. In this work the latter method was chosen to produce reality data.

4.7.1 Atom types

The basis of a force field is the choice of atom types. An atom type is a selection of atoms that are similar enough, both chemically and physically, to be treated identically in a molecular mechanics calculation. The molecules me5NF and GGP5Cl require 10 different atom types, which are described in table 4.1.
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<table>
<thead>
<tr>
<th>Atom</th>
<th>mass/ amu</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>12.01</td>
<td>C in carbonyl carbon</td>
</tr>
<tr>
<td>CA</td>
<td>12.01</td>
<td>C in Benzene</td>
</tr>
<tr>
<td>CT</td>
<td>12.01</td>
<td>C alkanes</td>
</tr>
<tr>
<td>CZ</td>
<td>12.01</td>
<td>C in cyano</td>
</tr>
<tr>
<td>F</td>
<td>19.00</td>
<td>Fluorine</td>
</tr>
<tr>
<td>HA</td>
<td>1.008</td>
<td>H in Benzene</td>
</tr>
<tr>
<td>HC</td>
<td>1.008</td>
<td>H alkanes</td>
</tr>
<tr>
<td>NZ</td>
<td>14.01</td>
<td>N in cyano</td>
</tr>
<tr>
<td>O</td>
<td>16.00</td>
<td>O in carbonyl</td>
</tr>
<tr>
<td>OS</td>
<td>16.00</td>
<td>O in ester</td>
</tr>
</tbody>
</table>

Table 4.1: Atom Types used in LCFF for me5NF and GGP5Cl.

4.7.2 Bond stretching and angle bending parameters

Suitable values for all the reference bond length parameters, $r_0$ and the force constants, $K_T$ were taken from the AMBER/OPLS force fields along with the majority of the bond angle parameters, $\theta_0$ and $K_\theta$ (see table 4.4 and table 4.5). Good force field data was unavailable for the ester group in me5NF. Consequently, a full ab initio energy minimization calculation for the mesogenic fragment phenyl benzoate was initially carried out using Gaussian94 [160] (figure 4.6). The use of the small phenyl benzoate fragment instead of the mesogen me5NF is purely because, at the present time, good quality ab initio calculations can only be performed for fairly small molecules (approximately 15 heavy atoms) on a personal workstation.

Finally, bond angle distortions from the equilibrium geometry were determined, using ab initio calculations, in order to determine the harmonic force constants, $K_\theta$, for the angles $\theta_1-\theta_4$ shown in figure 4.6. The results for the ab initio angles and force constants are given in table 4.2. Included in this table are the single crystal X-ray diffraction data for this molecule [161] together with the parameter values used in three other force fields. The results for the ab initio angles are in good agreement with the X-ray diffraction data. The ab initio force constants are in good agreement with the values used in the MM3 and MMFF94
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Figure 4.6: Structure of the molecule phenyl benzoate which is used to calculate the bond angles $\theta_1$, $\theta_2$, $\theta_3$, and $\theta_4$.

<table>
<thead>
<tr>
<th>No</th>
<th>crystal $\theta /^\circ$</th>
<th>ab initio $\theta /^\circ$ $K_\theta$</th>
<th>MM3 $\theta /^\circ$ $K_\theta$</th>
<th>MMFF94 $\theta /^\circ$ $K_\theta$</th>
<th>OPLS-AA $\theta /^\circ$ $K_\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>126.0</td>
<td>125.4</td>
<td>124.5</td>
<td>120.0</td>
<td>120.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>334.72</td>
<td>301.00</td>
<td>439.46</td>
<td>334.72</td>
</tr>
<tr>
<td>2</td>
<td>110.9</td>
<td>111.4</td>
<td>110.1</td>
<td>102.8</td>
<td>111.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>338.90</td>
<td>391.30</td>
<td>487.62</td>
<td>338.90</td>
</tr>
<tr>
<td>3</td>
<td>118.2</td>
<td>118.1</td>
<td>111.8</td>
<td>95.3</td>
<td>95.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>345.60</td>
<td>463.54</td>
<td>367.22</td>
<td>no data</td>
</tr>
<tr>
<td>4</td>
<td>123.1</td>
<td>123.0</td>
<td>122.0</td>
<td>124.4</td>
<td>123.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>347.27</td>
<td>481.60</td>
<td>698.31</td>
<td>347.27</td>
</tr>
</tbody>
</table>

† force constants, $K_\theta$, in kJ mol$^{-1}$ rad$^{-2}$

Table 4.2: Comparison of angle parameters for an ester group†.

force fields, although it should be stressed that these force fields also use higher order terms to describe deviations from harmonicity.

4.7.3 Torsional parameters

Torsional parameters are the most critical geometrical characteristic for flexible liquid crystal molecules, as changes in dihedral angles profoundly affect the average molecular shape. Some dihedral angle data for the mesogens me5NF and GGP5Cl is already available from the AMBER all-atom force field. The exception to this is the three dihedral angles in the linking ester group of me5NF and two inter-ring dihedrals for GGP5Cl. In order to determine the unknown parameters for these five dihedral angles ($\phi_1 - \phi_3$), restricted Hartree-Fock calculations at the RHF/6-31G* level were performed on the smaller mesogenic fragments, methyl benzoate, phenyl benzoate, phenyl acetate, 2-fluorobiphenyl and 2,2'-difluorobiphenyl shown in figure 4.7.
Figure 4.7: Structure of a) methyl benzoate $\phi_1$, b) phenyl benzoate $\phi_2$, c) phenyl acetate $\phi_3$, d) 2-fluorobiphenyl $\phi_4$ and e) 2,2'-difluorobiphenyl $\phi_5$. 
Fitting the torsional parameters

Using quantum mechanical data to obtain a set of torsional coefficients \( \{ V_i \} \) for each \( \phi \) requires careful fitting. To do this a least squares fit to the \textit{ab initio} data was carried out using the full molecular force field, with the set of torsional coefficients \( \{ V_i \} \) used as variable parameters in the fit. At each step in the least squares minimization the following procedure was used:

i) start with the initial (approximate) values for \( \{ V_i \} \),

ii) minimize the energy of the molecule in the force field for a set of values of the dihedral angle \( \phi \) (with \( \phi \) constrained at each point),

iii) calculate the sum of the squares of the differences between the \textit{ab initio} data and the data obtained from the energy minimizations.

In practice this procedure requires thousands of separate energy minimization calculations to obtained converged values for \( \{ V_i \} \). However, it does ensure that all other force field contributions to the torsional angle energy (including the important contributions from non-bonded interactions) are taken properly into account in the fitting of \( \{ V_i \} \). All energy and least squares minimizations used Powell minimization routines [162], and the final root mean square errors between fitted and \textit{ab initio} data points were 0.47, 0.48, 1.37, 0.83 and 0.96 kJ mol\(^{-1}\) for \( \phi_1 - \phi_5 \) respectively.

Results from the fitting procedure are shown in figures 4.8 and 4.9 for the individual groups in the mesogens me5NF and GGP5Cl respectively. The dihedral angle energy profiles for \( \phi_1 \) and \( \phi_3 \) in the molecule me5NF are symmetrical about 180° and were straight forward to fit requiring only a single \( V_2 \) term in the Fourier expansion of equation 4.4. The minimum in the potential energy occurs at different dihedral angles: 180° (and 0°) for \( \phi_1 \) and 90° for \( \phi_3 \). This is in fairly good agreement with the X-ray single crystal structures for this molecule which gives \( \phi_1 \) at 171.32° and \( \phi_3 \) at 116.7°. However, it should be stressed that when the barriers to rotation are small, gas phase energy minima for the dihedral angles often change slightly in the crystal in order to accommodate packing constraints. The barriers to rotation are given in table 4.3. For comparison the
trans-gauche conversion barriers in an alkyl chain are approximately 13.6 kJ/mol for a typical liquid crystal in the gas phase; this is calculated from plane-wave GGA DFT [27]. For $\phi_1$, at room temperature ($RT \approx 2.5$ kJ/mol at 298 K) a severely restricted rotation between two equally populated states is expected but almost free rotation for $\phi_3$. The \textit{ab initio} calculations for $\phi_2$ (in phenyl benzoate) were significantly more expensive than for $\phi_1$ and $\phi_3$, as more than one Fourier coefficient was required. Therefore, the fitting of $\phi_2$ could only take place once values of $E(\phi_1)$ and $E(\phi_3)$ had been obtained. A good fit, with $V_1$, $V_2$ and $V_3$ terms is obtained. However it is noted that the barrier to rotation about $\phi_2$ is extremely high (table 4.3) and that most of this contribution arises from the steric repulsions between the two phenyl groups. Finally, it should be noted that the phenyl-ester-phenyl structure in phenyl benzoate is easy to prepare synthetically and so is commonly used as a linking group in calamitic liquid crystals. It is often assumed to be coplanar in its minimum energy conformation. This is not the case in the crystal structure or in this work. However, the coplanar configuration is only 4.6 kJ/mol higher in energy than the minimum energy configuration and so is easily accessible. The effective torsional barrier measured in a liquid crystal phase will always contain a contribution that arises from the preferred packing arrangement of molecules in the bulk. Depending on the phase, this has been seen to influence conformational energies by 2-3 kJ/mol [133]. $\phi_4$ was fitted with three Fourier terms $V_1$, $V_2$ and $V_3$, but the torsional angle $\phi_5$ required a minimum of five Fourier coefficients $V_1$, $V_2$, $V_3$, $V_4$, and $V_5$ for the same quality of fit.

<table>
<thead>
<tr>
<th>dihedral angle</th>
<th>\textit{ab initio} energy barriers</th>
<th>LCFF energy barriers</th>
<th>MM3 energy barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_1$</td>
<td>31.76</td>
<td>32.76</td>
<td>106.10</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>49.66</td>
<td>50.17</td>
<td>68.90</td>
</tr>
<tr>
<td>$\phi_3$</td>
<td>4.56</td>
<td>4.31</td>
<td>8.40</td>
</tr>
<tr>
<td>$\phi_4$</td>
<td>14.21, 5.89</td>
<td>15.05, 6.09</td>
<td>37.00, 1.20</td>
</tr>
<tr>
<td>$\phi_5$</td>
<td>18.88, 5.56</td>
<td>19.36, 5.71</td>
<td>37.00, 0.80</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of \textit{ab initio} and LCFF torsional energy barriers. Values given are in kJ mol$^{-1}$. 
Figure 4.8: Graphs showing the \textit{ab initio} (+ +) and fitted data (—) for the torsional angles, a) $\phi_1$, b) $\phi_2$, and c) $\phi_3$, defined in figure 4.7.
The values of the Fourier coefficients obtained for each dihedral are given in table 4.6 and comparison between \textit{ab initio} and LCFF energy barriers are given in table 4.3\footnote{Since this work was carried out, there has been some dynamic NMR spectroscopy work published (in June 2000) for the free energy barrier of methyl benzoate \cite{163}. The results obtained indicate that the barrier to rotation is $4.92 \pm 0.2$ kcal mol$^{-1}$, which is considerably lower than the value calculated in this work. They also carried out \textit{ab initio} calculations using an improved basis set of MP2/6-31G*. The results from this calculation produced a value of 6.94 kcal mol$^{-1}$ which overestimates the experimental rotational barrier.}. Included in table 4.3 are the molecular mechanics dihedral barrier results using the augmented form of the MM3 force field available in the

\textbf{Figure 4.9:} Graphs showing the \textit{ab initio} (+ + +) and fitted data (---) for the torsional angles a) $\phi_4$, and b) $\phi_5$ defined in figure 4.7.
CAChE modelling suite [119] to calculate energy barriers. The MM3/CAChE results consistently over-estimate the \textit{ab initio} energy barriers. In some cases, for example, $\phi_1$ and $\phi_2$, the MM3/CAChE results are extremely poor. While the energy barriers may not be significant for minimum energy configurations, they are of major importance in a molecular dynamics calculation.

4.7.4 Non-bonded parameters

Both the van der Waal parameters and the electrostatic non-bonded parameters were adopted from the OPLS-AA all-atom force field of Jorgensen and co-workers [69,158,159]. The non-bonded parameters in the OPLS-AA force field have been optimized to reproduce the correct densities and heats of vaporization for a series of small organic molecules.

It is important to note that the functional form of the bond stretching, angle bending and the torsional potential terms have been adopted from the AMBER force field, whilst, the non-bonded interactions have been derived from OPLS-AA force field. Therefore, the 1, 4 non-bonded interactions need to be scaled appropriately. Merger of the OPLS-AA non-bonded potential functions and the intra-molecular AMBER force field parameters has already been considered [69, 71]. The convention used in these references is followed in this work; the 1-4 Lennard-Jones interactions are scaled by a factor of 2 (compared to intermolecular interactions) and electrostatic interactions are scaled by a factor of 8. A summary of all the non-bonded parameters used in this current work are presented in table 4.7. It is interesting to note that the partial charges in table 4.7 are significantly higher than those obtained from \textit{ab initio} molecular orbital calculations using Mullikan charge distributions. The latter gave inadequate results when used to verify properties of pure liquids, and are unable to properly represent the molecular quadrupole that arises from charge separation in the phenyl ring.
4.8 The complete LCFF for me5NF and GGP5Cl

The following section presents the complete set of potential energy parameters employed in the LCFF in order to successfully model the mesogens me5NF and GGP5Cl.

**Bond parameters**

<table>
<thead>
<tr>
<th>bond</th>
<th>bond length/Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>C - CA</td>
<td>1.490</td>
</tr>
<tr>
<td>C - O</td>
<td>1.229</td>
</tr>
<tr>
<td>CA - OS</td>
<td>1.364</td>
</tr>
<tr>
<td>C - OS</td>
<td>1.327</td>
</tr>
<tr>
<td>CA - CA</td>
<td>1.400</td>
</tr>
<tr>
<td>CA - CT</td>
<td>1.510</td>
</tr>
<tr>
<td>CA - NZ</td>
<td>1.261</td>
</tr>
<tr>
<td>CA - CZ</td>
<td>1.451</td>
</tr>
<tr>
<td>CZ - NZ</td>
<td>1.157</td>
</tr>
<tr>
<td>CT - CT</td>
<td>1.529</td>
</tr>
<tr>
<td>CT - HC</td>
<td>1.090</td>
</tr>
<tr>
<td>CA - F</td>
<td>1.354</td>
</tr>
<tr>
<td>CA - HA</td>
<td>1.080</td>
</tr>
<tr>
<td>CA - O</td>
<td>1.380</td>
</tr>
<tr>
<td>CT - OS</td>
<td>1.410</td>
</tr>
<tr>
<td>C - CT</td>
<td>1.522</td>
</tr>
</tbody>
</table>

*Table 4.4: Bond Parameters.*
Angle parameters

<table>
<thead>
<tr>
<th>Angle</th>
<th>$K_\theta$ /kJ mol$^{-1}$ rad$^{-2}$</th>
<th>Angle /°</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA - CA - CZ</td>
<td>292.880</td>
<td>120.0</td>
</tr>
<tr>
<td>CA - CZ - NZ</td>
<td>711.280</td>
<td>180.0</td>
</tr>
<tr>
<td>CA - CA - OS</td>
<td>292.880</td>
<td>120.0</td>
</tr>
<tr>
<td>CA - CA - F</td>
<td>334.720</td>
<td>113.0</td>
</tr>
<tr>
<td>C - CA - CA</td>
<td>355.640</td>
<td>120.0</td>
</tr>
<tr>
<td>C - CA - HA</td>
<td>146.440</td>
<td>120.0</td>
</tr>
<tr>
<td>CA - CA - CA</td>
<td>263.590</td>
<td>120.0</td>
</tr>
<tr>
<td>CA - CA - CT</td>
<td>292.880</td>
<td>120.0</td>
</tr>
<tr>
<td>CA - CA - HA</td>
<td>146.440</td>
<td>120.0</td>
</tr>
<tr>
<td>CA - CT - CT</td>
<td>263.590</td>
<td>114.0</td>
</tr>
<tr>
<td>CA - CT - HC</td>
<td>146.440</td>
<td>109.5</td>
</tr>
<tr>
<td>CT - CT - CT</td>
<td>244.350</td>
<td>112.7</td>
</tr>
<tr>
<td>CT - CT - HC</td>
<td>156.900</td>
<td>110.7</td>
</tr>
<tr>
<td>HC - CT - HC</td>
<td>138.070</td>
<td>107.8</td>
</tr>
<tr>
<td>OS - C - CA</td>
<td>338.900</td>
<td>111.4</td>
</tr>
<tr>
<td>C - OS - CT</td>
<td>347.270</td>
<td>116.9</td>
</tr>
<tr>
<td>HC - CT - OS</td>
<td>146.440</td>
<td>109.5</td>
</tr>
<tr>
<td>CT - C - O</td>
<td>334.720</td>
<td>120.4</td>
</tr>
<tr>
<td>C - CT - HC</td>
<td>146.440</td>
<td>109.5</td>
</tr>
<tr>
<td>OS - C - CT</td>
<td>338.900</td>
<td>111.4</td>
</tr>
<tr>
<td>O - C - CA</td>
<td>334.720</td>
<td>125.4</td>
</tr>
<tr>
<td>CA - OS - C</td>
<td>345.600</td>
<td>118.1</td>
</tr>
<tr>
<td>O - C - OS</td>
<td>347.270</td>
<td>123.4</td>
</tr>
</tbody>
</table>

Table 4.5: Angle Parameters.
Torsional parameters

<table>
<thead>
<tr>
<th>dihedral angle</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC - CT - CT - HC</td>
<td>0.000</td>
<td>0.000</td>
<td>1.331</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>HC - CT - CT - CT</td>
<td>0.000</td>
<td>0.000</td>
<td>1.531</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CT - CT - CT - CT</td>
<td>7.280</td>
<td>-0.657</td>
<td>1.167</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>HC - CT - CA - CA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CT - CT - CA - CA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>HC - CT - CT - CA</td>
<td>0.000</td>
<td>0.000</td>
<td>1.933</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CA - CA - CA - CA</td>
<td>0.000</td>
<td>39.748</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CA - CA - CA - HA</td>
<td>0.000</td>
<td>39.748</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>HA - CA - CA - HA</td>
<td>0.000</td>
<td>39.748</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>OS - C - CA - CA</td>
<td>0.000</td>
<td>11.171</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CA - C - OS - CA</td>
<td>10.862</td>
<td>17.016</td>
<td>0.916</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>O - C - OS - CA</td>
<td>10.862</td>
<td>17.016</td>
<td>0.916</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>C - OS - CA - CA</td>
<td>0.000</td>
<td>7.950</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>O - C - CA - CA</td>
<td>0.000</td>
<td>8.996</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CA - CA - CA - CA(F)</td>
<td>-0.142</td>
<td>6.284</td>
<td>-0.201</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CA(F) - CA - CA - CA(F)</td>
<td>0.791</td>
<td>9.305</td>
<td>0.000</td>
<td>4.322</td>
<td>2.594</td>
</tr>
</tbody>
</table>

**Table 4.6:** Torsional Parameters in kJ mol$^{-1}$. 
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Non-bonded parameters

<table>
<thead>
<tr>
<th>atom</th>
<th>charge/e$^{-1}$</th>
<th>$\sigma$/Å</th>
<th>$\epsilon$/kJ mol$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>-0.000</td>
<td>3.500</td>
<td>0.276</td>
</tr>
<tr>
<td>HC</td>
<td>0.060</td>
<td>2.500</td>
<td>0.126</td>
</tr>
<tr>
<td>CA</td>
<td>-0.115</td>
<td>3.550</td>
<td>0.293</td>
</tr>
<tr>
<td>HA</td>
<td>0.115</td>
<td>2.420</td>
<td>0.126</td>
</tr>
<tr>
<td>F</td>
<td>-0.246</td>
<td>2.940</td>
<td>0.255</td>
</tr>
<tr>
<td>CZ</td>
<td>0.395</td>
<td>3.650</td>
<td>0.628</td>
</tr>
<tr>
<td>NZ</td>
<td>-0.430</td>
<td>3.200</td>
<td>0.711</td>
</tr>
<tr>
<td>C</td>
<td>0.700</td>
<td>3.750</td>
<td>0.439</td>
</tr>
<tr>
<td>O</td>
<td>-0.800</td>
<td>2.960</td>
<td>0.879</td>
</tr>
<tr>
<td>OS</td>
<td>-0.400</td>
<td>3.000</td>
<td>0.711</td>
</tr>
</tbody>
</table>

Table 4.7: Non-bonded Parameters.

4.9 Testing the LCFF force field

4.9.1 Methodology

The LCFF was developed and tested by computing the structures and thermodynamic properties of the fragment molecules phenyl acetate, methyl benzoate, and the mesogens me5NF and GGP5Cl. In each case an initial molecular configuration was generated from a bcc lattice in which 216 molecules were given a small random displacement from their lattice positions and randomly orientated inside a cuboidal simulation box at gas phase densities. Initially, the isothermal-isobaric algorithm of Berendsen was employed to relax the molecular configuration. A nominal pressure of $10^5$ Pa was used until the desired density of approximately 1 g cm$^{-3}$ was achieved. Thereafter the system was equilibrated using a Nosé-Hoover thermostat and a Hoover barostat at a pressure of 1 atmosphere, employing relaxation times of 1 ps and 4 ps respectively. The simulations retained cubic periodic boundary conditions throughout, and employed the leap frog algorithm with a time-step of 2 fs and made use of the SHAKE procedure to constrain bond
lengths. However, other than this the molecules were treated as fully flexible, allowing for angle bending and dihedral angle changes. The long-range electrostatic interactions were handled by a Ewald sum with the convergence parameter $\alpha$ set at 0.48 Å$^{-1}$ and 6 $k$-vectors were used for each of the directions $(x,y,z)$ in the periodic box. A cut-off of 9 Å was used for the short range 12:6 interactions. All calculations used the molecular dynamics package DL_POLY_2.11 [164]. A typical run consisted of a equilibration period of (in total) 1000 ps, followed by a production run of 500 ps.

The heats of vaporization for the molecules phenyl acetate and methyl benzoate were computed using gas phase Monte Carlo simulations at 298 K. Molecular dynamics simulations can be quite problematic for isolated molecules; poor sampling of configurational space often arises when molecules get stuck in particular vibrational modes, and there are no molecular collisions to allow molecules to exchange energy and transverse torsional energy barriers. The gas phase Monte Carlo simulations were performed using the program DUMMP (Durham University Molecular Modelling Package), these provide excellent sampling of configurational space for isolated molecules. Typical run lengths consisted of $1 \times 10^6$ attempted Monte Carlo moves for equilibration and $2 \times 10^6$ attempted Monte Carlo moves to calculate thermodynamic averages.

### 4.9.2 Computational results

The simulation runs for the molecules phenyl acetate, methyl benzoate, me5NF and GGP5Cl yielded key thermodynamic properties such as the heat of vaporization $\Delta_{\text{vap}} H$, and the densities $\langle \rho \rangle$ [69,72]. Values of the mean density $\langle \rho \rangle$ at equilibrium are given in table 4.8. $\langle \rho \rangle$ values are in excellent agreement with experiment (better than 1%) for the three systems with available experimental data at the corresponding simulation temperatures. For GGP5Cl experimental density data is not available in the isotropic phase. However, a value of $\rho = 1.158$ g cm$^{-3}$ is available in the nematic phase at 338 K. This temperature is 55 K below the simulation temperature used in this study and so the computed density for GGP5Cl is in the range that one would predict based on typical density changes across the nematic/isotropic temperature range. Small errors in Lennard-Jones
\( \epsilon \) or \( \sigma \) parameters can lead to large variations in the density, so the results obtained give a high degree of confidence in the non-bonded parameters employed in the force field. Moreover, significant deviations from the correct liquid state torsional potentials influence the local packing arrangements of the molecules, again leading to poor predictions for the density.

<table>
<thead>
<tr>
<th>liquid</th>
<th>T / K</th>
<th>( \langle \rho \rangle / \text{gcm}^{-3} )</th>
<th>( \rho ) (exp)/\text{gcm}^{-3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>me5NF</td>
<td>303</td>
<td>1.1126</td>
<td>1.1300</td>
</tr>
<tr>
<td>GGP5Cl</td>
<td>393</td>
<td>1.0680</td>
<td>1.1580 (338 K)</td>
</tr>
<tr>
<td>phenyl acetate</td>
<td>298</td>
<td>1.0818</td>
<td>1.0780</td>
</tr>
<tr>
<td>methyl benzoate</td>
<td>298</td>
<td>1.0911</td>
<td>1.0838</td>
</tr>
</tbody>
</table>

Table 4.8: Computed densities from simulations of me5NF, GGP5Cl, phenyl acetate and methyl benzoate.

Following Jorgensen and co-workers [153], the heat of vaporization has been calculated from the following equations,

\[
\Delta_{\text{vap}} H = H_{\text{gas}} - H_{\text{liquid}} \tag{4.12}
\]

where,

\[
H_{\text{gas}} = E_{\text{intra}} + pV \tag{4.13}
\]

and,

\[
H_{\text{liquid}} = E_{\text{intra}} + E_{\text{inter}} + pV. \tag{4.14}
\]

Assuming ideality, the \( pV \) term for the gas phase is equal to \( RT \), and the \( pV \) term in the liquid is negligible. Therefore, equation 4.12 becomes,

\[
\Delta_{\text{vap}} H = E_{\text{intra}}(g) - (E_{\text{intra}}(l) + E_{\text{inter}}(l)) + RT(g). \tag{4.15}
\]

\( E_{\text{intra}}(g) \) is obtained from the gas phase Monte Carlo simulations and \( E_{\text{intra}}(l) + E_{\text{inter}}(l) \) is the total potential energy of the liquid, obtained from the liquid phase.
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molecular dynamics simulations. The results for the molecules butane, benzene, phenyl acetate and methyl benzoate are listed in table 4.9 along with the experimental data for these molecules. There is excellent agreement between experimental and calculated values, which again points to an accurate representation of the non-bonded interactions.

<table>
<thead>
<tr>
<th>liquid</th>
<th>T / K</th>
<th>$E_{\text{intra+inter}}(l)$</th>
<th>$E_{\text{intra}}(g)$</th>
<th>$\Delta_{\text{vap}}H$</th>
<th>$\Delta_{\text{vap}}H \ (\text{exp})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>butane</td>
<td>298</td>
<td>-2.070</td>
<td>7.110</td>
<td>5.590*</td>
<td>5.350†</td>
</tr>
<tr>
<td>benzene</td>
<td>298</td>
<td>-8.330</td>
<td>0.000</td>
<td>7.768*</td>
<td>8.090††</td>
</tr>
<tr>
<td>phenyl acetate</td>
<td>298</td>
<td>3.420</td>
<td>13.430</td>
<td>10.600</td>
<td>10.320†††</td>
</tr>
</tbody>
</table>

* For comparison, values of 5.44 kcal mol$^{-1}$ and 8.05 kcal mol$^{-1}$ were calculated for butane and benzene respectively by Jorgensen using a MC technique [69,165]. † ref [69], †† ref [165], ††† ref [166], †††† ref [167].

Table 4.9: Heats of Vapourisation in kcal mol$^{-1}$.

4.10 Conclusions

Accurate representation of conformational energy profiles is necessary for good quality atomistic simulations of liquid crystal molecules. Most experience to date indicates that commercial force fields cannot be trusted for this purpose. Reliable predictions using molecular simulations are only possible if reliable force fields are employed. This is especially true in atomistic simulations of fully flexible mesogens, where the molecular properties reflect a subtle interplay of intermolecular and intra-molecular forces.

This current study describes preliminary work in the development and testing of a new force field designed specifically for liquid crystal molecules. So far a set of force field parameters for the mesogens me5NF and GGP5Cl have been developed, however, these molecules contain many of the key structural elements found in many calamitic liquid crystals: conjugated phenyl rings, lateral fluorination,

\footnote{butane and benzene were chosen to check the reliability of the method used to calculate the heats of vapourisation}
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an ester group, alkyl chains, terminal chloro and cyano groups. The liquid crystal force field builds upon the existing all-atom AMBER and OPLS force fields, with new angle and torsional energy parameters derived from fitting to ab initio RHF/6-31G* molecular orbital calculations. The force fields have been tested on liquid state simulations of the molecules phenyl acetate and methyl benzoate and the mesogens me5NF and GGP5Cl. Good agreement is found between the simulation and experimental results for densities and heats of vaporization. The availability of more structural and thermodynamic data for liquid crystal molecules, coupled with the considerable increase in computer power, will undoubtedly see the continued evolution of new force fields with added complexity and greater accuracy.
5.1 Introduction

The Kirkwood-Frohlich equation [168]

$$\frac{(\epsilon - n^2)(2\epsilon + n^2)}{\epsilon (n^2 + 2)^2} = \frac{N\mu_{\text{eff}}^2}{9\epsilon_0 k_B T},$$

is commonly used in dielectric studies of isotropic liquids. It allows a value for the mean square dipole moment $\mu_{\text{eff}}^2$ to be determined from measurements of the electric permittivity $\epsilon$ (static dielectric constant) and the refractive index $n$ for a molecular number density $N$. Local dipole-dipole interactions occur in most polar molecules and in these cases $\mu_{\text{eff}}^2$ differs from the mean square dipole moment $\mu^2$,

$$\mu_{\text{eff}}^2 = g_1 \mu^2,$$
where $g_1$ is the Kirkwood correlation factor.

Calamitic liquid crystal molecules with longitudinal dipole moments often exhibit a preferred anti-parallel dipole-correlation leading to values of $g_1 < 1$ in the isotropic phase. This is undesirable in mesogens designed for twisted nematic displays. A tendency for anti-parallel dipole association will reduce the value of the effective dipole moment parallel to the long-molecular axis in the nematic phase, and therefore reduce the dielectric anisotropy $\Delta\varepsilon = \varepsilon_\parallel - \varepsilon_\perp$, thus raising the threshold voltage for electro-optic switching.

Small changes in molecular structure often give rise to significant changes in the molecular properties of liquid crystals. For example, the two molecules 4-(trans-4-n-pentylcyclohexyl)benzonitrile (PCH5) and 4-(trans-4-n-pentylcyclohexyl)chlorobenzene (PCH5-Cl), shown in figure 5.1, vary only in the dipolar functional group attached to the phenyl ring.

![Figure 5.1: The molecular structures of a) PCH5 and b) PCH5-Cl.](image)

However, PCH5 exhibits a nematic phase with a clearing point at 328 K, while PCH5-Cl has a crystal to isotropic liquid transition at 305 K and a virtual nematic-isotropic transition at 277 K. The two materials also differ in their dipole correlation. Experiment shows that in the isotropic phase PCH5 prefers anti-parallel dipole association ($g_1 = 0.88$, measured at 343 K) and PCH5-Cl favours parallel dipole association ($g_1 = 1.20$, measured at 309 K).
5.2 The simulation model

In recent work, Yakovenko and co-workers [169–171] have developed a united atom model of PCH5, with the aim of studying the properties of the isotropic and nematic phases via computer simulations. However, calculations of properties in the bulk, such as dipole correlation, require a far more sophisticated model, in particular, one which provides a full treatment of the long range electrostatic interactions. Consequently, in this current study, the liquid crystal mesogens are represented as fully flexible entities composed of a series of atom based potential energy functions, whose functional form is represented by a variant of the AMBER/OPLS all atom force field developed in chapter 4.

As explained in chapter 4 the OPLS-AA force field of Jorgensen and co-workers was chosen for the non-bonded parameters. The reason for this is that the non-bonded terms in the OPLS-AA force field have been designed with the aim of predicting the correct densities and heats of vaporisations for a series of small molecules. This is important for work of this type where errors in the predicted density will influence significantly the temperature of the clearing point/melting point of the molecule, and hence the calculated properties in the pre-transitional region of the isotropic phase. The non-bonded parameters and the numerous force field parameters for the internal molecular geometry used in this force field for the two mesogens, PCH5 and PCH5-Cl, are derived from the AMBER force field, whose potential parameters are summarised in tables 4.4, 4.5, 4.6 and 4.7 in chapter 4.

It should be noted that the partial charges presented in table 4.7 are significantly higher than those calculated from Mullikan charge distributions obtained from standard basis set ab initio molecular orbital calculations. The reason for this is that the latter are unable to properly represent the molecular quadrupole that arises from charge separations in the phenyl rings.

5.3 Methodology for PCH5 and PCH5-Cl

All calculations used the molecular dynamics simulation program, DL_POLY_2.11 [164]. For each system, an initial molecular configuration was generated from a
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A bcc lattice in which 125 molecules were given small random displacements from their lattice positions and randomly orientated inside a cuboidal simulation box at gas phase densities. Initially, the isothermal-isobaric algorithm of Berendsen was employed (section 2.5.3) to relax the molecular configuration. A nominal pressure of $10^5$ Pa was used until the desired volume of approximately $6.4 \times 10^4 \text{ Å}^3$ had been achieved. Thereafter the system was equilibrated using a Nosé-Hoover thermostat and a Hoover barostat (section 2.5.3) at a pressure of 1 atmosphere, employing relaxation times of 1 ps and 4 ps respectively. The simulations retained cubic periodic boundary conditions throughout employing the leap frog algorithm (described in section 2.4.7) with a time-step of 2 fs. The long-range electrostatic interactions were handled by an Ewald sum with the convergence parameter $\alpha$ set at 0.48 Å$^{-1}$ and 6 $k$-vectors were used for each of the directions ($x,y,z$) in the periodic box. A cut-off of 9 Å was used for the short range 12:6 interactions.

Initial simulations of PCH5 were carried out in the pre-transitional region of the isotropic phase at 343 K. Full equilibration of the system density required approximately 200 ps. During this time densities were low and molecular reorientation was rapid and single particle properties (including $g_1$ and $g_2$, see section 5.4.4) were seen to fluctuate rapidly. After the equilibrated density was reached a further period of 100 ps was allowed for these quantities to converge to their equilibrium values. Finally, results were calculated over a further simulation production run of 600 ps. Further shorter simulations were performed at the higher temperature of 377 K to assess the temperature dependence of the results. Here, a 300 ps equilibration time was allowed, starting from the end point of the lower temperature simulations, and a further 200 ps production run to compute simulation data. For PCH5-Cl initial simulations were carried out at 343 K. Here, the density required 200 ps to equilibrate, and a further 400 ps were allowed for the equilibration of $g_1$ and $g_2$. The production run was carried out over a further 300 ps. Finally, the temperature was dropped to 309 K and a further 300 ps was allowed for equilibration at this temperature. This was followed by a 300 ps production run.
5.4 Results for PCH5 and PCH5-Cl

5.4.1 Density

Values of the system density, $\rho$, were monitored throughout the simulations. The final computed values of the system density $\langle \rho \rangle$ for PCH5 and PCH5-Cl are given in table 5.1. These values are in excellent agreement with experimental values, for both systems (better than 1%), and are a good indication of the accuracy of the intermolecular force field used.

<table>
<thead>
<tr>
<th>molecule</th>
<th>simulation</th>
<th>$T/K$</th>
<th>(boxsize)/Å</th>
<th>$\langle \rho \rangle$ / kg m$^{-3}$</th>
<th>$\rho$(exp) / kg m$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCH5</td>
<td>343</td>
<td>38.50</td>
<td>928.7±3.6</td>
<td>926</td>
<td></td>
</tr>
<tr>
<td>PCH5</td>
<td>377</td>
<td>38.54</td>
<td>926.0±4.5</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>PCH5-Cl</td>
<td>309</td>
<td>38.28</td>
<td>978.6±3.7</td>
<td>986</td>
<td></td>
</tr>
<tr>
<td>PCH5-Cl</td>
<td>343</td>
<td>38.43</td>
<td>967.3±3.6</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Box lengths and computed densities from simulations of the mesogens PCH5 and PCH5-Cl.

The value of the system density turns out to be quite sensitive to the intermolecular parameters. Small changes to these values can lead to significant changes in the density. In this work the Jorgensen non-bonded parameters have been used in the force field, and it is encouraging that the same parameters that predict the correct density for small molecules seem to be directly transferable to these larger mesogens. One should note the importance of correctly treating the long-range part of the electrostatic interactions because this can also have a significant influence on the system density.

5.4.2 Dipolar and orientational correlation functions

In the isotropic liquid phase the dipolar and orientational correlation is expected to be short range, and therefore, should decay to zero within the simulation box. To confirm this the distance dependent correlation functions, $g_1(r)$ and $g_2(r)$, were
calculated using equation 5.3.

\[ g_l(r) = \langle P_l \cos(\theta_{ij}) \rangle_{\text{shell}}, \quad l = 1, 2 \]  

(5.3)

where \( \langle \rangle_{\text{shell}} \) indicates an ensemble average over molecules \( j \) in a spherical shell of width \( dr \) at a distance \( r \) between the centres of the dipolar groups of molecules \( i \) and \( j \), and \( \theta_{ij} \) is the angle between the dipole vectors in molecules \( i \) and \( j \). The mesogens PCH5 and PCH5-Cl have only a single polar group, and hence, the dipole vector is defined by the the bond vector along the C-CN and C-Cl bonds respectively.

\[ g_l(r) \text{ for PCH5 and PCH5-Cl. (a) PCH5 at } T=343 \text{ K, (b) PCH5-Cl at } T=309 \text{ K, (c) PCH5 at } T=377 \text{ K, (d) PCH5-Cl at } T=343 \text{ K.} \]
Graphs of $g_1(r)$ and $g_2(r)$ for PCH5 and PCH5-Cl are plotted in figures 5.2 and 5.3 respectively. For $g_1(r)$, positive values indicate a preferred parallel alignment of dipoles at a distance $r$ and negative values indicate a preferred anti-parallel alignment. A clear distinction between the behaviour of the two similar mesogens, PCH5 and PCH5-Cl at small distances, $r$, is seen from the $g_1(r)$ graphs. For example, PCH5 exhibits a strong preference for anti-parallel association with a pronounced trough in $g_1(r)$ for $r \approx 4.0 - 5.5$ Å and PCH5-Cl exhibits a preference for parallel association through a small peak in $g_1(r)$ for $r \approx 4.0 - 5.0$ Å at 309 K. For the higher temperature PCH5 simulation, the position of the trough sharpens

---

$r$ is taken as the central atom for the molecules PCH5 and PCH5-Cl.
somewhat but the area under it drops significantly. The broad trough at 343 K is indicative of a series of preferred anti-parallel configurations of varying energy. At higher temperatures molecules have more energy and some of the higher energy anti-parallel configurations become less favoured at 377 K. The peak in $g_1(r)$ for PCH5-Cl reduces considerably as temperature is raised and further from the phase transition at 343 K the preference for parallel dipole association has almost disappeared completely.

5.4.3 Order parameter

Although, both the $g_1(r)$ (in figure 5.2) and the $g_2(r)$ (in figure 5.3) curves tend toward zero as $r$ increases, small fluctuations in order remain even at long distances. This is typical for simulations of relatively small systems. Short-range orientational fluctuations are propagated across the system by the periodic boundary conditions and the average value of the systems order parameter $S_2 = \langle P_2 (\cos \theta) \rangle$ is therefore non-zero (usually $0.1 < S_2 < 0.2$). To check this $\langle S_2 \rangle$ was calculated from the largest eigenvalue $\lambda_+$ obtained through the standard method of diagonalising the ordering tensor

$$Q_{\alpha \beta} = \frac{1}{N} \sum_{j=1}^{N} \frac{3}{2} u_{j\alpha} u_{j\beta} - \frac{1}{2} \delta_{\alpha \beta}, \quad \alpha, \beta = x, y, z. \quad (5.4)$$

The vector $u_j$ in equation 5.4 is defined as the long molecular axis obtained through diagonalisation of the moment of inertia tensor [139]

$$I_{\alpha \beta} = \sum_i m_i (s_i^2 \delta_{\alpha \beta} - s_{i\alpha} s_{i\beta}), \quad (5.5)$$

where the atomic distance vectors $s_i$ were measured relative to the molecular centre of mass. For relatively small systems, this standard approach to calculate $\langle S_2 \rangle$ often exaggerates the order in the system, because $\lambda_+$ is always greater than zero. An alternative (and often better) approach for the isotropic phase is to follow Eppenga and Frenkel [24] and to calculate $S_2$ from $-2 \times$ the middle eigenvalue $\lambda_-$ of the ordering tensor. The calculated order parameters for each simulation are given in table 5.2.
Table 5.2: Box lengths and order parameters from simulations of the mesogens PCH5 and PCH5-C1.

<table>
<thead>
<tr>
<th>molecule</th>
<th>simulation $T/K$</th>
<th>$\langle \text{boxsize} \rangle$ / Å</th>
<th>$\langle S_2 \rangle$ (from $\lambda_-$)</th>
<th>$\langle S_2 \rangle$ (from $\lambda_+$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCH5</td>
<td>343</td>
<td>38.50</td>
<td>0.05</td>
<td>0.15</td>
</tr>
<tr>
<td>PCH5</td>
<td>377</td>
<td>38.54</td>
<td>0.08</td>
<td>0.19</td>
</tr>
<tr>
<td>PCH5-C1</td>
<td>309</td>
<td>38.28</td>
<td>-0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>PCH5-C1</td>
<td>343</td>
<td>38.43</td>
<td>0.00</td>
<td>0.19</td>
</tr>
</tbody>
</table>

The values are typical of those calculated in the pre-transitional region of the isotropic phase for similar sized systems of single-site potentials (hard-spherocylinders and Gay-Berne fluids). Unexpectedly, in both systems the values of $\langle S_2 \rangle$ are slightly larger for the higher temperature system. This is simply an indication of the errors associated with simulations of relatively small systems such as this. Simulations of larger numbers of molecules using single-site potentials indicate that such system size effects diminish as the number of molecules increases above 1000 (see section 5.4.5).

5.4.4 Kirkwood correlation factor

So far the preferred parallel or antiparallel dipole association in the bulk isotropic phase has been quantitatively determined by calculating the dipolar correlation function, $g_1(r)$. It is possible to obtain a quantitative value for the overall degree of parallel or anti-parallel alignment exhibited by the molecular dipoles, by calculating the Kirkwood correlation factor, $g_1$.

$$g_1 = 1 + \frac{1}{N} \left( \sum_{i}^{N} \sum_{j \neq i}^{N} \cos \theta_{ij} \right). \quad (5.6)$$

The angle between the dipole vectors in molecules $i$ and $j$ is given by $\theta_{ij}$, and $\langle \rangle$ indicates an ensemble average. The value of the Kirkwood factor reflects the degree of correlation between orientations of neighbouring molecules. For example, when molecules tend to orientate with their molecular dipoles parallel...
to one another, then \( g_1 > 1 \). However, when they align with their molecular dipoles anti-parallel then \( g_1 < 1 \).

A similar relationship exists for the orientational correlation factor, \( g_2 \).

\[
g_2 = 1 + \frac{1}{N} \left\langle \sum_{i \neq 1}^{N} \sum_{j \neq i}^{N} P_2(\cos \theta_{ij}) \right\rangle = 1 + \frac{1}{N} \left\langle \sum_{i \neq 1}^{N} \sum_{j \neq i}^{N} \frac{3}{2} \cos \theta_{ij} - \frac{1}{2} \right\rangle. \tag{5.7}
\]

Values of \( g_1 \) and \( g_2 \) are calculated using equations 5.6 and 5.7 and the results are presented in table 5.3. Overall, the results presented in table 5.3 show reasonably good agreement with the values obtained from experimental dielectric and index of refraction measurements for the two mesogens PCH5 and PCH5-Cl. This confirms the individual preferences for anti-parallel (PCH5) and parallel (PCH5-Cl) dipole association in the isotropic phase.

<table>
<thead>
<tr>
<th>molecule</th>
<th>T/K</th>
<th>( g_1 )</th>
<th>( g_2 )</th>
<th>( g_1(\text{exp}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCH5</td>
<td>343</td>
<td>0.66±0.04</td>
<td>3.63±0.03</td>
<td>0.88</td>
</tr>
<tr>
<td>PCH5</td>
<td>377</td>
<td>0.95±0.07</td>
<td>4.41±0.03</td>
<td>-</td>
</tr>
<tr>
<td>PCH5-Cl</td>
<td>309</td>
<td>1.06±0.02</td>
<td>4.81±0.05</td>
<td>1.20</td>
</tr>
<tr>
<td>PCH5-Cl</td>
<td>343</td>
<td>1.22±0.02</td>
<td>4.08±0.02</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.3: Computed pairwise correlation factors \( g_1 \) and \( g_2 \).

However, it should be emphasised that there are large error bars associated with these quantities and it should be noted that the \( g_1 \) and (to a greater extent) \( g_2 \) values will be influenced by the fact that the distance dependent correlation functions do not fully decay to zero within the simulation box. One therefore expects the calculated \( g_1 \) and (in particular) \( g_2 \) values to be dependent on the system size. More reliable values can only be achieved by simulations with a larger number of molecules (see section 5.4.5). The values obtained for \( g_2 \) for both materials are similar to those seen in simulation studies of \((L/D = 3)\) hard ellipsoids in the pre-transitional region. Values of \( g_2 \) usually increase as the
isotropic-nematic is approached, and can reach values of $g_2 \approx 100$ at temperatures very close to the isotropic-nematic phase transition [172]. One would therefore expect the lower temperature simulations to exhibit slightly higher values of $g_2$. This is seen for PCH5-Cl but not for PCH5. It should be noted, however, that the error bars for $g_2$ are rather large. In addition, local fluctuations in orientational order are exaggerated in importance within a relatively small simulation box and the $g_2$ results obtained in this study reflect these system size induced errors.

### 5.4.5 Sources of error

A number of results obtained so far in this investigation have significant error bars associated with them. There are several potential sources within the simulations for these errors, such as, molecular re-orientation of the molecules, diffusion of the molecules and system size effects. In this section these properties are now discussed in more detail.

**Molecular re-orientation**

In order to calculate the correlation of the molecular dipoles via computer simulation, one must ensure that the molecules are rotating sufficiently in the isotropic fluid. This is investigated by characterising the rotational dynamics of the mesogens using a re-orientational time-correlation function

$$C_l(t) = \sum_{i,j} \sum_{j \neq i} P_l[u_i(t) \cdot u_i(0)],$$  \hspace{1cm} (5.8)

where $P_l$ is a Legendre polynomial and $u_i$ is a unit vector defining the molecular axis for each molecule $i$. For the mesogens PCH5 and PCH5-Cl the molecular axis is defined by the dipole vector along the C-CN and C-Cl bonds respectively.

In an isotropic liquid the rotational motion of a molecule is influenced by its neighbouring molecules and therefore over time, the correlation should decay to zero. For the two molecular systems, PCH5 and PCH5-Cl the decay of $C_l$, for $l=1, 4$ is plotted in figure 5.4. It is evident from these graphs that the decay of the re-orientational correlation function is *extremely slow* for both molecular systems. However, in the initial equilibration period, starting from a low density for both systems, the re-orientational motion is rapid.
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Diffusion

The diffusion coefficient was also calculated from the Einstein relation

\[ 2tD = \frac{1}{3} \lim_{t \to \infty} \langle |\mathbf{r}_i(t) - \mathbf{r}_i(0)|^2 \rangle, \tag{5.9} \]

where \( \mathbf{r}_i(t) \) is the molecular position vector.

The overall diffusion coefficient for the two molecular systems and the diffusion coefficients along each of the three main axes of the simulation box, \( D_x, D_y, \) and \( D_z \) were determined. This ensures that the system does not become frozen in any one direction. All the computed diffusion results are presented in table 5.4. Experimentally the value of the diffusion coefficient for PCH5 at 333 K, is found...
to be \( \approx 1.0 \times 10^{-10} \text{m}^2/\text{s} \), which compares well to our computed value, for the mesogen PCH5 at 343 K (given in table 5.4).

<table>
<thead>
<tr>
<th>molecule</th>
<th>T/K</th>
<th>( D/10^{-10}\text{m}^2/\text{s} )</th>
<th>( D_x/10^{-10}\text{m}^2/\text{s} )</th>
<th>( D_y/10^{-10}\text{m}^2/\text{s} )</th>
<th>( D_z/10^{-10}\text{m}^2/\text{s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCH5</td>
<td>343</td>
<td>0.57</td>
<td>0.65</td>
<td>0.52</td>
<td>0.54</td>
</tr>
<tr>
<td>PCH5</td>
<td>377</td>
<td>4.00</td>
<td>3.21</td>
<td>4.52</td>
<td>4.30</td>
</tr>
<tr>
<td>PCH5-CI</td>
<td>309</td>
<td>3.84</td>
<td>3.36</td>
<td>3.78</td>
<td>4.23</td>
</tr>
<tr>
<td>PCH5-CI</td>
<td>343</td>
<td>10.05</td>
<td>7.27</td>
<td>12.39</td>
<td>10.51</td>
</tr>
</tbody>
</table>

Table 5.4: Diffusion coefficients for the mesogens PCH5 and PCH5-CI.

**System size effects**

An investigation into the true dependency of the Kirkwood correlation factor on the system size was carried out. State of the art molecular dynamics simulations described in section 5.3 were employed, except the system size was increased from 125 to 1000 PCH5 molecules. A schematic representation of the two molecular systems simulated, is shown in figure 5.5.

*Figure 5.5: Schematic representation of the two systems containing a) 125 PCH5 molecules, and b) 1000 PCH5 molecules.*
The initial molecular configuration of the large (1000 PCH5) system was generated by taking the final configuration of the original (125 molecules) system and doubled up the coordinates in all directions until a desired system volume of $4.6 \times 10^5 \text{Å}^3$ was achieved. Exactly the same simulation procedure and parameters were employed in this calculation, as in the initial work (see section 5.3). However, unlike the original simulation, this calculation could not be executed on a personal workstation. Instead, it was executed on the Cray T3E super-computer using a parallel version of the DL_POLY_2.11 program, on 128 processors [164]. Even on a super-computer full equilibration of the system was much longer and required approximately 500 ps in order to remove the strong correlation that was initially present between molecules separated by one box length. This problem occurred purely as a consequence of the method used to generate the large molecular configuration. After equilibration a further 250 ps production run was carried out in order to evaluate the correlation functions, $g_1$ and $g_2$. A comparison of the computational details for the two simulations on PCH5 are presented in table 5.5.

<table>
<thead>
<tr>
<th>molecule</th>
<th>$T$ /K</th>
<th>number of molecules</th>
<th>equilibrium time /ps</th>
<th>production time /ps</th>
<th>CPU time /hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCH5</td>
<td>343</td>
<td>125</td>
<td>300</td>
<td>600</td>
<td>800 Dec alpha</td>
</tr>
<tr>
<td>PCH5</td>
<td>343</td>
<td>1000</td>
<td>500</td>
<td>250</td>
<td>128 Cray T3E</td>
</tr>
</tbody>
</table>

Table 5.5: Simulation details for PCH5.

The distance dependent correlation functions, $g_1(r)$ and $g_2(r)$, were calculated for the two systems, using equation 5.3. For the small system, containing 125 PCH5 molecules, it has already been seen that although $g_1(r)$ and $g_2(r)$ tend towards zero as $r$ increases, small fluctuations in order remain even at long distances. However, simulations of the larger system, using the same single site potential, indicate that such system size effects diminish when 1000 molecules are reached. This is seen clearly, by comparing the $g_1(r)$ and $g_2(r)$ graphs for the two systems, presented in figure 5.6. For the large system the fluctuations in order at large distances are rapidly reduced, producing graphs that decay smoothly to zero. Therefore, one expects the statistics for the dipolar and orientational
correlation functions, $g_1(r)$ and $g_2(r)$, to be much better for the larger system.

![Graphs showing pair correlation functions $g_1(r)$ and $g_2(r)$ for different systems.](image)

**Figure 5.6:** Pair correlation functions a) $g_1(r)$ and b) $g_2(r)$ for 125 PCH5 molecules and 1000 PCH5 molecules at 343 K respectively.

The Kirkwood correlation factor, $g_1$, and the orientational correlation factor, $g_2$, were calculated for the large PCH5 system using equations 5.6 and 5.7 respectively. The results from these calculations are presented in table 5.6 along with the results from the original PCH5 system. As predicted, the accuracy of the Kirkwood correlation factor for this large system has dramatically improved, and now compares extremely well to the experimentally measured value.
Table 5.6: Comparison of experimental and computed Kirkwood correlation factors $g_i$.

5.4.6 Correlation between molecular groups

Following the calculation of the Kirkwood correlation factor it is interesting to consider which interactions are responsible for the difference in dipole correlation of the two molecules. In the liquid phase the molecules are expected to be continually moving with respect to each other. However, the local structure of the fluid is expected to be influenced by configurations where molecules experience strong local interactions. Such interactions momentarily cause the molecules to stay in those configurations longer than they would do in the absence of strong group-group interactions. A detailed insight into the local molecular alignment of the molecules is achieved by plotting the distribution functions $g(r)$ (figures 5.8 and 5.9) and $g_i(r)$ (figures 5.10 and 5.11) for all the different possible combinations of the individual molecular groups (i.e. phenyl ring, cyclohexyl group, polarisable group), within the mesogens. These graphs can then be interpreted by reference to figure 5.7 which shows the molecular dimensions.

![Figure 5.7: Schematic diagram indicating the dimensions of PCH5 and PCH5-Cl.](image-url)
Figure 5.8: Pair correlation functions $g(r)$ for individual groups in molecule PCH5 at $T=343$ K (a) CN-CN, (b) CN-phenyl, (c) phenyl-phenyl, (d) phenyl-cyclohexane, (e) cyclohexane-cyclohexane, (f) CN-cyclohexane.
Figure 5.9: Pair correlation functions $g(r)$ for individual groups in molecule PCH5-Cl at $T=309$ K (a) Cl-Cl, (b) Cl-phenyl, (c) phenyl-phenyl, (d) phenyl-cyclohexane, (e) cyclohexane-cyclohexane, (f) Cl-cyclohexane.
Figure 5.10: Pair correlation functions $g_1(r)$ for individual groups in molecule PCH5 at $T=343$ K (a) CN-CN, (b) CN-phenyl, (c) phenyl-phenyl, (d) phenyl-cyclohexane, (e) cyclohexane-cyclohexane, (f) CN-cyclohexane.
Figure 5.11: Pair correlation functions $g_1(r)$ for individual groups in molecule PCH5-Cl at $T=309$ K (a) Cl-Cl, (b) Cl-phenyl, (c) phenyl-phenyl, (d) phenyl-cyclohexane, (e) cyclohexane-cyclohexane, (f) Cl-cyclohexane.
The presence of positive and negative peaks in the $g_1(r)$ graphs indicates the formation of parallel and anti-parallel dipole dimers respectively. Collectively, the information displayed, by the peak heights, positions, and orientations in the two distribution functions enables a comprehensive picture to be drawn describing the preferred molecular arrangements of the molecules in the bulk. However, this methodology is extremely time consuming and a more efficient technique, is to define a two dimensional distribution function $g(r, \pm |z|)$,

\[
\text{for } r_i \cdot r_j \geq 0, \quad g(r, +|z|) = \frac{V}{N^2} \left\langle \sum_i \sum_{j \neq i} \delta(r - r_{ij}) \delta(z - |z_{ij}|) \right\rangle, \tag{5.10}
\]

\[
\text{for } r_i \cdot r_j \leq 0, \quad g(r, -|z|) = \frac{V}{N^2} \left\langle \sum_i \sum_{j \neq i} \delta(r - r_{ij}) \delta(z + |z_{ij}|) \right\rangle.
\]

Here, $r_i, r_j$ are the axis vectors of the groups used in each molecule, $r_{ij} = |r_i - r_j|$ is the distance of separation between the centres of the two molecules and the distances $|z_{ij}|$ are the absolute values of the projection of $r_{ij}$ onto the axis vector of each molecular group (as shown in figure 5.12).

**Figure 5.12:** Schematic diagram showing the definition of the inter-group distances for the two dimensional pair correlation functions.
In equation 5.10 two separate functions, \( g(r, \pm |z|) \), are compiled, which depend on the angles between the axis vectors of molecules \( i \) and \( j \). However, these can be represented on a single plot by using positive values \((\pm |z|)\) to represent parallel alignment (at \( r_i \cdot r_j \geq 0 \)) and negative values \((- |z|)\) to represent anti-parallel alignment (at \( r_i \cdot r_j \leq 0 \)). In compiling \( g(r, \pm z) \) histograms one considers the positional correlation between phenyl, cyclohexyl, and dipolar groups (C-CN, C-Cl). This generates the six two dimensional functions shown in figures 5.13 (for PCH5) and 5.14 (for PCH5-C1).

It is clear from figures 5.13 and 5.14 that the correlation of individual groups is different in the two systems. Detailed analysis of the distribution functions concludes that in both cases a number of parallel and anti-parallel dipole dimers exist. To see this one catalogues the individual peaks in \( g(r, \pm |z|) \) and then assigns these peaks to specific molecular pair configurations. The results are given in in tables 5.7 and 5.8. The main pair configurations that one expects to see are sketched in figure 5.15 and the assignment of pair configurations to specific peaks is indicated in column four of the tables.

Figures 5.13 and 5.14 show that the pair configurations that are energetically favoured change in going from PCH5 to PCH5-C1. In PCH5 the most favoured pair configurations are G, E and A. In PCH5-C1 these change to A and B. The regions of high probability density for PCH5 result mainly from strong dipolar interactions involving the cyano groups and the phenyl rings. Such interactions favour anti-parallel arrangements of dipoles. However, PCH5-C1 has a much weaker dipole, and consequently dipolar interactions are less important relative to the favoured van der Waals interactions between the phenyl and cyclohexyl rings. It should be noted that the smaller dipole in PCH5-C1 means that interconversion between configurations such as A and B occurs far more easily than in PCH5. This is shown by the broad arc of probability density between \( r = 5, z = 0 \) and \( r = 7, z = 5 \) seen in the plot of \( g(r, \pm |z|) \) for the C-Cl—C-Cl interactions (figure 5.14a).

The results obtained are in agreement with experimental dielectric measurements of liquid crystal molecules in solutions in isotropic solvents [173,174]. They also indicate the presence of parallel and anti-parallel dipole dimers. The latter can be interpreted in terms of the Dunmur/Toriyama model for molecular as-
Figure 5.13: Two-dimensional correlation functions for individual groups in molecule PCH5 at \( T = 343 \) K. (a) C-CN—C-CN, (b) C-CN—phenyl, (c) C-CN—cyclohexyl, (d) phenyl—phenyl, (e) phenyl—cyclohexyl, (f) cyclohexyl—cyclohexyl.
Figure 5.14: Two-dimensional correlation functions for individual groups in molecule PCH5-Cl at T=309 K. (a) C-Cl—C-Cl, (b) C-Cl—phenyl, (c) C-Cl—cyclohexyl, (d) phenyl—phenyl, (e) phenyl—cyclohexyl, (f) cyclohexyl—cyclohexyl.
### Table 5.7: Approximate positions of the main peaks in the two dimensional translational correlation function $g(r, \pm |z|)$ for PCH5 at 343 K. Positive values of $z$ indicate parallel association and negative values of $z$ indicate anti-parallel association. Column four indicates the pair configuration(s) from figure 5.15 which are responsible for each peak. ("Secondary" indicates a peak that arises from next nearest neighbour interactions.)

<table>
<thead>
<tr>
<th>group interactions</th>
<th>$\tau/\text{Å}$</th>
<th>$z/\text{Å}$</th>
<th>configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-CN—C-CN</td>
<td>4</td>
<td>0</td>
<td>A (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>A (strong, secondary)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-4</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-8</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6-7</td>
<td>C</td>
</tr>
<tr>
<td>C-CN—phenyl</td>
<td>9-10</td>
<td>0</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-3</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-5</td>
<td>F,E</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>-8</td>
<td>E</td>
</tr>
<tr>
<td>C-CN—ring</td>
<td>7</td>
<td>0</td>
<td>C,F</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0</td>
<td>C (secondary)</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-2</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-4</td>
<td>E</td>
</tr>
<tr>
<td>phenyl—phenyl</td>
<td>6</td>
<td>0-2</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-5</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-3</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0</td>
<td>F (secondary)</td>
</tr>
<tr>
<td>phenyl—cyclohexyl</td>
<td>6</td>
<td>0-2</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0</td>
<td>E (secondary)</td>
</tr>
<tr>
<td>cyclohexyl—cyclohexyl</td>
<td>6</td>
<td>0</td>
<td>A,D</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0</td>
<td>A,D (secondary)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-6</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6</td>
<td>C</td>
</tr>
</tbody>
</table>
**Table 5.8:** Approximate positions of the main peaks in the two dimensional translational correlation function $g(r, \pm |z|)$ for PCH5-Cl at 309 K. Positive values of $z$ indicate parallel association and negative values of $z$ indicate anti-parallel association. Column four indicates the pair configuration(s) from figure 5.15 which are responsible for each peak. ("Secondary" indicates a peak that arises from next nearest neighbour interactions.)

<table>
<thead>
<tr>
<th>Group interactions</th>
<th>$r$/Å</th>
<th>$z$/Å</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-Cl—C-Cl</td>
<td>5</td>
<td>0</td>
<td>A (strong)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>5</td>
<td>B (strong)</td>
</tr>
<tr>
<td>C-Cl—phenyl</td>
<td>5</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
<td>B, C</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-6</td>
<td>F</td>
</tr>
<tr>
<td>C-Cl—ring</td>
<td>6</td>
<td>0-3</td>
<td>A, B</td>
</tr>
<tr>
<td>phenyl—phenyl</td>
<td>7</td>
<td>0-1</td>
<td>A</td>
</tr>
<tr>
<td>phenyl—cyclohexyl</td>
<td>6</td>
<td>0-1</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0</td>
<td>A (secondary)</td>
</tr>
<tr>
<td>cyclohexyl—cyclohexyl</td>
<td>6</td>
<td>0-1</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5</td>
<td>B</td>
</tr>
</tbody>
</table>
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association [173] which considers an equilibrium between parallel and anti-parallel dipole species. However, it must be stressed that the Dunmur/Toriyama pairwise association model is too simple to directly translate to the liquid phase. Here, several preferred configurations are found for both parallel and anti-parallel association, and this would translate to several equilibrium constants of different magnitude within the Dunmur/Toriyama model. In an early simulation study of liquid crystal systems [175], Wilson and Dunmur considered the interactions of pairs of PCH5 molecules in the gas phase and also reported a preference for anti-parallel dipole association. However, in the current work it is observed that the preferred liquid state dimers are rather different in structure to those predicted for the gas phase (figure 4 of reference [175]). The gas phase calculations indi-
cated a preference for configuration D. This is not altogether surprising because this configuration allows for the strongest van der Waals attractions between a molecular pair. Maximising van der Waals interactions between a molecular pair is less important in the liquid phase (or in a liquid crystal phase) because any pair of molecules is surrounded by a "swarm" of neighbours with which it interacts. Analysis of the $g(r, \pm |z|)$ trajectories illustrates the large effects that small changes in molecular structure can produce in terms of intermolecular interactions. It also points to the way in which careful molecular design can preferentially select favourable molecular interactions within liquid crystals in order to produce the desired effect in terms of molecular ordering. In the case of strongly dipolar molecules, dipole interactions usually favour anti-parallel dipole alignment. However, it is believed that appropriate arrangements of functional groups within a molecule can combat this trend generating preferred parallel dipole association and increasing $\mu_{\text{eff}}^2$ in the bulk phase. Indeed, the combination of aliphatic, aromatic and fluorinated alkyl groups within the same molecule has been utilized by Tournilhac and co-workers [176–178] to design molecules with preferred parallel alignment in smectic A and smectic C phases. The $g(r, \pm |z|)$ analysis (above)
provides a useful way to study the effects of individual functional groups via simulation. In the future these types of calculations may prove extremely valuable in terms of molecular engineering applications.

5.5 Conclusions for PCH5 and PCH5-Cl

The different dipole correlation behaviour of PCH5 and PCH5-Cl has been successfully modelled. This is best seen through the distance dependent correlation functions, $g_1(r)$, that show preferred anti-parallel association for PCH5 and preferred parallel association for PCH5-Cl at short distances. Kirkwood correlation values have also been determined and these are in qualitative agreement with experimental data. Eliminating any system size effects has enabled not only the prediction of $g_1$ values that are in qualitative agreement with experiment but also $g_1$ values that are in excellent quantitative agreement. Excellent agreement has also been obtained between experimental and computed densities for both systems.

Extensive analysis of the equilibrium molecular dynamics trajectories has allowed the determination of which groups influence molecular association in the isotropic phase. It should be noted that the picture of dipole correlation in the bulk is a complicated one. In the case of both molecules several parallel and anti-parallel dimers can be detected and it is the subtle differences in preference for individual molecular pair configurations that give rise to the different values of $g_1$.

This work shows that it now possible to use atomistic simulations to predict bulk phase properties for mesogenic systems. The results obtained are encouraging and provide motivation for using techniques such as this in molecular engineering applications to determine molecular properties prior to synthesis. In the case of $g_1$ calculations it should be possible in the near future for molecular simulations to determine which of a series of similar structures will give rise to the largest effective dipole moment in the condensed state. This is something which may currently only be hypothesised with the aid of considerable chemical intuition.

Finally, one should note the importance of modelling intermolecular interac-
tions as accurately as possible in order to account for the behaviour that results from changes in molecular structure. Proper handling of long range forces is essential, resulting in a heavy computational load arising from an Ewald summation. The calculations described here required the equivalent of 800 CPU hours on a state-of-the-art processor. However, it is expected that rapid advances in computer speed will greatly increase the accessibility of such calculations within the next few years.

5.6 Simulation studies of me5NF and GGP5Cl

It has already been shown that molecular simulations are becoming a powerful tool for studying the behaviour of liquid crystal molecules [127, 138, 139, 144, 145, 169, 171, 179]. Previous simulations of the mesogens PCH5 and PCH5-Cl (described earlier in this chapter and in [156]), have indicated that it is possible to successfully predict the different dipole association behaviour which occurs in the bulk phase. It has been shown that it is also possible to determine which interactions are responsible for stabilising individual pair configurations that give rise to the different dipole correlations observed experimentally.

![Figure 5.16](image)

**Figure 5.16:** The molecular structures for the two molecules used in this study, a) me5NF and b) GGP5Cl.
Two additional mesogens me5NF and GGP5Cl (figure 5.16) have been studied using the same methodology as previously described for the mesogens PCH5 and PCH5-Cl. These molecules are chemically more complex than PCH5 and PCH5-Cl (which differ only in the dipolar functional group that is attached to the phenyl ring). They contain several polarisable groups, and therefore, are more challenging to study.

5.7 Methodology for me5NF and GGP5Cl

Simulations of the mesogens me5NF and GGP5Cl were carried out for 216 molecules rather than 125 molecules previously used to study PCH5 and PCH5-Cl. This is due to the increased molecular length of the molecules. Experimental dielectric and index of refraction measurements have already yielded data for $g_1$ in the pre-transitional region at 303 K for me5NF and 393 K for GGP5Cl. (For GGP5Cl the nematic-isotropic clearing point is at 386.8 K and me5NF undergoes a monotropic transition to a nematic state at 296.8 K.) Simulations of the mesogens me5NF and GGP5Cl were therefore carried out at 303 K and 393 K respectively. Full equilibration of the system density required approximately 200 ps for each system. During this time single particle properties such as $g_1$ and $g_2$ were seen to fluctuate rapidly. After the equilibrated density was reached a further period of 500 ps was allowed for these quantities to converge to their equilibrium values. Finally, results were calculated over a further 300 ps production run.

5.8 Results for me5NF and GGP5Cl

5.8.1 Density

Computed values of the system density, $\langle \rho \rangle$, for the mesogens me5NF and GGP5Cl are presented in table 5.9. These results again confirm that the computed density values are in excellent agreement with experimentally measured values (better

---

In a computer simulation the minimum dimension of the simulation box must be greater than twice the molecular length.
than 1%).

<table>
<thead>
<tr>
<th>molecule</th>
<th>simulation $T/K$</th>
<th>$\langle \rho \rangle / \text{gcm}^{-3}$</th>
<th>$\rho(\exp) / \text{gcm}^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>me5NF</td>
<td>303</td>
<td>1.126</td>
<td>1.130</td>
</tr>
<tr>
<td>GGP5Cl</td>
<td>393</td>
<td>1.068</td>
<td>1.158(338 K)</td>
</tr>
</tbody>
</table>

Table 5.9: Computed densities and order parameters of me5NF and GGP5Cl.

5.8.2 Dipole and orientational correlation

A useful monitor of how the dipolar and orientational correlation varies as a function of molecular separation is provided by the distance dependent correlation functions in equation 5.3. The mesogens me5NF and GGP5Cl contain many polar groups and therefore it is necessary to calculate the overall dipole vector using the classical definition of $\mu$. This is obtained from the molecular partial charges in the force field

$$\mu = \sum_i q_i r_i,$$  \hspace{1cm} (5.11)

and gives the direction of the dipole vector as $\hat{\mu} = \mu / |\mu|$.

Graphs of $g_1(r)$ are plotted in figure 5.18 for me5NF and GGP5Cl. Positive values indicate a preferred parallel alignment of dipoles at a distance $r$ and negative values indicate a preferred anti-parallel alignment. me5NF exhibits a strong preference for anti-parallel association, as seen by the large trough in $g_1(r)$ at 3.3 Å. This trough arises from nearest neighbour interactions and has an onset of 3 Å (corresponding to the closest separation expected for two side-by-side mesogens) and extends to approximately 6 Å. It is possible, however, that the interactions observed at 6 Å are from shifted molecules, rather than trimers. Beyond 6 Å a small positive peak in $g_1(r)$ is seen; this arises from next nearest neighbour interactions. However, this is much smaller than the trough (at 3.3 Å) as taken as the central carbonyl carbon for the molecule me5NF and the aromatic carbon atom on phenyl$_2$ ring (the connecting phenyl$_2$-phenyl$_3$ carbon) for the molecule GGP5Cl respectively.
Å) and indicates that in addition to transient dimers of aligned molecules within the liquid, one would expect to see some head-to-tail paired trimers as indicated schematically in figure 5.17.

![Figure 5.17: Schematic diagram showing local packing in the pre-transitional region for me5NF.](image)

This is entirely consistent with the expected picture for a mesogen in the pre-transitional region of the isotropic phase, where depolarised light scattering measurements indicate substantial short range orientational correlation [180]. In contrast, for GGP5Cl the $g_1(r)$ signal arising from first nearest neighbour interactions is small and positive in sign indicating a preference for local parallel dipole association. The onset of this peak is 3.5 Å and it extends to 3.8 Å. A small trough from 3.8 Å to 5.9 Å is also seen, which could indicate second nearest neighbour molecules, but is more likely (as will be discussed in section 5.8.5) to arise from nearest neighbour molecules with anti-parallel dipoles which dominate at these slightly longer distances. Finally, a small peak in $g_1(r)$ can be seen beyond 5.9 Å that most probably arises from second nearest neighbour molecules. This is indicative of the presence of small transient clusters of three aligned molecules as seen in me5NF, but in this case there is a slight preference for parallel alignment of dipoles within these clusters.

$g_2(r)$ graphs for me5NF and GGP5Cl are plotted in figure 5.19. The peaks centred at 3.5-3.6 Å and 5.8-5.9 Å correspond to pair and triplet interactions for aligned particles, as already indicated in the analysis of the $g_1(r)$ results. The triplet peak for GGP5Cl is rather larger than that seen for me5NF indicating that there are likely to be more transient trimers for this material. However, it should
be noted that the corresponding peak in $g_1(r)$ at this distance is smaller. It is already known from figure 5.18 that me5NF shows extremely strong anti-parallel association and because of this most of the trimers will be of the form shown in figure 5.17. Consequently, this suggests that many of the transient trimers for GGP5Cl are likely to contain a mixture of anti-parallel and parallel associated molecules. A preference for purely parallel associated trimers would have resulted in the secondary peak in $g_1(r)$ at 5.9 Å being larger than the corresponding peak for me5NF.

**Figure 5.18:** Pair correlation functions $g_1(r)$ a) me5NF at 303 K and b) GGP5Cl at 393 K.

**Figure 5.19:** Pair correlation functions $g_2(r)$ a) me5NF at 303 K and b) GGP5Cl at 393 K.
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5.8.3 Order parameter

For PCH5 and PCH5-Cl [156], fluctuations in the orientational order remained for distances equivalent to half the box length. It should be noted that for the mesogens, me5NF and GGP5Cl, the larger system size of 216 molecules (compared to 125 for the cyano materials of reference [156]), seems to be sufficient for these fluctuations to die out well within half the simulation box dimensions. To check this the system order parameter was calculated using the the same two methods previously described in section 5.4.3. The calculated order parameters for each simulation are given in table 5.10, and are typical of those usually obtained in the pre-transitional region for similar sized systems of single-site potentials.

<table>
<thead>
<tr>
<th>molecule</th>
<th>simulation</th>
<th>(boxsize) / Å</th>
<th>$\langle S_2 \rangle$ (from $\lambda_-$)</th>
<th>$\langle S_2 \rangle$ (from $\lambda_+$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>me5NF</td>
<td>303</td>
<td>45.99</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>GGP5Cl</td>
<td>393</td>
<td>49.37</td>
<td>-0.03</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 5.10: Box lengths and order parameters from simulations of the mesogens me5NF and GGP5Cl.

5.8.4 Kirkwood correlation factor

The values of $g_1$ and $g_2$ were calculated from equations 5.6 and 5.7 and the results are given in table 5.11. The $g_1$ result for the mesogen me5NF is in excellent agreement with the value obtained from experimental dielectric measurements [181] and confirms that individual molecules have a preference for anti-parallel dipole association in the isotropic phase. However, for GGP5Cl the experimental result is not reproduced. Part of the discrepancy between the experimental and calculated results may be caused by errors induced by the relatively small system size. However, the main source of error appears to arise from a subtle failure in the force field used. A detailed analysis of pair configurations (presented in section 5.8.5) indicates that a series of both parallel and anti-parallel dipole pair configurations arise for GGP5Cl, and that the structure of these preferred configurations are dominated by the charge distribution of the molecule. The force field used in
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this study does not correctly favour the anti-parallel configurations sufficiently. The likely problem is caused by the combination of both highly polar groups and highly polarizable groups in GGP5Cl. In such circumstances one would expect polarization effects to be important. The neglect of such interactions in the force field used (and the majority of standard molecular mechanics force fields) makes it difficult to correctly model the relative stability of pairwise associated molecules in GGP5Cl.

The $g_2$ values obtained for both materials are typical of those seen in the pre-transitional region and (for example) are similar to those obtained in simulation studies of $(L/D = 3)$ hard ellipsoids in the pre-transitional region. Values of $g_2$ usually increase as the isotropic-nematic is approached, and can reach values of $g_2 \approx 100$ at temperatures very close to the isotropic-nematic phase transition.

<table>
<thead>
<tr>
<th>molecule</th>
<th>T/K</th>
<th>$g_1$</th>
<th>$g_2$</th>
<th>$g_1$(exp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>me5NF</td>
<td>303</td>
<td>0.79±0.005</td>
<td>1.55±0.017</td>
<td>0.78</td>
</tr>
<tr>
<td>GGP5Cl</td>
<td>393</td>
<td>1.04±0.014</td>
<td>1.62±0.010</td>
<td>0.79 (343 K)</td>
</tr>
</tbody>
</table>

Table 5.11: Computed pairwise correlation factors $g_1$ and $g_2$.

5.8.5 Correlation between molecular groups

As with the mesogens PCH5 and PCH5-Cl (described earlier in this chapter and in [156]), it is possible to look in detail at the correlation between individual molecular groups within the fluid by defining a two dimensional distribution function $g(r, \pm |z|)$ (equation 5.10). By considering the positional correlation between all the main structural groups in the mesogen me5NF including the dipolar groups, 15 two dimensional distribution functions are generated. These are shown in figure 5.22. In a similar manner 21 two dimensional distribution functions are generated for the molecule GGP5Cl and these are shown in figure 5.23.

A number of features are immediately clear from figures 5.22 and 5.23. The series of peaks seen in the functions $g(r, +|z|)$ and $g(r, -|z|)$ can only be explained by the presence of both anti-parallel and parallel dipole dimers for the two molecules. There are also secondary peaks in $g(r, \pm |z|)$ that arise at large values of $r$ and can only be explained by the presence of trimers (as indicated
earlier in the behaviour of \( g_1(r) \) and \( g_2(r) \). The position of the main peaks in \( g(r, \pm |z|) \) from figures 5.22 and 5.23 are classified in tables 5.12 and 5.13. From the known molecular dimensions (figures 5.20 and 5.21), the peaks in \( g(r, \pm |z|) \) can be assigned to approximate pair configurations.

**Figure 5.20:** Schematic diagram indicating the molecular dimensions with the mesogen me5NF.

**Figure 5.21:** Schematic diagram indicating the molecular dimensions with the mesogen GGP5Cl.
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Figure 5.22: Two-dimensional correlation functions for individual groups in molecule me5NF at T=303 K. (a) C-CN—C-CN, (b) C-F—C-F, (c) ester—ester, (d) phenyl$_1$—phenyl$_1$, (e) phenyl$_2$—phenyl$_2$, (f) phenyl$_1$—phenyl$_2$, (g) C-CN—C-F, (h) C-CN—ester, (i) C-CN—phenyl$_1$, (j) C-CN—phenyl$_2$, (k) ester—phenyl$_1$, (l) ester—phenyl$_2$, (m) C-F—ester, (n) C-F—phenyl$_1$, (o) C-F—phenyl$_2$. 
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Figure 5.23: Two-dimensional correlation functions for individual groups in molecule GGP5Cl at T=393 K. (a) C-Cl—C-Cl, (b) C-F₁—C-F₁, (c) C-F₂—C-F₂, (d) phenyl₁—phenyl₁, (e) phenyl₂—phenyl₂, (f) phenyl₃—phenyl₃, (g) C-Cl—C-F₁, (h) C-Cl—C-F₂, (i) C-Cl—phenyl₁, (j) C-Cl—phenyl₂, (k) C-Cl—phenyl₃, (l) C-F₁—C-F₂, (m) C-F₁—phenyl₁, (n) C-F₁—phenyl₂, (o) C-F₁—phenyl₃, (p) C-F₂—phenyl₁, (q) C-F₂—phenyl₂, (r) C-F₂—phenyl₃, (s) phenyl₁—phenyl₂, (t) phenyl₁—phenyl₃, (u) phenyl₂—phenyl₃.
### Table 5.12: Approximate positions of the main peaks in the two dimensional translational correlation function $g(r, \pm |z|)$ for me5NF at 303 K.

<table>
<thead>
<tr>
<th>group interactions</th>
<th>$\tau$/Å</th>
<th>$z$/Å</th>
<th>configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-CN—C-CN</td>
<td>4</td>
<td>0</td>
<td>A (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>A (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7</td>
<td>B (strong correlation)</td>
</tr>
<tr>
<td>C-F—C-F</td>
<td>4</td>
<td>0</td>
<td>A (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>6.5</td>
<td>0</td>
<td>A (secondary, weak)</td>
</tr>
<tr>
<td>ester—ester</td>
<td>7–10</td>
<td>0</td>
<td>A (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-7</td>
<td>E</td>
</tr>
<tr>
<td>phenyl₁—phenyl₁</td>
<td>7</td>
<td>6.5</td>
<td>B (strong correlation)</td>
</tr>
<tr>
<td>phenyl₂—phenyl₂</td>
<td>8.5</td>
<td>0</td>
<td>A (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>5–6</td>
<td>B (weak)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-6</td>
<td>D</td>
</tr>
<tr>
<td>phenyl₁—phenyl₂</td>
<td>5–6</td>
<td>0</td>
<td>B, D</td>
</tr>
<tr>
<td></td>
<td>9.5</td>
<td>0</td>
<td>B, D (secondary)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6</td>
<td>A</td>
</tr>
<tr>
<td>C-CN—C-F</td>
<td>9</td>
<td>0</td>
<td>A (secondary)</td>
</tr>
<tr>
<td>C-CN—ester</td>
<td>4</td>
<td>-2</td>
<td>E (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>9–12</td>
<td>0</td>
<td>B, C (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>7–8</td>
<td>5–6.5</td>
<td>B (strong correlation)</td>
</tr>
<tr>
<td>C-CN—phenyl₁</td>
<td>4</td>
<td>-1</td>
<td>E (weak)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>B (secondary, weak)</td>
</tr>
<tr>
<td>C-CN—phenyl₂</td>
<td>4</td>
<td>-1</td>
<td>D (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>D (secondary)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0</td>
<td>D (secondary)</td>
</tr>
<tr>
<td>ester—phenyl₁</td>
<td>5</td>
<td>0</td>
<td>C (weak)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>C (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0</td>
<td>C (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5</td>
<td>A (weak)</td>
</tr>
<tr>
<td>ester—phenyl₂</td>
<td>5</td>
<td>-3</td>
<td>D (weak)</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>6.5</td>
<td>B</td>
</tr>
<tr>
<td>C-F—ester</td>
<td>4</td>
<td>-1</td>
<td>C (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0</td>
<td>B, C (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0</td>
<td>B, C (secondary weak)</td>
</tr>
<tr>
<td>C-F—phenyl₁</td>
<td>8–10</td>
<td>0</td>
<td>A (secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4–6</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-2</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>-0.5</td>
<td>E</td>
</tr>
<tr>
<td>C-F—phenyl₂</td>
<td>7</td>
<td>5.5</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-4</td>
<td>C (weak)</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>0</td>
<td>B (secondary, weak)</td>
</tr>
</tbody>
</table>

Positive values of $z$ indicate parallel association and negative values of $z$ indicate anti-parallel association. Column four indicates the pair configuration(s) from figure 5.22 which are responsible for each peak. ("Secondary" indicates a peak that arises from next nearest neighbour interactions.)
### Table 5.13: Approximate positions of the main peaks in the two dimensional translational correlation function $g(r, \pm |z|)$ for GGP5Cl at 393 K. Positive values of $z$ indicate parallel association and negative values of $z$ indicate anti-parallel association. Column four indicates the pair configuration(s) from figure 5.23 which are responsible for each peak. ("Secondary" indicates a peak that arises from next nearest neighbour interactions.)

<table>
<thead>
<tr>
<th>group interactions</th>
<th>$r$/Å</th>
<th>$z$/Å</th>
<th>configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-Cl—C-Cl</td>
<td>5</td>
<td>-2-2</td>
<td>C, H (strong correlation)</td>
</tr>
<tr>
<td>C-F$_1$—C-F$_1$</td>
<td>4.5</td>
<td>-2</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6</td>
<td>A</td>
</tr>
<tr>
<td>C-F$_2$—C-F$_2$</td>
<td>4.5</td>
<td>-2</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6</td>
<td>A</td>
</tr>
<tr>
<td>phenyl$_1$—phenyl$_1$</td>
<td>4</td>
<td>0</td>
<td>C, E (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>C, E (secondary)</td>
</tr>
<tr>
<td>phenyl$_2$—phenyl$_2$</td>
<td>4</td>
<td>0</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>C (secondary)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>5</td>
<td>A</td>
</tr>
<tr>
<td>phenyl$_3$—phenyl$_3$</td>
<td>7</td>
<td>-2-0</td>
<td>I</td>
</tr>
<tr>
<td>C-Cl—C-F$_1$</td>
<td>5</td>
<td>0</td>
<td>A, E</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>B</td>
</tr>
<tr>
<td>C-Cl—C-F$_2$</td>
<td>6-10</td>
<td>0</td>
<td>(secondary)</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>2</td>
<td>D</td>
</tr>
<tr>
<td>C-Cl—phenyl$_1$</td>
<td>6</td>
<td>0-2</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-6</td>
<td>E</td>
</tr>
<tr>
<td>C-Cl—phenyl$_2$</td>
<td>6</td>
<td>-3-0</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>5.5</td>
<td>A</td>
</tr>
<tr>
<td>C-Cl—phenyl$_3$</td>
<td>5.5</td>
<td>0</td>
<td>F (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0</td>
<td>(secondary)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-3</td>
<td>G (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>2</td>
<td>D</td>
</tr>
<tr>
<td>C-F$_1$—C-F$_2$</td>
<td>5.5</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>C-F$_1$—phenyl$_1$</td>
<td>4.5</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0</td>
<td>(secondary, weak)</td>
</tr>
<tr>
<td>C-F$_1$—phenyl$_2$</td>
<td>7</td>
<td>5</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-4</td>
<td>E</td>
</tr>
<tr>
<td>C-F$_1$—phenyl$_3$</td>
<td>4.5-7.5</td>
<td>0</td>
<td>B (weak)</td>
</tr>
<tr>
<td>C-F$_2$—phenyl$_1$</td>
<td>6</td>
<td>2</td>
<td>D</td>
</tr>
<tr>
<td>C-F$_2$—phenyl$_2$</td>
<td>7</td>
<td>0</td>
<td>(secondary)</td>
</tr>
<tr>
<td>C-F$_2$—phenyl$_3$</td>
<td>7</td>
<td>6</td>
<td>A (strong correlation)</td>
</tr>
<tr>
<td></td>
<td>6.5</td>
<td>-5</td>
<td>G (weak)</td>
</tr>
<tr>
<td>phenyl$_1$—phenyl$_2$</td>
<td>4</td>
<td>-1</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>0</td>
<td>(secondary, weak)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>phenyl$_1$—phenyl$_3$</td>
<td>6.5</td>
<td>-2-0</td>
<td>F, G</td>
</tr>
<tr>
<td>phenyl$_2$—phenyl$_3$</td>
<td>7</td>
<td>0</td>
<td>(secondary)</td>
</tr>
</tbody>
</table>
The major configurations are sketched in figure 5.24 for the meso5NF and in figure 5.25 for the mesogen GGP5Cl and the assignment of peaks is carried out in column four of tables 5.12 and 5.13. (In figure 5.25 the fluorines have been drawn on opposite sides of the GGP5Cl molecule. However, it is known that there is a mixture of the two fluorine conformations that arise from rotation about the phenyl2-phenyl3 dihedral angle. This is considered in detail in section 5.8.6.)

![Diagram of molecular pair configurations](image)

**Figure 5.24:** Schematic diagram showing molecular pair configurations for mesogen meso5NF.

In meso5NF the most favoured pair configurations are B and D indicating both parallel and anti-parallel dipole dimers. The regions of high probability density for meso5NF result mainly from strong electrostatic interactions involving the cyano groups and the phenyl rings. In configurations B and D one should note the favourable quadrupolar interactions that arise from having phenyl1 directly above phenyl2. For a bare phenyl ring the component of the quadrupole moment perpendicular to the plane of the rings has a negative sign and consequently the centres of two parallel phenyl rings prefer to be shifted with respect to each other, rather than to be stacked directly on top of each other. (Alternatively, they pre-
fer a herringbone packing, as in the crystal structure of benzene.) However, the attachment of a fluorine and a cyano group to a phenyl ring changes the sign of the quadrupole moment perpendicular to the plane of the rings. Consequently, the quadrupolar interactions favour the parallel stacking of phenyl\textsubscript{1} and phenyl\textsubscript{2} directly above each other.

Figure 5.25: Schematic diagram showing molecular pair configurations for mesogen GGP5Cl.

In GGP5Cl, none of the favoured pair configurations shown in figure 5.25 are particularly dominant. This is most probably due to the absence of a single dominant electrostatic interaction (such as the phenyl\textsubscript{1}-phenyl\textsubscript{2} quadrupole interaction in me\textsubscript{5}NF). Instead, a range of electrostatically favoured configurations are possible: parallel stacked fluorinated rings with the centre of one ring shifted slightly relative to the centre of the other ring, or stacked rings with the fluorines on opposite sides.
It should be noted that the picture of dipole correlation presented in this work is consistent with the theory of pairwise association of Dunmur and Toriyama [173]. The latter considers an equilibrium between parallel and anti-parallel dipole species and works well for dilute solutions of mesogens where there is molecular association to form transient dimers. However, in the liquid phase the situation is rather more complicated with evidence for several transient parallel and anti-parallel dimers, as well as some transient trimer species. Experimental dielectric measurements also provide strong evidence for coincident parallel and anti-parallel dipole association. Dunmur and Toriyama have presented experimental measurements for mesogens in solutions of isotropic [173, 174] or liquid crystalline solvents [182] that can be interpreted in terms of the pairwise association model.

\[ \text{5.8.6 Arrangement of Fluorines in GGP5Cl} \]

It is interesting to consider how the fluorines in the core of GGP5Cl are arranged with respect to each other and to other fluorines on neighbouring molecules in the fluid. To this end the distribution function for the phenyl$_2$-phenyl$_3$ inter-ring torsional angle (as shown in figure 5.26) has been calculated.

In gas phase \textit{ab initio} calculations [183] a four-fold torsional potential with no preference for the fluorines being on either side of the molecule is observed. However, in the liquid phase (figure 5.26) the peaks at 138° and 222°, which correspond to the fluorines on opposite sides of the molecule, are larger than those at 39° and 320°, which correspond to the fluorines on the same side of the molecule. An intramolecular preference for an anti-parallel arrangement of the transverse components of the dipole moment is therefore seen. To examine how fluorines on neighbouring molecules are oriented relative to each other, the distance dependent dipole correlation functions $g_1(r)$ (as defined by equation 5.6) were calculated for the C-F$_1$ and C-F$_2$ bonds and the cross correlation function involving the angle between C-F$_1$ and C-F$_2$ bonds, as plotted in figure 5.27. For all three functions one sees a sharp positive peak at short distances ($\approx 3$ Å), a trough at slightly longer distances ($\approx 3.5$ Å (C-F$_1$), 4 Å (C-F$_2$, C-F$_1$/C-F$_2$)) and a diffuse positive peak at $\approx 6.5$ Å. The short distance peak is likely to correspond to configurations C, F and G for C-F$_1$ where two rings lie on top.
5.9 Conclusions for me5NF and GGP5Cl

The calculations for me5NF and GGP5Cl, together with those given previously for PCH5 and PCH5-C1, represent the most accurate all atom study of mesogenic molecules carried out to date. The different dipole-correlation behavior of me5NF and GGP5Cl has been successfully modelled. Excellent agreement between experimental and computed densities has been obtained for both mesogens. The computed $g_1$ value for me5NF is in excellent agreement with the experimentally determined value. The picture of dipole correlation in the bulk is seen to be extremely complicated. me5NF exhibits a preference for anti-parallel dipole association as seen through the distance dependent correlation function, $g_1(r)$. However, GGP5Cl shows no marked preference for parallel or anti-parallel dipole association. However, for both molecules, several parallel and anti-parallel dipole
dimers can be detected in addition to some trimers. Extensive analysis of equilibrium molecular dynamics trajectories has also allowed the identification of the groups that were responsible for the stabilisation of these interactions. Interactions between quadrupoles on aromatic rings appear to be extremely important in stabilising particular pair configurations. However, it is evident that small changes in molecular structure could easily influence the balance of which pair configurations are most favoured. It is therefore, difficult to use these calculations directly in molecular engineering applications to suggest ways of stabilizing pair configurations that would lead to large effective dipole moments in the bulk.

The current study has also examined the relative orientations of the two fluorines on separate phenyl rings, and in the case of GGP5Cl an intra-molecular
preference for an anti-parallel arrangement of the dipoles is seen. The intermolecular correlation between C-F bond orientations is a complicated one and evidence is seen for both parallel and anti-parallel dipole correlation at different distances.

Finally, as discussed in section 5.5 for PCH5 and PCH5-C1 proper handling of long range contributions to the forces and potential using an Ewald sum (or method of equivalent accuracy) is essential to ensure that these interactions are correctly handled in simulations of this type. In addition, it is likely that the absence of any force field terms that are capable of modelling polarization effects in GGP5Cl, leads to inaccuracies in determining the correct balance of anti-parallel and parallel dipole dimers in this highly polarizable material. The absence of these terms is likely to be responsible for the discrepancy between calculated and experimental values of $g_1$.

Due to the molecules increased length the calculations described here required larger system sizes compared to the earlier work on the molecules PCH5 and PCH5-C1. Therefore these calculations are slower and require the equivalent of 2200 CPU hours on state-of-the-art processors. However, we expect rapid advances in computer speed to greatly increase the accessibility of such calculations within the next few years.
Calculation of the rotational viscosity $\gamma_1$
of nematic liquid crystals

6.1 Introduction to viscosity in liquid crystals

From its definition a liquid crystal mesogen would be expected to have a higher viscosity than an isotropic fluid. Indeed, this is the case, because in a nematic liquid crystal the translational motion of the fluid is coupled with the orientational motion of the director. Therefore, the flow properties exhibited by a nematic liquid crystal are remarkably different from those of an ordinary fluid [184].

Most of the hydrodynamic effects observed in nematic liquid crystals are explained by the Leslie-Ericksen (LE) theory [185-188], which has more recently been renamed the Leslie-Ericksen-Parodi (LEP) theory. According to this theory the viscosity coefficients of a uniaxial nematic liquid crystal can be calculated from a correlation function of the stress tensor, $\sigma_{ij}$ and the director, $\mathbf{n}$. The vis-
cous part of the stress tensor is given by [189]

\[
\sigma_{ij} = \alpha_1 n_i n_j V_{kp} + \alpha_2 n_j N_i + \alpha_3 n_i N_j + \alpha_4 V_{ij} + \alpha_5 n_j V_{ik} n_k + \alpha_6 n_i V_{jk} n_k, \tag{6.1}
\]

where \(n_i, n_j, \) and \(n_k\) are components of the director, \(\alpha_1-6\) are the Leslie coefficients and \(V_{kp}, V_{kp}, V_{ij}, V_{ik}\) and \(V_{jk}\) are vector components of the velocity gradient tensor, \(V\). The symmetric component of the velocity gradient tensor is defined in equation 6.2

\[
V_{ij} = \frac{1}{2}(v_{i,j} + v_{j,i}). \tag{6.2}
\]

\(N\) is the rotation of the director relative to the fluid

\[
N = \dot{n}_i - \frac{1}{2}(v_{i,j} + v_{j,i}) n_j, \tag{6.3}
\]

where \(\dot{n}_i\) is the first derivative of the \(i\)th component of the director and \(v_{i,j}\) and \(v_{j,i}\) are components of the vector, \(V_{ij}\), (in equation 6.2) defining the velocity gradient tensor.

In the Leslie-Ericksen theory there are 6 Leslie coefficients, \(\alpha_1\) to \(\alpha_6\). These Leslie coefficients are considered as material constants of the stress tensor, and are assumed to be independent of the velocity gradient and time; they do, however, depend on the pressure and temperature. All the Leslie coefficients must be known if the Leslie-Ericksen equations are to be used to calculate the director rotations and the flow phenomena of liquid crystals.

More recently it has been shown that four of the Leslie coefficients can be related to one another via the Parodi equation [190] (equation 6.4), hence the new name Leslie-Ericksen-Parodi theory.

\[
\alpha_2 + \alpha_3 = \alpha_6 - \alpha_5. \tag{6.4}
\]

Therefore, experimentally the viscous properties of a nematic liquid crystal can be described by five independent coefficients.
6.1.1 Shear viscosity coefficients

Figure 6.1 shows a schematic diagram which indicates how the director orientates with respect to the flow velocity and the velocity gradient, under shear flow. In the following discussion figure 6.1 will be used to indicate how the shear viscosity coefficients of a nematic liquid crystal are calculated.

\[ n = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \]  

(6.5)

Assuming the velocity is only a function of \( y \), then the only non-vanishing parts of the velocity gradient tensor (equation 6.2) are

\[ V_{xy} = V_{yx} = \frac{1}{2} v_{x,y}. \]

(6.6)

If the orientation of the director is fixed by the application of an electric or magnetic field then the rotation of the director given by equation 6.3 is reduced to

\[ \mathbf{N} = \frac{1}{2} ( - \sin \theta \sin \phi, \sin \theta \cos \phi, 0 ) v_{x,y}. \]

(6.7)
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However, if the nematic liquid crystal is then sheared between two infinite parallel plates in the \(xz\)-plane, a constant velocity gradient parallel to the \(y\)-axis results. Assuming stationary flow, the \(\sigma_{xy}\) component of the stress tensor can be calculated using equations 6.1, 6.3, 6.6 and 6.7. By collecting all the terms with the same dependence on the director orientation together one derives a viscosity, \(\eta\),

\[
\eta(\theta, \phi) = \frac{1}{2} (\alpha_4 + \alpha_5 - \alpha_2) \sin^2 \theta \sin^2 \phi + \frac{1}{2} (\alpha_4 + \alpha_6 + \alpha_3) \sin^2 \theta \cos^2 \phi + \frac{\alpha_3}{2} \sin^2 \theta \cos^2 \phi + \frac{\alpha_4}{2} \cos^2 \theta + \alpha_1 \sin^4 \theta \cos^2 \phi \sin^2 \phi. \tag{6.8}
\]

On examining equation 6.8, it makes sense to introduce a new set of viscosity coefficients, \(\eta_1, \eta_2, \eta_3\) and \(\eta_{12}\), which will replace the Leslie coefficients \(\alpha_1\) to \(\alpha_6\), to describe the shear viscosity of an incompressible nematic liquid crystal.

\[
\eta_1 = \frac{1}{2} (\alpha_4 + \alpha_5 - \alpha_2) \tag{6.9}
\]
\[
\eta_2 = \frac{1}{2} (\alpha_4 + \alpha_6 + \alpha_3)
\]
\[
\eta_3 = \frac{1}{2} \alpha_4
\]
\[
\eta_{12} = \alpha_1
\]

The anisotropic shear viscosities are schematically illustrated for a nematic liquid crystal phase, with a velocity gradient, in figure 6.2. Each molecule is representative of a specific orientation. The director can be aligned along any axis of the co-ordinate system, depending on the packing density of the system and other parameters of the molecule. Generally three different shear viscosities, \(\eta_1, \eta_2\) and \(\eta_3\) result for the three axes. Their magnitude depends on the relative orientation of the flow pattern to the director orientation. These three shear viscosity coefficients can be determined separately from shear flow experiments with adequate director orientations. However, a further viscosity coefficient, \(\eta_{12}\), has to be
taken into account if the director lies in the shear plane and is neither parallel to the flow velocity nor parallel to its gradient. The coefficient \( \eta_{12} \) is usually small in comparison with \( \eta_1 \) and \( \eta_2 \), but determination of \( \eta_{12} \) is more complicated as it requires at least three experiments. Two for the determination of \( \eta_1 \) and \( \eta_2 \) and one experiment with a director orientation where the influence of \( \eta_{12} \) on the shear viscosity is maximal (\( \theta = 90^\circ \) or \( \theta = 45^\circ \)). Several notations for the shear viscosity coefficients have been suggested. The notation used here stems from Helfrich [191]. However, a different notation was proposed by Miesowicz [192].

Figure 6.2: Schematic representation of the shear viscosities, \( \eta_1, \eta_2 \) and \( \eta_3 \). Where the director is: 

a) perpendicular to the flow pattern but parallel to the velocity gradient,

b) parallel to the flow pattern but perpendicular to the velocity gradient, and

c) both perpendicular to the flow and the gradient.

### 6.1.2 Rotational viscosity coefficient

In addition to the shear flow viscosities there is also another viscosity coefficient termed the rotational viscosity, \( \gamma_1 \). This arises due to viscous torques, \( M \), being exerted on the director of a liquid crystal sample during a rotation of the director at an angular velocity, \( \phi \), and is given by equation 6.10,

\[
M = \gamma_1 \dot{\phi} V. 
\]

The rotational viscosity is an extremely important quantity for the dynamical switching behaviour required in display devices. A large number of nematic liquid crystal display devices are currently in production and hence the measurement of the rotational viscosity coefficient is of great practical importance in establishing
efficient device design. The characteristic property of a nematic liquid crystal phase that is most important for display devices is the materials switching time. This is the time taken for the liquid crystal to relax after the applied voltage is removed \( t_{\text{off}} \) or likewise, the time taken to switch on the liquid crystal display when a voltage is applied \( t_{\text{on}} \). The switching times, for example, of a twisted nematic display are given by the expressions in equations 6.11 and 6.12.

\[
t_{\text{on}} = \frac{\gamma_1 d^2}{\epsilon_0 \Delta \epsilon} (U^2 - U_0^2)^{-1}
\]

\[
t_{\text{off}} = \frac{\gamma_1 d^2}{k \pi^2}.
\]

Here, \( k \) is a function dependent on the elastic constants of the material, \( U \) is the applied voltage, \( U_0 \) is the threshold voltage, \( \epsilon_0 \) is the vacuum dielectric permittivity, \( \Delta \epsilon \) is the dielectric anisotropy and \( d \) is the spacing of the electrodes.

Although other nematic liquid crystal displays have different expressions for the switching times [193], \( t_{\text{on}} \) in equation 6.11 and \( t_{\text{off}} \) in equation 6.12, they are all dominated by the rotational viscosity coefficient. Hence, the rotational viscosity coefficient is one of the most important material properties of liquid crystals for electro optical applications.

A schematic representation of the rotational viscosity is given in figure 6.3, and it can be visualised as the rotation around an axis perpendicular to the director. In display devices this particular type of motion takes place when the orientation
of the liquid crystal molecules is changed from planer (with the director parallel to the boundary surface) to the corresponding homeotropic configuration due to a voltage being applied or removed.

6.2 Determination of the rotational viscosity of nematic liquid crystals

Unlike the shear viscosity coefficients, where several experimental methods are now well established [194], the rotational viscosity coefficient of even the most simple liquid crystal molecules are difficult to obtain experimentally. A number of experimental techniques are discussed briefly in section 6.2.1 whilst some computational techniques for calculating $\gamma_1$ are considered in section 6.2.2. Despite the availability of a number of experimental and computational techniques for determining $\gamma_1$ there is still a desire to develop new, simple and more accurate techniques for nematic liquid crystals.

6.2.1 Experimental methods of calculating $\gamma_1$

Several experimental methods have been proposed for measuring the rotational viscosity of liquid crystals. One simple method, that does not require expensive experimental setups, is the transient displacement current method [195–199], which involves the application of a dc voltage to a nematic liquid crystal cell. The rotational viscosity is evaluated from the displacement current by a simple analysis technique which employs a torque-balance equation approach. However, this method is not applicable to cells with low resistivity as the conduction current is negligible.

Alternatively, mechanical methods can be used to obtain $\gamma_1$. Such methods involve applying a rotating electrical [200] or magnetic field, $H$, [201] to a suspended nematic liquid crystal sample. The torque, $M$, exerted on the director by the field is

$$ M = \frac{1}{2} \mu_0 \chi_s H^2 V \sin 2(\psi - \phi), \quad (6.13) $$
where $\chi_a$ is the anisotropy of the magnetic susceptibility. (This method is only suitable for nematic liquid crystals which have a positive magnetic anisotropy because the director will finally evade to the direction of the rotation axis in materials that possess a negative magnetic anisotropy.) Under stationary conditions and small angular velocities of the field, the director will follow the rotation of the field with a constant phase lag $(\psi - \phi)$. However, eventually the viscous and magnetic torque become equal giving

$$\gamma_1 \dot{\phi} = \frac{1}{2} \mu_0 \chi_a H^2 V \sin 2(\psi - \phi). \quad (6.14)$$

Increasing the angular velocity of the rotating field increases the phase lag between the field and the director, until the maximum torque is exerted at a phase lag of $\pi/4$. The corresponding angular velocity is termed the critical angular velocity, $\dot{\phi}_c$,

$$\dot{\phi}_c = \frac{\mu_0 \chi_a H^2}{2 \gamma_1}. \quad (6.15)$$

Measuring the torque (via the twisting of the suspension wire) on a sample of a nematic liquid crystal in a field rotating with an angular velocity smaller than the critical one represents a relatively simple method for the determination of the rotational viscosity coefficient [202].

Rotational viscosities can also be measured experimentally using director relaxation methods. Here, a non-equilibrium orientation of the director is produced and the time constant for the relaxation to equilibrium is determined. A director deformation can be induced by the application of a magnetic [203] or electric field [204], and the relaxation process can be followed using optical methods or by dielectric constant measurements. In these methods the director is usually orientated at the beginning of the experiment by a magnetic or electric field. After switching off the field the relaxation time, $\tau$, of the director back to equilibrium is monitored [205–208]. A measurement of $\tau$ gives the rotational viscosity

$$\tau = \frac{2 \gamma_1}{\mu_0 \chi_a H^2}. \quad (6.16)$$
6.2.2 Computational methods of determining $\gamma_1$

Recently, with the development of high powered super computers, the doors have opened to simulation studies of transport properties of complex molecular fluids. Such studies have provided a greater understanding of the influence that molecular architecture has upon the transport properties in materials such as nematic liquid crystals.

In nematic liquid crystals there are basically two known methods of obtaining numerical estimates of the rotational viscosity for molecular model systems, both of which require molecular dynamics simulations. The first group of methods are based upon real experimental setups, which are described in section 6.2.1. Atsutaka Manabe [209] has measured $\gamma_1$ for a model system of the mesogen PCH5. The technique employed involves coupling an external field to the liquid crystal and allowing the director to relax back to equilibrium in a technique that is analogous to the director relaxation experiment described in section 6.2.1. This method is promising, although there is one major problem, in that the external field influences the order parameter and this in turn affects the value of $\gamma_1$.

A different approach is to employ a non-equilibrium molecular dynamics simulation (NEMD) technique, which has been proposed by Sarman and Evans [49-52, 210-213]. Here, the director is constrained using a Gaussian constraint algorithm at an angle to the flow field, and the rotational viscosity is calculated directly by evaluating the Green-Kubo relations. Whilst this method is relatively inexpensive it has two major drawbacks. Both the confining of the director using a director constraint algorithm and the application of Lees-Edwards boundary conditions [214] are extremely difficult to implement, particularly for flexible molecules.

Alternatively, standard equilibrium molecular dynamics simulations (EMD) can be performed. With this technique the rotational viscosity is still calculated by evaluating the Green-Kubo relations. In this method, however, there is no need to confine the director using a constraint algorithm or implement complex boundary conditions as $\gamma_1$ is not calculated directly from the Green-Kubo relations but instead is evaluated by analysing the fluctuations of the director trajectories during the course of the simulation. Two methods are suggested by Sarman and
Evans for calculating $\gamma_1$ using equilibrium molecular dynamics. The first method involves calculating the director angular velocity autocorrelation function, which is given by equation 6.17

$$\frac{1}{\gamma_1} = \frac{V}{2k_BT} \int_0^\infty \langle \Omega(t) \cdot \Omega(0) \rangle \, dt. \tag{6.17}$$

where $V$ is the volume of the system, $k_B$ is the Boltzmann constant, $T$ is the temperature, $\Omega(t)$ is the angular velocity of the director at a time $t$ and $\Omega(0)$ is the angular velocity of the director at a time zero.

The second and the simplest method involves calculating the mean square displacement of the director using equation 6.18

$$\frac{1}{\gamma_1} = \frac{V}{k_BT} \lim_{t \to \infty} \lim_{v \to \infty} \frac{(n(t) - n(0))^2}{4t}. \tag{6.18}$$

where $V$ is the volume of the system, $k_B$ is the Boltzmann constant, $T$ is the temperature, $n(t)$ is the director orientation at a time $t$ and $n(0)$ is the director orientation at a time zero.

### 6.3 Simulation details

In this work a simple liquid crystalline simulation model is employed, which is based on the well-known Gay-Berne potential [29]. The use of axially symmetrical particles described by a simple potential means that the number of pair interaction is small and thereby the computation time required is decreased compared to fully atomistic systems. The form of the Gay-Berne pair potential employed, is that studied by de Miguel et al. [43] (see chapter 3 section 3.3.1). Quantitative values of $\gamma_1$ are obtained using the two different equilibrium molecular dynamics simulation techniques described in section 6.2.2. Both methods rely purely, on monitoring the director fluctuations over a period of time. Equilibrium molecular dynamics simulations were carried out on two Gay-Berne systems of differing size, in order to assess the system size dependency of the rotational viscosity. Results for both systems, employing the two different methods, are presented in section 6.3.2.
6.3.1 Methodology

An initial nematic molecular configuration was generated from a \( bcc \) lattice in which 256 Gay-Berne molecules were given a small random displacement from their lattice positions and randomly orientated inside a cuboidal simulation box at a Gay-Berne reduced density of \( \rho^* = 0.32 \). After a period of equilibration, initial simulations were carried out in the \( NVE \) ensemble at a temperature of 400 K. These conditions ensured that the system was well inside the nematic phase (see phase diagram in section 3.3.1), and this was confirmed by measuring the nematic order parameter which had a value of approximately 0.64. The simulation retained cubic periodic boundary conditions throughout and the equations of motion were solved using the leap frog algorithm [79] with an integration time-step of 1 fs. Two production runs were executed, one for each of the two methods used for calculating the rotational viscosity. For the rotational viscosity calculated from the mean square displacement of the director the production run required 10000000 steps with a collection of the co-ordinate data every 1000 steps. However, the calculation of the rotational viscosity via the director angular velocity autocorrelation function required a production run of 100000 steps with the co-ordinate data collected every step. Following these initial simulations the 256 Gay-Berne system was doubled up in the \( x, y \) and \( z \) direction in order to create a new configuration of 2048 Gay-Berne particles. After a period of equilibration, two production runs were performed under the same simulation conditions. The latter calculation was carried out in order to investigate the system size dependency of the rotational viscosity calculated by both methods. All calculations used the molecular dynamics program, GBMOL [215].

The angular velocity autocorrelation function

In order to calculate the rotational viscosity coefficient via the angular velocity autocorrelation function technique the following steps must be taken;

- Calculate the director \( \mathbf{n} \). In a nematic liquid crystal the unit eigenvector corresponding to the largest eigenvalue of the order tensor, \( Q_{\alpha\beta} \) (chapter 5 section 5.4.3) is termed the director.
• Make sure the director does not flip during the course of the simulation.
• Calculate the first derivative of the director \( \dot{n} \).
• Calculate the angular velocity, \( \Omega \), where \( \Omega = n \times \dot{n} \).
• Ensure that the calculation is performed in the director fixed frame. This is carried out by multiplying \( \Omega \) by an eigenvector rotation matrix which transforms it to the director fixed frame.

The three eigenvectors defining the position of the director in the director fixed frame are:

\[
\begin{align*}
\mathbf{u}_1 &= (u_{1x}, u_{1y}, u_{1z}) \\
\mathbf{u}_2 &= (u_{2x}, u_{2y}, u_{2z}) \\
\mathbf{u}_3 &= (u_{3x}, u_{3y}, u_{3z})
\end{align*}
\]

Therefore, the angular velocity relative to the director fixed frame is given by the transformation,

\[
\begin{pmatrix}
u_{1x} \\
u_{2x} \\
u_{3x}
\end{pmatrix}
\begin{pmatrix}
\Omega_x \\
\Omega_y \\
\Omega_z
\end{pmatrix}
=
\begin{pmatrix}
\Omega_1' \\
\Omega_2' \\
\Omega_3'
\end{pmatrix}
\]

\[
(6.20)
\]

• As a check \( \Omega_3 = 0 \).
• Make sure the new director, in director fixed frame has not flipped during the transformation.

The mean square displacement of the director

In this method the following steps must be taken:
• Calculate the director \( n \).
• Make sure the director does not flip during the course of the simulation.
• Calculate the displacement of the director in time \( [n(t) - n(0)] \).
• Calculate the mean squared displacement of the director in time \( [n(t) - n(0)]^2 / 2t \).
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6.3.2 Computational results

The graphs in figures 6.4a and 6.4b show plots of the director angular velocity autocorrelation function versus time for the two Gay-Berne systems containing 256 and 2048 molecules respectively. From equation 6.17 it is clear that a quantitative value of $\gamma_1$ can be obtained from the graphs presented in figure 6.4 by simply integrating the curve between times $t = 0$ and $t = \infty$. This yields a value which when multiplied by $(V/2k_B T)$, where $V$ is the system volume, $k_B$ is the Boltzmann constant and $T$ is the temperature gives an exact value of $\gamma_1$.

![Graph showing the director angular velocity autocorrelation function for a) 256 Gay-Berne molecules and b) 2048 Gay-Berne molecules.](image)

The graphs in figures 6.5a and 6.5b show plots of the mean squared displacement of the director in time for the two Gay-Berne systems containing 256 and 2048 molecules respectively. From equation 6.18 it follows that the rotational viscosity can be obtained from the gradient of the graph, which yields a value of $(4k_B T/V\gamma_1)$. Therefore, combining the gradient of the graph with the system volume $V$, the Boltzmann constant, $k_B$ and the temperature, $T$, allows an exact value of the rotational viscosity coefficient to be determined for each of the model systems.
Values of the rotational viscosity calculated using both analysis techniques are presented in Table 6.1. The results show good agreement (better than 5%) between the values of $\gamma_1$ calculated using the two independent methods. There is also good agreement between the values of the rotational viscosity coefficients calculated for the two different system sizes. The values of $\gamma_1$, however, do vary slightly with the system size. Therefore, to be confident that system size effects do not significantly influence the overall computed results further simulations are required. The consistency between all the calculated values of $\gamma_1$ provides a good indication of the reliability of the two techniques employed.

<table>
<thead>
<tr>
<th>System size</th>
<th>Volume /m$^3$</th>
<th>$T$ /K</th>
<th>$&lt;S_2&gt;$</th>
<th>angular velocity autocorrelation function /Jm$^{-3}$s</th>
<th>mean squared displacement /Jm$^{-3}$s</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>1.48x10$^{-25}$</td>
<td>400</td>
<td>0.64</td>
<td>1.96 ± 0.69</td>
<td>2.13 ± 0.32</td>
</tr>
<tr>
<td>2048</td>
<td>1.18x10$^{-24}$</td>
<td>400</td>
<td>0.64</td>
<td>2.00 ± 0.69</td>
<td>2.07 ± 0.40</td>
</tr>
</tbody>
</table>

**Table 6.1**: Comparison of computed values of $\gamma_1$ for two Gay-Berne systems of different sizes.

The rotational viscosity coefficients calculated in this study can be compared with the computed values of Sarman and the experimentally determined value for...
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PCH5 given in the literature. The values from this study given in table 6.2 are the average of the values given in table 6.1. The comparison between the various results is good.

<table>
<thead>
<tr>
<th>System</th>
<th>T /K</th>
<th>$\gamma_1$ /Jm$^{-2}$s</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCH5\dagger</td>
<td>298</td>
<td>1.99</td>
</tr>
<tr>
<td>GB(256)</td>
<td>400</td>
<td>2.05</td>
</tr>
<tr>
<td>GB(2048)</td>
<td>400</td>
<td>2.04</td>
</tr>
<tr>
<td>GB(256)Sarmant\dagger</td>
<td>100</td>
<td>1.60</td>
</tr>
</tbody>
</table>

\dagger ref [49], \dagger This value was calculated from NEMD.

Table 6.2: Comparison of computed values of $\gamma_1$ with experiment and other simulations.

6.4 Conclusions

In this work the rotational viscosity of a nematic liquid crystal system has been calculated using standard equilibrium molecular dynamics simulation methods. Two independent simulation methods (the director angular velocity function and the mean square displacement of the director) have been employed in order to evaluate $\gamma_1$ for a pure system of Gay-Berne particles. The results obtained from both these techniques are in good quantitative agreement with each other and consistent with other values of rotational viscosity calculated via simulation for other Gay-Berne systems (see table 6.2). An important advantage of these two methods over the non-equilibrium molecular dynamics technique is that there is no need to constrain the director.

The effects of system size dependency on these calculations have also been investigated by carrying out identical simulations on two model systems, containing 256 and 2048 molecules respectively. Again, the rotational viscosity coefficients compare well with one another, thus confirming the reliability and accuracy of the two independent techniques employed.

This current study describes only preliminary work in the calculation of the
rotational viscosity coefficient for nematic liquid crystal molecules via molecular simulation. However, they provide motivation for developing the technique further to allow the calculation of the rotational viscosity for fully atomistic models. In this work the simulations were carried out for two very simple models containing 256 and 2048 uniaxially symmetrical particles. Even so, these simulations still required the equivalent of \( \approx 28 \) CPU hours for calculation of the director angular velocity autocorrelation function, and \( \approx 264 \) CPU hours for the calculation of the mean square displacement of the director on state-of-the-art processors. At the present time this is reaching the limit of what can be achieved with a single workstation. Therefore, developing a fully atomistic simulation model is only computationally feasible at the present time on a supercomputer, since accurate calculations require proper handling of the long range forces which result in a heavy computational load. However, rapid advances in computer speed are expected to greatly increase the accessibility of such calculations within the next few years. This will allow the progress of many new novel simulation techniques, such as the one described in this work, to be employed in molecular engineering applications, thus allowing molecular properties to be determined prior to synthesis.
The work presented in this thesis has been concerned with the study of molecular interactions of liquid crystal molecules. This work has been carried out in order to gain a better understanding of the complex area of structure-property relationships in liquid crystal chemistry. The questions asked have been: what interactions are present in liquid crystal molecules and how do these interactions lead to particular effects? The main investigative tool in these studies has been computer simulations incorporating atomistic force field potentials.

Computer simulations have been carried out in order to study a range of different liquid crystalline phenomena. The helical twisting power of liquid crystal chiral dopants is one such phenomenon. The method employed relies on Monte Carlo simulations of a fully atomistic model of a chiral dopant in the presence of a twisted nematic solvent composed of Gay-Berne particles. An advantage of the hybrid model used is that the simulated results are not only obtained on a sensible time scale but their values can be compared to real experimental data. Calculations were performed for eighteen different chiral dopant molecules, and the
helical twisting power values obtained were in good agreement with experimental measurements. The aim of this work was to develop a technique for calculating the helical twisting power that could eventually be used in a predictive sense. This was successfully achieved.

At the present time there is one major drawback to HTP calculations: the computational expense. In tackling this problem several interesting new avenues of research can be explored. Firstly, the Gay-Berne solvent potential could be replaced with a cheaper repulsive spherocylinder potential. It has been shown that the repulsive spherocylinder potential is approximately three times faster to simulate than the Gay-Berne potential. However, at the present time a full phase diagram for the former is not known. A second method would be to include both chiral solute molecules in the one simulation, growing one molecule whilst simultaneously shrinking the other. This could potentially provide a more accurate technique for calculating $\Delta \mu$, with fewer separate Monte Carlo simulations required for the mutation of one enantiomer into its mirror image.

Finally, the HTP calculations carried out in this thesis have been restricted to rigid chiral solute molecules. An interesting extension of this work would be to consider how the HTP values would change if the chiral solute molecules were represented as flexible entities. The introduction of molecular flexibility would undoubtably increase the complexity of the calculations, however, because each conformer would have a slightly different HTP value it is expected that the accuracy of the computed HTP would increase.

Another important area of investigation has been that of dipole correlation in the bulk phase. Calculations of the Kirkwood correlation factor, $g_1$, have been carried out for four very different molecules, PCH5, PCH5-Cl, me5NF and GGP5Cl, in the pre-transitional region of the isotropic phase. The molecular dynamics simulations performed represent the most accurate all atom studies of mesogenic molecules presented to date, and with the exception of GGP5Cl all the molecules produced results that confirm experimental dielectric measurements. The main source of error for the mesogen GGP5Cl was likely to be caused by the combination of highly polar and highly polarisable groups in the one molecule. In such circumstances polarisation effects are expected to be important. The neglect of such interactions in the LCFF used in this work means that it is
difficult to model this molecule as accurately as the others. For PCH5, and me5NF a preferential anti-parallel dipole alignment of the molecules in the bulk is observed, whereas, for the molecules PCH5-Cl and GGP5Cl a preferred parallel dipole alignment is observed. However, it must be stressed, that the picture of dipole correlation in the bulk was found to be extremely complicated. In the case of all four mesogens, several parallel and anti-parallel dipole dimers exist, in addition to some trimers. However, the computed picture of dipole correlation is consistent with the theory of pairwise association of Dunmur and Toriyama. Extensive analysis of the molecular dynamics trajectories, has allowed the identification of the molecular groups responsible for the stabilisation of the dipolar interactions. However, it is still extremely difficult to suggest ways of stabilizing pair configurations that would lead to large effective parallel dipole moments in the bulk.

Throughout this thesis fully atomistic force field models have been employed where computationally possible. Atomistic force field models represent the atoms by a series of potential energy functions whose parameters are chosen to represent real molecular systems as closely as possible. Common structural feature present in liquid crystal mesogens are, conjugated phenyl rings, lateral fluorination, ester group, alkyl chains and terminal dipolar groups. These are poorly modelled by existing literature and commercial force fields. In this thesis a new force field (LCFF) has been developed to model mesogenic molecules. New potential parameters were derived by fitting to quantum mechanical data, and the force field was tested by carrying out molecular dynamics simulations of liquid crystal fragments. These simulations yielded good densities and heats of vapourisation in comparison to experimental data.

A final area of interest in this thesis has been the calculation of rotational viscosities of nematic liquid crystal mesogens. Two different techniques have been employed, the mean squared displacement of the director and the director angular velocity autocorrelation function. Good agreement was obtained between the two different methods. This preliminary investigation provides a good basis for; a) a future study of how changes in molecular shape and attractive interactions (by varying the Gay-Berne potential) influence the rotational viscosities; b) future studies of $\gamma_1$ in fully atomistic mesogens.
Apart from purely academic interest, all the simulations presented in this thesis have potential applications in industry, especially in the area of molecular engineering. Atom based simulations of this kind are likely to become increasingly important, and will have major uses in the prediction of phases, phase transition temperatures and key material properties. With the knowledge and techniques already developed, coupled with ever increasing computer power, there is a promising future for computer simulations of liquid crystals.


[146] *DL.POLY* is a package of molecular simulation routines written by W. Smith and T. R. Forester, copyright The Council for the Central Laboratory of the Research Councils, Daresbury Laboratory at Daresbury, Nr. Warrington (1996). The replicated data form of SHAKE is called RD-SHAKE and is described in section 2.6.8 of the *DL.POLY.2.0* reference manual.
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