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ABSTRACT 

This thesis examines property generalization among concepts. Its primary objective is 

to investigate the hypothesis that the more central a feature for a concept, the higher its 

generalizability to other concepts that share a similar structure (features and dependencies). 

Its secondary objectives are to examine the relative contributions o f feature centrality and 

feature variability in property induction, whether centrality offers a domain-general or a 

domain-specific constraint, and whether centrality can operate under conditions o f vagueness. 

Experiments 1 and 2 addressed the centrality hypothesis wi th centrality measured, 

whereas Experiments 3 to 14 and 17 with centrality manipulated. Relative feature centrality 

was manipulated as fol lows: f rom a single-dependency chain (Experiments 3 to 7), f rom the 

number o f properties that depended upon a feature (Experiments 8 to 11 and 17), and f rom the 

centrality o f the properties that depended upon the critical features (Experiments 12 to 14). 

The results support the centrality hypothesis. 

Experiments 12 to 16 addressed the relative contributions o f centrality and variability 

in property induction. Experiments 12 to 14 pitted a central and variable property against a 

less central and less variable property in judgments o f frequency and inductive strength. The 

results suggest that property induction depends on centrality rather than frequency 

information, and that centrality can bias the perception of frequency (although the latter 

results were not clear-cut). Experiments 15 and 16 pitted centrality against variability in 

information seeking. The results show that centrality information is sought more often than 

variability information to make an inference, especially amongst dissimilar concepts. 

Experiments 1 to 16 used animal categories. Experiment 17 examined the centrality 

hypothesis wi th artifact categories. The results show centrality effects. Taken together, the 

Experiments suggest that centrality offers a domain-general constraint. Experiments 5, 8 to 

11, and 17 left the properties that depended upon a candidate feature unspecified. A centrality 

effect was still obtained. The results suggest that centrality can operate under conditions o f 

vagueness. The results are discussed in terms o f theories o f conceptual structure and models 

o f category-based inference. A model to capture the present findings is also sketched. 
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CHAPTER I: 

INTRODUCTION 



One o f our fundamental capacities is using old beliefs to generate new ones. Whenever we do 

so, we have drawn an inference. Much everyday reasoning involves drawing inferences to 

reach conclusions about which we are uncertain. This type o f inference is known as induction 

(for a good introduction on inductive inference see Skyrms, 1975). Induction is an umbrella 

term for "all inferential processes that expand knowledge in the face o f uncertainty" (Holland, 

Holyoak, Nisbett, & Thagard, 1986, p . l ) . The present studies investigate category-based 

induction that involves generalizing properties among categories. We address why some 

properties are more generalizable than others and why the generalizability o f a property (or o f 

a type o f properties) depends on the specific premise and conclusion categories used. We 

propose that property induction is constrained by the immutability o f a feature for a concept, 

that is by the extent to which a feature is mentally transformable while retaining the concept's 

coherence. Under the supposition that concepts consist o f features embedded in networks o f 

asymmetric dependency relations, we assume that immutability can be surrogated by 

centrality in a concept's feature space. That is, we take a feature to be central (immutable) to 

the extent that other (central) features depend on it (cf. Sloman, Love, & Ahn, 1998). We 

investigate the hypothesis that the more central a feature in a category's representation, the 

higher its projectibility to other concepts that share its structure. 

The discussion proceeds as follows. We unpack the problem o f induction that we 

address, and present the terminology o f category-based inference. Then we highlight some 

robust effects o f category-based induction. A look at some formal models o f category-based 

inference fol lows, where we discuss their assumptions, successes and limitations. This 

discussion lays the background, experimental framework, and motivation for our proposal. 

Subsequently, we present our proposal o f conceptual centrality as an inductive constraint in 

detail - we clarify the representational assumptions and the way centrality is captured f rom 

those assumptions, we derive empirically testable hypotheses, and we motivate our research 

by conceptual and empirical evidence. Finally, we present the break down o f studies into 

experimental chapters, and the hypotheses that each experimental chapter addresses. 

11 



1.1 THE 'PROBLEM' OF INDUCTION 

The current research is an attempt towards solving the problem o f induction. To be 

clear, our research is not about solving the traditional problem o f induction, i.e. the problem 

o f whether induction can be logically justified (e.g. Hume, 1748/1988; Bonjour, 1992). Our 

starting point is that it is surely rational or reasonable to engage in inductive reasoning 

because otherwise we would not be able to learn from experience or to have expectations 

about the future - all o f our evidence would be about the past (see Harman, 1995). The 

problem o f induction that we address is this: Why are we more wi l l i ng to generalize certain 

(types of ) properties among categories rather than others? Why and how does the 

generalizability o f (types o f ) properties depend on the (kinds of ) categories involved? In the 

words o f M i l l (1843/1974): "Why is a single instance, in some cases, sufficient for a complete 

induction, while in others myriads o f instances, without a single exception known or 

presumed, go such a little way toward establishing a universal proposal?" (p. 314, cited in 

Nisbett, Jepson, Krantz, & Kunda, 1983, p. 342). In Goodman's (1955) terms, why are some 

properties more projectible than others? Why are we more confident, for instance, that a 

newly discovered mammal w i l l have a heart rather than furl Similarly, why are we more 

wi l l i ng to infer that a new refrigerator w i l l freeze food rather than it w i l l be white? 

--BACKGROUND ON CATEGORY-BASED INFERENCE— 

1.2 CATEGORY-BASED ARGUMENTS 

Arguments are statements with a set o f premises fol lowed by a conclusion. 

Categorical arguments are arguments o f the general form Members of category A have 

property X, therefore members of category B have property X^, where property X remains 

constant across the premise and conclusion categories, and A and B are (psychologically) 

simple categories like robin, tomato, and bicycle. For instance, Eagles have an ulnar artery; 

1 Henceforth arguments and predicates are italicized. 
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therefore falcons have an ulnar artery, is a categorical argument. Categorical arguments are 

frequently depicted vertically as in the example below, 

Eagles have an ulnar artery 

Falcons have an ulnar artery 

The statement above the dotted line is the premise o f the argument and is assumed to be true, 

and the statement below the dotted line is the argument's conclusion. 

The predominant measure o f the strength o f a categorical argument is argument 

strength or psychological strength. Argument strength refers to the extent to which belief in 

the premises o f an argument leads to belief in its conclusion. Mere conviction inspired by the 

conclusion o f an argument (independent o f its premise) is not sufficient for psychological 

strength. To make the point clear, consider the fo l lowing argument: 

Doves are white 

Refrigerators are white 

The conclusion o f this argument is credible; most refrigerators are in fact white. However, 

this argument is psychologically weak since the belief in the argument's conclusion was not 

transmitted f rom belief in its premise. (For a detailed discussion o f argument strength see 

Osherson, Smith, & Shafir, 1986). 

Two main aspects can be distinguished in a categorical argument: its premise and 

conclusion categories and the candidate property. In vertical depictions, these parts refer 

respectively to the left- and the right-hand sides o f a categorical argument. The relation 

between an argument's premise and conclusion categories, as wel l as aspects o f the candidate 

property both seem to contribute (though not necessarily independently) to its strength. Below 

we highlight the main findings o f category-based induction in 3 sections reflecting this 

distinction. Our discussion is limited to specific single-premise arguments since these are the 
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arguments the present research investigated. (For an up-to-date thorough review on inductive 

inference see Heit, in press). 

1.3 MAIN EFFECTS OF CATEGORY-BASED INFERENCE 

1.3.1 Category effects 

Some researchers studied category effects on induction by using predicates about 

which their participants had few beliefs such as have the neurotransmitter dihedron, secrete 

uric acid crystals, or have a communicable disease (e.g. Osherson, Smith, Wilkie , Lopez, & 

Shafir, 1990; Rips, 1975; Sloman, 1993). The idea behind the use o f such predicates (named 

blank) is that they allow us to study belief transmission between categories while keeping 

background knowledge effects at a minimum 2 . Under this assumption arguments using blank 

predicates have been depicted in the format "premise category/conclusion category" 

suppressing the blank predicate used. The argument, Falcons have an ulnar artery; therefore 

eagles have an ulnar artery, for example, has been depicted as "Falcons/Eagles". Properties 

and therefore property effects are not considered. Argument strength is captured by the 

conditional probability o f the conclusion given the premise. 

Studies using blank predicates repeatedly reveal that argument strength is an 

increasing function o f three aspects o f the argument's categories: 

1. The similarity between the premise and conclusion category 

2. The typicality o f the premise category 

3. The specificity (homogeneity) o f the conclusion category 

2 Blank predicates have also the advantage of retaining a task's meaningfulness. That is, it is 
meaningful to ask participants for their confidence in projecting blank predicates since there must be a 
correct answer to such queries; e.g. eagles either do or do not have an ulnar artery. Asking participants 
about abstract predicates, such as has substance z, though it would (presumably) prevent participants 
from bringing background knowledge to bear in the task, it would increase the task's vagueness - it is 
unclear whether there is a right answer to such a question. 
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Premise-conclusion similarity. A l l else being equal, the more similar a conclusion 

category to the premise category the stronger the inference. This is known as the premise-

conclusion similarity phenomenon and was first discovered by Rips (1975). Rips asked adult 

participants to imagine that on an island all members o f a particular species o f animals (the 

premise category) had a new type o f contagious disease. Participants were then asked to 

estimate the proportion o f various other species o f animals (the target categories) that also had 

the disease. Rips found that the greater the similarity between the premise and the target 

categories (measured as a distance in a multidimensional scale solution) the stronger the 

inference. For instance, inferences f rom rabbits to dogs were stronger than inferences f rom 

rabbits to bears. The premise-conclusion similarity effect is very robust. It has been 

demonstrated wi th adults (e.g. Osherson et al., 1990; Osherson, Stern, Wilkie , Stob, and 

Smith, 1991; Sloman, 1993), young children (e.g. Carey, 1985; Gelman, 1988), infants (e.g. 

Baldwin, Markman, & Melartin, 1993; Mandler and McDonough, 1996), and highly diverse 

populations such as North American students and Itzaj Mayans (e.g. Lopez, Atran, Coley, 

Medin, & Smith, 1997). 

Premise typicality. A l l else being equal, the more typical a premise category to its 

superordinate category, the stronger the inference. This is known as the premise-typicality 

phenomenon. Rips (1975), for instance, found that arguments having bluejay (a typical 

American bird) as a premise category were rated as stronger than arguments having goose as 

a premise category. The premise typicality effect is also very robust. (For further studies with 

adults see Osherson et al, 1990; Osherson et al., 1991; for studies with young children see 

Carey, 1985; Lopez, Gelman, Gutheil, and Smith, 1992; for cross-cultural studies see Lopez 

et a l , 1997). 

The effects o f premise typicality are not reducible to the effects o f premise-

conclusion similarity (at least for models that view similarity as a symmetric relation). The 

best evidence for this comes perhaps f rom the premise-conclusion asymmetry phenomenon. 

Inferences f rom typical to atypical categories (e.g. an inference f rom robins to chicken) are 

generally judged stronger than inferences f rom atypical to typical categories (e.g. an inference 
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f r o m chickens to robins) even though the premise-conclusion similarity remains fixed (see 

e.g. Carey, 1985; Osherson et al., 1990). 

Conclusion specificity. Finally, all else being equal, the more specific - the lower 

down in the taxonomy - a conclusion category (e.g. Belgian shepherd is a more specific 

category than dog which is more specific than mammal) the stronger the inference. This is 

known as the conclusion specificity phenomenon (Osherson et al., 1990). Osherson et al. 

(1990) found, for instance, that an argument having bird as a conclusion category was rated 

stronger than an argument having animal as a conclusion category. (For related evidence that 

the scope o f a conclusion category constrains induction see McDonald, Samuels, & Rispoli, 

1996). To the extent that more specific categories are more homogeneous, the more general 

conclusion might be that the more homogeneous a conclusion category the stronger an 

inference (see Gelman, 1988; Heit, in press; Nisbett et al, 1983). 

To summarize, categories do matter a lot in category-based inference. Specifically, 

the similarity between the premise and conclusion categories, the typicality o f the premise 

category, and the homogeneity o f the conclusion category all promote strong arguments 

1.3.2 Property effects 

Specifics of the candidate properties also play a critical role on judged argument 

strength. Some properties are more projectible than others (for evidence wi th adults see 

Nisbett et al, 1983; for evidence with children see Gelman, 1988, and Gutheil & Gelman, 

1997; for evidence with infants see Mandler & McDonough, 1998). Nisbett et al. (1983), for 

instance, asked participants to imagine that they were explorers on a remote island where they 

observed a sample o f instances (animals, objects, or people) all o f which had a property. Their 

task was to guess the percentage o f other instances o f the same type having that property. For 

instance, participants were informed that 3 individuals o f a tribe were observed all o f who 

were obese and had brown skin. Based on this fact they were asked to estimate the percentage 

o f the individuals o f the tribe that shared each characteristic. Participants judged that a higher 

percentage o f individuals would have brown skin than they would be obese. Nisbett et al. 
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claimed that this was because the former property was perceived as more homogeneous than 

the latter. Their claim was supported by participants' reports. 

In summary, on the top of categories, candidate properties also matter a great deal. 

But what decides which properties are projectible and which are not? To say that some 

properties are more projectible because they are believed to be more homogeneous is to say 

no more than humans are able to reason statistically - this in fact was the point that Nisbett et 

al. (1983) wanted to make with their study. 

1.3.3 Property by category effects 

Projectibility is not an attribute that features have in vacuum. Rather the effect of a 

property of an argument critically depends on the argument's categories. For instance, color 

may be fairly projectible between different types of polar animals, but not between different 

types of animals. Generally, evidence suggests that the effect of a (kind of) property on 

projectibility depends on the extent to which an argument's categories are similar in terms of 

the relations and attributes that are meaningfully connected to the candidate property. (For 

evidence with adults see Heit & Rubinstein, 1992; Ross & Murphy, 1999; Sloman, 1994, 

1997; Smith, Shafir, & Osherson, 1993; for evidence with children see Gelman & Markman, 

1986; Kalish & Gelman, 1992). 

Heit and Rubinstein (1994), for instance, found that for the anatomical property has a 

liver with two chambers inferences were stronger from hawks to chickens than from tigers to 

chickens, whereas for the behavioral property prefers to feed at night the order of the 

preference was reversed (cited in Heit, 1997). They claimed that there are (at least) two 

distinct types of similarity: anatomical and behavioral. An inference is strong to the extent 

that the type of the candidate property matches the type of similarity between the premise and 

conclusion categories. Notice that to the extent that the properties Heit and Rubinstein 

considered were blank, their results challenge the existence of blank predicates; perhaps all 

predicates enter the reasoning process. 
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But what does it mean to be meaningfully related to a candidate feature? What types 

of relations and properties matter? Lassaline (1996), using both abstract and concrete animal 

categories, showed that a feature is projectible to the extent that it is causally related to a 

property that the target shares. The strength of the argument: 

Animal A has loose tensor tympani and frequent migraines 
Animal B has loose tensor tympani 

Animal B has frequent migraines 

should increase by adding the premise For animal A loose tensor tympani cause frequent 

migraines. (The properties in this example are my own). Notice that without the added 

premise Animal A and Animal B share a property, whereas with the added premise they share 

a causal antecedent. Lassaline's studies provided evidence that argument strength is 

constrained by the principle of systematicity (see Gentner, 1983, 1989). According to this 

principle, a match of a connected system of relations is preferred to a match of an equal 

number of unconnected relations (this point will be elaborated when we wil l present 

structural-mapping models of category-based inference). 

Keil and his colleagues (in preparation, cited in Keil, 1995) have shown an abstract 

type of property by type of category interaction in category-based inference with children, an 

interaction that can not be attributed to (specific) causal knowledge. A group of children were 

presented, for instance, with an ambiguous picture labeled as 'rock' while another group with 

the same picture labeled as 'frog'. Participants were shown two other pictures and had to 

choose the one that belonged to the same category as the target object. The results showed 

that when the property was labeled as 'frog', shape rather than color and surface markings 

were important. When the same entity was labeled as 'rock', color and surface markings 

became more important. Keil (1995) presented studies that showed a similar property by 

category interaction while using pictures vaguely described as either novel animals, or novel 

machines. Once again it seems that the projectibility of a property depends on the respect to 

which the premise and conclusion categories are similar. Critically because the objects that 
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Keil and his colleagues used were by definition novel, the knowledge underlying children's 

judgments should be in the form of abstract pre-theoretical biases rather than of concrete 

causal knowledge. 

To summarize, properties (perhaps even blank properties) enter the reasoning process 

by potentiating some aspects of the premise category. Arguments are strong to the extent that 

the conclusion category shares those aspects. The general case seems therefore to be that the 

effect of properties on projectibility is intertwined with the effect of categories. A critical 

question is what types of properties and relations does a candidate feature potentiate. 

Lassaline (1996) and Wu and Gentner (1998) claim it is those properties that are causally 

related to the candidate feature. Sloman (1994, 1997) and Smith et al. (1993) assume (at least 

for explainable predicates) it is properties that are relevant in explaining the predicate. 

Interestingly, Keil and his colleagues demonstrated that some property effects cannot be 

explained in terms of specific causal knowledge but rather in terms of vague pre-theoretical 

biases. 

1.4 MODELS OF CA TEGORY-BA SED INFERENCE 

Having discussed the three main findings associated with single-premise categorical 

arguments, we turn to various models of category-based inference and briefly discuss the 

extent to which each addresses these basic effects. 

1.4.1 Category-based inference models for blank predicates 

The similarity-coverafie model. Osherson et al. (1990) advanced the similarity-

coverage model (SCM) as an attempt to capture category-based induction with blank 

predicates. The model assumes that categories are represented by exemplars and that they are 

structured in stable hierarchical representations. The model predicts that argument strength 

increases with (i) the degree to which the premise and conclusion categories are similar (the 

similarity component), and (ii) the degree to which the premise categories are similar to the 
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lowest level category that includes both the base and conclusion categories (the coverage 

component). In the special case of single-premise arguments premise coverage reduces to the 

typicality of the premise category to the least inclusive superordinate category. 

The model can capture all three main category effects. The similarity component 

directly captures premise-conclusion similarity effects. The coverage component directly 

accounts for premise typicality effects. The model can also capture some conclusion-

specificity effects to the extent that the more specific a conclusion category the better the 

premise covers it (e.g. robins cover better the category birds than the more inclusive category 

animals). In fact, the model can successfully account for an impressive array of a dozen or so 

phenomena associated with blank biological predicates. 

The feature-coverage model. As an alternative to Osherson et al.'s similarity-

coverage model, Sloman (1993) advanced the feature-coverage model (FCM). The FCM 

diverges from the similarity-coverage model in that it does not assume a hierarchical 

structure, but instead it represents categories at all levels (i.e. basic (e.g. Elephant), 

subordinate (e.g. Indian Elephant), and superordinate (e.g. Mammal)) as vectors of values 

over a set of features. The model consists of a network of n features (input units), which are 

used to represent categories, and a single output unit, which is used to represent the candidate 

property (see Figure 1.1). The model assumes a two-stage process. During the first stage, the 

premise category is encoded as a vector of weights by connecting all the features that 

represent the premise category to the candidate property. In the second stage, the conclusion 

is tested by examining the activation of the candidate property (output unit) upon the 

presentation of the features that represent the conclusion category. Figure 1.1 illustrates the 

process. Roughly, an argument is predicted as strong to the extent that the conclusion 

category shares features with the premise category and has a few distinctive features of its 

own. The feature-coverage model takes advantage of the automatic generalization of 

distributed representations to project a property between categories on the basis that the 

features of the premise categories cover those of the conclusion category. 
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Figure 1.1 Illustration of the feature-coverage model for the argument "Robins 
have an ulnar artery; therefore falcons have an ulnar artery". 

Stage 1. After encoding the premise Stage 2. Testing the conclusion 

"Robins have an ulnar artery" "Falcons have an ulnar artery" 

(output unit) c > (output unit) 

O O O O O O O O 
Feature: 1 ... i ... j ... n Feature: 1 ... i ... j ... n 

Robin: 0 1 1 0 Falcon: 0 0 1 0 

Note. A feature value of 0 means that the category does not have the property, a 
value of 1 means that it does. 

The FCM can also account for the three main category effects. It readily captures 

premise-conclusion similarity effects since the activation of the predicate upon the 

presentation of the conclusion category is proportional to the premise-conclusion feature 

overlap. The model can also account for premise typicality effects to the extent that atypical 

conclusion categories (e.g. ostrich) have more idiosyncratic features than typical conclusion 

categories (e.g. robin). Finally, the FCM could account for conclusion-specificity effects to 

the extent that the more specific a conclusion category the more properties it shares with the 

premise. In fact, the FCM can account for roughly the same array of phenomena associated 

with blank predicates as the SCM. 

Sloman (1998) provided further empirical support for his model by showing that, at 

least under certain circumstances, participants appear to ignore the hierarchical structure of 

categories. For example, many participants did not assign a maximum strength for inferences 

from birds to robins or from birds to ostriches, but rather their estimates were proportional to 

the premise-conclusion similarity. This result directly supports the feature-coverage model 

and challenges the similarity-coverage model's assumption of stable hierarchies. 

Hampton (1982) provides further evidence against the idea of pre-stored hierarchies 

by demonstrating intransitivities. He found, for instance, that people are willing to accept that 

car seats are kinds of chairs and that chairs are kinds of furniture, but denied that car seats 

are kinds of furniture. I f concepts were hierarchically organized in memory, the claim goes, 
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and furniture is a superordinate of chairs which is a superordinate of car seats, then it should 

automatically follow that car seats are kinds of furniture. (For further evidence of 

intransitivity see Kempton, 1978; Randall, 1976). 

Limitations. Although the Osherson et al. (1990) SCM and the Sloman (1993) FCM 

models can capture an impressive array of phenomena, their scope is limited. They cannot 

(nor do they claim to) capture property or property by category effects. To capture property 

by category effects a model should at least allow flexibility in the comparison between the 

premise and conclusion categories. To capture the findings of Lassaline (1996), for example, 

a model should represent somehow causal inter-property relations and offer a mechanism to 

compare such structured representations. However, neither model assumes relational structure 

nor is flexible in comparing representations. 

The need to capture relational structure is pressing because conceptual arguments 

strongly suggest that category representations cannot simply involve a summation of features. 

A summation of features such as barks, has a tail, and has two eyes, for instance, would fail 

to capture dog since these properties in a weird arrangement, say putting the eyes in the tail, 

would not sum up to a dog but perhaps to a Picasso painting (Hahn & Chater, 1997, see also 

Murphy & Medin, 1985). Taking the argument from a different angle, to the extent that 

category-based inference is determined by similarity (like the SCM and the FCM assume) and 

similarity is influenced by inter-property relations, then argument strength should also be 

influenced by such relations. Recent experimental evidence suggests that relations do 

influence similarity judgments (Goldstone, Medin, & Gentner 1991; Goldstone, 1994b). 

Hence, relations should also influence category-based inference. 

The scope of the SCM and FCM models seems even more limited in the face of Heit 

and Rubinstein's (1994) findings of property by category effects for properties that 

(presumably) fall within the models' pre-described domain (i.e., the domain of blank 
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predicates). Heit and Rubinstein's findings are damaging to both models to the extent that the 

properties they considered were blank3. 

To summarize, without doubt the similarity-coverage model and the feature-coverage 

model have increased our understanding of category-based inference. However, the scope of 

these models is limited. It is uncertain how these models can scale up to deal with non-blank 

predicates. 

1.4.2 Category-based inference models for non-blank predicates 

Structural-mapping models. In contrast to models that view concepts as composed of 

exemplars or unstructured lists of attributes, structural-mapping models view category 

representations as composed of features embedded in hierarchical structures of relations (e.g. 

Falkenhainer, Forbus, & Gentner, 1989; Gentner, 1983, 1989; Goldstone, 1994a; Goldstone & 

Medin, 1994 a, 1994 b; Markman & Gentner, 1993 a, 1993 b). Object comparison is seen as a 

process of structural alignment between representations; a process that puts the 

representations of the premise (commonly known as the base in this literature4) and 

3 According to Osherson et al. (1990) blank predicates "...involve predicates about which subjects in 
our experiments have few beliefs." (p. 186). According this definition, the blankness of a predicate for 
a given individual depends on whether that individual is familiar with the predicate. Some of the 
predicates that Heit and Rubinstein consider, e.g., prefers to feed at night seem to fall short of the mark. 
Yet it is still unclear how one could independently measure property blankness. One possibility is to 
ask for the unconditional probability of the premise and conclusion statements; e.g., How likely is it 
that eagles have an ulnar artery? Even if such probability estimates are gathered, how is one to interpret 
them? Does no knowledge equate with a probability of 0, .5, or any probability whatsoever? 

Sloman and Wisniewski (1992) provide a different definition of blankness: a predicate is blank as 
long as people cannot explain the relation between predicate and category. Notice that this definition 
diverges from Osherson et al.'s in that it emphasizes the need to consider a property as it relates to 
categories rather than in isolation. In the argument Collies hate salted peanuts, therefore Siamese cats 
hate salted peanuts, for instance, hate salted peanuts is a familiar but unexplainable predicate and 
hence according to their definition blank. Sloman and Wisniewski provided empirical evidence that the 
domain of the feature-coverage model (and presumably the domain of the similarity-coverage model as 
well) can be extended as to include familiar but unexplainable predicates (for inductive inference about 
explainable predicates see Sloman, 1994, 1997). 

In a circular sense, the properties that Heit and Rubinstein studied are not blank according to the 
Sloman and Wisniewski definition since they produced different inductive strength orderings for 
arguments that shared premise and conclusion categories. To avoid such circularity, one needs to 
devise a test for blankness independent of the process studied. It is not clear how such a test can be 
devised. 
4 Structural-mapping models are most associated with literature on analogy. Such models, however, 
readily extend to cases of literal similarity. Literal similarity and analogy are seen as two types 
(continua) of similarity the first one involving lots of relational and attribute matches, while the latter 
lots of relational but few attribute matches (see e.g. Gentner, 1989). 
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conclusion (commonly known as the target in the same literature) categories into a 

correspondence (alignment). Inference is seen as a direct consequence of this structural-

mapping process. 

The structural-alignment process is carried out by the structural-mapping engine 

(SME) which determines the maximally structurally consistent alignment between two 

representations. A structurally-consistent alignment is one that obeys (1) a one-to-one 

mapping (each element of the base maps to at most one element of the target object), and (2) 

parallel connectivity ( i f one element of the base is matched with an element of the target, then 

their arguments must correspond as well). The maximally structurally consistent mapping is 

determined by the principle of systematicity. According to this principle there is a built-in 

bias to show a preference to match common rather than isolated systems of relations 

(Gentner, 1983, 1989). A match of a connected system of relations is preferred to a match of 

an equal number of unconnected relations. 

At the end of the comparison process the system is left with a maximally structurally 

consistent mapping between the representations. Properties that are connected to the resulting 

system of relations that are present in the base but absent in the target constitute potential 

inferences (see Clement & Gentner, 1991; Lassaline, 1996, Wu & Gentner, 1998). Following 

the principle of systematicity, the goodness of a candidate inference increases in proportion to 

the order of the relation that it is embedded in - the higher the order the stronger the inference. 

Structural mapping models can directly account for the results of Lassaline (1996) 

and Wu and Gentner (1998). Moreover such models have been also said to account (Gentner 

& Medina; 1998; Wu & Gentner, 1998) for the various property by category effects such as 

those reported by Heit and Rubinstein (1994). When the candidate property is behavioral (or 

anatomical), the claim goes, participants search for meaningful properties in the base that are 

causally related to this property (presumably behavioral or anatomical). An inference is strong 

to the extent that the target shares these properties with the base. It is less obvious how the 

5 Henceforth, the terms premise and base, as well as the terms conclusion and target will be used 
interchangeably. 
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structural mapping models can account for category effects. Assuming that in the absence of 

causal relations the degree of matching between the premise and conclusion categories would 

be proportional to the extent that their features overlap, the structural mapping models should 

be able to account for premise-conclusion similarity effects and perhaps, because of that, also 

for some premise-typicality and conclusion-specificity effects. Finally, the structural mapping 

models cannot readily capture effects of abstract pre-theoretical biases such as those reported 

by Keil and his colleagues (e.g. Keil, 1995). 

The gap model. The gap model (Smith, Shafir, & Osherson, 1993) was an attempt to 

extend reasoning models to non-blank predicates such as can bite through barbed wire. The 

model assumes that non-blank predicates enter the reasoning process by potentiating the 

dimensions of the premise category that are meaningfully related to the predicate. The 

theorists assumed, for instance, that an argument with the premise Poodles can bite through 

barbed wire would potentiate the dimensions strength and ferocity. Smith et al. also assume 

that predicates are associated with some criterion value on those dimensions. Non-blank 

predicates invite an examination of the plausibility of the premise. I f the values on the 

potentiated dimensions of the premise category are lower than the criterion value for 

satisfying the predicate, the values of the predicate would be lowered; the bigger the gap, the 

bigger the downward adjustment (e.g. the premise Poodles can bite through barbed wire 

would invite more downward adjustment of the predicate values than the premise Dobermans 

can bite through barbed wire). Broadly, the closer the values on the respective dimensions of 

the conclusion category are to satisfy the adjusted criterion values of the predicate, and the 

more similar the premise and conclusion categories are, the stronger the argument. 

The gap model can account for some property by category effects. For instance, it can 

readily account for why participants find the argument Poodles can bite through barbed wire; 

therefore, German shepherds can bite through barbed wire stronger than the argument 

Dobermans can bite through barbed wire; therefore, German shepherds can bite through 

barbed wire (see Smith et al., 1993). Because it incorporates a similarity component, the gap 

model can also account for premise-conclusion similarity effects. Further, because similarity 
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is related to typicality - e.g. German shepherd is both more similar and more typical to dog 

than chow-chow is - the gap model with its similarity component can perhaps also capture 

some premise-typicality effects. The main limitation of the gap model is that even though it 

critically depends on a feature potentiation process, it presupposes rather than states how this 

process takes place. 

1.4.3 Summary of category-based inference models 

Both Osherson et al.'s (1990) similarity-coverage model and Sloman's (1993) feature-

coverage model are successful in that with a minimal theoretical edifice they can account for 

a wide array of phenomena associated with blank biological predicates. These models, 

however, cannot account for relational effects because they do not assume relational structure. 

Irrespective of whether unfamiliar properties embedded in causal relations (such as those 

studied by Lassaline, 1996) are blank, it is transparently clear that a complete model of 

property induction, to be viable, must account for such properties' effects. In this respect, 

models viewing inference as resulting from a structural-mapping process have an advantage. 

Such models offer principles of how the goodness of an inference is constrained by a mapping 

process that heavily weights relational matches, thus directly addressing some property by 

category effects. The gap model (Smith et al. 1993) can also capture some effects associated 

with non-blank predicates but most of its explanatory burden rests in the potentiation process, 

a process that the model assumes rather than explains. Finally, both structural mapping 

models and the gap model can, to a certain extent, account for the three main category effects 

because both view argument strength as an increasing function of shared features. 

Is there any underlying commonality to all these models? At a broad level, these 

models rely on similar constructs to explain category-based inference. The Osherson et al. 

(1990) SCM, the Sloman (1993) FCM and the Smith et al. (1993) gap model all put a heavy 

explanatory burden on similarity. The gap and the structural mapping models can be said to 

maximize coherence. A central principle of the structural mapping models is that of 

systematicity. The principle of systematicity can be directly translated as a principle of 
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maximizing coherence. The gap model can also be said to maximize coherence. The notion 

underlying the gap model is that a conclusion category is tested on the closest possible world 

where the premise category satisfies the predicate. To the extent that the closest possible 

world is one that satisfies the premise while retaining the relations between the premise and 

conclusion categories that hold on the actual world, the gap model is maximizing coherence. 

The present account also views category-based inference in terms of coherence maximization 

- albeit a sort of coherence that is not discussed by the reviewed models. 

-BACKGROUND ON CONCEPTUAL CENTRALITY-

1.5 CONCEPTUAL CENTRALITYAS CENTRALITYIN INTUITIVE THEORIES' 

None of the category-based models reviewed provides constraints on what properties 

get tabulated and ultimately represented. Constraints on what properties get tabulated and 

represented are critical because they point to constraints of inductive inference as well -

aspects of category representations should influence concept use. The aim of the present 

section is not to criticize the models reviewed - none of them purports to completely describe 

category-based inference. Further, the problem of feature selection is very hard (see Chater & 

Oaksford, 1993; Oaksford & Chater, 1991). Rather the discussion aims to motivate our 

hypothesis; i.e., that feature centrality influences property generalization. 

None of the category-based inference models considered addresses what features get 

tabulated and represented in the first place. It is left up to the researchers to feed their models 

with the representations of the premise and conclusion categories. Otherwise stated, the 

models presuppose rather than explain the content of mental representations (Murphy & 

Medin, 1985). The researchers are left to rely on some independent measure to capture 

representational content. One such measure, the measure that both Osherson et al. (1991) and 

Sloman (1993) used, is consensual validation (see Rosch and Mervis, 1975). According to 

this, representations are taken to consist of properties that many people list for a particular 
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category. A problem with consensual validation is that it may produce different features 

depending on the level of abstractness of a category. People may list, for example, means of 

transport for vehicle but not for Honda Civic, though they know that this feature applies also 

to the former category. B. Tversky and Hemenway (1986) argued that the features that people 

list critically depend on their assumptions about the relevant contrast set (the set of categories 

that participants implicitly contrast a given category against) and the desired level of 

specificity of the category. Returning to the example, the feature means of transport is 

important for differentiating vehicles from categories such as furniture (given that furniture is 

in the relevant contrast set of vehicle), but not for differentiating Honda Civic from, say, 

Honda Legend. Put in other words, consensual validation downplays people's amount of 

knowledge about categories. 

What factors constrain feature representation? Some of the constraints are provided 

by the perceptual system itself (see Ullman, 1979). To take an extreme example, since we 

cannot perceive quark particles (with the naked eye) there is no way that we can tabulate 

them. More interestingly, property tabulation, and therefore property representation as well, is 

biased by our theories, our intuitions and ideas about how the world works. There is an 

infinite number of co-occurrences that we could potentially tabulate, such as a relation 

between people's toe length and their favorite beverage. Our theories though predispose us to 

expect that no relation is to be found in such cases (see Heit, 1997), thus preventing us from 

tabulating and hence representing such co-occurrences. 

Empirical evidence abounds that suggests lay theories influence how we perceive 

and interpret properties. A striking example is provided by Wisniewski and Medin (1991, 

1994). Participants were given children's drawings to observe and were told that some of the 

drawings were done by city children while others by farm children. The experimenters 

randomly assigned these labels to a set of drawings and in most cases the labels had a great 

effect on how people interpreted a drawing. The clothing of a drawing, for instance, was 

interpreted as farm clothing when the label was "drawings by farm children", but as a city 
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uniform when the label was "drawings by city children." (For closely related findings see 

Chapman & Chapman, 1967; Medin & Wattenmaker, 1987). 

Hampton (1987) provides another powerful demonstration from the domain of 

conceptual combination. He noted that some novel conceptual combinations give rise to 

emergent properties - properties that are not true of either constituent. For example, when 

asked to describe the novel concept "beach bicycle", participants listed attributes such as has 

wide wheels. Since "beach bicycle" was a novel category, such emergent properties cannot 

have arisen from consideration of category examples. Rather such emergent attributes must 

have resulted from people's relevant background knowledge. People, for instance, may have 

considered that riding on the beach with a normal bike would be problematic since its tires 

would sink in the sand. Naive knowledge of physics dictates that such a problem can be 

remedied with flat tires (for a review on conceptual combination see Hampton, 1997). 

It seems therefore that concepts are intrinsically intertwined with our 'intuitive 

theories', with how we make sense of the world. This view is commonly known as the 

concepts-in-theories view (also known as the theory-based or explanation-based view) and is 

eloquently voiced in Murphy and Medin (1985). 'Intuitive theories' refer to any host of mental 

explanations and may include anything from scientific principles to fallacious beliefs. 

In terms of representational structure, the theory-based view can be safely interpreted 

to support the idea that concepts involve features embedded in networks of knowledge. A 

corollary of the theory-based view is that features, depending on the role they play in how we 

understand a concept, differ in how much coherence they lend to that concept. The more 

central a role a feature plays in our intuitive understanding of a concept, the more 

conceptually central that feature is. For the concept elephant, for example, the feature heart 

promotes more coherence than the feature gray. Thus heart is a more conceptually central 

feature for elephant than the feature gray. 

To sum up, a place to search for determinants of category-based inference is by 

looking at (proposed) factors that constrain representational structure. Both conceptual and 

empirical evidence can be said to corroborate that 'intuitive theories' constrain conceptual 
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structure and use. Hence, it is reasonable to expect 'intuitive theories' to constrain property 

induction also. The present research can be seen as an extension of this corollary of the 

theory-based view, concerning the view that features differ in terms of conceptual centrality. 

In this thesis, the representation and focus of the theory-based view is extended to category-

based inference. I f conceptual centrality is a structural aspect of representations, then it should 

also influence property induction. Specifically, the more central a feature is (or is believed to 

be) to a target concept, the more projectible it should be to that concept. So our broad answer 

to the question "Why are some properties more projectible than others?" is "Because some 

properties (are believed to) promote more coherence to the target concept than others". 

1.6 CONCEPTUAL CENTRALITY AS MUTABILITY 

The claim that features differ in conceptual centrality depending on how central a role 

they play in how we understand a concept is appealing. At the same time, the notion of an 

'intuitive theory', and thus the notion of a feature's centrality in such a theory, is under-

specified. What is needed therefore is a clear articulation of conceptual centrality, one that 

wi l l allow us to operationalize it and thus make it amenable to empirical testing. Such an 

articulation was offered by Sloman et al. (1998). 

For a given concept, feature centrality can be defined in terms of how mentally 

transformable a feature is while retaining the integrity (coherence) of that concept (Sloman et 

al., 1998). Sloman et al. name this measure of conceptual centrality mutability, a term they 

borrow from Kahneman and Miller (1986). A feature is immutable (conceptually central) to 

the extent that presence of that feature in an object increases people's certainty that the object 

is represented by the concept. 

A way to measure mutability is by asking people how easy they find it to transform a 

concept into one that is in all ways like the original but lacks that feature. This is known as 

the Ease-of-Imagining Task (see e.g. Sloman et al., 1998). For the concept dog, for instance, 
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the feature heart is more immutable (more conceptually central) than the feature fur, in that it 

is harder to imagine a dog without a heart rather than one without fur. 

Our hypothesis is that mutability should constrain projectibility. People should be 

more willing, for instance, to project heart rather than fur to a newly discovered species of 

dog. Before we proceed though, it cries to be shown that mutability is not a superfluous 

concept - it is not reducible to known dimensions of category structure. In the first part of the 

following section, we provide conceptual arguments distinguishing mutability from 

variability, diagnosticity, and salience. In the second part of that section, we provide empirical 

evidence that validates these distinctions. 

1.7 MUTABILITY VERSUS VARIABILITY, DIAGNOSTICITY, AND SALIENCE 

1.7.1 Conceptual arguments 

Mutability is not variability. Following Tversky and Kahneman (1983), we assume 

that there are two distinct perspectives that people may adopt about a concept, an inside and 

an outside view. The inside view looks at the mental representations of categories such as 

features, and elements that bind these features together. The outside view looks at sets of 

actual or remembered instances that comprise a category. Mutability concerns an inside view, 

since it measures the extent to which a feature is mentally transformable while retaining the 

integrity of a concept. In contrast, variability involves an outside view since it measures the 

extent to which a feature is transformable across the remembered instances of a category. 

Most of the times the inside and outside views of concepts are compatible, and hence 

measures of mutability and variability converge. For example, heart is both an immutable and 

a homogeneous property of mammal. In other cases though, mutability and variability 

measures may diverge; e.g., the color of ravens is one of their very homogeneous properties 

but still one of their mutable properties. It seems relatively effortless to imagine a raven that is 

not black. 
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Mutability is not diagnosticity. There are two predominant uses of the term 

diagnosticity, one in terms of informational value and one in terms of inferential potency. In 

terms of informational value, a feature is diagnostic to the extent that it helps differentiate an 

object belonging to one category versus others. Being striped, for instance, is a highly 

diagnostic feature of zebras relative to the set of animals in the sense that a striped animal is 

highly likely to be a zebra. Conceptually, mutability and informational value are easily 

distinguishable. Having a liver, for instance, is an immutable property for zebra though it has 

a very low informational value since many things have livers but are not zebras. 

In the latter sense of the term, diagnosticity is equated to the inferential potency of a 

feature. Inferential potency refers to the extent to which knowing that an object has a feature 

helps predict that the object is also likely to have certain other features as well (e.g., Franks, 

1995). Mutability is conceptually distinct from this second sense of diagnosticity. A feature 

derives inferential potency by virtue of its correlation to other features. In contrast, a feature 

derives its mutability status by virtue of dependencies. For instance, has buttons, is 

statistically correlated with has a zipper, has material, and is colored (Malt & Smith, 1984) 

and thus an inferentially potent feature. That is, knowing that an object has buttons allows one 

with relative confidence to predict that the object is likely to also have a zipper, material, and 

color. At the same time has buttons is a relatively mutable feature; it is easy to imagine, for 

instance, a shirt that does not have buttons. 

Mutability is not salience. Salience measures the extent to which a property pops-out 

from the background - the extent to which it is noticeable in a context-independent sense. A 

loud noise, for instance, is more salient than a barely audible one. Clearly salience is distinct 

from mutability; the florescent jackets of policemen is one of their salient properties albeit a 

mutable one. 

To sum up, mutability can be conceptually distinguished from other dimensions such 

as variability, diagnosticity, and salience. 
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1.7.2 Empirical evidence 

Evidence supporting that mutability is distinct from variability, diagnosticity and 

salience is presented in Sloman et al. (1998). In Study 1, they asked participants to provide 

estimates for various measures. Some of these measures were believed to tap mutability, some 

variability, some diagnosticity, and some salience. Al l the measures of mutability used had in 

common that they asked participants to consider an object lacking a feature but otherwise 

intact. A factor analysis of the results provided evidence that (i) all the measures believed to 

tap mutability indeed gauged the same underlying factor, and (ii) that this factor was distinct 

from the underlying factors of diagnosticity and salience measures. That particular study 

failed to differentiate mutability from variability. Study 5 pitted mutability against variability 

and supported that these two dimensions are empirically distinguishable (for further evidence 

see also Ahn & Sloman, 1997). 

To sum up, both conceptual arguments and empirical evidence support that mutability 

is psychologically real in two senses: (i) in that different measures of mutability gauge on the 

same underlying factor, and (ii) that this factor is distinguishable from the factors of 

variability, diagnosticity, and salience. Having thus established that it is constructive to use 

mutability as an explanatory construct, Sloman et al. (1998) went on to model mutability as 

centrality in a network of pair-wise dependency relations. 

1.8 MUTABILITY AS CENTRALITY IN A NETWORK OF PAIR-WISE 
DEPENDENCY RELA TIONS 

Under the simplifying assumption that representations involve features embedded in 

networks of relations which are generic (their type is irrelevant) and asymmetric (non-

reflexive), Sloman et al. (1998) modeled mutability as centrality in a network of pair-wise 

dependency relations. According to their model, a feature is central, for a particular concept, 

to the extent that other (central) features depend on it. The main idea behind this claim is that 
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changing features upon which lots of other features depend, should destroy the integrity of a 

concept because it would force a cascade of other changes. In contrast, changing features that 

are peripheral in a concept's dependency structure, should leave the structure of a concept 

relatively unaffected. Applying this notion to the example about elephants, given that a person 

believes that lots of features about elephants depend on heart but only few on gray, the 

former feature is more conceptually central than the latter. In most of the present experiments, 

we manipulate the relative centrality of features by manipulating their centrality in a concept's 

dependency space. 

Sloman et al. implemented their centrality hypothesis with the simple, iterative, linear 

equation: 

Q, t+i = E j dy C j t 

where Q t + 1 is the centrality of feature i at time t+1 

dy is the extent to which feature j depends on feature i, 

and C j i t is the centrality of feature j at time t. 

To test their model, they presented participants with features of particular categories 

and, for each category, they asked them to draw links binding these features together (Study 

2). Participants were given the choice of three colors to indicate the strength of a dependency. 

These dependency estimates provided information about the djj terms of the model, which is 

the only information the model needs to predict the relative centrality of properties within a 

category - the model has no free parameters. The results from the model were compared to 

mutability estimates for the same features. The model provided reasonably good fits of the 

mutability data. Correlation measures between the model's predictions and mutability 

estimates were in the predicted direction for all categories. Also, the mean correlation 

between the model's predictions and the mutability data was better than .61 for all categories. 

To summarize, the centrality model provides reasonably good fits to the data given that the 
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