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Abstrac t : T h e C l u s t e r i n g and N u m b e r Counts of Ga lax ie s 

by Geoffrey S tuar t Busswel l 

We present a Curtis Schmidt CCD survey of two strips of the sky overlapping 

wi th the NGC and SGC 2dFGRS fields. When this survey is used in conjunction 

wi th data f rom the A P M Galaxy Survey, D U K S T , 2dFGRS and 2MASS, we f ind 

that there is a hole in the SGC distr ibution of galaxies of 100°x60° i n angular extent 

which extends to z~0 .1 . The magnitude of this galaxy number deficiency is 30% 

. The two-point correlation funct ion for our C T I O data is calculated and we f ind 

that there is excess power in our SGC funct ion wi th the break occurring on larger 

angular scales relative to that in the NGC. When we take into account the effect of 

the integral constraint we f ind that a power law f o r m of the two-point correlation 

funct ion extending beyond ~ 1 0 0 / i - 1 M p c cannot be ruled out, and we show that 

this k ind of pure power law behaviour is an example of what might be needed to 

explain the hole we claim exists in the SGC distr ibution of galaxies. We also f ind 

evidence of bias f r o m the fact that the galaxy number deficiency in the 2dF SGC 

n(z) is greater when more instrinsically luminous galaxies are sampled. 

We also investigate the clustering properties of a sample of faint blue galaxies 

at z = l - 2 and are able to use our C T I O clustering results in order to constrain the 

galaxy correlation length in the local Universe where we f ind that r o = 4 . 7 / i - 1 M p c . 

By parametrising the clustering evolution using the clustering growth parameter 

e, we f ind that our faint blue galaxies are consistent w i th an e=0.1 model, which 

corresponds to a scenario where clustering is approximately fixed in proper co­

ordinates. 

Finally, we investigate whether the presence of dust in such faint blue galaxies 

could have an impact in the sub-mm wave-band. We show that by using either a 

1/A or Calzetti absorption law for the dust and re-distributing the evolved spiral 

galaxy ultraviolet ( U V ) radiation into the far infrared ( F I R ) , we can account for 

al l of the ' f a i n t ' ( < l m J y ) 850/im galaxy counts and a significant proportion of the 

sub-mm extra-galactic background. 
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Chapter 1 
Introduction 

1.1 Preliminaries 

Cosmology is entering a golden era. The next decade should provide answers to 

some of the most fundamental of questions about the Universe. W i l l the Universe 

expand forever? How old is the Universe? How much of i t is composed of baryonic 

matter? Is the current Cold Dark Matter model (e.g. Davis et al 1985; Whi te et 

al. 1987) of structure formation correct? The past 10 years has seen the fusion of 

exponential growth in computing power and immense progression of astronomical 

instrumentation culminating in the ongoing acquisition of enormous amounts of 

data characterising the local (z<0.3) Universe. Galaxy surveys are the natural way 

to map the visual distr ibution of matter in the Universe and such projects have 

already been performed via the Lick and A P M Surveys (Shane &; Virtanen 1967; 

Seldner et al. 1977; Maddox et al. 1990a), revealing complex large scale structure 

in the fo rm of walls and filaments on scales > 1 0 / i _ 1 M p c . 

In this introduction we first give an overview of two of the most powerful tech­

niques in observational cosmology used to characterise the distr ibution of galaxies, 

galaxy number counts and the correlation funct ion as a measure of the clustering 

of galaxies. We w i l l see that these techniques, when used in conjunction w i t h enor­

mous amounts of data f rom a new generation of galaxy surveys, w i l l provide tight 

constraints on models of structure formation for the simple reason that they w i l l 

have to predict the correct number density and clustering properties of galaxies. 

Details w i l l then be given of the galaxy surveys that are used in conjunction wi th 

the work in this thesis, namely the completed A P M Galaxy Survey and the next 

generation projects of the 2-Degree Field Galaxy Red-Shift Survey (2dFGRS), the 



2-Micron A l l Sky Survey (2MASS) and the Sloan Digi ta l Sky Survey (SDSS). We 

w i l l then discuss the more distant Universe and we describe how clustering is pre­

dicted to evolve w i t h red-shift in the context of the currently favoured biased Cold 

Dark Matter ( C D M ) models of structure formation. In chapter 6, we w i l l see how 

the sub-mm or far infra-red end of the electromagnetic spectrum can be used as a 

diagnostic probe w i t h which to view the distant Universe. This relatively new area 

of astronomy is one of the most promising ways to study the star-formation history 

of galaxies as well as the formation of and merging history of galaxies themselves. 

Finally, we outline the layout of this thesis and how our work ties in w i th the main 

topics of this introduction - galaxy number counts, galaxy clustering and sub-mm 

cosmology. 

1.2 Bright Galaxy Number Counts 

The counting of galaxies as a funct ion of apparent magnitude is one of the most 

famous tools in observational cosmology. Ever since the 1920's when Hubble (1926) 

first plotted the number density of galaxies as a funct ion of apparent magnitude, 

i t has been known that tests of the homogeneity of the galaxy distr ibut ion could 

be performed using this simple method. Galaxy number counts have been shown 

to provide information on the number density of galaxies, both in the distant and 

local Universe (Shanks et al. 1984; Metcalfe et al. 1991), as well as constraints 

on galaxy evolution (Brown & Tinsley 1974) and the cosmological parameters qo 

and Ho (Sandage 1961; Yoshii & Takahara 1988; Campos & Shanks 1997). This is 

because, f rom the cosmological principle, we expect the Universe to be homogenous 

and isotropic over a sufficiently large volume of space. I f our magnitude l i m i t is 

faint enough and our survey area big enough, then the number of galaxies we ob­

serve should be independent of where we look in the Universe. By understanding 

on exactly what scale this homogeneity occurs we can constrain the local normali­

sation of galaxies and use this as a foundation to model the luminosity and density 

evolution of the galaxy population as a funct ion of red-shift. 

However, despite a wealth of new data in the past f i f t y years due to advances 



in astronomical instrumentation, the normalisation of galaxy count models st i l l re­

mains uncertain by as much as 50% (Jones et al. 1991). Since the 1950's, 14 major 

surveys of very large areas of sky have been performed f r o m the three Schmidt tele­

scopes at Palomar, Siding Springs and La Silla. Technological breakthroughs in the 

1980's have meant that digitization of the resulting photographic plates f r o m these 

surveys has been possible using facilities such as the Automated Plate Measuring 

Machine (Kibblewhite et al. 1984) at Cambridge, and COSMOS at Edinburgh 

(MacGillvray et al. 1984). However, despite these advances, the problem remains 

that there are significant photometric uncertainties i n this photographic data and 

also errors i n the calibration of zero points, mainly due to the non-linearity of the 

plates themselves. Ideally, we would like to be able to say that any observed dif­

ferences in the bright galaxy counts f r o m different surveys are real, due to the fact 

that one survey is probing a more dense region of space than the other. Although 

signficant advances have been made where the effect of significant large-scale struc­

ture appears to have been observed in bright number counts (Stevenson et al. 1986; 

Metcalfe et al. 1991), because of the uncertainties in the reduction of the plate 

data, and the resulting errors invoked in the normalisation of the counts, other ex-

palanations such as strong evolution at low red-shift (z<0.1) (Maddox et al. 1990c) 

were unable to be ruled out. 

CCD detectors have provided us w i t h the means to acquire much more accurate 

photometry. Although surveys using CCD imaging have revolutionized our knowl­

edge of the properties of faint galaxies (Hall & Mackay 1984; Metcalfe et al. 1995, 

1996; Gardner et al 1993), the field of view of such surveys is typically far too small 

to enable meaningful statistics of bright galaxies to be extracted. Clearly what is 

needed is accurate bright galaxy count data, using CCD imaging, over large areas 

of sky and i t is only in the last few years that the technology has been developed 

which makes this possible. 
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1.3 The Power Spectrum and Correlation Func­

tion 

We have seen in the previous section how galaxy number counts can be a powerful 

way of analysing large-scale structure in the local Universe, due to deviations f rom 

a model of a homogeneous and isotropic galaxy distr ibution at bright magnitudes. 

In 1967 Shane & Wirtanen completed the most extensive and detailed map of the 

sky at Lick Observatory and one str iking feature emerged f r o m their work. Galaxies 

were not spread th inly and evenly over the sky, they were clustered, forming long 

sheets and filaments where the projected galaxy number density was very high. 

There were also regions on the sky where the galaxy number density was very low, 

known as voids. Peebles (1980) made huge advances in the understanding of the 

galaxy distr ibution via statistical studies using moments of the correlation function 

and f inding that density inhomogeneities in the galaxy distr ibution exist on scales 

> 1 0 / i - 1 M p c . 

The most common form of the correlation function is the second order moment 

or two-point correlation funct ion (see chapter 4 for detailed explanation) where 

the str iking features are the smooth power law behaviour on scales <10-30 / t _ 1 Mpc 

before a characteristic "break" on scales > ~ 2 0 / i _ 1 M p c where the slope gradually 

steepens w i t h the clustering amplitude dropping sharply as the length scale in­

creases. This "break" in the clustering amplitude can provide t ight constraints on 

cosmological models of structure formation via the connection, using linear theory, 

of this very weak clustering in the galaxy distr ibution beyond the break in the cor­

relation funct ion, to perturbations in the Cosmic Microwave Background Radiation 

( C M B R ) (Smoot et al. 1992). These t iny fluctuations in the C M B R (of order 1 part 

in 10 5) were frozen into the radiation field when decoupling of photons and mat­

ter occurred about 100,000 years after the "Big Bang". One possible explanation 

for the density inhomogeneities in the matter-radiation field before "de-coupling" 

occurred is that they are the result of quantum fluctuations in the matter-energy 

field (Hawking 1982) about 10~ 3 6s after the Big Bang that were magnified during 

an expansion phase of the early Universe called inflat ion (Guth 1981). 



During the last 20 years the standard C D M model has emerged as the lead­

ing candidate to explain the format ion and evolution of structure in the Universe. 

The C D M model assumes that most of the mass in the Universe is in the fo rm of 

slowly-moving, non-baryonic dark matter which has the major gravitational inf lu­

ence on the way structures fo rm. Af te r the "de-coupling" of the matter-radiation 

field at z~1000 small Gaussian inhomogeneities in the dark matter density field 

grow and merge wi th each other under the influence of gravity into huge rotating 

"halos". Baryonic matter then falls onto these rotating dark matter halos and is 

shocked, heated and eventually forms stars over a time-scale governed by how fast 

the gas can cool. The dark matter halos continue to merge over t ime due to grav­

ity, building larger and larger aggregates of non-baryonic matter wi th in which stars, 

and eventually galaxies, continue to fo rm. This process of large structures being 

buil t up f rom the aggregation of many smaller structures is known as "hierarchical 

merging". I t is therefore v i ta l to be able to analyse statistically variations in the 

density distr ibution of matter as a funct ion of red-shift in the Universe, and the 

fundamental statistical tool of interest is the power spectrum of the density fluctu­

ations (Sugiyama 1995). 

The power spectrum measures the amount of structure or "power" on a given 

length scale (see 8.3 in appendix). Also, the two-point correlation funct ion is the 

Fourier transform of the power spectrum and therefore both the power spectrum 

and the two-point funct ion are directly related and are both powerful tools w i t h 

which to measure the clustering properties of galaxies. The shape and amplitude of 

the power spectrum and correlation funct ion are predicted directly f r o m the C D M 

model and contain information about the relative densities of the dark matter and 

baryons. One of the major weak points of the standard C D M model is that i t 

was found f r o m the galaxy surveys of the infra-red selected Q D O T redshift survey 

(Efstathiou et al. 1990a; Saunders et al. 1991) and the Galaxy Surveys of A P M 

& Lick (Maddox et al. 1990; Groth & Peebles 1977) that there was more power 

in the galaxy distr ibution on large scales by a factor of a few than standard C D M 

predicted. The C D M shape parameter, T, directly affects the power spectrum in 



terms of the ratio of power on large scales to small scales and i t was found that V 

had to be decreased f r o m 0.5 in standard C D M to ~0.25 (Efstathiou et al. 1992; 

Peacock &; Dodds 1994) in order to be consistent w i th these new clustering results 

f rom large galaxy surveys. Low density Universes favour this new value of T=0.25 

and this is one of the reasons that a variant of the standard C D M model called 

A C D M , where Q m = 0 . 3 and $l\=0.7, is currently our best candidate for explaining 

structure in the Universe. 

1.4 Galaxy Clustering from Astronomical Surveys 

In the early 1990's the Lick Survey and the A P M Survey were the two largest galaxy 

samples by some distance and were both exceptional achievements in terms of the 

technology of the t ime. This early work of Groth & Peebles (1977) and Maddox 

et al. (1990b) to characterise this large scale structure was based on 2-D maps of 

galaxies, e.g. the Lick (Shane & Wirtanen 1967; Seldner et al. 1977) and A P M 

survey's where a model of the spatial correlation funct ion must be used in order 

to de-project the calculated angular correlation funct ion (Phillipps et al. 1978). 

Using the immense galaxy catalogues of Lick and A P M i t was possible to make a 

detailed analysis of the distr ibution and clustering properties of galaxies on huge 

cosmic scales > > 1 0 / i _ 1 M p c . The results of Maddox et al. were in contrast to the 

results of Groth & Peebles (1977) as Maddox et al. found much larger clustering 

amplitudes on scales >10h~1 Mpc. 

Although at first sight i t may seem that 3-D information is highly desirable 

via galaxy red-shifts in order that the spatial correlation funct ion can be calculated 

directly, red-shifts are particularly expensive in terms of telescope t ime. Due to 

this reason galaxy surveys w i t h no red-shift information tend to be much larger 

than surveys wi th red-shifts and therefore the apparent disadvantage of 2-D galaxy 

co-ordinate information is compensated by the relatively low errors on the angu­

lar correlation funct ion due to the large galaxy sample. This relatively expensive 

amount of telescope t ime to acquire red-shifts has meant a trade-off in past red-shift 

surveys between angular sky coverage and the red-shift depth reached. For exam-
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pie, the ESO slice project (Vettolani et al. 1998) have reached fair ly high red-shift 

(z~0.2), but the angular sky coverage is unsatisfactorily small (~23 deg 2). Results 

f rom this survey found significant deficiencies of galaxies at z~0.06, but because 

of the small survey areas i t cannot be determined whether this is a common fea­

ture of the way galaxies cluster. On the other hand, red-shift surveys such as the 

D u r h a m / U K Schmidt ( D U K S T ) Survey (Ratcliffe et al. 1998a) covering 1500 deg 2 

in the South Galactic Cap (SGC) have bright magnitude l imits (bj ~17) and reach 

relatively low red-shift depths (z~0.1). Although significant large scale structure is 

observed in the D U K S T galaxy number:red-shift distr ibution, because of the rela­

tively shallow red-shift l i m i t the survey is unable to probe magnitudes at which the 

cosmological principle is obeyed. 

The next generation of red-shift surveys (see next section), made possible by 

the fusion of digital information storage capabilities and advanced astronomical in­

strumentation, w i l l have huge angular sky coverage coupled w i t h galaxy red-shift 

information and wi l l be capable of making a much more detailed description of the 

cosmological principle. In the next five years these surveys, coupled w i t h unprece­

dented knowledge of the power spectrum of density perturbations in the C M B R 

f r o m the M A P satelite (Hu &; Dodelson 2001), should enable us to determine all 

the cosmological parameters (Ho, qo, A) to wi th in a few percent and realise 

some of the most ambitious goals in the history of science. 

1.5 Galaxy Surveys 

1.5.1 APM Galaxy Survey 

The A P M Galaxy Survey (Maddox et al. 1990a) contains images of 20,000,000 

sources brighter than b j = 2 2 and is s t i l l the largest galaxy survey to date by some 

distance. Majo r technological advances such as photographic emulsions, ever in­

creasing computing power and the development of the SERC Automatic Plate Mea­

suring ( A P M ) machine in Cambridge made the ambitious A P M project possible. 

The A P M catalogue was constructed by scanning 185 contiguous high galactic lat-
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i tude plates (8 < —20) taken f r o m the U K Schmidt Telescope Uni t ( U K S T U ) in 

Australia. Each plate covers a 6°x6° field culminating in a total A P M area of a 

staggering 4300 deg 2 in the SGC. Over the f u l l 4300 deg 2 area a uniform sample of 

2 mil l ion galaxies was selected brighter than b j=20 .5 , probing an effective depth of 

~600/*- x Mpc. 

Two crucial results that emerged f rom the analysis of the A P M Galaxy Sur­

vey was the steep slope of the galaxy number counts and the excess power on large 

scales found in the two-point angular correlation funct ion relative to the predictions 

of the standard C D M model. The steep slope of these A P M galaxy number counts 

in the magnitude range 1 6 < b j < 1 9 was interpreted by Maddox et al. (1990c) as 

being the result of dramatic galaxy evolution at low red-shift. This evolution was 

inferred by the fact that a number counts model normalised to match the A P M 

count at b j = 1 7 then under-predicts the data at b j=20 .5 by a factor of two. How­

ever, Metcalfe et al. (2001) have shown that that by normalising to the number 

count data at B=18 and using a Bruzual &; Chariot Pure Luminosity Evolution 

(PLE) model they can get good fits to the B-band counts and red-shift distr ibution 

in the range 18<B<22.5 as well as accounting for very faint number count data 

at B=26. This relatively high normalisation to the number count data at B=18 

then means that the model over-predicts data in the literature of galaxies at bright 

(B<17) magnitudes (Maddox et al. 1990a; Yasuda et al. 2001) by a factor of 

1.5-2. A different explanation was therefore invoked (Metcalfe et al. 1996) where 

the deficiency of galaxies in the A P M survey at bright magnitudes could be due to 

large scale structure in the galaxy distr ibution. This would seem surprising given 

the large 4300 deg 2 area of the A P M survey, but results f rom the D u r h a m / U K S T 

redshift survey (Ratcliffe et al. 1998a) which also covers a large 1500 deg 2 area have 

supported this hypothesis. 

This alternative "large scale structure" explanation may tie in wi th the sec­

ond crucial result of the A P M Galaxy survey. The excess power on large scales, 

relative to the standard C D M model, found in the angular two-point correlation 

would seem to support the fact that a hole in the galaxy distr ibution could exist 
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over such a large volume of the Universe. I t has been suggested that this excess 

power on large scales could be due to art if icial galaxy clustering induced by pho­

tometric errors (Fong et al. 1992) f r o m the calibration of the A P M plates. These 

photometric errors could also mean that the deficiency of galaxies seen at bright 

magnitudes, relative to the Metcalfe et al. models, in the A P M counts are not as 

much as first thought. Perhaps these errors, in conjunction w i t h the large scale 

structure explanation of Metcalfe et al. , may together explain the large apparent 

hole in the galaxy distribution? The next generation of galaxy surveys should be 

able to accurately tell us the power on large scales of the correlation funct ion as 

well as providing detailed 3-D maps of the galaxy distr ibution. We w i l l then know 

once and for all i f we do live in a particularly under-dense region of the Universe 

and i f this was confirmed i t would lay down challenging tests for the C D M model 

of structure formation. 

1.5.2 2-Oegree Field Galaxy Red-Shift Survey (2dFGRS) 

The 2-Degree Field Galaxy Red-Shift Survey (2dFGRS) is an ambitious, ongoing, 

project which aims to measure the red-shifts of 250,000 galaxies in the Nor th and 

South Galactic Caps. The survey has an extinction corrected magnitude l im i t of 

6j=19.45 and the galaxies have been selected f r o m both the Southern Galactic Cap 

A P M Galaxy Survey and the Northern equatorial region, covering a total area of 

2000 deg 2 . The 2dFGRS has only been possible due to the 2dF instrument (Colless 

et al. 2001), one of the most complex pieces of astronomical instrumentation equip­

ment ever bui l t . The 2dF instrument is mounted on the 3.9 metre Anglo Australian 

Telescope and is capable of observing 400 sources simultaneously using optical fibres 

which are positioned by a very accurate robotic arm. The survey is on schedule to 

be completed by the end of 2001 w i t h the status at the t ime of wr i t ing comprising 

183,501 galaxies w i t h unique spectroscopic red-shifts. 

When finished, the project w i l l sample a volume of space ten times larger than 

any other red-shift survey to date and the fact that 3-D information is available via 

the galaxy red-shifts means the spatial distr ibution and clustering of galaxies can 
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be directly quantified, imposing unprecedented constraints on cosmological models. 

Already, preliminary results are addressing fundamental questions about the power 

spectrum of galaxy clustering (Percival et al. 2001), although this analysis is cur­

rently confined to relatively large scales >100Mpc where red-shift space distortions 

(see chapter 4) do not have a big effect on the calculated power spectrum. Work 

is s t i l l in progress to quantify the effect of these distortions on smaller scales (Efs-

tathiou in prep.) which may provide challenging tests for C D M . Other significant 

results f r o m the ongoing 2dFGRS has been the analysis of the spatial two-point cor­

relation funct ion where Peacock et al. (2001) have found that f i 0 = 0.3 is favoured, 

and also the calculation of the galaxy luminosity funct ion for different morpholog­

ical types (Folkes et al. 1999). Perhaps the most relevent for our purposes is the 

preliminary result of Norberg et al. (priv. com.) who have found significant large 

scale structure in the SGC numbenredshift distr ibution for z < 0.1. The large scale 

structure is characterised by two large holes in the galaxy distr ibution at z=0.08 and 

z=0.04 where the galaxy number is deficient relative to the models of Metcalfe et 

al. by about 30% . This would certainly seem to add weight to similar conclusions 

drawn f rom the D U K S T survey results, also in the SGC, and provides support to 

the hypothesis that there is significant structure or power in the galaxy distr ibution 

on large scales. 

1.5.3 2-Micron All Sky Survey (2MASS) 

The 2MASS Galaxy Survey (Jarrett et al. 2001) aims to map the whole sky in the 

near infra-red between l / / m and 2^m in the H , J and K-bands using CCD-based 

photometry uniform to better than 10%. When finished at the end of 2001 the 

catalogue w i l l contain more than 3,000,000 galaxies w i t h K s <14.5 and have high 

completeness to magnitude l imi t s of J=15.0 and K s = 1 3 . 5 . The basic aim of the 

project is to map in detail the dis tr ibut ion of galaxies and characterise large scale 

structure of the whole Universe out to z=0.2! The survey w i l l also probe, at lower 

completeness, higher red-shifts of 0.3-0.4 allowing the calculation of galaxy counts 

using the location of all sources w i t h z>0.2 in B - J - K s colour space as a star/galaxy 

separator. Not only w i l l most of the observed sources be newly discovered, but 
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2MASS w i l l also be probing huge volumes of uncharted space at low galactic lat­

itudes in the vic in i ty of the galactic plane where optical band surveys suffer f r o m 

the problem of severe extinction due to huge amounts of dust and gas. 

Early results f r o m 2MASS have included an estimate of the K-band luminosity 

function using 4192 galaxies (Kochanek et al. 2001) where i t was found that early 

and late-type galaxies had a similar shape Schecter funct ion, w i th the early types 

having a slightly brighter M * but being slightly less numerous. I t has been shown 

that these luminosity functions accutately predict K-band number counts and red-

shift distributions for K < 1 8 , but for fainter galaxies hierarchical merging and/or 

evolution is required as an ingredient in the model predictions. The survey has 

also discovered new galaxies and globular clusters towards the galactic plane (Hur t 

et al. 2000) which have previously been undetected due to huge amounts of dust, 

gas and stars in this region of the galaxy. The high detection rates of 1-2 galaxies 

deg 2 at K<12.1 (Jarrett et al. 2000) in the vic in i ty of the galactic plane indicates 

that 2MASS w i l l uncover a large population of sources that w i l l greatly enhance 

our knowledge of the galaxy distr ibution in the local Universe. One consequence of 

this w i l l be a more accurate description of one of the most fundamental questions 

in physics and cosmology, the cosmological principle. Af te r analysis of the galaxy 

distr ibution in the whole local Universe, we w i l l know exactly on what scales the 

Universe looks homogeneous and isotropic. 

1.5.4 Sloan Digital Sky Survey (SDSS) 

While the 2dFGRS w i l l certainly be the largest ever red-shift survey when finished, 

i t w i l l soon be complemented by the the Sloan Digi ta l Sky Survey (SDSS), which, 

in turn , w i l l become the largest galaxy survey in history. The SDSS (York et al. 

2000) is a five year observational project (complete in 2005) which aims to map 

the positions and magnitudes of 100,000,000 celestial objects as well as measuring 

the red-shifts of 1,000,000 galaxies and 100,000 quasars. The completed survey w i l l 

have mapped one quarter of the entire sky (n steradians) w i t h accurate CCD pho­

tometry uni form over the entire catalogue to 2% and w i l l observe in five passbands 
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u, g, r, i , z w i th magnitude l imi ts of 22.3, 23.3, 23.1, 22.3, and 20.8 respectively. 

What really makes this project possible is the huge imaging array consisting of 30 

2048 x 2048 Tektronix CCDs arranged in six columns and five rows wi th each row 

corresponding to one of the five filters. The vast major i ty of the sky coverage lies 

in the Nor th Galactic Cap wi th the finished survey planned to contain a contiguous 

10,000 deg 2 area at b > 3 0 ° consisting of 45 overlapping great circle arcs. In the 

South Galactic Cap 3 strips w i l l be observed - one in the equatorial region and two 

others north and south of this, covering a total area of ~750 deg 2 . The equatorial 

region is scheduled to be observed repeatedly in order to find variable sources and 

so, when co-added, f lux l imi ts w i l l be reached that are about 2 magnitudes fainter 

than in the Northern region. The early release commissioning data which is used 

in this thesis contains two equitorial strips in the Nor th and South Galactic Cap 

covering about 500 deg 2. The SDSS is, without doubt, the most ambitious astro­

nomical project ever undertaken and the scientific community expects to answer 

fundamental questions about the evolution of the Universe. 

Early results f rom the survey have come f rom the SDSS Commissioning Data 

which covers 230 and 210 deg 2 in the NGC and SGC equatorial regions respectively 

(Yasuda et al. 2001). The galaxy number counts in these regions agree well for 

B>17 but the SGC data shows no evidence of a galaxy deficiency at bright mag­

nitudes which would seem to suggest that no significant evolution of the galaxy 

population is occurring for B<17 . Thus, i f the A P M results were showing a large 

galaxy deficiency due to large scale structure in the SGC galaxy distr ibution then 

this hole certainly does not extend as far Nor th as the SGC equatorial region. In­

terestingly, the NGC counts do show a galaxy deficiency at bright magnitudes but 

whereas for the A P M counts this deficiency persists even at B=18 , the SDSS NGC 

counts agree well w i th the Metcalfe et al. (2001) model at B=16.75. 

The two-point angular correlation function has also been calculated for the NGC 

Commissioning data (Connolly et al. 2001). Good agreement is found w i t h the 

A P M a>(0) on scales <1° but there is slightly less power on larger angular scales, 

although st i l l more then predicted by standard C D M . Gaztanaga (2001) has cor-

12 



roborated this result, but also calculated the correlation function for the SDSS SGC 

data-set and found that this contains significantly more power on large scales than 

the A P M and therefore also significantly more than predicted by standard C D M . 

However, these two-point correlation functions were bases on data-sets covering ar­

eas of 150 and 230 deg 2 , roughly 2% of the expected total data, and i t w i l l be an 

exciting prospect as more and more of the SDSS observations are perfomed, f r o m 

which clustering results can be analysed. 

1.6 Evolution of the Correlation function 

As we have seen variants of the standard C D M model are currently our best can­

didates for describing structure formation and evolution in the Universe. A crucial 

ingredient of these models is that a high fraction (80-95% ) of the matter in the 

Universe is unsobservable, or dark matter, the nature of which is very uncertain. 

I t is thought that galaxies, which trace the visual distribution of matter in the 

Universe, can only fo rm in deep potential wells of dark matter halos - the so called 

high-peaks model (Baugh et al. 1998; Coles et al. 1998; Wechsker et al. 1998). This 

then means that galaxies are a "biased" tracer of the overall mass distrubution as 

they w i l l appear, not only to be more clustered than the dark matter, but brighter 

galaxies w i l l be more clustered than fainter ones. One of the goals of the surveys 

we have mentioned is to understand the nature of the details of the relationship 

between galaxies and the underlying mass distr ibution in the local Universe. But 

does this bias relationship remain constant w i t h red-shift or evolve? Given that we 

s t i l l don't know an exact biasing prescription at zero red-shift i t may seem ambi­

tious to t ry and investigate a possible evolutionary trend. 

However, technological advances have made i t possible to obtain large sam­

ples of galaxies at high redshift ( z > l ) and analyse the clustering properties of these 

sources (McCracken et al. 2000; Roche et al. 1996; Wil l iams et al. 1996). So, even 

though we may not understand exactly how biasing works, building a sample of 

high red-shift galaxies can tell us f r o m an observational point of view how cluster­

ing of the visual matter in the Universe is evolving. This can't tel l us directly how 
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dark matter halos cluster but, using cosmological simulations (Jenkins et al. 1998; 

Mo et al. 1998) which incorporate the physics of C D M , one can make predictions 

about the underlying mass distr ibution as a funct ion of red-shift by constraining 

the galaxy clustering as a funct ion of red-shift to match the observations. I t has 

been found f r o m the simulations that the correlation functions of galaxies and dark 

matter halo's do evolve very differently wi th red-shift w i t h the bias factor being 

much larger at high ( z ~ 3) red-shift when large density fluctuations in the dark 

matter were very rare (Brainerd & Villumsen 1994: Bagla 1998b). One particular 

example of this high biasing at z~ 3 is the results of Steidel et al. (1996) who have 

found large amounts of galaxies using the Lyman-Break technique. I t is thought 

that these Lyman-Break Galaxies (LBG's ) , which exhibit very strong clustering, 

only f o r m in the very densest regions of dark matter halo's at z~3 and that they 

are the progenitors of the rich clusters we see today (Steidel et al. 1998a; Governato 

et al. 1998). 

1.7 The Universe in the Sub-mm 

This discussion involving LBG's brings us nicely to the final topic of this introduc­

t ion, concerning the Universe as viewed in the sub-mm region of the electromagnetic 

spectrum. In the last few years, the Sub-millimetre Common-User Bolometer Array 

(SCUBA) camera (Holland et al. 1999) on the James Clerk Maxwell Telescope has 

transformed our knowledge of dusty galaxies in the distant Universe as a result of 

the discovery of a new population of luminous, dusty, infra-red galaxies (Smail et 

al. 1997; Ivison et al 1998). I t has been proposed that these galaxies are at high 

red-shift ( z > l ) and that they are similar to IRAS ULIRGs (ultra-luminous infra-red 

galaxies), which appear to be s tarburs t ing/AGN galaxies containing large amounts 

of dust. The fact that LBG's must be intrinsically very luminous in order to be 

selected optically at z~3 means that i t is natural to suggest a connection w i t h the 

newly discovered sub-mm sources (Peacock et al. 2000) as is discussed briefly in 

the next section. 

What is so special about the sub-mm wave-band though? Why has i t uncover-

14 



ing so many previously un-observed sources? The reason is that at high red-shift 

much star-formation is postulated to be hidden by dust meaning that, in the op­

tical , sources tend to be heavily obscured. This dust absorbs radiation, pr imari ly 

in the ultra-violet, which is then emitted at far infra-red wavelengths and therefore 

the sub-mm wave-band is particularly sensitive to high red-shift, luminous, dusty 

galaxies e.g. possibly LBG's. What is also quite unique about the sub-mm wave­

band is that a galaxy can appear as bright at z = l as at z=10 (Hughes & Dunlop 

1999) due to the negative k-correction, which is a consequence of the thermal dust 

emission peak in distant, starbursting galaxies getting red-shifted into the FIR. This 

relatively insensitive dependence on red-shift means that we can study our Universe 

all the way back to very early times in order to t ry and understand how galaxies 

fo rm and evolve. 

The first sub-mm galaxy to be detected by SCUBA was S M M J02399-0136 

(Ivison et al. 1998), which is a massive s ta rburs t /AGN at z=2.8 and the current 

situation is that the complete 850/<m sample f r o m all the various groups consists 

of well over 50 sources (Blain et al. 1999; Eales et al. 1999; Hughes et al. 1998; 

Holland et al. 1998; Barger et al. 1998; Smail et al. 1997). Optical and near 

infra-red (NIR) counterparts have been identified for about a th i rd of the sources, 

although the rel iabil i ty of these identifications varies greatly. This problem is due 

to the fact that the « 15" F W H M of the SCUBA beam results i n 13 arcsecond 

positional errors on a sub-mm source, so there is a reasonable chance that several 

candidates could lie w i th in these errors. Also, there is no guarantee that the true 

source wi l l be detected down to the optical flux l i m i t as, for example, many of the 

sources have been shown to be very red objects (Dey et al. 1999; Ivison et al. 2000; 

Smail et al. 2000) and therefore have not been found in optical searches for sub-mm 

sources. 

What has proved extremely enlightening is that radio counterparts at 1.4GHz 

have now been identified for many of the sub-mm sources (Smail et al. 2000: Ivison 

et al. 2000) providing much more accurate angular positions ( < 1" in some cases) 

and reasonably accurate photometric red-shifts. Various groups have obtained red-
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shift distributions of sub-mm samples (Hughes et al. 1998; Barger et al. 1999a; 

L i l ly et al. 1999; Smail et al. 2000) and they all derive results that are consistent 

w i t h a mean red-shift in the range l < z < 3 . The fact that almost all of the sources 

are associated wi th mergers or interactions seems to confirm that the population 

of sources contributing at the 'br ight ' ( > 2mJy) sub-mm fluxes are similar to local 

IRAS ULIRG's , i.e. massive, s tarburs t ing/AGN galaxies which are extremely lumi ­

nous in the far-infra-red. This hypothesis is strengthened further by the fact that 

the only two sub-mm sources ( S M M J02399-0136 and S M M J14011+0252) w i t h 

reliable red-shifts have been followed up wi th mil l imetre wave observations (Frayer 

et al. 1998, 1999), resulting in CO emission being detected at the red-shifts of both 

sources (z=2.8 and z=2.6), a characteristic indicator of large quantities of molecular 

gas present in IRAS galaxies. 

1.8 Scientific Aims and Thesis Outline 

The aim of this thesis is to quantify the galaxy distr ibution in the local and high 

red-shift (z>0.5) Universe as well as predicting the contribution that evolved spirals, 

or faint blue galaxies, could have to the sub-mm number counts and background. 

The thesis has 3 main parts - optical galaxy number counts (Chapters 2 and 3), 

galaxy clustering in the optical (Chapters 4 and 5) and galaxy number counts in the 

sub-mm (Chapter 6). Chapter 2 outlines our C T I O galaxy catalogue and explains 

how the data was collected, our reduction techniques and photometry checks. I n 

Chapter 3, we present accurate CCD galaxy number counts over large volumes of 

space and attempt to constrain the structure and depth of any inhomogeneities in 

the NGC and SGC galaxy distributions using our galaxy sample in conjunction 

wi th the 2dFGRS (Norberg et al. 2001) the D u r h a m / U K S T Survey (Ratcliffe et 

al. 1998b) and publicly available 2MASS data. Our C T I O CCD data, covering 

large areas of sky in the NGC and SGC, provides the first ever opportunity to 

perform extensive checks of the bright (B<17) photometry of surveys like D U K S T 

and the 2dFGRS in their SGC field. Any photometry zero-point errors found in 

these surveys could have profound implications regarding the nature of the local 

galaxy distr ibution. 
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In chapter 4 we use our C T I O galaxy samples to calculate the two-point corre­

lation funct ion in order to quantify the galaxy clustering in the North and South 

Galactic Caps. The fact that we have accurate CCD data over large areas of sky 

in both galactic caps is useful for two main reasons. Firstly, the accuracy of our 

photometry means that we are less likely to measure art if icial clustering when we 

calculate the two-point correlation funct ion, which is a particular headache for past 

surveys based on relatively inaccurate photographic magnitudes. Secondly, we can 

use our two data-sets, which are f rom the same telescope, to compare our correla­

t ion functions f r o m the two galactic caps in order to see i f there are any significant 

differences in the clustering properties of these galaxies. Chapter 5 is devoted to 

analysing the clustering properties of the faint optical B-band (B<26) galaxy pop­

ulation at z ~ l using data obtained at the Isaac Newton Telescope in La Palma, 

Canary Islands. We have seen how the evolution of galaxy clustering wi th red-

shift is an important prediction f rom both observations and in the context of the 

currently favoured biased C D M model of structure formation. By calculating the 

two-point angular correlation functions for magnitude l imi ts in the range 22<B<26 

and combining this w i t h our C T I O B-band observations we can track the evolution 

of the amplitude of the two point funct ion in the large redshift range 0 < z < 2 

Chapter 6 is devoted to the sub-mm or far-infra-red Universe. I t seems that 

the bright sub-mm population may well be due to massive galaxies containing huge 

amounts of dust and gas. This dust is then heated by either radiation f r o m stars 

or an Active Galactic Nucleus ( A G N ) . What is not clear is the nature of the faint 

( < 2mJy) population. I t has proved very diff icul t to perform any sort of cross-

correlation analysis w i t h the distant optical galaxy population e.g. Lyman Break 

Galaxies (Chapman et al. 2000), because in the ma jo r i ty of cases no optical coun­

terpart to a faint sub-mm source even exists down to the photometric l im i t of optical 

telescopes. We w i l l investigate the possibility that the faint sub-mm galaxy pop­

ulation could be due, at least in part, to normal star-forming spiral galaxies used 

in the models of Metcalfe et al. (2001). The crucial ingredient in these models is 

the small amounts of dust assumed in these spiral galaxies which absorbs starlight 
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in the ultra-violet and, due to the typically cold temperatures of 20-25K found for 

these galaxies, re-radiates this energy into the far-infra-red, which we detect here 

on Earth. In fact i t has been claimed by Peacock et al. (2000) and Adelberger et al. 

(2000) that the Lyman Break Galaxy (LBG) population could not only contribute 

significantly to the faint sub-mm number counts, but could also account for a sub­

stantial proportion of the background at 850//m. This may indicate that ULIRG's 

cannot explain all of the sub-mm population and that the UV-selected galaxy pop­

ulation, which are predicted to be evolved spirals by the Bruzual Sz Chariot models 

used by Metcalfe et al. (2001), may in fact make a substantial contribution. 

Finally, we summarise the findings of this thesis in chapter 7. 
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Chapter 2 
Bright Galaxy Counts: 

Data Reduction 

2.1 Introduction 

In this chapter, we present details of our observations and data reduction in both 

the North and South Galactic Caps in section 2.2, before in section 2.3 briefly 

summarising the different techniques used to calculate source magnitudes. Section 

2.4 describes our star/galaxy separation technique and section 2.5 outlines tests of 

our photometry accuracy and the galaxy completeness and stellar contamination of 

our data. Finally, in section 2.6 we summarize our findings. 

2.2 Data Reduction 

2.2.1 Observations 

The observations were taken using the 0.6m Curtis Schmidt Telescope at CTIO, 

La Serena, Chile. We had two filters, Harris B and R, with magnitude limits of 

20.5 and 19.5 respectively, and the imaging data was taken over 2 observing runs 

of 7 nights, each in excellent weather conditions. The North Galactic Cap (NGC) 

observations were taken from 8-14 April 1999 inclusive, when my co-observer was 

T.Shanks, and the data in the South Galactic Cap (SGC) from 17-23 October 2000 

inclusive by myself and P.J. Outram. The CCD is a 2048x2048 24 micron chip with 

2.3 arcsecond pixels, so that when the bias was subtracted this resulted in a 1.69 

degree2 field of view for each exposure. 

In the NGC, we observed 3 main strips of sky in B and R at declinations of 
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0, -5 and -10 degrees, where the equatorial and -5 degree strips overlap with the 

2dF Galaxy Redshift Survey (Colless et al. 2001). The strips were 1.3 degrees 

wide, which was dictated by the field of view of the telescope, and had an RA range 

from 9hrs. 45mins. up to 15hrs. The strips were joined at the ends by two smaller 

strips which were constant at declinations of lOhrs and 15 hrs. In total, this gave a 

potential 300 hundred square degrees of data in our B and R filters, assuming we 

had photometric conditions throughout all 7 nights. 

In the SGC, we again observed in 3 main strips at constant declinations, this 

time at -28, -30 and -32, with the knowledge that this would completely overlap 

with the 2dFGRS fields. Figs. 2.1 and 2.2 show all the galaxies observed with 

B<=18 in our fields in the NGC and SGC respectively. The ends of the strips were 

at RA's of 21hrs. 40mins. and 03hrs. 15mins. Because the strips were much closer 

together than in the NGC, it was possible to connect the strips by simply doing 

single exposures every half hour of RA at declinations of -29 and -31 degrees. In 

addition to these three long strips of ~ 100 square degrees each, we also observed a 

shorter strip at a declination of -45 degrees from an RA of 02hrs. to 02hrs. 45mins. 

giving an area of ~ 15 square degrees. In total this gave us an imaging area in the 

SGC of 337 square degrees. 

The format of our observations would be to take two standard star frames of 

suitable Landolt equatorial fields in each band at the beginning, the middle and 

the end of each night. We would then begin the observations in our chosen field 

by taking an exposure in the R band for 120 seconds and stop the tracking of the 

telescope for 1 min 18 seconds (when observing in the North, 1 min. 30 sees, in 

the South), so that the sky moved over by one quarter of the CCD chip. This 1 

min 18 seconds was sufficient to let the CCD readout which took ~ 45 seconds. 

An exposure of the same length of time would then be taken in the B filter, and 

so on. The result would be a series of frames at a constant declination in the sky 

where each frame overlapped its adjacent frames in the same filter by about half a 

chip. We would typically be able to cover about 90 mins. of RA (30 deg2) using 

this method before the sky was too far over and we would then move the telescope 
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Figure 2.1: This plot illustrates the regions observed in the NGC with the galaxies 

that were observed with B < 18 in photometric conditions shown by the dots. The 

strips at 0 and -5 degrees both overlap with areas of sky observed by the 2dFGRS 

team. 
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Figure 2.2: This plot illustrates the regions observed in the SGC by plotting all the 

galaxies observed with B < 18 in photometric conditions, shown by the dots. Al l 

these strips overlap with 2dFGRS fields. There is also a further, smaller strip in the 

SGC which we observed, at a declination of -45 degrees, with an RA range between 

2 hrs and 2hrs 45, that is not shown here. 
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and begin again. Fig. 2.3 shows a plot in pixel co-ordinates of a series of frames 

observed in the B band using the method described. 

The bias was subtracted, images trimmed and bad pixels corrected using the 

IRAF quadproc package. Typically, five or six dawn and twilight flat field images 

were taken in each bandpass. A master fiat field image was produced in each filter 

for each night by first using the imcombine routine to median together each of the 

dawn flats and evening flats separately. The resulting frames were then averaged to 

produce our B and R master flats for that night. By dividing the median-ed dawn 

and twilight flats we typically found a 1-2% gradient from top to bottom of the 

resulting frame, implying an error of about 0.005-0.01 to our galaxy photometry 

due to this effect. The frames for a particular night in each filter were then flat-

fielded using the IRAF ccdproc package and the appropriate flat-field master frame. 

2.2.2 Astrometry and Photometric Analysis 

Since the pointing was done manually on the Curtis Schmidt Telescope and the sky 

co-ordinate information was just typed in, astrometry information could be in error 

on a frame by anything up to 0.5 degrees. This proved quite a problem and was 

solved by aligning and re-sampling each series of images in pixel x-y co-ordinates as 

has already been shown by Fig. 2.3. Accurate astrometry could then be achieved 

by manually calibrating the first frame in the series for each filter using GAIA, and 

then, by making use of the x-y pixel co-ordinate information now in the headers, all 

the frames in the series (typically ~ 30) could be calibrated in an automated way. 

The RMS error on the astrometry for each frame was typically 0.4-0.5 pixels or 

about 1". Finally, using the inverse of the linear transformations used to align the 

frames, the astrometry information in the re-sampled frames could then be copied 

back to the original, un-resampled data frames. 

The fact that accurate sky coordinate information was then available for each 

frame meant the half-a-chip overlaps in each filter could be used to make a detailed 
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Figure 2.3: Here we show a sequence of 26 frames, plotted in pixel co-ordinates, 

which were observed in the B-band at a constant declination of -28 degrees. These 

frames were taken in the SGC during one of the sessions where we took a 120 second 

exposure in B, stopped the tracking for 1 min. 30 sees, to move to the next field, 

and then started the tracking again to observe in the R band. The figure illustrates 

how the resulting frames in a particular bandpass overlap by half a chip. The fact 

that these frames are observed at a declination of -28 degrees means that they do 

not trace the segment of a great circle on the sky, which is reflected in the curve 

that the circles trace out. The circles are drawn around the origin of each frame at 

the bottom, left-hand edge. 
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NGC field SGC field 

night photometric? night photometric? 

1 yes 1 yes 

2 partial 2 yes 

3 partial 3 yes 

4 yes 4 partial 

5 partial 5 yes 

6 yes 6 yes 

7 yes 7 no 

Table 2.1: By using the fact that the frames in each filter overlap adjacent frames by 

half a chip, we were able to analyse the photometric conditions for each night. This table 

shows a summary of this analysis from the two observing runs in the North and South 

Galactic Caps respectively. In total our survey areas taken in photometric conditions 

were 255 and 297 square degrees for the NGC and SGC respectively. 

analysis of the photometric conditions throughout each night. The results of this 

photometric analysis is shown in Table 2.1. A night is deemed partially photometric 

if two or more adjacent frames show significant offsets (> 0.1 mag) from each other 

when performing best fits to the magnitude residuals of the stars. If a particular 

night was deemed to be "partially photometric" then none of the frames were used 

where > 0.1 magnitude offsets were found. 

Our original strategy was to calculate a series of internal zero-points for a se­

quence of frames before calculating a global zero-point from the Landolt standard 

stars (described shortly). To calculate the internal zero-points for each frame we 

would use the magnitude offsets from the overlap analysis. Now a magnitude offset 

for frame n is defined as being the best fit to the magnitude residual for frames n 

and n-1. So, for example, the internal zero-point for frame n is equal to S " = 2 m n 

where m; is the magnitude offset for frame i . The idea was that any large scale 

gradient along the sequence could be removed by attempting to scale all the frames, 

using the offsets, to be consistent with frame 1. This would also take into account 

any airmass variations as well, which could change by 0.4 along the sequence. I f 
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the conditions are photometric then one would expect the cumulative magnitude 

offset along the whole sequence to be equal to that expected from the total airmass 

variation. In fact, we found typical cumulative offsets of 0.3 in B and 0.26 in R, 

vastly in excess of the 0,08 magnitudes in B (0.05 in R) one would expect from air-

mass differentials alone. The reason for this was due to the master flat field frames, 

which tended to have fractionally more counts, on average, on the upper half of the 

chip than the lower half. After flat-fielding, this effect has a tiny effect on the stellar 

magnitudes for a single frame, making stars slightly brighter, on average, on the 

top half of the frame by ~0.006 mags. However, because all frames for a particular 

night are flat-fielded using the same flat-field master frame, when calculating the 

cumulative magnitude offset along a sequence this small ~0.006 mag error propa­

gates in a monotonic way inducing a 0.22 mag. offset from the 1st frame to the last 

(assuming a typical value of 35 frames). Taking into consideration the expected 

airmass variation, inducing a further 0.08 mags, (in B) we were able to account for 

this large apparent gradient of 0.3 mags, in B and 0.26 mags, in R. 

One approach would have been to follow the original strategy, but to calculate 

the induced magnitude offset along a sequence for each night's flat-field images, 

and accounting for this effect when correcting by the internal zero-points. We chose 

not to do this for two reasons. Firstly, a few sequences were not complete because 

frames were removed that showed large offsets. This meant that overlap information 

(and therefore internal zero-point information) was not then available for all frames 

in the sequence that were observed in photometric conditions. Secondly, we were 

worried that any errors in calculating a magnitude offset between two frames would 

then propagate along the sequence, affecting all subsequent internal zero-points. 

Given that the sequences were quite long, typically containing 35 frames, this was a 

distinct possibility. What we in fact decided to do was to scale each frame based on 

its airmass relative to the first frame in the sequence. From our previous approach 

we knew that, assuming photometric conditions, that the cumulative magnitude 

offset along the whole sequence of frames was consistent with the airmass varia­

tions after the flat-field problem had been taken into account. Since we enforced 

strict criteria on whether frames had been observed in photometric conditions, this 
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assumption was justified. This also meant that the calibration of each frame was 

completely independent of all the others in the sequence, eliminating the possibility 

of the propagation of magnitude offset errors. To take these airmass variations into 

account the frames were scaled according to the equations: 

f g = 1 0 o . 2 0 9 ( ^ l B - ^ f l ) / 2 . 5 ( 2 ^ 

fR = io0-10^*!*-*"*)/2-5 (2.2) 

where X l B , X n j } are the air-masses in the first and nth frames in a B filter sequence 

and XiR, XnR the corresponding air-masses for the R filter. and fa are the scale 

factors for the B and R filters respectively and the values 0.209 and 0.108 are the 

quoted airmass coefficients in B and R for the CTIO observatory. By using high-

mass standard star frames in the B and R filters we obtained values for the airmass 

coefficients of 0.19 and 0.10 respectively, in good agreement with the quoted values. 

2.2.3 Standard Stars and the Colour Equation 

Once the internal zero-points had been calibrated a global zero-point for each se­

quence had to be calculated. We did this by using the B and R magnitudes of the 

Landolt (1992) standards stars from our standard star frames which were taken at 

the beginning, middle and the end of each night using the fields SA101, SA107, and 

SA110. Our standard star exposure times were 10 sees, in R and 20 sees, in B. The 

IRAF fitparams routine was then used to determine the best fit zero-point offsets 

(bx and r i ) and colour-term coefficients (b3 and r 3 ) for each band in the equations: 

m f c = B + bi +b2*Xb + b3*(B- R) (2.3) 

m r = R + n + r 2 * Xr + r 3 * (B - R) (2.4) 

where B and R are the Landolt standard star magnitudes, Xf, and X r are the air-

masses of the standard star frame for the B and R bands respectively and m^, m r 

are the calculated magnitudes of the stars. The parameters b 2 and r 2 are equal to 
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0.209 and 0.108 respectively and are the quoted airmass coefficients for the CTIO 

observatory in our two passbands. Fig 2.4 shows such a fi t for the B filter on night 

four where function (the mt> magnitude in this case) is plotted against residual, 

equal to Bcr/o-ni6, where BCTIO is the observed B magnitude we measure using 

the source flux count . The crosses (+) indicate the used stars and the single 

"X" was a star not used in the fi t because it was found not to be in the Landolt 

catalogue. This particular fi t was performed for just the zero-point offset bi with 

b 2 =0 and shows an rms scatter on the residual of 0.058 magnitudes, with the best 

fit for bi=4.52. I f we fit both b x and b 3 then we find an rms of 0.051 with hi =4.44 

and b3=0.05. However, the error on the value of b3, the colour-term coefficient, 

was equal to 0.04 and since this was comparable to b3, which was itself small, we 

decided only to fi t bi in the colour equation. Because of the same reasons we only 

fitted the R band zero-point offset, r 2 in equation 2.4. Since we did not use any 

colour terms in equations 2.3 and 2.4 all reduced magnitudes of our final sources 

will be in B and Rfcc, as used by Landolt (1992). The mean of the bi's and i^'s was 

calculated over all seven nights and our resulting colour equations were then: 

In order that we could eventually use the SExtractor (Bertin et al. 1996) soft­

ware on our data we decided to convert all our frames to NDF format. In order 

to work out the global zero-point for each sequence of frames we used the values 

of bx and r i from equations 2.5 and 2.6, but we had to take into account the fact 

that the IRAF fitparams routine converts all its source magnitudes to 1 second 

exposures. Since our exposures were 120 seconds this meant using an additive con­

stant of 2.5logl20 in our global zero-point calculation. Also, recall that our internal 

zero-points were determined so that all the frames were consistent with frame 1 of 

the sequence. Since our colour equations are determined at zero airmass we also 

need to take into account the additive constants 0.209XiB and 0.209XiR for the B 

and R bands respectively. Therefore, to determine the global zero-points, ZGB and 

mb = B + 4.533(10.0053) + 0.209 * Xb (2.5) 

mr = R + 4.203(10.0067) + 0.108 * Xr (2.6) 
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Figure 2.4: This plot shows an output from the IRAF fitparams routine, which was 

produced for our night four data from three Landolt (1992) standard star fields, 

SA101, SA107 and SA110. The crosses (+) signify standard stars and the single 

"X" was not included in the fit because it turned out not to be one of the Landolt 

stars. The m j magnitude (labelled function) is plotted against residual, equal to 

Bcr/o-nit where BCTIO is our observed B magnitude determined straight from the 

source flux count. The fitparams routine finds the value for bi in equation 2.3 by 

minimizing the sum of the residuals. This particular fit has an rms scatter on the 

residual of 0.058 magnitudes. 
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ZQR, in the B and R. band filters for a sequence of frames we use the equations: 

ZGB 
= 25.0 -by- 0.209X l B + 2.5/o#120 (2.7) 

ZGR = 25.0 - n - 0.108X l f l + 2.5/0^120 (2.8) 

where the value 25.0 comes from the fact that the IRAF fitparams routine used this 

as its initial zero-point estimate when performing the best fit to the standard star 

fields. These global zero-points can then be used to obtain a magnitude in our B 

Landolt and R Kron-Cousins system, for each source from SExtractor via the usual 

flux-magnitude relation. 

The sources were then extracted, sequence by sequence, and frame by frame in 

each sequence, using the SExtractor software package. The seeing stellar FWHM 

was first estimated for a particular frame with an initial call of SExtractor and 

then the objects were extracted with a second pass, making use of the calculated 

stellar FWHM. We used the MAG-BEST parameter in SExtractor for the source 

magnitudes (described in more detail in the next section) and since we had at least 

two observations of each source because of our frame overlaps, the mean of the 

two magnitudes was used in order to minimize errors in the photometry. A cosmic 

ray was defined as being a source which appeared on one frame but on neither of 

the adjacent frames and these would not be included in our source catalogue, but 

written to a cosmic ray file. 

It is worthwhile devoting a small section to magnitude estimates, since there are 

distinct variations in how they are calculated in the astronomical community. For 

example, the SDSS commissioning data uses the photo software package, which 

uses a Petrosian magnitude, as opposed to our use of the SExtractor MAG-BEST 

parameter. I f we are to understand any differences in the photometry from other 

surveys then it is essential to know about any systematics that arise from using 

2.3 Magnitude Estimates 
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different magnitude estimators. 

2.3.1 Aperture Magnitude 

This is the simplest and most commonly used magnitude. The aperture flux is 

calculated by looping through the pixel list and asking whether a given pixel is 

closer to the object centre than the aperture radius. If so, the pixel value is added 

to the summed flux. The magnitude is then calculated via the usual relation: 

maper = -2.blogFaper + c (2.9) 

where maper is the aperture magnitude, Faper is the aperture flux and c is the 

zeropoint of the CCD frame. 

2.3.2 Isophotal Magnitude 

The flux is calculated by looping over the pixel list and asking whether a given pixel 

has a value greater than the surface brightness threshold. If so, the pixel value is 

added to the summed flux. With this method you are effectively defining a surface 

brightness contour on your source, within which defines the area over which you 

integrate your flux. The magnitude is again calculated via the usual relation: 

miso = -2.5logFiso + c (2.10) 

where m , s o is the isophotal magnitude, F , s 0 is the isophotal flux and c is the zero-

point of the CCD frame. 

Clearly these two methods will run into problems when trying to estimate the 

total magnitude of an object. Low surface brightness sources will be a problem 

for isophotal magnitudes, whereas a fixed aperture method can be poor at mea­

suring both total flux of a star and an extended source such as an edge-on spiral 

galaxy. The SExtractor software uses two main total magnitude estimators, which 

can both be found in the parameter file default.param (see Bertin et al. 1996 for 

further explanation of the SExtractor software). 
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2.3.3 Adaptive Aperture Method 

This is an extension of the technique used by Kron (1980) and Infante (1987). 

These authors found that an almost constant fraction of flux lies within a circular 

aperture of radius A;r1} assuming standard star and galaxy profiles convolved with 

gaussian seeing, r i is known as "the first moment" of the brightness distribution 

and is defined: 

The extension of this method uses the fact that it also applies to an elliptical 

aperture, defined by principal axes of ekri and krx/e, where e is the ellipticity 

of the ellipse. The values of r i and e are defined by the second moments of the 

ellipse. By using k=2.5, a fixed fraction of 6% of the total flux of the source is lost, 

corresponding to a mean offset of 0.06 mags, for galaxies and 0.03 for stars. The 

SExtractor software labels this magnitude MAG-KRON. 

2.3.4 Corrected Isophotal Method 

This method attempts to estimate the magnitude difference between an isophotal 

and a total magnitude and is labelled MAGJSOCORR in the default.param file 

of SExtractor. If the source intensity profiles are assumed gaussian because of 

atmospheric blurring then the fraction of the total flux, rj, measured within the 

isophote follows the relation (see Maddox et al. 1990b): 

( 1 - 1 ) ^ ( 1 - ^ ) = ^ (2.12) 

where r\ = A is the area and t the threshold relating to this isophote. It is 

impossible to solve analytically for 77, but a good approximation is given by: 

T] « 1 - 0 . 1 9 6 1 ^ -0.7512 ( ^ ) (2.13) 

The estimation of the difference between the isophotal and total magnitude is 

then given by 2.51ogr/ and so: 
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mtot = -2MogFiao + 2.5logr] (2.14) 

The difference between the two methods is that the adaptive aperture method is 

more accurate for uncrowded fields, as i t gives a better estimation of sources such as 

spheroidal galaxies, which have broad wings. However, it relies on no significant flux 

contamination from nearby sources within roughly 2 isophotal radii. The corrected 

isophotal magnitude, however, uses only 1 isophotal radii from the centroid source 

and therefore is better for crowded fields, but is inaccurate for extended galaxies. 

The SExtractor software uses the adaptive aperture method, MAGJCRON unless it 

suspects that a nearby source is biasing the magnitude estimate by more than 0.1, 

when it uses MAGJSOCORR. The parameter MAG-BEST is assigned the appro­

priate value. MAG_BEST therefore takes advantage of the fact that MAG-KRON 

is more accurate, but recognises the problem of nearby sources for this estimate. 

2.3.5 Petrosian Magnitude 

The Petrosian magnitude (Shimasaku et al. 2001) is an aperture magnitude using 

the Petrosian radius. The Petrosian flux is therefore defined by the relation: 

where rp is the Petrosian radius. When the slope in the aperture flux divided by 

the aperture flux equals the Petrosian constant, rj, the radius of the aperture flux 

is the Petrosian radius. The Petrosian radius is therefore defined to satisfy: 

This magnitude is used by the SDSS team and the Petrosian radius is defined 

so that it is independent of the foreground reddening. Two parameters are required 

to specify the Petrosian flux, k and rj. The Petrosian radius can also be made 

insensitive to seeing variations if a small value of rj is chosen (<0.2). However, 

in order to achieve high signal-to-noise, r) > 0.2 is desirable. With regard to the 

SDSS data, simulations were carried out to estimate the mean difference between 

krp f K r p 

/ / ( r ) FP = 2TT rdr (2.15) 

I(rP) (2.16) T) = 
2TT /0

RP I(r)rdr/{nrP) 
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the Petrosian magnitude and the total magnitude for a galaxy sample consisting of 

a mix of morphologies. Typically, a mean offset of 0.03 magnitudes was found. 

We decided to use the SExtractor software and adopted the MAG_BEST pa­

rameter to estimate the total magnitude. We use a Kron factor, k, equal to 2.5 and 

therefore we correct by 0.06 mags, for each galaxy. 

2.4 Star/Galaxy Separation 

The SExtractor software uses a tunable neural network which has been trained on 

realistic simulation images and has been shown to reliably separate galaxies from 

stars. The parameter CLASS-STAR is assigned a value for a particular source which 

varies between 0 (definitely a galaxy) and 1 (definitely a star). Once technical de­

tails of the CCD have been supplied, this parameter is essentially only dependent 

on the stellar FWHM of a particular frame, which varied over the two observing 

runs between 3.2" and 4.1". See Table 2.2 for estimates of the seeing for each night 

during the two observing runs. These values may seem large, given that a large 

proportion of our observing time was in photometric conditions, but this is entirely 

due to the pixel size of 2.3" dictated by the set-up of the Schmidt telescope. Shown 

in Fig. 2.5 and Fig. 2.6 are plots, over a 19.25 square degree area, of the SExtractor 

CLASS-STAR parameter vs. magnitude in both B and R respectively. 

For B<18 and R<17 the SExtractor STAR-CLASS parameter is a good sepa­

rator of stars and galaxies with 91% in B and 90% in R of sources either having 

CLASS.STAR >0.9 (a star) or CLASS-STAR <0.1 (a galaxy). The fact that we 

have two filters is useful in terms of the star/galaxy separation as we get four at­

tempts instead of two (as we have overlaps in each filter) to classify a particular 

source. For sources that were not classed as stars or galaxies i.e. 0.1<CLASS_STAR<0.9 

it is enlightening to plot how the sources were classified in the other filter. We have 

therefore isolated all sources that satisfied R<17 and 0.1<CLASS_STAR<0.9 in 

the R-band. Fig 2.8 shows a histogram of how these sources were classed as a 

function of magnitude in the B-band. Fig 2.7 shows the corresponding plot of 
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Figure 2.5: Here we show total B-band magnitude plotted against the SExtractor 

CLASS-STAR parameter. The plot contains 56217 objects taken from a sequence of 

frames covering 19.25 square degrees. The seperation is reliable up to about B=18, 

after which the software is unable to distinguish between a star and a galaxy. The 

objects in the region 12 < B < 18 and 0.1 <CLASS_STAR< 0.9 tend to be either 

merged objects or lie on a line of interpolated pixels, which are present on every 

frame. 
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Figure 2.6: Here we show the same plot as in Fig. 2.5 except using the R filter. 

Our star/galaxy separation appears to be unreliable for sources w i t h magnitudes 

fainter than R=17. The feature at R w l 6 wi th 0.4<CLASS_STAR<0.5 is due to a 

column of interpolated pixels already mentioned in Fig. 2.5. 
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NGC field SGC field 

night mean stellar F W H M (") night mean stellar F W H M ( " ) 

1 3.2 1 3.8 

2 3.8 2 3.3 

3 3.7 3 3.7 

4 3.3 4 4.0 

5 3.9 5 3.3 

6 3.4 6 3.5 

7 3.3 7 N / A 

Table 2.2: This table shows the mean stellar F W H M for each night during the two 

observing runs. The relatively large seeing values, even though a large proportion of our 

observing time was during photometric conditions, is due to the large pixel size of 2.3" 

dictated by the instrumentation and geometry of the Curtis Schmidt telescope. 

the source classification in the R filter, this t ime for all objects w i th B<18 and 

O .KCLASS.STAR<0 .9 . 

In both figures i t is clear that for most of the sources, where an object was classed 

in one filter in the range 0.1<CLASS_STAR<0.9, in the other filter the source was 

either classed as a star(>0.9) or a galaxy(<0.1). However, the proportion of sources 

that are classed as galaxies does vary when comparing Figs. 2.8 and 2.7. I t appears 

that the CLASS-STAR parameter in the R fi l ter is less reliable in terms of classify­

ing sources correctly as galaxies. Of these 2,275 sources w i t h CLASS_STAR<0.1 in 

the B band (Fig. 2.8), 75% of them have CLASS_STAR<0.5 in the R band. These 

2,275 sources are 15% of the galaxies detected in the R band i.e. i t seems that 

CLASS-STAR in the R band effectively "misses" 15% of the galaxies. On the other 

hand, Fig. 2.7 shows that in the B filter relatively few galaxies are missed (7%) that 

are detected in the R band. The percentage of stars "missed" by the CLASS-STAR 

parameter is 4% and 0.4 % in the B and R bands respectively. I t appears that while 

the CLASS-STAR parameter in the B band is roughly twice as reliable as in the 

R band at classifying galaxies, i t is 10 times less reliable at correctly classifying stars. 
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Figure 2.7: Here we show the CLASS-STAR parameter in the R fi l ter for all 

sources that satisfy B<18 and 0.1<CLASS_STAR<0.9. The ma jo r i ty (80% ) of 

these sources are classified as stars in the R band and the 700 classed as galaxies 

is roughly 7% of the number of sources already classed as galaxies in the B band 

i.e. CLASS-STAR in the B band has effectively "missed" 7% of the galaxies. The 

corresponding number for the "missed" stars is 4%. 
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Figure 2.8: This plot shows how the B fi l ter classes objects that satisfy R<17 and 

0.1<CLASS_STAR< 0.9. Here we see a slightly different scenario to that shown 

in f ig 2.7. Most of the these sources are classified as galaxies. The 2275 galaxies 

in this histogram is 15% of the total number already detected in the R band i.e. 

CLASS-STAR in the R band has effectively "missed" 15% of the galaxies. The 

corresponding number for the "missed" stars is 0.4%. 
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selection criterion no. sources no. gals no. stars star-star star-gal gal-gal 

(a) 100 97 0 3 0 0 

(b) 100 88 4 8 0 0 

(c) 100 82 5 13 0 0 

Table 2.3: This table shows results of eyeball tests of our NGC galaxy sample for stellar 

contamination. There are three selection criterion, a, b and c, which are dictated by our 

star/galaxy separation rule (see main text), (a) is for sources with CLASS-STAR<0.1 in 

B and R, (b) for CLASS.STAR<0.1 in B and CLASS_STAR<0.5 and (c) is for sources 

with CLASS_STAR<0.2 in R and CLASSJ3TAR<0.5 in B. The percentages of sources 

relative to the total number in the galaxy sample satisfying each selection criterion is 64% 

, 22% and 13% for (a), (b) and (c) respectively. Taking these relative proportions into 

account along with the number of stars and double stars found in our galaxy sample, this 

implies a 3x0.64+12x0.22+18x0.13=6.9% figure for our stellar contamination in both B 

and R. 

There are two main reasons why the classification of a source seems to be "more 

certain" i n a particular f i l ter when the situation was unclear in the other f i l ter . 

Firstly, there is a column of interpolated pixels on the lower portion of the chip. 

I f a source falls in this region in one f i l ter then i t almost never does in the other 

f i l ter due to the fact that the telescope has let the sky move over by a quarter of 

a chip and therefore the source is detected on a different set of pixels in the other 

fi l ter . The second reason is due to cosmic rays. A cosmic ray can fa l l on or very 

near a source, meaning i t gets blended w i t h the star/galaxy (and is not wr i t ten to 

the cosmic ray f i le) , making i t diff icul t for the software to ascertain the source mor­

phology. In the other f i l ter the cosmic ray is of course not present and the software 

is then able to ascertain the nature of the source. There are, however, close pairs 

of sources, that get blended by the SExtractor software, and on the vast major i ty 

of occasions the CLASS-STAR parameter lies in the 0.1<CLASS_STAR<0.9 range 

in both filters. On rare occasions, blended double stars, blended stars and galaxies 

and blended galaxies are classed as galaxies in both filters, which w i l l be a source of 

stellar contamination to our galaxy sample. This unwanted blending is inevitable 

given the large pixel size of our CCD chip. 

39 



Using the information gained about the CLASS-STAR parameter in the two 

filters i t is possible to define a more reliable star/galaxy separation. We choose to 

define our star/galaxy separation as a source having: (CLASS_STAR<0.1 in B A N D 

CLASS.STAR<0.5 in R) OR (CLASS_STAR<0.2 in R A N D CLASS_STAR<0.5 in 

B ) . We found, by using eyeball checks and comparing w i t h external galaxy data, 

that making this galaxy criterion slightly stricter meant losing a large number of 

galaxies w i th the stellar contamination decreasing relatively l i t t l e . On the other 

hand, relaxing the galaxy criterion meant gaining a few galaxies w i t h the stellar 

contamination increasing by a relatively large amount. Therefore, the star/galaxy 

separation described gave the op t imum ratio of galaxy to stellar numbers wi th in 

the CLASS-STAR parameter space. 

By choosing the star/galaxy criterion we have just described and effectively 

combining the information f r o m each fi l ter , we now expect to have minimized the 

errors on our source classification. However, eyeball checks were made of sources 

in each fi l ter in the NGC in order to provide an alternative estimate of the stellar 

contamination in our galaxy sample. These eyeball checks were performed on 300 

galaxies w i th B<18 and R<17 in the following way. We checked 100 sources that 

had CLASS_STAR<0.1 in B and R (criterion (a)). We also checked 100 sources that 

satisfied the criterion of CLASS_STAR<0.1 in B and CLASS_STAR<0.5 in R (cri­

terion (b)) and a further 100 w i t h CLASS.STAR<0.2 in R and CLASS_STAR<0.5 

in B (criterion (c)), thereby complying wi th our chosen star/galaxy criterion. The 

results are shown in table 2.3. Galaxies that satisfy criterion (a) are 63% of the 

tota l number in our galaxy sample. The corresponding figures for criterion (b) and 

(c) are 22% and 14% respectively. Taking these relative proportions into account 

along wi th the number of stars and double stars found in our galaxy sample, this 

implies a 3x0.63+12x0.22+18x0.13=6.87% figure for our stellar contamination in 

both B and R. No attempt was made to estimate the galaxy completeness w i t h this 

check (this was done w i t h the external checks below), as because our sources are 

relatively bright, stars outnumber galaxies by ~10:1 and this would mean checking 

3000 galaxies in order to reduce statistical noise to the levels in the stellar contam-
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ination check. 

I t is now useful to be able to check our star/galaxy separation against other 

reliable external sources. The Sloan Digi ta l Sky Survey Commissioning data (SDSS 

- Yasuda et al. 2001) and the Mi l lennium Galaxy Catalogue ( M G C ) (Driver priv. 

com.) are ideal for this purpose. Our equatorial strip in the Nor th Galactic Cap 

overlaps w i t h a large region of sky ( ~ 90 square degrees) for which SDSS data is 

now publicly available. By comparing our sources w i t h those in the SDSS catalogue 

in this region i t is possible to estimate not only the stellar contamination, but also 

the galaxy completeness of our sample. Figs. 2.9 and 2.10 show these plots in the 

B and R bands respectively. 

Fig. 2.9 shows, at least, a 90% galaxy completeness level in our B band for mag­

nitudes brighter than B=18. The stellar contamination to our galaxy sample is, at 

most, 10% for the same magnitude range. We already know that our star/galaxy 

separation begins to break down for B>18 (see f ig 2.5) and so we expect the galaxy 

completeness to decrease and the stellar contamination to increase here. Fig. 2.10 

shows a similar trend wi th our R band data, except that the completeness begins 

to drop at R=16.5, but i t is s t i l l equal to 84% for R=17. The stellar contamination 

shows a steady rise for R>16 and these two effects are again explained by the cor­

responding star/galaxy separation plot for the R fi l ter in F ig 2.6. 

We now do a similar check wi th the Mi l lennium Galaxy Catalogue (MGC) in 

the B band, kindly supplied to us by Simon Driver. Fig. 2.11 shows a histogram of 

our galaxy completeness in 0.5 mag. bins and also the stellar contamination rela­

tive to the M G C . A better agreement is seen than w i t h the SDSS data in Fig. 2.9 

and we f ind that 100% of our source classifications agree for B<16 . Even at B=18 

we are s t i l l 93% complete w i t h 5% stellar contamination. I t should be noted that 

the M G C also used SExtractor for it 's photometry and star/galaxy separation and 

therefore one would expect min imal systematic differences to be inherent between 

our galaxy catalogues. 
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Figure 2.9: Here we show the completeness of our galaxy catalogue (the solid his­

togram) and the stellar contamination (the dotted line) relative to the SDSS data in 

the B band. The overlapping area totals 90 square degrees in our NGC equatorial 

strip. 
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Figure 2.10: Here we show the completeness of our galaxy catalogue and the stel­

lar contamination relative to the SDSS data in the R band. This comparison is 

performed over the same area described in f ig 2.9. 

43 



100 

i i i i I i i i i I i 1 1 1 | 1 1 1 1 | 1 1 1 1 

100 
_ 

' ' 1 , -
80 

60 -

40 

galaxy completeness (% 

stellar contamination (%] 

20 

^ a 

1 1 _ 1 1 1 1 | _ - 1 1 1 1 1 I 

_a """ 

i 1 i i i i 1 i i i i 

14 15 16 17 18 19 

B 

Figure 2.11: This plot shows our galaxy completeness (solid histogram) and stellar 

contamination (dotted line) compared to the M G C catalogue. In terms of the galaxy 

completeness we f ind perfect agreement for B<16 and at B=18 the corresponding 

figure is 93% w i t h 5% stellar contamination. The overlapping area totals 32 square 

degrees in our NGC equatorial strip. 



2.5 Photometry Comparisions 

Now that we have our galaxy sample, i t is important to check that our photometry 

is consistent w i t h other very accurate CCD data-sets. First, in Fig. 2.12, we show a 

comparison w i t h the M G C As already mentioned, there is a 32 square degree over­

lap w i t h our data in the North Galactic Cap, w i t h 20,073 matching sources (stars 

and galaxies). The M G C photometry is also calculated using the MAG_BEST pa­

rameter i n the SExtractor software and so we would expect good agreement. In this 

photometry comparison of all the sources, which w i l l mostly be stars, there is excel­

lent agreement in the 16<B<18 range w i t h a mean offset of M G C - C T I O of 0.014 

mags. The M G C go deeper than our survey and therefore the stellar photometry 

starts becoming unreliable due to saturation at a fainter magnitude l i m i t than for 

us. The plot clearly shows where this occurs for B<16.0. Although the lcr scatter 

on the residual is steadily increasing for B>18 , due to our large pixel size, this rise 

is small and indicates we can st i l l have confidence in our photometry - even at B=19 . 

Fig 2.13 shows the same comparison, but w i t h just the matching galaxies f r o m 

the two data-sets. The agreement is good, w i t h negligible zero-point or scale errors. 

These 5,778 galaxies provide a very good check of our galaxy photometry in the 

B-band. Our magnitude errors can be seen to increase significantly for B fainter 

than 18th magnitude, as was the case w i t h the stellar photometry comparison. 

We can make a similar comparison w i t h the SDSS data over the 90 square degree 

overlap region, using the g and r filters which need to be converted to our B Landolt 

band. The colour equation used in Yasuda et al. (2001) is: 

B = g* + 0.482(#* - r*) + 0.169 (2.17) 

where g* and r* are in the A B magnitude system and the asterisks represent the 

fact that the SDSS photometry is preliminary. This relation has been derived 

f rom SDSS standard star work (Smith et al. 2001). By plot t ing B-g* against 

g* — r*, shown in Fig 2.14 we can test this colour transformation for our galaxy 

sample. We in fact f ind the best f i t line corresponds to the colour equation B = 
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Figure 2.12: Our B-band CCD magnitudes are plotted against the difference be­

tween the M G C magnitudes and our magnitudes. The plot shows 11,529 matching 

sources (stars and galaxies) in an area of 32 square degrees in the Nor th Galactic 

Cap. We f ind good agreement in the range 16<B<18 w i t h a mean offset, M G C -

CTIO=0.014 mags. The rms lcr scatter around the value is 0.08 mags. For B>18 

our photometry errors, due to our large pixel size and short exposure times, begin 

to increase and the effect can clearly be seen f r o m the scatter in the residual. The 

problem of stellar saturation for the M G C catalogue is clearly visible for B < 16. 

46 



5,778 galaxies 

_ i i i i i i i i i i i i i ' i ' ' • i i _ 

15 16 17 18 19 

Figure 2.13: Our B-band CCD magnitudes are plotted against the residual of the 

M G C magnitudes and our magnitudes for galaxies common to both data-sets. The 

plot shows 5,778 galaxies and the black line connects the mean of the residual 

in each 0.5 magnitude bin. For B<18, we calculate a mean magnitude difference 

of MGC-CTIO=0 .03 and a la scatter of 0.1 about this value. For B>18 , our 

photometry errors are observed to increase, which is unavoidable given the length 

of our exposures and size of our pixels. Note that galaxies present in the M G C 

catalogue w i t h B<16 are not saturated on this plot due to the more extended 

nature of their intensity profile as compared to stars. 
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g + 0.549(t0.07) * (g* — r*) + 0.114. The discrepancy between the colour terms, 

which is consistent w i t h the 10.07 error, accounts for the 0.169-0.114=0.055 dif­

ference in the zero-point. I n fact, i f we insist on using the 0.482 colour term f r o m 

Yasuda et al. (2001) then the zero-point difference (i.e. the average of the relation 

B-g*-0.482(g*-r*)-0.169 for all common galaxies between the SDSS and our C T I O 

survey) is less then 0.01 mag. The photometry system used for the SDSS data is 

new and the appropriate transformations to other band-passes are relatively poorly 

understood. This, combined w i t h the fact that their photometry is s t i l l preliminary, 

could explain the discrepancy between the colour terms. 

A comparison wi th the SDSS photometry, this t ime in the R Kron-Cousins 

pass-band, is shown in Fig. 2.15, where we have plotted the SDSS R ^ magnitude 

estimate against the magnitude difference SDSS(Rfc c)-CTIO(R/t c). The SDSS Rkc 

magnitude is calculated using the colour equation quoted in Blanton et al. (2001) 

of RGA 'c=r*-0.05-0.089(g*-r*). A further correction is performed using the relation 

RGtfC-Rfcc=0.08 (Shectman et al. 1996) in order to obtain an estimate of the SDSS 

Rfcc magnitude. We f ind excellent agreement over the magnitude range shown in 

Fig. 2.15, w i t h a mean zero-point difference of SDSS(Rfcc ) -CTIO(R f c c )=0 .02(±0 .01) . 

We now show a fur ther check of our galaxy R-band photometry in the NGC 

in Fig. 2.16 and also comparisons to our B and R data i n the SGC, shown in 

Figs. 2.17 and 2.18 respectively. To do this we have used data f r o m Metcalfe et 

al. (1998) of galaxies in the DARS GSA and GNB fields. Metcalfe, et al. used the 

PDS microdensitometer at the Royal Greenwich Observatory to acquire accurate 

photometry for all the galaxies for which redshifts had been obtained in the DARS 

survey. This data is expected to show an intrinsic scatter of 0.06 mags, in both B 

and R. We plot the relevant magnitude against the magnitude difference between 

DARS and us in Figs. 2.16, 2.17 and 2.18 and f ind mean magnitude differences of 

-0.02t0.018, +0.02^0.02, and, -0.03l0.02 respectively. The lcr standard deviations 

for the magnitude differences of 0.06, 0.1 and 0.1 are consistent w i t h the intrinsic 

scatter of 0.06 expected f r o m the DARS data, given that there are small photome­

t ry errors inherent wi th in our data also. 
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Figure 2.14: This plot shows the SDSS (g* - r*) vs. CTIO(B)-SDSS(^*) for 7,133 

galaxies in the 90 deg 2 overlap region. The solid line shows the best fit to the data 

and corresponds to a colour equation of B = g* + 0.549(10.07)(g* — r*) + 0.114 as 

opposed to the relation B = g* + 0.482(#* - r*) + 0.169 (dashed line) quoted in 

Yasuda et al . (2001). 
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Figure 2.15: This plot shows a comparison wi th the SDSS photometry, but this 

t ime in our R Kron-Cousins pass-band. We have used the colour transformation, 

RGAC=r*-0.05-0.089(g*-r*), quoted in Blanton et al. (2001) in order to transform to 

the RGKC filter. The relation RG/ec"R/cc=0.08 is then used (Shectman et al. 1996) 

in order to obtain an SDSS magnitude estimate in our R Kron-Cousins filter. In 

this figure we have plotted the SDSS Rfcc magnitude vs the quantity SDSS(Rfcc)-

CTIO(Rfc c ) w i th the mean of the magnitude difference plotted in half magnitude 

bins. Excellent agreement is seen over the magnitude range shown w i t h a mean 

zero-point difference of SDSS(R f c c ) -CTIO(R f c c )=0.02( l0 .01) 
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2.6 Summary 

In this chapter we have explained the procedures involved in our data reduction such 

as astrometry calibration, star/galaxy separation and source extraction. We also 

performed several checks of our photometry using data-sets such as the Sloan Digi ta l 

Sky Survey, the Mi l lennium Galaxy Catalogue and the Durham A A T Redshift 

Survey. A summary of the key points of our data reduction as well as the photometry 

comparisons of our NGC and SGC data in each of the filters, B and R, are presented 

below: 

• Our f inal reduced galaxy sample covered 255 deg 2 and 297 deg 2 in the North 

and South Galactic Caps respectively. Our SGC data was entirely contained 

in the 2dF SGC strip, whereas about two-thirds of our NGC galaxy sample 

was contained in the NGC 2dF strip. 

• Using the SDSS and M G C galaxy catalogues we found typical galaxy com­

pleteness levels in our catalogue of 90% and stellar contamination of 5-10% 

for B<18 and R<17. 

• Photometry Comparisons: 

1. NGC B-band. 

(a) Mi l lennium Galaxy Catalogue comparison over a 32 square degree area. 

Excellent agreement for both the star and galaxy comparison w i t h a la scat­

ter of 0.08 and 0.1 respectively in the range 14<B<18. The accuracy of our 

photometry starts to deteriorate for B>18 , but is s t i l l reliable at B=19 where 

the la scatter is 0.18 mag. For B>19 the errors on our magnitudes increase 

markebly and this is inevitable due to our large pixel size and relatively short 

exposure times. 

(b) Sloan Digi ta l Sky Survey. A 90 square degree comparison which showed a 

0.05 mag. offset for galaxies. A possible explanation is the value of the colour 

term used in the transformation equation by the SDSS team to convert f r o m 

g-r to the B band. We f ind a slightly higher colour term of 0.549, but i f we 
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Figure 2.16: This DARS G N B field R-band comparison consists of 27 galaxies 

w i t h the residual of the magnitudes all less than 0.1 w i t h a mean offset, DARS-

CTIO=-0.02^0.018 mag. The data shows a la standard deviation of 0.06 mag, 

consistent w i t h the errors quoted in Ratcliffe et al. (1998). The photometry of this 

DARS data was obtained using the PDS microdensitometer at the Royal Greenwich 

Observatory. 
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Figure 2.17: The DARS GSA field B-band comparison for our SGC data. This 

DARS GSA photometry was obtained using the PDS microdensitometer at the 

Royal Greenwich Observatory (Ratcliffe et al. 1998). We find a mean magnitude 

offset of 0.0210.02 and a la rms scatter of 0.1 for the 27 galaxies used in the 

comparison 
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Figure 2.18: The DARS GSA field R-band comparison for our SGC data. This 

DARS GSA photometry was obtained using the PDS microdensitometer at the 

Royal Greenwich Observatory (Ratcliffe et al. 1998). We f ind a mean magnitude 

offset of -0.04^0.02 and a la rms scatter of 0.1 for the 27 galaxies used in the 

comparison. 
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insist on using their 0.482 colour term when finding the best fit colour trans­

formation then we recover the zero-point of the SDSS team to wi th in 0.01 mag. 

2. NGC, R band. 

(a) Sloan Digi ta l Sky Survey. We find good agreement w i t h a 0.02(^0.01) 

zero-point difference and an rms scatter of 0.1 mag. between our data and 

that of the SDSS R^ c magnitude estimates. 

(b) DARS G N B data. Using photometry obtained using the PDS microden-

sitometer at the Royal Greenwich Observatory (Ratcliffe et al. 1998) we found 

a -0.02 mag offset wi th a 0.06 rms scatter for the 27 galaxies used in the com­

parison. 

3. SGC, B band. 

DARS GSA data. Again using the PDS calibrated DARS data, this t ime f rom 

the GSA field w i t h 27 matching galaxies, we found a +0.02 offset, w i th an 

rms scatter of 0.1. 

4. SGC, R band. 

Using the same galaxies as in the B band, SGC comparison, we f ind a -0.03 

magnitude offset and an rms scatter of 0.1. 
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Chapter 3 
Bright Galaxy Counts: 

Results and Modelling 

3.1 Introduction 

I n the last chapter we outlined the reduction of our C T I O , Curtis Schmidt data 

covering ~550 deg 2 in the Landolt B and R band-passes. We also performed scale 

and zero-point checks of our photometry as well as estimates of the completeness 

of our galaxy sample and the contamination f rom stars. In this chapter we first 

present our resulting galaxy number counts in each filter for the NGC and SGC 

fields covering 255 and 297 deg 2 respectively. We also present B-band star counts 

for our NGC and SGC fields. In section 3.3 we explain the galaxy number count 

model of Metcalfe et al. (2001), which we use to predict the expected number 

of galaxies in the Universe as a funct ion of apparent magnitude, as well as num-

ber:redshift distributions for a given apparent magnitude l i m i t . I n section 3.4 this 

model w i l l then be used, in conjunction w i t h data f rom the A P M Bright Galaxy 

Catalogue ( A P M B G C ) , the D u r h a m / U K Schmidt Redshift Survey ( D U K S T ) , the 

2-Degree Field Galaxy Redshift Survey (2dFGRS), and the 2-Micron A l l Sky Survey 

(2MASS), to investigate the existence of a possible "hole" in the local distr ibution 

of galaxies in the SGC. In section 3.5 we discuss the results of this modelling before 

summarizing in section 3.6. 

3.2 C T I O Number Counts 

Figs 3.1 and 3.2 show our galaxy number counts in the B and R bands respectively, 

which are both corrected for galactic extinction using the Schlegel et al. (1998) 

dust maps. Our B-band number counts in the NGC agree very well, firstly w i t h 
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Figure 3.1: Our B band galaxy number counts. The filled and unfilled triangles 

show our number counts in the Nor th and South Galactic Caps respectively. The 

filled and unfilled squares show the SDSS Commissioning Data in the Northern 

and Southern equatorial strips (Yasuda et al. 2001), the circles the 2dFGRS data, 

the diamonds the Mi l len ium Galaxy Catalogue (Driver priv. com.) results, the x's 

the data of Bert in &: Dennefield (1997) and the star-like symbols show the data of 

Stevenson et al. (1986) and the A P M counts (Maddox et al. 1990c). The crosses 

show the D u r h a m / U K S T data of Ratcliffe et al. (1998) and the filled diamonds the 

A P M bright galaxy data (for B<16.6 - at B>16.6 the filled diamonds illustrate the 

APM-Stromlo counts) of Loveday et al. (1996). The curves are Pure Luminosity 

Evolution (PLE) models of Metcalfe et al. (2001) and they are explained further in 

section 3.3. See text for details of dust corrections. 
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Figure 3.2: Our R band galaxy number counts. The filled and unfilled triangles 

show our number counts in the North and South Galactic Caps respectively. The 

filled circles show the data of Picard (1991), the skeleton stars that of Stevenson et 

al.(1986), the filled squares are the DARS data (Metcalfe et al. 1998) and the open 

stars show the data of Bert in &; Dennefield (1997). The curves are Pure Luminosity 

Evolution (PLE) models of Metcalfe et al. (2001) which assume the presence of 

dust in late type spiral galaxies. The models are explained further in section 3.3. 

See text for details of dust extinction corrections. 
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N ^ f M e g ^ O . S m a g " 1 N ^ f d e g ^ O . S m a g - 1 N-S discrepancy (% ) 

12.25-12.75 0.031 0.017 45.2 

12.75-13.25 0.047 0.024 48.9 

13.25-13.75 0.066 0.067 -1.5 

13.75-14.25 0.168 0.111 33.9 

14.25-14.75 0.305 0.201 34.1 

14.75-15.25 0.524 0.406 22.5 

15.25-15.75 1.021 0.655 35.8 

15.75-16.25 1.959 1.367 30.2 

16.25-16.75 3.508 2.535 27.7 

16.75-17.25 6.855 4.714 31.2 

17.25-17.75 12.353 8.619 30.2 

17.75-18.25 22.059 15.283 30.7 

18.25-18.75 36.047 25.779 28.5 

18.75-19.25 53.604 44.353 17.3 

19.25-19.75 59.521 76.012 -27.7 

Table 3.1: Here we show our dust-corrected B-band number counts in half magnitude 

intervals for our NGC and SGC fields. We have also shown the number discrepancy (as 

a percentage) of the SGC data relative to the NGC data. 

the SDSS data in the magnitude range 16.5 < B < 18.5 and also w i t h the M G C for 

15.5 < B < 18.5. I t should be noted that all three data sets were taken in overlapping 

regions of sky - a 32 and 90 deg 2 overlap w i t h the M G C and SDSS data respec­

tively in the NGC. Our C T I O data also overlaps wi th 163 deg 2 of the 2dFGRS 

in the NGC and 297 deg 2 in the SGC. Our SGC number counts agree extremely 

well the 2dFGRS, which is important given the large overlap, but our NGC data 

is showing significantly more galaxies than that of the 2dF team. This could be 

due to real differences i n the galaxy number density between the current 740 deg 2 

2dF field and our 297 deg 2 f ield, or due to zero-point/scale differences i n the galaxy 

photometry (see section 4.4.1). 

The shape and normalisation of our NGC number counts also agrees remarkably 
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N ^ d e g - ^ . S m a g - 1 N ^ c d e g ~ 2 0 . 5 m a g - 1 N-S discrepancy (% ) 

11.25-11.75 0.019 0.020 -0.5 

11.75-12.25 0.094 0.043 54.3 

12.25-12.75 0.113 0.079 30.1 

12.75-13.25 0.211 0.152 28.0 

13.25-13.75 0.379 0.331 12.7 

13.75-14.25 0.676 0.509 24.7 

14.25-14.75 1.309 1.036 20.9 

14.75-15.25 2.810 1.956 30.4 

15.25-15.75 5.315 4.136 22.2 

15.75-16.25 10.294 7.683 25.4 

16.25-16.75 19.157 15.078 21.3 

16.75-17.25 33.120 28.317 14.5 

17.25-17.75 54.423 49.305 9.4 

17.75-18.25 84.271 82.154 2.5 

18.25-18.75 113.543 124.624 -9.8 

Table 3.2: Here we show our dust-corrected R-band number counts in half magnitude 

intervals for our NGC and SGC fields. We have also shown the number discrepancy (as 

a percentage) of the SGC data relative to the NGC data. 

well w i t h the no-evolution predictions of the low-^o model (see section 4.3 for model 

details) f r o m B=18 to as bright as B=14 . The shape of our B-band number counts 

in the SGC agrees well wi th our NGC data set, but the striking difference is that 

of the normalisation, which is calculated in each 0.5 magnitude interval in Table 

3.1 We a f ind an average 30.7% deficiency in galaxy numbers for our southern data 

compared to the north in the magnitude range 14<B<18. A t B=19 this normal­

isation discrepancy has dropped to 17.3% , although i t should be noted that our 

galaxy incompleteness is a factor in this magnitude bin (see Fig. 2.9). The 2dF 

number counts also show a north-south difference, but only 20% in galaxy numbers 

at B=18 , w i t h this difference v i r tua l ly zero at B=19 . The survey area of our SGC 

data was a subset of the 4300 deg 2 sky covered by the A P M galaxy catalogue and 

our SGC number counts agree very well w i t h the A P M counts despite the order of 
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magnitude less of sky coverage on our part. Our SGC number counts also agree 

well w i th the CCD data of Bert in & Dennefeld (1997), who cover 62 and 83 square 

degrees at high declinations (\8\ > 40° in the Nor th and South Galactic Caps re­

spectively. Our C T I O counts, the 2dFGRS and M G C counts and those of Yasuda 

et al. have all been corrected for dust using the Schlegel et al. (1998) extinction 

maps. The A P M and D U K S T counts and those of Bert in & Dennefield are not 

corrected for dust and the reason for this was that the vast major i ty of all these 

observations were in the SGP where i t was orginally thought dust extinction was 

negligible. In fact Schlegel et al. predict values of 0.03 in the B-band at the SGP 

and an average of 0.08 over the whole SGC. 

Our R-band galaxy counts show a similar trend in the normalisation difference, 

where the number discrepancies of the SGC counts relative to those in the NGC 

are tabulated in Table 3.2. The average percentage discrepancy is 22.2% in the 

13<R<17 range, and again this normalisation difference drops for fainter magni­

tudes. A t R=18 there is only a 2.5% discrepancy in the galaxy numbers, although 

galaxy incompleteness is again a factor (see Fig. 2.10). The shape of both the data 

sets in the 13<R<17 range is consistent w i th the no-evolution models, but there 

is a slight normalisation discrepancy in that all the data sets show less galaxies 

compared to the models for R < 15.5. There is a noticeable dip in both our number 

counts compared to the models between about R=13.5 and R=15.5 and there is 

good agreement w i t h Ber t in h Dennefield, as in the B fi l ter . Our data lies sub­

stantially below that of Picard et al. (1991), who cover 386 square degrees in both 

the NGC and SGC. In Fig. 3.1 our C T I O number counts have been corrected for 

dust using the Schlegel et al. (1998) extinction maps but none of the other data 

sets were de-reddened when originally published. This is because, either i t was 

originally thought that a particular data-set suffered f rom negligible extinction, as 

in the case of the Stevenson points in the SGC, or the reddening correction was not 

known due to the absence of any accurate dust maps at the t ime of publication eg. 

Picard (1991). 

Fig 3.3 shows our star number counts f r o m regions of sky in the SGC and NGC 
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Figure 3.3: Our B band star counts. The filled circles show the NGC data which 

was observed in the galactic lati tude range 45° < b < 5 5 ° and galactic longitude range 

242° <1<3° . This data covers 145 deg 2 of sky and therefore 57% of our entire NGC 

dataset. The open circles show the SGC data w i t h -45>b>-55, which corresponded 

to a longitude range of 216° <1<30° and covered 62 deg 2. A l l these observations 

have been corrected for dust using the Schlegel et al. (1998) extinction maps. 

The solid curve shows a model f r o m Bahcall &; Soneira (1980), which predicts the 

differential star counts in the B band at b = 5 0 ° and is averaged over all longitudes. 

Our observations at b = 5 0 ° cover a large range of galactic longitude in both the 

NGC and SGC enabling good coverage of the bulge and disk of our galaxy and are 

therefore suitable for comparison w i t h the model curve. The NGC and SGC data 

show good agreement w i t h the model for B<18 and B<17 respectively. We know 

that the errors on our B band photometry increase markedly for B>18 and we cite 

this as the reason for the observed differences in this magnitude range. The SGC 

data covers only 62 deg 2 - a relatively small angular sky coverage. 
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that satisfied the criterion of the galactic lat i tude being in the range 45° < \b\ < 5 5 ° . 

This corresponded to 145 and 62 deg 2 for the NGC and SGC respectively. The solid 

line shows a model taken f rom Bahcall &; Soneira (1979), which predicts the star 

counts averaged over al l longitudes at a constant lati tude b = 5 0 ° . The NGC and 

SGC data show good agreement for B<18 and B<17 respectively and the under-

prediction of the model at faint magnitudes could be due to the large errors on 

our photometry for B>18. Also, our plotted star counts in the SGC only covers 62 

deg 2- a relatively small area. 

3.3 The Galaxy Count Model 

I n this section we outline the Pure Luminosity Evolution (PLE) model of Metcalfe 

et al. (2001) which we have used in Figs 3.1 and 3.2. This is a simple model that 

assumes no density evolution of the galaxy population, but instead a morphological 

dependent luminosity evolution using the predictions of Bruzual & Chariot (1993). 

Although this evolution is essential for the faint (B>20) galaxy population, in order 

that these models do not under-predict the data by an order of magnitude (see 

Metcalfe et al. 2001 for a detailed description of faint galaxy number counts), i t 

is v i r tual ly negligible in the redshift range of 0<z<0.15 where our C T I O data is 

probing. We split the model into 3 parts, which are described below. 

3.3.1 Cosmological Relations 

We know that the fur ther away a particular galaxy is f r o m the us the fainter i t 

should appear. The luminosity distance dz, in Mpc's is defined in a relativistic 

Universe by the Friedman relation: 

dL{z) = ^ ( 9 0 * + (qo - 1)[(1 + 2q0z)^ - 1]) (3.1) 

where z is the redshift of the observed source, c is the speed of light and q0, H0 are 

the deceleration parameter and Hubble constant respectively. Note that in the l i m i t 

z—>0, d^ follows a Newtonian inverse square law model. The luminosity distance, CIL 

can then be used to calculate the absolute magnitude, M , of a galaxy as a funct ion 
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of z and the apparent magnitude m , via the relation: 

M ( m , z) = m - k(z) - E(z) - Uog ( l x l Q ^ M p c ) (3-2) 

where K(z) and E(z) are the k-correction and evolution correction respectively. The 

k-correction, k(z) is an empirically-derived correction to account for the alteration 

in frequency due to cosmological reddening of a galaxy's spectrum. This reddening 

shifts higher energy parts of the spectrum into the observed passband as compared 

to a galaxy observed at redshift zero. The k-corrections and evolution corrections, 

often wr i t ten as (k+e)(z) , are predicted by the Bruzual & Chariot (1993) models. 

These models correct for the fact that a particular f i l ter is sampling bluer and bluer 

parts of the galaxy SED as one probes higher redshifts (the k-correction) and also 

that a galaxy is intrinsically brighter at higher redshift (the evolution correction). 

I n fact, because we are modelling the local Universe the evolution correction is a 

t iny fract ion of the k-correction at the low redshifts (z<0.15) we are probing. We 

adopt Ho=100 k m s _ 1 M p c _ 1 and q o =0.05 for the rest of this section, but our results 

are relatively independent of our choice of these values because we are measuring 

distances in the local Universe. We define one further relation, the co-moving 

cosmological volume element differentiated w i t h respect to redshift (subsequently 

wr i t ten as ^ j ) : 

dV _ Ancd\ 

dz ~ H0(l + z f { \ + 2q0z)l2 

where di is the luminosity distance defined in equation 3.1. 

3.3.2 The Luminosity Function 

The Luminosity Function, <f> (Schechter 1976), describes the number of galaxies per 

unit magnitude per unit volume: 

N(M, z)dMdz = 4>{M)dM^-dz (3.4) 
dz 

where N(M,z) is the number of galaxies in the magnitude interval M to M + d M and 

in the redshift interval z to z+dz. 
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E/SO Sab Sbc Scd Sdm 

7.42xl(r 3 3.70xl0~ 3 4 . 9 6 x l 0 - 3 2 .18xl0" 3 1.09xl0- 3 

a -0.7 -0.7 -1.1 -1.5 -1.5 

-19.35 -19.38 19.72 19.87 19.88 

B-R 1.59 1.38 1.16 0.84 0.75 

Table 3.3: The B-band Schechter parameters used in the Metcalfe et al. (2001) model 

assuming Ho=100kms _ 1 Mpc - 1 . The Hubble classification is used to indicate the mor­

phological type in the first row. The B-R colour is a function of galaxy type and is used 

to obtain the corresponding R-band Schechter parameters. 

The functional f o r m of the Luminosity Function using absolute magnitudes is: 

<f>(M)dM = 0.920* exp[-0.92(a + 1 ) ( M - Af*) - e z p [ - 0 . 9 2 ( M - M*)]]dM (3.5) 

where M * defines the characteristic magnitude, (f>*, the normalisation and a the 

faint end slope. The values of these parameters are dependent on the morpholog­

ical type and we use the B-band model of Metcalfe et al. (2001) shown in Table 3.3. 

A n important ingredient of the model is the inclusion of internal dust extinc­

t ion, w i t h A\ oc 1/A (Metcalfe et al 1996; Campos & Shanks 1997) for late-type 

spiral galaxies, allowing a good f i t to the B-band number:redshift distr ibution at 

high redshift. Again, this is not relevant for our purposes of the optical bright 

galaxy population but we w i l l see in Chapter 6 how this dust can have important 

consequences in terms of the nature of the newly discovered high redshift sub-mm 

population. 

3.3.3 Number Count and N(z) Predictions 

I t is then straight-forward to calculate number:magnitude and n(z) predictions given 

the model described in 3.3.1 and 3.3.2. The galaxy normalisation is assumed not 

change as a funct ion of redshift and so the galaxy number count as a funct ion of 

apparent magnitude, n (m) , i n a particular passband can be obtained by an integral 

over redshift: 
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n 
f ° ° dV 

(m)dm = / (f)[M(m, z)\ —— dmdz 
Jo 

(3.6) 

where M(m,z) is calculated f r o m equation 3.2. The n(z) relation can be wr i t ten 

in a similar way except the integration is performed over the all possible absolute 

magnitudes so that: 

In Section 3.2 we presented out C T I O number counts in the NGC and SGC in Figs 

3.1 and 3.2. . I t is clear f r o m our data that there is a large number discrepancy of 

galaxies in the magnitude range 14<B<18 of 30.7% in the SGC relative to the NGC. 

The A P M Galaxy Survey found similar number counts as a funct ion of magnitude, 

but i n a much bigger 4300 deg 2 in the SGC, although due to the known problems of 

errors in photographic photometry i t is not clear the size of this under-density found 

by the A P M survey over such a huge volume of space is real. We w i l l a t tempt to 

address in this section, using data f rom the A P M Galaxy Bright Galaxy Catalogue 

(Loveday et al. 1996), the D U K S T (Ratcliffe et al. 1998b), the 2dFGRS (Cole priv. 

com.) and publicly available 2MASS photometry, the question of the depth and 

angular size of this "hole" in the local distr ibution of galaxies in the SGC. 

3.4.1 The APM Bright Galaxy Photometry Correction 

In order to investigate the A P M photometry at bright magnitudes we have used our 

C T I O SGC data (our un-dust-corrected magnitudes), covering 297 deg 2 , to check 

the accuracy of the publicly available A P M Bright Galaxy Catalogue ( A P M B G C ) . 

This data reaches a magnitude l i m i t of b j=16 .44 and so to reach slightly fainter 

magnitudes we have also used the publicly available photometry f r o m the A P M -

Stromlo Redshift Survey (APMSRS), where the magnitude l im i t is b j=17.15 . We 

have converted our C T I O data to the bj magnitude system using both our B Landolt 

and R Kron-Cousins data, in conjunction w i t h the colour equation f r o m Pimbblet 

dV M = o o 

(z)dz= / (f>[M(m,z)} 
J M=—oo 

dzdM n dz 
(3.7) 

3.4 A "Local hole" in the Universe? 
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et al. (2001): 

bj = B - 0.17(fi - R) (3.8) 

Fig. 3.4 shows this comparison with the bj mag. plotted vs the mag. difference 

APM-CTIO. In our 297 deg2 survey area we find 629 matching galaxies with the 

APMBGC, which are of course brighter than bj=16.44 and 96 matching galaxies 

with the APMSRS brighter than bj=17.15. Note that the APMSRS has a sampling 

rate of 1/20 over the fu l l 4300 deg2 APM area and so we therefore expect to find 

20 times more matched galaxies with the APMBGC than for the APMSRS in a 

given mag. interval. This low sampling rate is clearly illustrated in Fig. 3.4, where 

the number of matched galaxies drops sharply as one moves to fainter magnitudes 

than bj=16.44, the magnitude limit of the APMBGC. We find a mean zero-point 

difference of APM-CTIO=0.31310.01 mag. The difference is quite large and we will 

see in the discussion section what this 0.313 mag. correction could mean in terms 

of the implications for a hole in the SGC distribution of galaxies. 

3.4.2 The Durham/UKST Photometry Correction 

In this section we use our CTIO CCD photometry to check the accuracy of the 

Durham/UKST photometry. The DUKST redshift survey covers 1500 deg2 in 4 

strips and our CTIO SGC data overlaps with one of these 4 strips. The angular size 

of the survey is 20°x75° in the SGC to a limiting apparent magnitude of bj=16.86. 

The catalogue consists of ~2500 galaxy redshifts and therefore by comparing the 

model of Metcalfe et al. with the DUKST n(z) distribution, and taking into ac­

count any zero-point discrepancies with our CCD data, we can probe a larger area 

(1500 deg2) in the SGC than the 2dFGRS can (~300 deg2 at present). Although 

the DUKST will probe lower redshifts, the larger area will mean tighter constraints 

on the size and angular extent of the SGC deficiency in the galaxy distribution. 

The DUKST galaxies were selected from the Edinburgh/Durham Southern Galaxy 

Catalogue (EDSGC: Collins, Heydon-Dumbleton & MacGillivray 1988; Collins, 

Nichol & Lumsden 1992). Ratcliffe et al. (1998) applied small corrections to the 
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Figure 3.4: Comparison with the APMBGC and APMSRS galaxy photometry. Here 

we plot APM mag(bj) vs APM(bj ) -CTIO(bj ) for all the APMBGC and APMSRS 

galaxies contained in our 297 deg2 area The dotted line shows the mean of the 

residual in 0.5 mag. bins and the solid line shows the mean zero-point offset over 

all our measured magnitudes which we calculate to be 0.31310.01. The low sampling 

rate of the APMSRS is clearly illustrated, as the number of matched galaxies drops 

sharply as one moves to fainter magnitudes than bj=16.44, the magnitude limit of 

the APMBGC. 
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EDSGC bj magnitudes in each of the 60 fields in an attempt to put them on the 

same zero-point scale of the APM catalogue. These corrections were calculated 

from results of Dalton et al. (1995) with the mean correction over all 60 fields, 

< bjPM _ ^EDSGC > = _o .05±0 .11 mag. It should also be pointed out that the 

zero-point corrections were performed at b j ~19.5 as the APM is expected to give 

reliable photometry here. If this mean offset is to be believed in the magnitude 

range of the DUKST ( b j < 17), one is assuming there is no scale error in either the 

APM or EDSGC photometry. 

Our CTIO SGC fields overlap with 28 of the 60 EDSGC fields and therefore we 

can make extensive tests of a large fraction of the DUKST photometry using our 

accurate CCD photometry. We have plotted DUKST b j mag. versus DUKST(bj)-

CTIO(bj) for all 28 fields in Figs. 3.5 and 3.6. To convert to the DUKST bj 

magnitude system we use our B Landolt R Kron-Cousins photometry in conjunc­

tion with equation 3.8 (Pimbblet et al. 2001). Although the DUKST photometry 

was corrected in order to be consistent with the zero-point of the APM, it is clear 

that there are discrepancies compared to our accurate CCD data. These zero-point 

differences are extremely field dependent with field 411, for example, in agreement 

with our data, but field 471 showing a 0.5 mag. offset. In Fig. 3.7 we plot all the 

galaxies from each of the 28 fields in order to determine a mean zero-point offset. 

The dotted line shows the mean zero-point offset binned in half magnitude intervals 

and the solid line shows the mean zero-point offset over all magnitudes which we 

calculate to be 0.310. In fact the mean offset between the EDSGC photometry and 

the APM data at bj=19.5 is 0.07 for the 28 fields which overlap with our CTIO 

data as opposed to 0.05 for all 60 fields. This means that we find a 0.31-0.07=0.24 

zero-point offset between our CCD photometry and the corrected EDSGC photom­

etry used for the DUKST survey. 

This mean zero-point offset between our CTIO CCD data and that of the 

DUKST may seem surprising given that the DUKST photometry has already been 

corrected/brightened by an average value of 0.05 mag. in order that i t is consistent 

with the APM data at bj=19.5 However, as we have already mentioned, any scale 
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Figure 3.5: Here we show the first 14 of the 28 fields where our CTIO SGC fields 

overlap with those of the Durham/UKST Redshift Survey (see Ratcliffe et al. 1998a 

for details of each field such as coordinates). Although the DUKST photometry was 

corrected in order that it was consistent with the APM Galaxy Survey, it is clear 

that there are discrepancies relative to our CCD data. These discrepancies appear 

to vary significantly from field to field, although there are only a handful of galaxies 

in all but two of them. 
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Figure 3.6: Here we show the second 14 of the 28 fields where our CTIO SGC 

fields overlap with those of the Durham/UKST Redshift Survey (see Ratcliffe et al. 

1998 for details of each field such as co-ordinates). The DUKST photometry was 

corrected in order that it was consistent with the APM Galaxy Survey, however it 

is clear that there are discrepancies relative to our CCD data. These discrepancies 

appear to vary significantly from field to field. For example, we see good agreement 

in field 411 (labelled f411), but f471 shows a 0.5 mag zero-point discrepancy. 
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Figure 3.7: Here we plot EDGSC mag(bj) vs EDGSC(bj)-CTIO(bj) for all the 

galaxies from each of the 28 fields displayed in Figs 3.5 and 3.6. The dotted line 

shows the mean of the residual in 0.5 mag. bins and the solid line shows the mean 

zero-point offset over all magnitudes which we calculate to be 0.310. In fact the 

mean offset between the EDSGC photometry and the APM data at bj=19.5 is 

0.07t0.11 for these 28 fields which overlap with our CTIO data as opposed to 0.05 

for all 60 fields. This means that we find a 0.31-0.07=0.24^0.012 zero-point offset 

between our CCD photometry and the corrected EDSGC photometry used for the 

DUKST survey. 



errors inherent in the APM or the DUKST could mean that this 0.05 correction 

may not apply at bj <17. Scale errors are a well-known headache in photographic 

plate photometry and indeed fields 471 and 417 in Fig. 3.6 show clear evidence of 

this problem. Our checks of the 2dFGRS photometry (based on the original APM 

data) showed up no significant scale error in the magnitude range 16<bj < 19.5 and 

therefore we claim that the problem lies with the EDSGC photometry used for the 

DUKST survey. A scale error of order 0.1 mag/mag in the range 17< bj < 19.5 

would explain the 0.24 mag. discrepancy with our CCD data which we have found 

to be accurate to a few hundredths of a magnitude at B<17 from checks performed 

in chapter 2. 

3.4.3 The Durham/UKST N(z) Distribution 

The zero-point discrepancy between the DUKST photographic plate photometry 

and that of our CCD based data has important consequences in terms of the DUKST 

number counts and n(z) distributions. We have used the "best sample" from Rat-

cliffe et al. (1998) using the uncorrected EDSGC photometry, taking into account 

the magnitude limits and completeness corrections of each of the 60 fields, in order 

to re-construct the DUKST n(z) distribution shown in Fig. 3.8. The average magni­

tude limit for the DUKST "best sample" over all 60 fields is bj=16.86 and the dotted 

line shows the n(z) predicted using the Ratcliffe et al. (1998a) luminosity function 

parameters. This has been calculated using Ratcliffe's "best sample" magnitude 

l imit , first brightened by 0.05 to take account of the DUKST photometry relative 

to that of the EDSGC at bj=19.5, and secondly 0.2 mag is added in order to con­

vert to the B Landolt system. We therefore use Bnm = 16.86 — 0.05 + 0.2 = 17.01. 

In fact this curve is equivalent to correcting all of the DUKST magnitudes by 

0.24 mag. and the M* value in the luminosity function by the same amount as 

the two effects cancel each other out. The dashed line shows a prediction except 

with the 0.24 mag. photometry correction applied to the magnitude limit , giving 

B/ ; m = 17.01 —0.24 = 16.77, but with no alterations to the original value of the M* 

of Ratcliffe et al. (1998b). 
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Fig. 3.9 again shows the DUKST n(z) distribution but this time with pre­

dictions using the luminosity functions of Metcalfe et al. (2001) and Norberg et 

al. (2001). The bj luminosity function of Norberg et al. (long dashed curve) 

has been calculated using 110,500 galaxies from the 2dFGRS at z=0, taking ac­

count of evolution, the distribution of magnitude measurement errors and small 

corrections for incompleteness within the 2dF catalogue. We have used their pub­

lished values of =-19.66 (M£=-19.46) and a = -1.21. A 0*=2.6xlO- 2 Mpc- 3 

was chosen so that the predicted galaxy number count from the Norberg et al. 

luminosity function matched that of the Metcalfe et al. model at B=19.5. The 

magnitude limit was chosen to be B/ ; m = 17.01 i.e. the value of the DUKST survey 

without our CTIO photometry correction applied. This has been calculated us­

ing the "best sample" magnitude limit, first brightened by 0.05 to take account of 

the DUKST photometry relative to that of the EDSGC at bj=19.5, and secondly 

0.2 mag is added in order to convert to the B Landolt system. We therefore use 

Bum = 16.86—0.05+0.2 = 17.01. We have also shown a prediction from the luminos­

ity function of Metcalfe et al. (2001) using a magnitude limit of B/,m=17.01 (dotted 

curve) and the CTIO corrected magnitude limit of B / J m = 16.77 (short dashed curve). 

The predictions from the two luminosity functions agree reasonably well for 

z<0.05 but the Metcalfe et al. model predicts slightly more galaxies at higher 

redshift. However, both models clearly over-predict the DUKST n(z) at all redshifts. 

This clear deficiency of galaxies was originally considered surprising by Ratcliffe 

et al. given the DUKST covers 1500 deg2 but it was thought that, because of 

the relatively low magnitude limit of bj= 16.86 and shallow redshift depths, that 

significant large scale structure at low redshift could explain this. By taking into 

account the zero-point correction of 0.240 and using the Metcalfe et al. model 

with B / , m =17.01-0.240=16.77, we find that this apparent underdensity of galaxies 

is not as large as first thought. Even so the corrected Metcalfe et al. model still 

over-predicts the n(z) distribution at virtually all redshifts and so we draw a similar 

conclusion to that of RatclifFe et al. in that, even after our photometry correction 

is applied, significant large scale structure is still observed in the DUKST n(z) 

distribution. The dashed line in Fig. 3.9 illustrates this model which shows that 
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Figure 3.8: The plot shows the DUKST n(z) distribution, which has been con­

structed using the "best sample" from Ratcliffe et al. (1998) with the correspond­

ing magnitude limits and completeness corrections for the raw EDSGC photometry 

in all 60 fields. The average magnitude limit of the 60 fields, taking into account 

the photometry correction applied by Ratcliffe et al. is bj=16.86-0.05=16.81. The 

dotted line shows the prediction using the original luminosity function of Ratcliffe 

et al. (1998a) calculated from the data itself using the appropriate B Landolt mag­

nitude limit of 16.86-0.05+0.20=17.01. The dashed line shows a prediction except 

with the 0.24 mag. photometry correction applied to the magnitude limit , giving 

BUm = 17.01 - 0.24 = 16.77. 
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Figure 3.9: The DUKST n(z) distribution compared to predictions from other lumi­

nosity functions. The dotted line shows a prediction using the luminosity function 

of Metcalfe et al. (2001) calculated using the appropriate B Landolt magnitude 

limit of 16.86-0.05+0.20=17.01. The long dashed line shows a prediction from the 

new 2dFGRS luminosity function using the same magnitude limit (see text for more 

details of this luminosity function). Finally, the short dashed curve again shows a 

prediction using the luminosity function of Metcalfe et al. (2001) but calculated 

for the magnitude limit B/im=16.77, which takes into account the 0.240 zero-point 

discrepancy found between our CTIO CCD data and the DUKST photographic 

photometry. 
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the deficiency of galaxies relative to the Metcalfe et al. model is still apparent 

until at least z=0.1 Relative to this photometry-corrected Metcalfe et al. model 

the DUKST n(z) distribution shows 4 clear holes in the galaxy distribution in 

the redshift ranges 0.005<z<0.025, 0.03<z<0.055, 0.06<z<0.09 and 0.09<z<0.11 

with number discrepency percentages of ~40% , 45% , 50% and 60% respectively. 

In Section 3.5 we will analyse these apparent under-densities in more detail in 

conjunction with the results from the 2dFGRS n(z) distribution which we discuss 

in Section 3.4.4. 

3.4.4 Photometry Checks of the 2dFGRS 

As described in Chapter 2, our 297 deg2 SGC field is a complete subset of the south­

ern 2dFGRS region. Therefore, providing our photometry is consistent with that 

of the 2dF, their SGC n(z) distribution can help us understand the exact nature of 

the apparent under-density observed relative to the galaxy count model of Metcalfe 

et al. (2001). Furthermore, for b j >17, the 2dFGRS photometry has a zero-point 

that has changed slightly from the original APM data due to re-calibration with 

external CCD magnitudes. In the SGC this zero-point difference is very small, 

APM-2dFGRS=0.02, and so any comparisons of our CTIO data with the 2dFGRS 

magnitudes will also be good checks of the original APM photometry for bj >17. 

In the NGC this zero-point difference is APM-2dFGRS=0.08 (Cole priv. com.). In 

order to check how our photometry compares with that of the 2dFGRS we have 

matched all galaxies from the two surveys within a 3.5" radius. As in Section 3.4.1, 

we use both our B Landolt and R Kron-Cousins galaxy photometry in conjunction 

with the colour equation from Pimbblet et al. (2001) in order to convert to the 

2dFGRS bj filter. Figs. 3.10 and 3.11 show these comparisons for the NGC and 

SGC regions respectively. Note that in the NGC only ~2/3 of our fields overlap 

with those of the 2dFGRS as opposed to 100% in the SGC explaining the factor of 

~1.5 difference in the number of matching galaxies. 

We have plotted the 2dF bj magnitude against the magnitude difference 2dF-

CTIO for each field with the mean of the residual illustrated by the squares in 
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each half magnitude bin. The 2dF galaxy photometry is of course based on that 

of the APM Galaxy Survey (Maddox et al. 1990a) with rms errors on the source 

magnitudes of 0.2-0.25, and this can be seen via the large scatter around the mean 

in each magnitude bin. We have shown in Chapter 2 that our CCD photometry is 

much more accurate than this with rms errors of 0.1 mag. at B=18 and 0.05 mag. 

at B=16, and therefore we expect any zero-point and scale errors between the two 

surveys to be contained within the photographic 2dF data. The NGC comparison 

in Fig. 3.10 shows clear evidence of both a zero-point and scale error. We find good 

agreement at bj=16 but the scale error induces a maximum zero-point error of 0.13 

at B=18 with a mean correction of 0.1 mag. for bj >16. For the SGC field in 

Fig. 3.11 we find a much better agreement with no appreciable scale error and the 

mean of the residuals agreeing to within 0.05 over the whole magnitude range shown. 

3.4.5 The 2dFGRS N(z) Distributions 

This good photometry agreement in the SGC field between us and the 2dFGRS 

means that we are able to use the 2dF SGC n(z) distribution in conjunction with 

the galaxy count model of Metcalfe et al. (2001) described in 4.3, to perform a 

consistent analysis of the observed deficiency of galaxies in the SGC as a function 

of redshift. We can also make the appropriate zero-point correction in the NGC 

so we are then consistent with the 2dF photometry in order to investigate the 2dF 

NGC n(z) distribution. 

We show these n(z) distributions in Figs. 3.12 and 3.13 which we have kindly 

been provided with by S.M. Cole. The mean magnitude limit of the 2dF photo­

graphic plates is bj=19.35 and bj=19.40 in the NGC and SGC respectively. Both 

n(z) distributions were normalised to 200 galaxies when we received the files for 

reasons that are not known, and so we have used the 2dF number counts at the 

appropriate magnitude limits in order to normalise the n(z) distributions. In Fig. 

3.12 we have plotted 3 model curves, 2 of which use the Metcalfe et al. (2001) 

luminosity function (long dashed and solid curves) and a third which uses the lumi-
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Figure 3.10: This plot shows 13,835 matching galaxies in the NGC from our CTIO 

survey and that of the 2dFGRS. We have plotted the 2dF b j magnitude against 

the difference in magnitudes from the surveys, 2dF-CTIO, with the mean of this 

difference plotted in half magnitude bins. We converted the CTIO data to the 2dF 

b j magnitude system using both our B Landolt and R Kron-Cousins band-passes in 

conjunction with the colour equation bj=B-0.17(B-R) from Pimbblet et al. (2001). 

One can see a clear zero-point and scale error over the magnitude range shown with 

the zero-point difference peaking at 0.13 mag. when bj=18. For b j > 16.0 the 

mean correction is 0.It0.005 mag. 
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Figure 3.11: This plot shows 19,696 matching galaxies in the SGC from our CTIO 

survey and that of the 2dFGRS. We have plotted the 2dF b j magnitude against 

the difference in magnitudes from the surveys, 2dF-CTI0, with the mean of this 

difference plotted in half magnitude bins. We converted the CTIO B-band data to 

the 2dF bj magnitude system using both our B Landolt and R Kron-Cousins band-

passes in conjunction with the colour equation bj=B-0.17(B-R) from Pimbblet et 

al. (2001). The agreement in the SGC is good with the mean of the magnitude 

difference < 0.0510.004 mag. over the whole magnitude range shown. 
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Figure 3.12: Here we show the n(z) distribution from the 2dFGRS in their NGC field 

along with two galaxy number count predictions using the luminosity function of 

Metcalfe et al. (2001) (solid and long dashed lines). We also show a prediction using 

the 2dF luminosity function (Norberg et al. 2001) (short dashed line). The mean 

magnitude limit of the APM-based photographic plates in the NGC is bj=19.35 

and so, assuming B-bj=0.20 mag, we adopt a magnitude l imit , m; , m of B=19.55 

using each of the Norberg et al. and Metcalfe et al. models. The second prediction 

of the Metcalfe et al. model uses a magnitude limit corrected brighter by 0.1 mag. 

to B=19.45 in accordance with the zero-point difference we found between the 2dF 

NGC photometry and that of our CTIO data. 
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Figure 3.13: Here we show the n(z) distribution from the 2dFGRS in their SGC 

field and predictions using the luminosity functions of Metcalfe et al. (2001) (solid 

line) and Norberg et al. (2001) (dashed line). There are two clear "holes" in the 

2dF SGC galaxy distribution in the ranges 0.03<z<0.06, with an under-density of 

~35-40% , and 0.07<z<0.1 where the galaxy density deficiency is ~25% . The mean 

magnitude limit of the photographic plates in the SGC is bj=19.40 and so, assuming 

B-bj=0.20, we adopted a magnitude limit , mum of B=19.60 when computing the 

n(z) predictions. 
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nosity function of Norberg et al. (2001) (short dashed curve) described in section 

3.4.2. The long dashed and short dashed curves were both calculated using the 

appropriate mean magnitude l i m i t , B/ i m =19.55, of the APM-based plates in the 

NGC (assuming B - b j = 0 . 2 ) . We only show the Norberg et al. model at B/ t m =19.55 , 

since any photometry correction would be also applied to the Norberg et al. M * ; 

this would leave the n(z) unchanged. 

The models agree at low redshift but the Metcalfe et al. model significantly 

over-predicts the data, particularly at the higher redshifts plotted. The solid curve, 

however, takes into account our zero-point correction derived in the previous sec­

t ion, equal to 0.1 for bj >16, and we therefore use a magnitude l i m i t , B; , m =19.55-

0.1 = 19.45. This model now shows excellent agreement w i t h the observed data and 

i t is interesting that this zero-point correction is v i ta l in order that the Metcalfe 

et al. model does not over-predict the data. This excellent agreement of the data 

w i t h the Metcalfe et al. and Norberg et al. models at all redshifts, indicates that 

the galaxy distr ibution appears to be fa i r ly un i form in the 2dF NGC field w i t h no 

evidence for any huge under-densities as we saw for the D U K S T field. 

Fig. 3.13 shows the 2dF SGC n(z) distr ibution along w i t h two model predictions 

using the Metcalfe et al. luminosity funct ion (solid curve) and that of Norberg et al. 

(dashed curve). Our photometry comparison w i t h the 2dF SGC data in the previous 

section showed up no significant zero-point error and so we used the appropriate 

magnitude l imi t of B/ , m =19.60 for each model. The main result of these model 

comparions so far has been that the Metcalfe et al. model predicts more galaxies 

at higher redshift and this case is no different, but the Metcalfe et al. model shows 

a slightly better agreement w i t h the data than the Norberg et al. model which 

under-predicts the data for z>0.14. The most striking feature of the plot however 

is the two clear "holes" in the galaxy distr ibution in the ranges 0.03<z<0.0525, 

w i t h an under-density of ~35-40% , and 0.06<z<0.1 where the density deficiency 

is ~25% . We refer the reader to the discussion section for a more detailed analysis 

of these holes in the galaxy distr ibution. 
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3.4.6 Luminosity Function Comparisons 

Before moving on to the next section where we use the publicly available 2MASS 

data to analyse the local galaxy distribution, we provide a brief comparison of the 

luminosity functions of Metcalfe et al. (2001) and those f r o m the D U K S T (Ratcliffe 

et al. 1998a) and 2dFGRS (Norberg et al. 2001). We use our photometry correc­

tions to appropriately alter the derived M*'s for these surveys to give a value of 

M * o r r , using corrections of 0.24 and 0.10 for the D U K S T and 2dF NGC respectively 

and the results are shown in Table 3.4. The M * o r r values are also dust corrected, 

using extinction values of 0.16 and 0.08 in the NGC and SGC. The Metcalfe et al. 

(2001) M * is consistent w i th observations at the South Galactic Pole where the dust 

correction in the B-band is predicted to be 0.02 mag by Schlegel et al. 

Our D U K S T photometry correction of 0.24 mag. ( in addition to a 0.08 mag. 

correction for dust in the SGC) now means that M*orr is extremely bright relative to 

the other surveys. However, Ratcliffe et al. also calculated an error convolved lumi ­

nosity funct ion estimate, shown in Table 3.4 as D U K S T (convolved). This D U K S T 

(convolved) M*orr value coupled w i t h the larger value of a means that the dis­

crepancy w i t h the other luminosity functions is not nearly so large. The D U K S T 

photometry correction derived in this chapter only applies over one of the 4 strips 

observed by Ratcliffe et al. as that is the region where our data was taken in the 

SGC. We have assumed that our correction applies over the entire D U K S T sur­

vey and this may not necessarily be the case, providing a possible explanation of 

why the D U K S T (convolved) M*orr value is s t i l l too bright relative to other surveys. 

The corrections applied by us now means that the values of M*orr for the 2dF 

NGC and SGC luminosity functions, coupled w i t h the corresponding values of the 

a parameters, do not now agree as well as they did . The photometry difference 

of 0.1 mag. between our data and the 2dFGRS NGC data has been given sup­

port by the fact that Norberg et al. (2001) have found that SDSS galaxies in the 

NGC equatorial f ield are, on average, 0.058 mag. brighter than those in the 2dF-

GRS NGC field. The differences between the luminosity functions certainly needs 
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a M*(hj) 

2dFGRS NGC -1.135 -19.609 -19.709 

2dFGRS SGC -1.278 -19.732 -19.732 

D U K S T -1.14 -19.72 -20.04 

D U K S T (convolved) -1.04 -19.68 -20.00 

Metcalfe et al. (2001) -1.16 -19.56 -19.58 

Table 3.4: Shown are luminosity function parameters a and M* from 3 authors, assuming 

ho=100kms - 1 Mpc - 1 . The M*orr values are dust corrected by us, assuming average values 

of 0.16 in the NGC and 0.08 in the SGC, as well as taking into account the zero-point 

differences of 0.1 and 0.24 for the 2dF NGC and DUKST surveys respectively relative to 

our CTIO data. 

fur ther investigation but i t is not something we w i l l pursue in this thesis. 

3.4.7 The 2MASS View of the Local Universe 

To further investigate the angular extent of a possible "hole" in the SGC galaxy 

distr ibution we have used the publicly available 2MASS K-band data. By taking 

5° declination slices in the NGC and SGC w i t h RA ranges similar to that of the 

2dF regions, and plot t ing galaxy number counts in the K-band, i t was possible 

not only to investigate the angular size of the "local hole" in the SGC but also any 

north-south asymmetry. Twelve declination slices of data, each of ~ 300 — 400 deg 2 , 

were analysed total l ing ~ 4500 deg 2 f r om the two Galactic Caps and a schematic 

diagram of these fields relative to other observational survey areas in shown in Fig. 

3.19. 

Fig. 3.14 shows the 6 declination slices in both the NGC and SGC, where the 

K-band number counts have been plotted w i t h the Euclidean slope subtracted. The 

solid line shows the prediction f r o m the model of Metcalfe et al. where the number 

density of galaxies is constant as a funct ion of redshift. The dotted and dashed pre­

dictions are variable 4>* models calculated using the number-redshift distributions 

f r o m the 2dFGRS in the NGC and SGC respectively. The value of as a funct ion 

of redshift for the SGC is determined for z<0.16 by mul t ip ly ing the usual Metcalfe 
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Figure 3.14: This plot shows the K-band number counts taken in 6 5° declination 

slices in both the NGC and SGC, wi th the extracted and effective (ie. gaps in 

the data subtracted) areas indicated. The solid line is a homogeneous model and 

the dotted and dashed lines are predictions using the NGC and SGC 2dF number-

redshift distributions (see text for details). The SGC slices show under-densities 

in 5 of the 6 slices corresponding to the declination range -35° < S < -10° and 

indicating that any "local hole" does not extend to the southern equatorial region. 

The southern SDSS number counts shown in Fig. 3.1 support this hypothesis. The 

declination slices in the NGC do not show any deficiency of galaxies in the range 

15° < S < 40° and agree well w i t h the homogeneous model. The over-density of 

strip 3 is probably due to the Coma cluster. 
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et al. (2001) value by the factor N r f a t a ( z ) / N m o d e / ( z ) (which is plotted in the lower 

panel of Fig. 3.15). Nd a j a ( z ) is the number of galaxies at a particular value of z in 

Fig. 3.13 and N m o d e / ( z ) is the prediction of the Metcalfe et al. model. For z>0.16 

the usual Metcalfe et al. (2001) (f>* is used. The dotted curve is calculated in a 

similar way using the model and data curves in Fig. 3.12, but using the Metcalfe et 

al. prediction which has been calculated using the photometry corrected magnitude 

l i m i t of B=19.45. What is very striking f r o m these K-band counts is the angular 

extent of the galaxy deficiency in the SGC. Four of the six declination slices over the 

range -35° < 8 <-15° in the SGC show clear under-densities for K < 1 3 of 25-30% . 

Even the -15° < 6 <-10° slice shows a slight under-density and as we start to probe 

the equatorial region wi th the -10° < 8 <-5° slice we see the counts agreeing w i t h 

the Metcalfe et al. model. 

A l l the K-band declination slices in Fig. 3.14 show the data matching the 

homogeneous model for K>13.5 , indicating a characteristic distance scale of 100-

200 Mpc, above which we can rely on the cosmological principle. However, for the 

equivalent magnitude bin of B=17.5 in f ig 3.17 we s t i l l f ind a clear galaxy num­

ber density discrepancy of 30% for our C T I O SGC data. Indeed, even as faint as 

B=18.5, our data shows this normalisation problem relative to the models and it is 

only in the B=19.0 bin that we see signs our NGC and SGC data w i l l eventually 

obey the cosmological principle. Our field areas are very accurate and our pho­

tometry and galaxy completeness extremely good for B<18 , so we are confident 

that the north-south asymmetry in our data is real. This normalisation difference 

is supported by the 2dF number counts plotted in Fig. 3.17 and the north-south 

number discrepancy agrees almost exactly w i t h our number difference for B<18 af­

ter the zero-point corrections we derived in section 4.4.1 have been applied. These 

2dF counts do seem to show that our galaxy completeness is a factor for B>18 

as their north-south number difference is significantly smaller than ours for these 

magnitudes. We know that there are ~10% uncertainties in the calculations of the 

2MASS areas (as we don't have the f u l l 2MASS mask) and therefore we cite this 

as the possible reason for the disagreement of our B-band counts and the K-band 

number counts in the 2dF SGC fields at K = 1 4 (B=18) relative to the Metcalfe et 
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al. (2001) model. I t w i l l be interesting to see whether future results of the ongoing 

SDSS and 2MASS surveys wi l l show up persistent variations in galaxy numbers 

f rom fields of a few hundred square degrees at B=18. 

The K-band counts in the NGC indicate no deficiency of galaxies relative to the 

homogeneous model for 5 of the 6 declination slices covering the range 15< 6 <40 

and the over-density found in strip 3 is due to the Coma cluster. I t is only close 

to the Nor th Galactic Pole in strip 6 at 8 = 45° where we see a significant under-

density. I t is clear that there is a definite north-south asymmetry regarding the 

galaxy number density, w i t h the SGC strips of s4, s5 and s6 (see Fig. 3.19) showing 

similar, but slightly less, galaxy deficiencies than found f r o m our SGC C T I O data 

or the predictions of the dashed line, computed f r o m the 2dF SGC n(z). As already 

mentioned there is a 10% normalisation uncertainty in computing the declination 

slices of K-band number counts which probably explains this. As we move towards 

the SDSS southern equatorial field and pass through strips s i , s2 and s3 the under-

densities become less pronounced unt i l the s i strip shows no appreciable galaxy 

deficiency in agreement w i th the SDSS SGC B-band number counts. Purely on the 

basis of these 2MASS results then, we argue that the angular extent of the hole in 

the SGC galaxy distr ibution extends f r o m at least S=-10° to S=-35° and in the RA 

direction f r o m 320° to 70°. The magnitude of the 2MASS galaxy deficiency in this 

region is 25-30% . 

3 . 5 D i s c u s s i o n 

We have attempted to analyse the depth and angular size of the apparent "hole" 

in the SGC galaxy distr ibution using data f r o m the A P M , 2dFGRS, D U K S T and 

2MASS surveys. One of the major discoveries of the work in this chapter has been 

the large galaxy-number deficiency relative to the Metcalfe et al. model in the 

D U K S T and 2dF n(z) distributions. In fact there are distinct similarities between 

the two n(z) distributions which we attempt to quantify in Fig. 3.15. There are 

two panels in these histogram plots where the upper panel shows galaxy number 

deficiency vs redshift and the lower panel shows N g a / / N m o ( j e ; again vs redshift. We 
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define the galaxy number deficiency in % as: 

Dg{z) = m ^ N m ° M ^ ^ t a ( z ) ) ( 3 9 ) 

where Nmodel is the number of galaxies predicted using the Metcalfe et al. (2001) 

luminosity function and Ndata

 l s the number of galaxies f rom the appropriate survey 

data. I n each panel predictions for the D U K S T survey are shown by the solid lines 

and those of the 2dFGRS by the dashed line. In the upper panel the 4 holes found 

in the D U K S T n(z) distr ibution are clearly illustrated by the 4 peaks in the solid 

histogram w i t h the 2 peaks of the dashed histogram showing the under-densities 

found in the 2dF SGC n(z). 

The similari ty between the 2dF and D U K S T n(z) distributions is quite strik­

ing. The two under-densities seen in the 2dF SGC n(z) in the redshift ranges 

0<z<0.0525 and 0.06<z<0.1 are also clear features i n the D U K S T n(z). In fact, 

the galaxy discrepancy in the range 0<z<0.0525 for the two surveys is almost the 

same magnitude in size wi th the histograms showing a very similar shape. The 

second under-density i n the 2dF SGC n(z) is less pronounced than its D U K S T 

counterpart, but they s t i l l cover very similar redshift ranges. The rise in the galaxy 

number density between the two 2dF SGC under-densities is also seen in the case of 

the D U K S T survey. Given that the 2dF SGC field is entirely contained wi th in the 

areas of sky observed for the D U K S T survey we claim that the the similarities we 

have described in the two n(z) distributions are both artifacts of the same features 

in the galaxy distribution. Since the D U K S T observes a larger 1500 deg 2 region 

than the 2dFGRS (who have redshifts for galaxies covering ~300 deg 2 in the SGC 

at present) i t could be that there is significant large scale structure observed by 

D U K S T that is not seen by the 2dFGRS explaining the larger and more numerous 

galaxy number discrepancies in the D U K S T n(z) distr ibution. 

But there is evidence for an alternative explanation. Over the entire redshift 

range shown in the lower panel of Fig. 3.15, the D U K S T survey shows significantly 

larger galaxy number discrepancies relative to the Metcalfe et al. model, except 
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Figure 3.15: In the upper panel we show the galaxy number deficiency in the 

D U K S T (solid line) and 2dF SGC (dashed line) n(z) distributions plotted as a 

funct ion of redshift. We have calculated this using the histograms in Figs. 3.9 

and 3.13 relative to the appropriate prediction using the Metcalfe et al. (2001) 

luminosity funct ion. We define the galaxy deficiency ( in % ), D 3 (z)=100(N m o de/(z)-

Ndata(z))/Nm od e;(2r) where N d a t a is the number of galaxies f rom the appropriate 

survey data and N m o d e / is the number predicted f r o m the model of Metcalfe et al. 

The lower panel illustrates the ratio of the quantity N^ata/N m o dei f ° r the D U K S T 

and 2dF SGC fields, also as a funct ion of redshift. 
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Figure 3.16: In the upper panel the histogram shows the 2dFSGC n(z) distribution 

w i t h an imposed magnitude l i m i t of B=17.01. The dashed curve shows a prediction 

f r o m the luminosity funct ion of Metcalfe et al. (2001), where we have normalised 

to the total number of galaxies predicted by the histogram. The solid curve show 

the same model but using the normal 4>* values of Metcalfe et al., which we know 

is consistent w i t h our NGC data at B=17. In the lower panel we have plotted 

N d o t a / N m 0 ( i e / (as in Fig. 3.15), for each of these models. 
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for a t iny region of redshift space centered at z=0.04. We have seen that galaxies 

can be biased tracers of the overall mass distr ibution and that instrinsically more 

luminous galaxies are predicted to show stronger clustering properties, w i t h regions 

of very high and low galaxy number densities. We suspect that the SGC might be 

under-dense and therefore the fact that the D U K S T samples intrinsically brighter 

galaxies than the 2dF over all redshifts shown in Fig. 3.15, may mean that we are 

seeing the effects of bias. 

Since this clearly needs further investigation, we have imposed the D U K S T 

magnitude l i m i t of b j=16 .81 (B=17.01) on the 2dFGRS SGC data. The results 

are shown in Fig. 3.16. In the upper panel we have included two model predictions 

using the luminosity funct ion of Metcalfe et al. (2001), each w i t h a magnitude l i m i t 

of 17.01. The dashed curve is normalised to the total number of galaxies predicted 

f r o m the histogram and the solid curve uses the normal </>* values of Metcalfe et al., 

which we know is consistent w i t h our NGC data at B=17. In the lower panel we 

have plotted N d a t a / N m o d e i for each of these models as a funct ion of redshift. The 

solid histogram is similar to the long-dashed histogram in the lower panel of Fig. 

3.15, except this t ime w i t h the brighter magnitude l i m i t imposed on the 2dFGRS 

data. The effect of this is to exclude galaxies that are, instrinsically, relatively faint . 

I t is very interesting that we now see that the solid histogram in the lower panel of 

Fig. 3.16 shows larger galaxy number disrepancies over all redshifts than the long-

dashed histogram in Fig. 3.15. This is entirely due to the different galaxy selection 

criterion we have used via the two magnitude l imi ts of B=17.01 and B=19.60, and 

is clear evidence that the intrinsically brighter galaxies are clustered more strongly 

in accordance w i t h the notion of bias. 

Fig. 3.17 shows selected number count data w i t h the appropriate zero-point cor­

rections of 0.10 mag. to the 2dFGRS NGC data (for b j >16.0), 0.24 mag. to that 

of the D U K S T and 0.31 mag. to the A P M B G C data. The D U K S T corrected data 

is now significantly altered, but the counts are s t i l l much lower than the q o =0.05 

evolution model (solid curve) as we expect f r o m Fig. 3.9. We have also made a 

small dust correction to the A P M and A P M B G C data shown in Fig. 3.17. A stan-
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Figure 3.17: Here we show a similar plot to Fig 3.1, but we impose the 0.31, 0.24, 

0.10 photometry corrections derived for the APMBGC, DUKST and 2dF NGC data 

(for b j > 16.0) respectively. There is also a small 0.08 mag dust correction applied to 

the APM and APMBGC data (see text for details). We have also plotted 4 variable 

cf)* models shown by the short dashed, dot-dashed, dotted and long-dashed curves, 

where the value of <̂>* is a function of redshift (see text for detailed expanation). 
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Figure 3.18: This plot is the same as 3.17 except, for clarity, we have plotted just 

the APM number counts of Maddox et al. (1990c) and the counts of the APM 

Bright Galaxy Catalogue (Loveday et al. 1996), in addition to the 4 variable (f>* 

models. Both these data sets cover a huge 4300 deg2 area in the SGC. 
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dard Afl=C(cosec6-l) extinction law was originally assumed by Maddox et al. for 

the A P M photometry, which corresponds to A # = 0 at the poles and a max imum 

AB ~0.03 at b = 50°, averaging ~ 0.01 mag over the whole A P M area. The Schlegel 

et al. (1998) dust maps, which are used to correct the 2dF counts and our own 

C T I O data, predict 0.02-0.03 mag. of extinction, even at the poles, and our average 

C T I O dust correction was 0.08 in the SGC. We have therefore corrected the A P M 

counts and the A P M B G C data by an additional 0.08 mag (so the tota l correction is 

0.08 mag. for the A P M counts and 0.39 mag. for the A P M B G C data). The original 

A P M counts now show no galaxy number deficiency for B>18 , but s t i l l indicates a 

large local hole at brighter magnitudes over a huge 4300 deg 2 area. 

The 2dF data shown in Fig 3.17 shows excellent agreement w i t h our C T I O data 

in both galactic caps. The 0.1 zero-point correction we have applied to the 2dF 

NGC data now means that their north-south difference agrees w i t h ours almost 

exactly for B<18. This agreement w i th our data in each galactic cap is interesting 

given the larger angular areas of 740 deg 2 and 1094 deg 2 of the 2dFGRS NGC and 

SGC fields respectively. Therefore i t would seem that our survey areas of 242 deg 2 

and 297 deg 2 are fa i r ly typical samples of the galaxy distr ibution i n these regions 

of the Universe. 

Fig. 3.17 also shows 4 variable <f>* models shown by the short dashed, dot-

dashed, dotted, and long-dashed curves where the value of 4>* is a funct ion of red-

shift instead of the usual constant value defined f r o m the Metcalfe et al. (2001) 

B-band luminosity funct ion. For the 2dF model the curve is calculated in the same 

way as for the dashed curve in Fig. 3.14 i.e. the </>* is determined for z<0.16 by 

mul t ip ly ing the usual Metcalfe et al. (2001) value by the factor N d a t a ( z ) / N m o d e / ( z ) . 

For z>0.16 the usual Metcalfe et al. (2001) <f>* is used. The 3 D U K S T models are 

calculated in a similar way using the values of Nd a ( a (z ) /N m o <ie / (z ) plotted in Fig. 

3.9. The only difference between them is that a variable <f>* is used over different 

redshift ranges; z<0.12, z<0.09 and z<0.06. 

The motivation behind these variable <f>* models is to see what sort of structure 
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Figure 3.19: A plot showing the various regions on the sky observed in different 

astronomical surveys. Shown on this plot are the regions of sky observed by the 

SDSS, 2dFGRS, M G C , D U K S T and A P M surveys. A l l the surveys have been 

labelled next to the appropriate survey areas except the D U K S T region (the dotted 

line) which is labelled in the lower region of the plot. We have also plotted constant 

lines of galactic lati tude at b = 0 ° , 30° and -30° and a point to show each galactic 

pole at b = 9 0 ° and -90°. Our own C T I O data has not been plotted here because of 

clarity, but see Figs 2.1 and 2.2 for illustrations of the exact locations of our fields. 
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in the galaxy distr ibution the A P M counts and the A P M B G C counts (corrected 

using our derived value of 0.31 mag.) are consistent w i th . Therefore, for clarity, 

we have plotted just the A P M and A P M B G C counts as well as the 4 variable <j>* 

models i n Fig. 3.18. Recall that we have reliable checks, using our C T I O galaxy 

sample, of the photometry of the original A P M data for B>17 and for the A P M ­

BGC (combined wi th the APM-Stromlo data) for B<17. 

The D U K S T z<0.12 model under-predicts the number of galaxies relative to 

the A P M data in the magnitude range 16.75<B<18.75 indicating that these ob­

servations are not consistent w i t h the D U K S T n(z) out to z=0.12. Recall that the 

D U K S T n(z) showed 4 distinct holes in the galaxy distr ibution w i t h the 3rd hole in 

the redshift range 0.06<z<0.09 and the 4th hole in the redshift range 0.09<z<0.11. 

The D U K S T z<0.09 and z<0.06 models were constructed in order to see the effect 

on the predicted number counts, assuming that just the first 2 and then the first 

3 of these holes actually exists. The D U K S T z<0.09 model agrees well w i t h the 

A P M data for B>17 , but is inconsistent w i t h the A P M B G C data, as is the D U K S T 

z<0.06 model. The 2dF variable (f>* model includes the effect of the two holes in 

the galaxy distr ibution seen in the 2dF SGC n(z). Although the variable cf>* is used 

in this model for z<0.16, these holes are both at z<0 .1 . I f we ignore the original 

A P M counts for B<17 (where we have no reliable photometry checks) then this 2dF 

model provides the best fit to the A P M B G C data at B<17 and the original A P M 

counts at B>17 . However, one must be aware that the effect of using a brighter 

magnitude l i m i t of B=17.01 for the 2dFGRS SGC data, is to make the holes in the 

galaxy distr ibution appear much larger, in better agreement w i th those seen in the 

D U K S T survey. The conclusion of these variable </>* models is that the A P M and 

A P M B G C (corrected) counts are most consistent w i t h there being a galaxy number 

discrepancy for z<0 .1 , which is of order 30% . 

Fig. 3.19 shows that the A P M , 2dF SGC and D U K S T survey areas all overlap 

w i t h the s4, s5 and s6 2MASS strips where we know there is a significant under-

density of 25-30% , similar to the 30% number deficiency found to be consistent w i th 

the A P M and A P M B G C data. The D U K S T field then extends fur ther south to 
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5=-43 0 and the A P M area even further to 8=-70°. Taken together w i th our 2MASS 

results this implies a hole in the SGC galaxy distr ibution of 100°x60°, which extends 

to z=0 .1 . This corresponds to a huge volume of space of ~ 3 x l 0 6 M p c 3 and implies 

significant power on large scales of ~100-200Mpc. 

To illustrate how excess power on larger scales increases the chances of f inding 

a 30% galaxy deficiency over the k ind of volumes we are claiming, we have used the 

3-D analogue of equation 45.6 i n Peebles (1980). By assuming a power law f o r m 

of the spatial two-point correlation function (see Chapter 4 for a definition of the 

spatial two-point correlation function) out to a given scale length, we can calculate 

the probability of f inding a given number deficiency of galaxies over a volume of 

space defined by a sphere of radius 150 / i _ 1 Mpc. In this simplified scenario, the 

fluctuation in galaxy number over the expected galaxy number can be wr i t t en as: 

< ( ; v - A 0 2 > * = (i + ¥£'fl^a«fr)* 
N N 2 

where £(r) is the two-point spatial funct ion and V is the volume of the sphere 

over which a particular survey is sampling. I f we wri te <( J V ~^) >^ =§N_ a n ( j assume 

£(r ) = ( r / r 0 ) - 1 ' 8 then i t can be shown that: 

SN_ _ / j _ 3 ,1.8„1.2 

1.2 \ ! ( 3 1 1 ) 

where we assume the galaxy correlation length in proper coordinates, r o = 5 . 0 / i - 1 M p c , 

r c u t in Mpc is the length scale at which we assume the power law form of the correla­

t ion function extends to, r s = 1 5 0 / i _ 1 M p c and is the radius of the sphere defining our 

volume, N is the expected number of galaxies in this volume and SN/N is the ex­

pected fluctuation in the galaxy number. We assume two cases, each corresponding 

to a different value of r c u t . In the first case r c u < = 1 0 / i _ 1 M p c . I f we set N=(47rr3n)/3, 

where we assume n=0.01 which is the mean galaxy density in units of / i 3 M p c ~ 3 , 

then we find that SN / N=0.016. This corresponds to an expected galaxy number 

fluctuation over our sphere of radius 1 5 0 / i - 1 M p c of 1.6% and therefore means that 

finding a galaxy number deficiency of 30% over our sphere is a 18.75cr result! 
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However, i f we assume our second case where r c „ f = 1 5 0 M p c then we find an 

expected galaxy number fluctation of 8% . This is a 3.75<7 result and so, although 

unlikely, is much more probable than a 18.75cr result. What we have illustrated 

though is that more power on large scales does increase the chances of finding 

larger fluctuations in galaxy numbers over a given volume of space. The question 

is, how much power is there in the two-point correlation funct ion on large scales? 

3.6 Conclusions 

In this chapter we first presented the resulting galaxy counts f r o m our C T I O Curtis 

Schmidt data. The large deficiency of galaxies seen in the SGC motivated us to 

investigate the possible existence of a large "hole" in the SGC galaxy distr ibution. 

Using our C T I O data, covering 300 deg 2 in the SGC, we were able to make the 

first ever detailed checks of the bright (B<17) galaxy photometry in the D U K S T 

and A P M surveys which has crucial implications for the existence of a local hole i n 

the distr ibution of galaxies. We also performed photometric checks of the 2dFGRS 

photometry and used the publicly available 2MASS data to investigate the angular 

size of this apparent hole in the SGC. Our conclusions are: 

• Our B-band galaxy counts in the NGC agree extremely well w i th the model 

of Metcalfe et al. (2001) but our SGC counts shows a significant galaxy 

deficiency, a mean 30.7% in the magnitude range 14<B<18.5. 

• Good agreement is found for our NGC data wi th the SDSS and M G C num­

ber counts in the magnitude interval 16.5<B<18.5 and likewise for our SGC 

galaxy counts w i t h the data of Ber t in &: Dennefield and the A P M survey in 

the range 16.5<B<19. 

• We compared our CCD galaxy catalogue to that of the 2dFGRS in the NGC 

and SGC. In the NGC we find good agreement of the zero-point at b j = 1 6 but 

our galaxies are, on average, 0.13 mag. brighter at b j = 1 8 implying a scale 

error of 0.065 mag/mag. We find a mean zero-point difference of 0.1 mag. in 

the range 1 6 < b j < 1 8 . In the SGC we f ind no zero-point or scale errors. 
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After applying this 0.1 mag. zero-point correction to the 2dF NGC photome­

t ry we then find excellent agreement in both galactic caps between our C T I O 

data and the 2dFGRS, who's zero-point corrected results also imply a 30% 

normalisation difference between the NGC and SGC galaxy counts at B=18 . 

Af te r comparing our C T I O photometry to both the D U K S T and A P M B G C 

data we found that our galaxies were, on average, brighter by 0.24 mag. and 

0.31 mag. respectively. 

Our R-band galaxy counts show a normalisation difference for the NGC and 

SGC data of ~22.2% in the range 13<R<17. 

The 2dF and D U K S T n(z) distributions show striking common structure 

w i t h regard to 2 "holes" in the galaxy distr ibution in the redshift ranges 

0.03<z<0.05 and 0.06<z<0.09, w i t h number discrepancy percentages of 35-

50% , 25-60% respectively. 

The D U K S T survey finds significantly larger galaxy number discrepancies over 

vi r tual ly all redshifts than the 2dF survey in the SGC. We claim that this is 

evidence that galaxies are biased tracers of the underlying mass distr ibution. 

Our 2MASS counts indicate a hole in the SGC galaxy distr ibution extending 

f r o m at least £=-10° to 5=-35° and in the RA direction f r o m 320° to 70°. The 

magnitude of the K-band galaxy deficiency in this region is 25-30% 

Using variable 4>* models based on the structure seen in the D U K S T and 

2dFGRS n(z)'s we claim that the galaxy count data is consistent w i t h there 

being a hole in the SGC galaxy distr ibution over the whole 4300 deg 2 A P M 

area, which extends out to z=0 .1 . 

Taking together the conclusions using the 2MASS and our variable (f>* models 

we conclude that there is a galaxy number deficiency of 30% over a huge 

angular area of 100°x60° in the SGC. The evidence is that this hole extends 

out to z=0.1 or 300 / i _ 1 Mpc. 
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We show, using a simple model, that significant power is required in the two-

point correlation function on very large scales i f there is to be any reasonable 

chance of the existence of such a large hole in the galaxy distr ibution. 



C h a p t e r 4 
Galaxy Clustering in 

the NGC and SGC 

In the last chapter we used our C T I O data to calculate galaxy number counts in 

the NGC and SGC as well as making photometric checks of other galaxy catalogues. 

Our data, covering large areas of sky in the NGC and SGC, provided the first 

ever chance to make detailed checks of the bright ( b j < 17) galaxy data of the 

D u r h a m / U K S T survey and that of the APM-based 2dFGRS SGC field using our 

accurate CCD photometry. This enabled us to gain crucial information about the 

nature of the galaxy count and red-shift distributions over huge areas of sky in the 

local, z < 0.2, Universe. In this chapter we make further use of our C T I O CCD data 

to investigate further the fo rm of the galaxy distr ibution, by analysing the clustering 

of galaxies in the NGC and SGC using the two-point correlation funct ion. We w i l l 

first introduce and explain the correlation function in Section 4.1 as a tool w i t h 

which to analyse the clustering properties of galaxies. We w i l l review the estimator 

methods of the two-point correlation funct ion in Section 4.2 and then present galaxy 

clustering results f r o m our C T I O , Curtis Schmidt data in Section 4.3. In section 

4.4 we w i l l discuss systematic biases that could effect our correlation functions and 

the implications of our results when coupled w i t h the galaxy number count analysis 

f r o m the previous chapter is discussed is Section 4.5. Our conclusions are presented 

in Section 4.6. 

4.1 History 

The correlation funct ion is probably the most well-known tool that is used to quan­

t i f y the clustering of a galaxy distr ibution f r o m an astronomical data-set. The 

most common f o r m of the correlation funct ion is the two-point correlation funct ion 
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(Peebles 1980), denned as: 

8Pi3=n8Vi3[l+({x)] (4.1) 

where n is the mean number of objects in the data-set. I f a random member of the 

data-set, galaxy i, is selected then 8P is the probability of f inding a second mem­

ber, galaxy j , w i th in a volume 8Vij at a distance x f r o m galaxy i. So, i f £ ( x ) > 0 

then we have a clustered distr ibution as we have more chance of f inding a second 

galaxy, given a first galaxy, wi th in a distance x than i f the galaxy distr ibution were 

random. Therefore, £(x) is a measure of this excess probability. Conversely, i f 

£(x)< 0 then we would have an anti-clustered distr ibution, and i f ((x)= 0 then our 

equation reduces to SPij = nSVij, which would correspond to a random distr ibution. 

The two-point correlation function in this fo rm is used to analyse the 3D distr i­

bution of galaxies i n the Universe, but the projected or angular two-point correlation 

funct ion (Groth &; Peebles 1977) is also a very powerful tool and is the most useful 

for our purposes, since we do not have red-shifts for our galaxies. This is defined in 

a similar way to the spatial function: 

6Pij = N8Slij[l+u>{0)] (4.2) 

where N is the mean number of galaxies per steradian. Here 8P{j is the probability 

of f inding a galaxy j w i th in solid angle 8Q,{j at an angular distance of 0 f r o m galaxy i. 

The two-point correlation funct ion is a second moment of the galaxy distr i­

bution, exactly like the standard deviation is a second moment of the distr ibution 

of a random variable. The standard deviation measures the wid th or spread of the 

distr ibution of a random variable, but i t cannot give a complete description unless 

the distr ibution is Gaussian. In this special case, just the first and second order 

moments or the mean and standard deviation w i l l completely describe your random 

sample. I n general then, you w i l l need higher order moments to quantify your dis­

t r ibut ion . The same is true of the correlation funct ion. The two-point correlation 

funct ion can therefore give you a complete description of the galaxy distr ibution, 
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provided the density fluctuations are Gaussian. Although this may seem an extreme 

assumption, the reason the two-point correlation funct ion is such a powerful tool is 

that most current models of the early Universe invoke an "inflat ion" phase (Bardeen 

et al. 1983) which predict that very early density fluctuations in the Universe were 

gaussian after inflat ion. These gaussian density fluctuations about 1 0 - 3 4 s after the 

Big Bang can then be linked to the galaxy distribution on large ( r>10Mpc) scales 

by linear purturbation theory meaning the two-point correlation funct ion can give 

us a complete description of large-scale structure on scales >10Mpc. On small 

scales linear theory can not be assumed as density fluctuations dot not evolve in­

dependently of each other but are strongly coupled to each other by the presence, 

for example, of the gravitational potential well of a large structure like a galaxy 

cluster. I n order to quantify structure on small scales higher order moments of the 

galaxy distr ibution may be needed. Even on large scales higher order moments are 

important as we expect them to be zero, assuming the fluctuations i n the very early 

Universe were gaussian. For example, the three-point correlation funct ion (or the 

t h i r d order moment) is defined as 

SPijk = NSSljiSSlkill + u{0ij) + Lo(0jk) + u{9ki) + z{6ij, 0 } k , 9ki)\ (4.3) 

where SPijk is the probabili ty of finding, given a galaxy i, a second galaxy j and 

a th i rd galaxy k w i th in solid angles f i j , - and 0 ^ at angular distances $ij and 6ki 

respectively, where galaxies j and k are seperated by angle 6jk. 

Because u>(9) is a projected correlation funct ion, i t measures the clustering of all 

the galaxies along the line of sight. This effect can be reduced by taking magnitude 

slices, but even then these galaxies may st i l l cover a large red-shift range. I t is im­

possible to measure directly the spatial clustering of galaxies without knowledge of 

the 3D spatial distribution of the galaxy sample for which red-shift data is required. 

Even wi th galaxy distance information, there is s t i l l the "Finger of God" problem 

(Ratcliffe et al. 1998c). This is a particular problem in the relatively local Universe 

where an estimate of a red-shift can be i n error, due to the fact that i t is calculated 

f r o m the measured recession velocity of the galaxy which can often contain a large 
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peculiar velocity component. 

Despite this obvious l imi ta t ion of the angular correlation function in terms of its 

2-D information, its power lies in its simplicity and ease of computation. A n angular 

correlation funct ion w i l l typically contain information f r o m a much larger galaxy 

sample than that of a spatial correlation funct ion due to the fact that obtaining 

red-shifts for galaxies is fair ly expensive on telescope t ime. Obtaining photometry 

however is relatively less expensive - typically the spectroscopic l im i t for a tele­

scope is 3 or 4 magnitudes brighter than the photometric l i m i t . This larger sample 

of galaxies means that errors on the clustering amplitude are relatively small com­

pared to the spatial correlation funct ion. 

The functional f o r m of the two-point angular correlation funct ion, u>(0), has 

been empirically found to be: 

u>(0) = AJ~S (4.4) 

on scales ^ 1° for large surveys, where Aw is a normalisation coefficient and nor­

mally defined to be the clustering amplitude at 1 degree. Varying values of 8 can be 

found in the literature and they lie in the range 0.55< 8 <0.8 (Maddox et al. 1990; 

Ratcliffe et al. 1998b; Connolly et al. 2001). Note that Au is expected to decrease 

as the magnitude l i m i t of a survey gets fainter according to Limber's equation (see 

section 5.3) and so the exact value of Aw depends on the magnitude range of one's 

galaxy sample. 

On scales ^ 1° there is a characteristic break in the correlation funct ion where 8 

gradually increases as 8 increases (see Fig. 4.2 or Fig. 5 in Groth & Peebles 1977). 

The angular scale on which this break occurs, which is a funct ion of the depth of the 

survey, implies a characteristic clustering length. Historically this "break" and large 

scale clustering amplitudes in general have proved diff icul t to measure accurately 

because of two main reasons. For small area, deep surveys eg. the Hubble Deep 

Field (Wil l iams et al. 1996) there is the significant problem of the so-called integral 

105 



constraint. The integral constraint is a systematic effect induced by the fact that 

the mean galaxy density has to be estimated f r o m the data itself, and which biases 

u(8) low on all scales. For very large areas like the A P M survey (a 4300 deg 2 field) 

this effect is negligible and the amplitude clustering bias is a negligible fract ion of 

the intrinsic clustering signal. Our NGC and SGC data cover 243 and 297 deg 2 

respectively, and we show in the next section that these areas are large enough for 

the integral constraint to be a very small fraction of our clustering amplitudes on 

all angular scales. 

The second main source of error in determining the angular scale of the break 

in u>{6) is large scale gradients in the data. This is particularly problematic in large 

surveys because of the fact that small zero-point errors between CCD's/plates can 

propagate through the data. For example, a small zero-point error between two 

CCD's wi th the same exposure t ime, that cover the same area, w i l l mean that one 

CCD w i l l appear to detect more galaxies for a given magnitude l i m i t . These density 

variations due to small zero-point errors in a survey add an art if icial clustering sig­

nal to the correlation function and are a particular problem for large photographic 

surveys eg. the A P M Galaxy Survey. The problem of large scale gradients has 

been controlled more successfully wi th the advent of CCD technology. Because 

of the linearity of CCD chips, zero-points can be calibrated extremely accurately 

suppressing this propagation effect over large areas. Our CCD data, covering large 

regions of sky in the Nor th and South Galactic Caps is therefore an ideal source of 

information w i t h which to analyse the clustering of galaxies. 

4.2 The Calculation of the Two-Point Correla­

tion Function 

4.2.1 Estimators 

As already explained, the two-point correlation is a measure of the excess prob­

abil i ty of f inding, given a galaxy i , a second galaxy j w i th in solid angle Sfl at 

106 



angle 9 f rom galaxy i . In order to estimate this "excess probabili ty" one needs 

to compare the galaxy sample w i t h a distr ibution of sources populated randomly 

and homogeneously wi th in the survey area, where by definition LO(9) = 0. I f our 

random distribution has number density TIR per steradian, then the total random 

pair count, RR(#) is given by: 

N R N R 

RR(6) = 2hR E SSliSilj (4.5) 

where N# is the total number of random sources in the sample and the factor of 2 

is to account for the fact that only values of j are used which satisfy the condition 

j > i . Similarly, we can calculate the total pair count, as a funct ion of 9 of the galaxy 

sample. Our galaxy sample w i l l , in general, have OJ{9) ^ 0 and therefore we can 

wri te the total data pair count as: 

ND N D 

DD(9) =2n2

D(l+io{9))'£^SntSnj (4.6) 
i j>i 

where rip is the number density of the data (or galaxies) per steradian and is 

the total number of galaxies. One can then obtain an estimate of the the angular 

correlation funct ion by dividing equation 4.6 and 4.5 and re-arranging to obtain: 

This particular estimator is said to estimate the true galaxy number density to 

first order. Other estimators of the two-point correlation funct ion also exist, where 

the number density is estimated to second order. These second order estimators 

have been shown, i n general, to be less susceptible to biases when using small survey 

areas (Hamil ton 1993). In our calculations we have used three estimators. The first 

is called the standard estimator (see Peebles 1980) and is a first order estimator of 

the number density and given by: 

Secondly, the method of Hamil ton (1993), which is a second-order measure of the 

galaxy number density: 
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u,(0) = 
DD(0)RR(0) 

DR(0)2 
- 1 (4.9) 

The th i rd is the method of Landy & Szalay (1993), which is also a second order 

estimator of nb and given by 

where the D D , DR and RR terms are the data-data, data-random and random-

random pair counts and are denned in an analogous way to equations 4.6 and 4.5. 

4.2.2 The Random Catalogue 

When we generated the random sample of galaxies which we use to calculate our 

correlation funct ion we had to make sure these random sources were distributed 

uniformly over exactly the same regions of sky as our data. Our strategy was as fo l ­

lows. First an art i f icial box around the entire data-set in question was constructed. 

For example, for our C T I O NGC data, the box was defined so a region was con­

tained wi th in constant lines of Right Ascension at 9hrs 30mins and 15hrs OOmins 

and constant lines of Declination at + 1 ° and -11°. Random numbers were generated 

between 0 and 1 using the Numerical Recipes in Fortran (Press et al. 1989) RAN3 

routine f r o m which the outputs was linearly transformed to produce numbers in the 

required Declination range o f - l l ° < 8 < + l ° . These numbers were then converted 

to radians before taking the arcsine of each of them. The reason for doing this is 

that when a random sample of sources in the (RA(a),Dec(<£)) coordinate system is 

projected onto a spherical surface, like the one assumed w i t h our region around the 

NGC data, one finds that the galaxy density monotonically decreases as a funct ion 

of \8\ according to a sin - 1<$ law, where 8 is the declination of the source. Then, a 

second set of random numbers is generated in radians i n the chosen RA range of our 

box. Each R A coordinate is assigned to one of the Dec co-ordinates so that we had 

a set of (a ,8) co-ordinates where the source density varies w i t h 8 according to this 

arcsin dependence. Each source is then compared to every one of the ~800 frames 

in our NGC data-set and our code calculates whether these source co-ordinates are 

DD(9)-2DR{$){t)+mO)(t) 
u(9) 

mo) ( g ) 
(4.10) 

108 



contained in regions of sky observed by us. Our SGC random sample was calcu­

lated in the same way but the box was denned by a region contained wi th in constant 

Right Ascensions at 21hrs and 04hrs and Declinations in the range -46° < 8 <-26° . 

Also, we could not ignore the fact that the observations were carried out over 

a large region of sky when calculating the angle, 8, subtended by a pair of sources. 

For very small fields one can simply use Pythagoras' Theorem to calculate $ f r o m 

the difference in the RA and DEC angles: 

01 = (ORA, - eRA3)2cos{0DEct)cos{0DECj) + (0DEc, - O D E C , ) 2 (4.11) 

where 0 ^ is the R A of source i, etc. 

However, for large fields, this becomes a very poor approximation due to the 

curved geometry of the spherical celestial sphere. By using spherical polar co­

ordinates one can show that: 

cos(0) = sin(6DEct)sin(0DECj) + cos(6DEci)cos(9DEC])cos(0RAi - 6 R A j ) (4.12) 

and this is the equation we used to calculate the angle subtended by a pair of sources 

in our fields. 

4.3 Results 

4.3.1 Galaxy Clustering Results from the NGC and SGC 

We have calculated the two-point angular correlation funct ion for our data-sets in 

both the Nor th and South Galactic Caps using the standard estimator and the 

estimators of Hamil ton and Landy k. Szalay, w i t h U~R = lOnp. Fig. 4.1 shows the 

results of these calculations for our NGC data i n the magnitude range 17<B<18. 

We f ind that the calculated clustering amplitudes of the Hamil ton and Landy & 

Szalay estimators agree to wi th in 0.2% in the range log(0) >-1.8 and only at very 
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small angles are there slight deviations. The standard estimator shows good agree­

ment w i t h the other two for log(#) < 0 but on larger scales i t over-estimates the 

clustering amplitude of our data. The good agreement of the estimators is to be 

expected since our survey areas of 255 and 297 square degrees for the NGC and 

SGC respectively are relatively large and therefore minimize any biasing effects 

when estimating the mean density of galaxies over our fields. The small differences 

in the estimators in the range log(0) < —1.8 are simply due to poor statistics as our 

bright galaxy data are not able to accurately sample clustering on angular scales 

this small. For log(0) > 0.6 edge effects become significant as these clustering angles 

are comparable to the dimensions of our strips. 

Shown in Figs 4.2 and 4.3 are the clustering amplitudes plotted as a funct ion of 

log(0) for the NGC & SGC and "combined" (NGC plus SGC) data-sets respectively. 

These plots show the estimator of Landy & Szalay (1993) using bins of log(#) = 0.2. 

We have shown magnitude slices of 17<B<18 and 18<B<19 in each figure w i t h best 

fit lines using a simple least square method. The results of these fits are shown in 

table 4.1. The 17<B<18 slice for the NGC data in Fig. 4.2 shows a slope of-0.749 

in the range -2.2<log# <0 wi th the characteristic break in the correlation funct ion 

occuring at about 1 degree. The 18<B<19 slice shows a slope of -0.726 in the range 

-2.2<log#<-0.2 wi th the break occurring at about 0.6 degrees. In the SGC we find 

slopes of -0.756 and -0.741 wi th the breaks occurring at 4 and 1.6 degrees for the 

17<B<18 and 18<B<19 magnitude slices respectively. We also note that on small 

scales where log# < —1.8 our data appears to depart f r o m the simple power law 

behaviour and shows a steeper slope. This may be a real effect, but the errors on 

our data-points are beginning to increase and therefore i t is diff icul t to draw any 

definitive conclusions. 

Note that the errors, Su(9), on all the correlation funct ion plots in this chapter 

are Poisson and calculated using the equation: 

Su(0) = 
u(6) + 1 

(4.13) 
JDD(0) 
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Figure 4.1: The correlation function of our NGC data in the magnitude range 

17<B<18 is shown using the Standard estimator, and those of Hamil ton and Landy 

& Szalay. Excellent agreement is found for -1.8<log(#) <0 but the Standard esti­

mator tends to over-estimate the clustering amplitude of our data relative to the 

other two for large (8 > 1°) angles. 
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where DD(6) is the number of galaxy-galaxy pairs as a funct ion of 0 as defined in 

equation 4.6. In fact Poisson errors are expected to underestimate the true error 

(Connolly et al. 2001) since the data points in each angular bin are highly corre­

lated (see Scranton et al. 2001 for a detailed discussion of this effect). 

The "combined" data-set was calculated assuming no clustering between galax­

ies in the NGC and SGC, which is a good assumption since any such signal would 

be on much larger scales than 10°, the upper l i m i t of our angle axis in fig 4.3. We 

calculated the angular correlation funct ion for the "combined" data-set using two 

different methods. The first method was to normalise to the total galaxy number 

count of the NGC and SGC and therefore sum the pair counts D D , D R and RR 

before using the Landy & Szalay estimator. The other method normalised to the 

NGC and SGC number counts separately, effectively taking the mean of the the two 

clustering amplitudes in corresponding magnitude bins. Now, because the galaxy 

number count for the NGC data is significantly larger than that of the SGC (~30% 

in the magnitude range 14<B<18 - see chapter 4) this w i l l begin to make a differ­

ence between the estimates for large angles. The total-count normalised estimate 

w i l l biased be towards that of the NGC u>(9) (relative to the mean of the NGC and 

SGC w(0)'s) because the larger number of galaxies means that the total NGC+SGC 

DD pair count w i l l consist of 1.32 = 1.69 times as many NGC pairs as SGC pairs. 

This therefore results in a lower <JJ(0) for large angles than that obtained by nor­

malising to the NGC and SGC because the NGC has lower clustering amplitudes 

for the corresponding magnitude bin than the SGC. The difference between the two 

estimates is negligible except for very large angles (0 > 4°) and so our conclusions 

are essentially independent of which method we choose. Note that we have not 

applied an integral constraint correction (see Section 4.4.1). 

The higher clustering amplitudes for the brighter magnitude slice is expected 

because of two reasons. Firstly, a given angular scale corresponds to a larger spatial 

separation when probing deeper into the Universe and this causes the observations 

to be shifted to the left (ie larger angles) as the magnitude l i m i t is increased. 

Secondly, there are more galaxies when probing larger volumes, inducing a larger 
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Figure 4.2: The B-band angular correlation functions for our C T I O data. This plot 

shows magnitude slices in the range 17<B<18 and 18<B<19 for our NGC and SGC 

data. The fi l led squares and triangles show the faint and bright magnitude slices 

respectively for the NGC and the unfilled triangles the corresponding slices in the 

SGC. Our clustering amplitudes for the SGC data are higher than the corresponding 

magnitude slices in the NGC w i t h the clustering excess being more pronounced, at 

40% , for the brighter magnitude slice as opposed to 14% for the 18<B<19 slice. 

No integral constraint correction has been applied to this data - see Section 4.4.1 

for more details. 
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Figure 4.3: The B-band angular correlation funct ion for the NGC and SGC "com­

bined" data set. We assumed no clustering between galaxies in opposing galactic 

caps as any such signal would be on angular scales much larger than we show in 

this plot. The "combined" correlation funct ion was calculated in two ways: the 

first way was to normalise to the total galaxy number count f r o m the NGC+SGC 

(shown by the filled symbols) before calculating UJ(0) and the second way was to 

normalise to the NGC and SGC seperately (the unfilled symbols), effectively taking 

a mean of the two clustering amplitudes. I t can be seen that the difference between 

the two methods is negligible except at very large scales (0 > 4°) 
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data-set B log(A„) 8 

NGC 17-18 -1.272 0.749 1.3 

18-19 -1.474 0.726 0.8 

SGC 17-18 -1.126 0.755 4.0 

18-19 -1.418 0.741 1.6 

combined 17-18 -1.212 0.757 3.2 

18-19 -1.481 0.747 1.6 

Table 4.1: Best fit values of log(A w ) , 8 for the NGC, SGC and "combined" samples along 

with an estimate by eye of the value of logio(#;>reafc) where the characteristic break in the 

correlation function occurs. 

projection effect which reduces the galaxy clustering signal. This has the effect of 

moving the observations downwards to lower clustering amplitudes for the same 

angular separation as the magnitude l im i t becomes fainter. 

4.3.2 Scaling Tests and Comparisons 

We can model this scaling represented by shifts i n log(#) and w(6), not only of our 

data in difference magnitude slices, but also between our data in a given magnitude 

interval and that of other authors (eg. Groth &; Peebles 1977; Maddox et al. 1990; 

Connolly et al. 2001) by using the relativistic version of Limber's equation (Phillipps 

et al. 1978). Because u>(6) is a projected version of the spatial correlation function 

£( r ) one can calculate u>(8) using Limber's equation by integrating £(r) along all 

possible lines-of-sight, where each pair of "lines of sight" subtend an angle 9. When 

performing this integration one needs to make assumptions about the functional 

fo rm of £( r ) and the selection function of the particular data sample, which may 

contain evolutionary effects. Our procedure was to optimize the parameters of 

£( r ) so that when the integration was performed a good f i t to the u(6) of the 

particular data-set was found. We decided to scale everything to the depth of the 

Lick survey and so the calculated parameters for £ ( r ) were then used to perform 

the integration of Limber's equation again, except w i t h the magnitude range and 

selection functions changed to those of the Lick survey. This results in a second 

u>(0), corresponding to a "Lick-scaled" version of the data-set u>(0) in question. 
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The translational shift between the two curves is then calculated and applied to the 

appropriate observations. The relativistic version of Limber's equation, as found in 

Phillipps et al. (1978), is: 

_ roo poo 
N2[l + u(6)} = / d * i / 2 ( * i ) < / ( z i M * i ) / dz2f2{z2)g(z2)n(z2)<f>(z2)[l + £(r , z)} 

Jo Jo 
(4.14) 

The radial distance r of a source is 

r 2 = f2(z)02 + g2(z)y2 (4.15) 

and z is denned as 

z = 0.5(2! + z2), y = z l - z 2 (4.16) 

f(z) is the relativistic angular diameter distance wr i t ten as: 

/(*) = Z ) \ o z + (q0 - l ) [ ( 2 g 0 . + 1 ) 1 / 2 - 1] (4.17) 
no 

and g(z) is the derivative of proper distance wi th respect to z denned as: 

g i z ) = //„(! + ,)•(!!»+ D"» ( 4 ' 1 8 ) 

4>{z) is the probabili ty of selecting a galaxy at red-shift z w i th absolute magnitude 

M , and is defined f r o m a model of the galaxy luminosity funct ion. The mean number 

density of galaxies in a survey N can thus be wr i t ten as: 

N = / dzf2(z)g(z)n(z)cf>(z) (4.19) 
Jo 

So, given an expression for £(r , z) and a model for <f>(z,M), equation 4.14 pre­

dicts UJ(0) by integrating over all possible line-of-sight distances Z\ and z2. We 

assume a two-power law fit to the spatial correlation funct ion (Groth & Peebles 

1977; Maddox et al. 1990; Connolly et al. 2001) of f ( r ) = ( r / r 0 ) 7 for r < r i and 

£( r ) oc r ~ 3 for r > r i , where r i corresponds to the break feature we have described 

and r 0 the characteristic clustering length. We have used the galaxy luminosity 

funct ion of Metcalfe et al. (2001) when performing these calculations, which is 
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data-set B range r 0 (Mpc) 7 r i (Mpc) 

NGC 17-18 4.510.1 1.7110.01 1012 

18-19 4.910.1 1.6810.02 1013 

SGC 17-18 5.310.1 1.7210.02 3312 

18-19 5.110.1 1.7210.01 3412 

Table 4.2: The best f i t values of ro, 7 and r i for the NGC and SGC spatial functions using 

Limber's equation to de-project our angular correlation functions, ro is the characteristic 

clustering length, S is the slope and r i is the scale, in proper co-ordinates, where the break 

in the spatial function occurs. 

known to f i t the bright B-band number counts (Metcalfe et al. 1996) and n(z) 

distr ibution (Campos 1996). The values of M*, <f>* and a for the different galaxy 

types is shown in Table 3.3. 

Figs. 4.4 and 4.5 show the results of the scaling tests described using equation 

4.14. The resulting best fit values for the parameters ro, r i and 7 when we perform 

these scaling tests, assuming a double power law fo rm for the spatial correlation 

funct ion, are shown in Table 4.2. Both Figs 4.4 and 4.5 illustrate that our magni­

tude slices for the NGC and SGC show excellent agreement w i th each other after 

being scaled to a Lick depth of B=18.6 (equiv. to b j = 18.4 used in Maddox et al. 

1990). Our NGC data agree well w i th the A P M on small scales of log(0) < -1 .5 

but, because of our slightly higher values of 5, show slightly lower clustering ampli­

tudes than predicted f r o m the Lick and A P M data in the range -1.5<log(#)<0. The 

characteristic "break" in ui($) occurs at smaller scales for our NGC data ( ~ 1°) than 

for the Lick and A P M data ( ~ 1.6°), but we f ind a similar shape to our correlation 

functions as Lick on large scales > 1°, although our amplitudes are slightly lower. 

This is in contrast to the A P M data which shows a much gentler turnover after 

the break at 8 = 1.6° than both us and Groth & Peebles. Fig 4.5 shows excellent 

agreement of our SGC correlation functions w i t h that of the Lick and A P M data 

on intermediate scales of -1.8<log(0) <0.0. On larger scales, the "break" in the 

correlation functions of our data occurs at 9 ~ 2° and our SGC points lie roughly 

equidistant between the points of the Lick and A P M surveys for log(0) > 0.3. 
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Figure 4.4: This plot shows the data of various surveys scaled to the Lick Depth 

using Limber's Formula. The Lick Depth was taken to lie at a magnitude l i m i t of 

18.6 or b j=18 .4 (see Maddox et al. 1990). The solid circles show the Lick data of 

Groth & Peebles, the open squares that of the A P M survey (Maddox et al. 1990 and 

the fi l led triangles and squares that of our NGC C T I O data in magnitude ranges 

of 17<B<18 and 18<B<19 respectively. 
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Figure 4.5: Here we show the same plot as in Fig. 4.4, but w i t h our SGC C T I O data, 

again shown in magnitude slices of 17<B<18 and 18<B<19 w i t h f i l led triangles and 

squares respectively. The Lick Depth was taken to lie at a magnitude l i m i t of 18.6 

or b j = 1 8 . 4 (see Maddox et al. 1990). The solid circles show the Lick data of Groth 

&; Peebles and the open squares that of the A P M survey (Maddox et al. 1990). 
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Figure 4.6: Here we show our R-band correlation functions for the NGC and SGC 

and that of the SDSS scaled to our depth of Rfc c=16.75. The f i l led squares and 

triangles show our NGC and SGC R-band data respectively in the magnitude range 

15.75<Rfcc <16.75 w i t h the open squares that of the SDSS data in the range 18< 

r* <19 f rom Connolly et al. (2001). Note that the SDSS points for 0 <1° have 

been plotted in accordance w i t h the power law quoted in Connolly et al. i.e. that 

are not the actual data points. We have converted the Sloan r* f i l ter to that of 

the RGKC filter using the transformation in Blanton et al. (2001). A further 0.08 

magnitude offset (Shectman et al. 1996) is then applied in order to change to our 

Rkc band. Our data generally shows good agreement w i th that of the SDSS wi th 

the NGC data showing more power on large scales of 0 >0 .3° . 
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data-set R range r 0 (Mpc) 7 ri (Mpc) 

NGC 15.75-16.75 6.010.1 1.6810.02 2512 

SGC 15.75-16.75 5.710.1 1.7710.02 3112 

Table 4.3: The best fit values of ro, 7 and ri for our R-band NGC and SGC spatial 

correlation functions using Limber's equation to de-project our angular functions, ro 

is the characteristic clustering length, 7 is the slope and Ti is the scale, in proper co­

ordinates, where the break in the spatial function occurs. 

Fig. 4.6 shows our NGC and SGC R-band correlation functions and that of 

the SDSS (Connolly et al 2001) 18< r* <19 magnitude slice scaled to the depth of 

our survey. We have converted to our R^ c f i l ter using the transformation quoted in 

Blanton et al. (2001) of RGA'c=r*-0.05-0.089(g*-r*). By assuming the quoted mean 

colour of g*-r*=0.7 and using a 0.08 magnitude offset to convert between KGKC and 

R/tc (Shectman et al. 1996) we calculate a magnitude difference of r*-Rfc c=0.19. The 

mean colour of our galaxy samples is B-R=1.25 and so we calculated our angular 

R-band correlation functions i n the magnitude range 15.75<Rfcc <16.75 in order to 

be consistent w i th our 17<B<18 magnitude slices. Our NGC clustering amplitudes 

agree wi th the SDSS at small angles of 9 <0 .1° , but predict slightly more power on 

larger scales of 9 >0 .3° . 

Our SGC data shows the opposite effect w i t h excellent agreement on large scales 

but predicting slightly more power for 9 <0 .03° . There is a disagreement between 

the clustering amplitudes of our NGC and SGC fields on scales of 9 >1° and this 

is probably due to large scale cosmic variance in the galaxy distrubution. On small 

scales of log(0) < —1.8 our correlation functions depart f r o m the f i t t ed power laws 

and this may be due to the fact that our errors are relatively large here. However, 

i t is interesting that Connolly et al. (2001) found a similar behaviour for the SDSS 

data, but drew similar conclusions to us because of the size of their errors. Only 

2% of the SDSS data has so far been publicly released, but as the survey continues 

the errors w i l l decrease and i t w i l l be possible to determine whether this behaviour 

on small angular scales is a real artifact of galaxy clustering. 
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We have de-projected our R-band angular correlation functions using the method 

already described except that we use the R-band luminosity funct ion parameters of 

Metcalfe et al. (2001). The results are shown in Table 4.3. We f ind the break in 

the correlation funct ion occuring on slightly larger scales of 31 Mpc as compared to 

the NGC value of 25 Mpc. However these differing values of the break for the NGC 

and SGC fields are much closer than for our B-band results. We also f ind fa i r ly 

high values of r 0 , 6.0 and 5.7 Mpc, relative to our B-band results. The SDSS team 

have derived a value of r 0 = 6 . 1 Mpc for their NGC angular correlation funct ion, 

in excellent agreement wi th our NGC value of 6.0. There is a significant overlap 

between the NGC survey fields of us and the SDSS of 92 deg 2 and so this good 

agreement suggests that we are measuring real clustering in the galaxy distr ibution 

and are subject to min imal systematic biases in our angular correlation functions. 

4.4 Systematic Biases 

In Section 4.3 we showed that our clustering results in the B-band were consistent 

w i t h the scaling trend expected by Limber's equation (equation 4.14) for the mag­

nitude slices 17<B<18 and 18<B<19. This indicates that we can believe that our 

results are measuring real clustering in the galaxy distr ibution rather then clus­

tering induced by systematic effects such as the integral constraint and large-scale 

gradients. Nevertheless we estimate the effect of possible systematics in order to be 

absolutely confident that the biases they induce are a small fraction of the actual 

clustering signal we have measured in our data. 

4.4.1 The Integral Constraint 

The integral constraint is a source of error that one must consider when calculating 

the correlation funct ion. Our fields are relatively large and therefore we do not 

expect this well-known biasing effect to have a significant effect on our results. The 

integral constraint is quantified using the relation: 
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C = i j j u { e ) d t t l ( i S l 2 (4.20) 

where C is the integral constraint and 9 is the angle subtended by the two solid 

angles dOi and d f ^ . I f we assume a power law f o r m for ui(9) w i th 8 = 0.8 then we 

can calculate C for both our N G C and S G C data. We find that C^GC=0.128AW and 

CSGC=0.120A w . In fact these derived values of the integral constraint are probably 

upper l imits because we have assumed the power law f o r m of the correlation funct ion 

extends to all angular scales. We w i l l see in the discussion section that when these 

integral constraint values are applied to our measured two-point angular correlation 

functions, i t does have an effect on angular scales of 9 > 1 ° . 

4.4.2 Large Scale Gradients 

As has been mentioned, large-scale gradients are always a problem for wide-area 

surveys even though we have the increased accuracy of C C D photometry, meaning 

high accuracy of our frame zero-points. We can investigate the possibility of a large 

scale gradient wi th in our data by estimating the zero-point errors of our frames and 

invoking a random walk scenario along one of our sequences. For example, a typical 

sequence consists of 30 frames w i t h constant declination and right ascensions vary­

ing such that they overlap each other by half a chip (see chapter 2 for details of data 

reduction). We estimate the typical error on our frame zero-points by comparing 

unsaturated stars on the overlap regions of the frames. A best fit zero-point offset 

is calculated for each pair of overlapping frames in the sequence and the mean of 

these offsets is typically ~0.005 mags. In a random walk scenario the cumulative 

zero-point error of the n th frame relative to the 1st frame w i l l be ~ 0 .005^^ mags. 

Assuming n=30 this gives 0.027 mags. I n terms of flux/photon counts this corre­

sponds to i o 0 0 2 7 / 2 - 5 = 1.025 imply ing a 2.52% gradient f r o m the first frame to the 

30th frame. The reason we estimate the large scale gradient only w i th in a typical 

sequence of frames is that each sequence is calibrated independently of any other 

sequence f rom the standard star frames using our colour equations (equations 2.5 

and 2.6). 
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We can also estimate the possible existence of a large scale gradient by us­

ing external CCD photometry f r o m the M G C (Driver et al. - pr iv . com.). We have 

shown our galaxy photometry to be i n good agreement w i th that of the MGC in 

terms of a global zero-point offset (Fig. 2.13). However, in terms of a large scale 

gradient i t is the variation of the localised zero-point difference that is important , 

as this can create art if icial density variations over the survey and therefore the 

presence of spurious clustering measurements. In Fig 4.7 we have plotted the Right 

Ascension of our NGC equatorial strip against the magnitude residual between our 

C T I O data and the M G C for all galaxies w i th B<18. Vi r tua l ly all of the large dis­

crepancies in terms of the residuals are where we are too bright and this is because 

of blending problems w i t h our data due to our large pixel size, ie. the magnitude of 

two blended sources is measured by us as opposed to a single source in the M G C . 

The best fit line shown as a funct ion of Right Ascension (binned in multiples of 10 

degrees) uses a simple least squares f i t . The maximum and min imum values of the 

residual f i t f r o m the RA binning are 0.04834 and 0.02778 for RA=190 and RA=160 

respectively. This is a magnitude difference of 0.0206 or a gradient of 1.91%, in 

good agreement w i th the value estimated using the simple random walk model. 

I f we assume that this 2% gradient varies uniformly across our sequence of frames 

such that the zero-point difference moves f r o m - 1 % on the first frame to + 1 % on 

the 30th frame then the effect can be estimated in terms of a bias in u(6). A n 

il lustrat ion of this simple model is shown in Fig. 4.8. We then use the Standard 

estimator defined as: 

We have chosen our co-ordinate system such that n ^ = n c PD(X) = (1 + x/100) and 

PR{X) = 1- We know that D D ~ / dxp2

D and D R ~ / dxpr>PR and so: 

= i r r " - 1 (4.22) 
fx=-l dxPD 

fx=-l dxpDPR 

fx

xr1_ldx(l +x/100)2 

fx

x:l1dx(l + x/100) 
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Figure 4.7: This plot consists of galaxies w i th B<18 which are in common to 

the M G C and our C T I O survey in the NGC equatorial region, covering 32 deg 2 . 

We have plotted Right Ascension against residual ( B ( M G C ) - B ( C T I O ) ) in order 

to identify any large scale gradients inherent in our data. The maximum and 

min imum values of the residual are 0.0483 and 0.0278 in the RA=190 and RA=160 

bins respectively. This is a 0.021 mag difference and implies a possible large-scale 

gradient of 1.91% . 
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pD(x)=0.99 

I 

pR(x)=1.0 

P»(x)=1.0 

PR(x)=1.0 

PD(x)=1.01 

pD(x) = ( l+x/100) 

P R(x)=l 

x=-1 x=0 x=1 

Figure 4.8: Here we illustrate a simple model of a 2% density gradient over one of our 

CCD sequences. We have freedom to choose our own co-ordinates and so we assume 

that the start and end of the field of view is at x = - l and x = l respectively. The data 

is then modelled as a funct ion of the angle x by the simple law p(x) = (1 + x/100) 

which correctly represents the relative 2% density gradient between x = - l and x = l . 

The random sources are assumed to have p = 1 everywhere. See text for details of 

the calculation of u>{6). 
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[x + z 2 / ioo + aVaooooiLt _ 1 

2 

= 1/30000 

(4.23) 

We have obtained a value of c u ( # ) = 3 x l 0 - 5 which is a t iny fraction of our cluster­

ing amplitudes on all measured angular scales and therefore we claim that large-scale 

gradients w i l l not be a significant effect for our C T I O clustering results. 

4.4.3 Reddening 

Reddening effects can also bias the correlation funct ion. I f accurate dust corrections 

are not used then one is effectively inducing zero-point errors into their photometry 

and therefore the correlation funct ion w i l l be biased high for reasons already de­

scribed in the previous section. Advances in the last few years means that current 

surveys have the advantage of accurate galactic dust extinction maps, eg. Schlegel 

et al. (1998), as opposed to using inaccurate theoretical models as in the case of 

the Lick and A P M surveys for example. However, there are s t i l l uncertainties of 

16% (Schlegel et al. 1998) in the magnitude extinction corrections of Schlegel dust 

map and we need to estimate exactly how this w i l l bias our correlation functions. 

Dust corrections are, on average, larger for our NGC field than for the SGC, where 

the galactic latitudes are lower. This is illustrated in Figs 4.9 and 4.10, where we 

have plotted Right Ascension vs the extinction estimate f r o m Schlegel et al. (1998) 

in our Landolt B band. For R A < 2 0 0 ° , at galactic latitudes of b ~ 60° in Fig. 4.9, 

the average extinction correction estimate is ~ 0.16 mags, in B (divide by 1.61 to 

get corresponding correction in R) . However, for R A > 2 0 0 ° the galactic latitudes of 

our observations are much lower, around b = 4 0 ° , and the corresponding extinction 

corrections much higher. In fact at R A ~ 2 3 0 ° these corrections are as high as 0.8 

mags, although this over a very small range of RA's . I f we assume a zero-point error 

is induced as a result of the 16% error on the average 0.16 mag. dust correction in 

the B-band then we find this zero-point error to be 0.16*0.16=0.0256 mag. This 

corresponds to a gradient of 2.4% and, using the method of the last section w i l l 

bias our UJ(9) NGC B-band clustering amplitudes high by 4 .7x l0~ 5 ( 1 . 8 x l 0 - 5 in the 

R-band). These biasing effects are a small fraction of our clustering amplitudes on 
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all our measured angular scales our B and R bands. 

The galactic dust corrections in our B-band SGC data are, on average, much 

smaller (a mean of ~ 0.08 mags.) and shown by Fig 4.10. We are probing high 

galactic latitudes of 60°-70° in our SGC field explaining the much lower extinction 

corrections. There is a another "spike" at R A = 4 0 ° (shown at R A = 4 0 0 ° in the 

figure) but, this again covers a small range of RA values and therefore we follow 

same argument as for the NGC, instead using the mean B-band extinction of 0.08 

mags. We find a 1.2% gradient implying our B-band clustering amplitudes could 

be biased high by 1 . 2 x l 0 - 5 in the SGC. The corresponding number for the R-band 

is 4 . 5 x l 0 - 6 and, as in the NGC, we argue that this a very small fraction of our 

clustering amplitudes on all measured angular scales. 

4.4.4 Stellar Contamination 

A further bias to the correlation function w i l l be introduced by stellar contamination 

wi th in a galaxy sample. Although stars can be clustered eg a globular cluster, field 

galaxy stars on the whole tend to be unclustered (Bahcall & Soneira 1980) and 

therefore the correlation funct ion for a pure stellar sample is approximately equal 

to zero. Assuming that a set of observations are not over a large range of galactic 

latitudes, stars wi th in a galaxy sample w i l l tend to suppress the intrinsic galaxy 

clustering amplitude and this effect can be quantified in the following way. For a 

catalogue which contains N0&y sources w i t h N s of these being unclustered stars the 

actual amplitude of the correlation funct ion for the (N 0 ( , j -N s ) galaxies is suppressed 

by a factor (N0bj — Ns)2/N^h-. I f we set Ns = / s A r

0 fc j we can write: 

A. = (4-24) 

where Aw is the intrinsic clustering amplitude of the galaxies in the sample, Aa

w is 

the suppressed amplitude due to the stellar contamination and f3 is the fract ion of 

stars wi th in the catalogue. We know f r o m chapter 2 that our stellar contamination 

is a fa i r ly constant value of ~ 5 — 10% for B>15 (R>14) (see Figs. 2.9, 2.10 and 

2.11) and so we assume a value of 7.5% for this calculation. We then find that our 
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Figure 4.9: This plot shows the Right Ascension of our B-band NGC data plotted 

against the dust extinction correction in mags, predicted by the Schlegel et al. 

(1998) dust models. For R A ' s < 200° the average extinction correction is~0.15, but 

for the higher RA's where we are probing relatively low galactic latitudes of b = 4 0 ° 

this the dust correction is much larger. A t R A ~ 2 3 0 ° there is a huge spike where we 

have to correct by 0.8 mags, due to dust. The R-band corrections are not as large 

as in the B-band and can be obtained by dividing the B-band extinction correction 

by 1.6. 
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Figure 4.10: This plot shows the Right Ascension of our B-band SGC data, wi th 

a constant declination of -30°, plotted against the dust extinction correction in 

magnitudes predicted using the Schlegel et al. (1998) dust model. We have added 

360 to all R A ' s < 100° to illustrate the continuous nature of our strip. These dust 

corrections are, on average, much smaller (a mean of ~ 0.08 mags.) than for our 

NGC data due to the fact we are probing high galactic latitudes of |b |=60-70° . 

A t R A ~ 4 0 ° (400° in the plot) there is a spike where we have to correct by 0.58 

mags, due to dust, but this is in stark contrast to the surrounding regions where 

the extinction correction is ~ 0.06 mags. The R-band corrections are not as large 

as i n the B-band and can be obtained by dividing the B-band extinction correction 

by a factor of 1.6. 
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Survey C T I O NGC C T I O SGC D U K S T D A R S / S A A O A P M 

ro 4.7 5.2 5.1 4.7 5.7 

7 1.695 1.72 1.59 1.8 1.65 

Table 4.4: Comparison of our B-band spatial correlation function parameters, ro and 7, 

with other survey results. 

Survey C T I O NGC C T I O SGC LCRS SDSS 

ro 6.0 5.7 5.0 6.1 

7 1.68 1.77 1.79 1.72 

Table 4.5: Comparison of our R-band spatial correlation function parameters, ro and 7, 

with other survey results. 

measured clustering amplitude is ~86% of the true value on all angular scales. This 

is a small, but non-negligible effect and we discuss this in the next section. 

4.5 Discussion 

In Tables 4.4 and 4.5 we show the results of our best-fit B and R-band spatial cor­

relation function parameters compared to those derived f r o m other surveys. Our 

B-band results are consistent w i t h results f r o m the surveys shown which show typ­

ical values of ro ~ 5 . 0 / i _ 1 M p c and 7 = 1.7, except for results of the A P M Galaxy 

Survey. However, the model Maddox et al. use to derive this value assumes sig­

nificant galaxy evolution at low redshift, an assumption which is not used by any 

of the other authors. Baugh et al. (1996) have independently derived values of 

r o = 4 . 5 / i - I M p c and 7=1.7 by numerically inverting the A P M angular correlation 

assuming no evolution at low redshift. Our R-band results show excellent agree­

ment w i th those of the SDSS in terms of the value of the galaxy correlation length, 

To ~ 6 . 0 / i - 1 , which is relatively high compared to the B-band results shown in Table 

4.4. 

The best-fit parameters for our de-projected B-band angular correlation func­

tions were shown in Table 4.2, where we found values for the slope of the spatial 
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funct ion to all be in good agreement at 7 ~1.70. However, differences between the 

NGC and SGC fields were found in terms of the parameters ro, the characteristic 

clustering length, and r i , the distance scale at which the break occurs. Although 

the difference in the values of r 0 were not large, a mean of 4 . 7 / i _ 1 M p c in the NGC 

compared to 5 . 2 / i - l M p c in the SGC, the best f i t values of the break length scale, 

ro, were significantly different. I t should be noted that the nature of our scaling 

method meant that the values of best f i t spatial correlation funct ion parameters 

had to be determined by eye and so a certain amount of subjectivity is inherent 

w i th in the quoted values. The errors on our derived parameters were computed by 

using our best-fit values and then varying each parameter individually un t i l i t was 

obvious that the model no longer gave a good approximation to the data. However, 

i t is clear that the huge difference in the values of the break between the NGC and 

SGC, a mean of 10 Mpc compared to 33.5 Mpc, is greatly in excess of our quoted 

errors. 

The slightly higher characteristic clustering lengths found in the SGC combined 

w i t h these vastly different values of r i mean that we measure higher clustering am­

plitudes on all angular scales i n the SGC relative to the NGC. However, we found 

in the previous section that our clustering amplitudes could be suppressed by about 

10% or so due to stellar contamination. I t is possible that stellar contamination 

could be a bigger problem in the NGC because in this field we observed at lower 

galactic latitudes than in the SGC. Therefore our SGC clustering amplitudes would 

then be suppressed less and this may explain these slightly high values of r 0 relative 

to the NGC. This effect, even i f true, could st i l l not explain the large differences 

in the values of the break as any amplitude suppression due to stellar contamina­

t ion would s t i l l not change the angular scale on which the break occurs in each field. 

I n Section 4.4.1 we derived values for the integral constraint w i th values, CJVGC = 

0.128AW and CSGC = 0.120^4^. In Fig. 4.11 we show that correcting for the effect of 

the integral constraint does make a small difference for 0 > 1 ° . Plotted are the two 

17<B<18 two-point functions that were shown in Fig. 4.3, where the appropriate 

value of the integral constraint has been added to the clustering amplitudes in each 
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Figure 4.11: The effect of applying the integral constraint to our correlation func­

tions. Here we show the same two 17<B<18 angular correlation functions and best 

f i t lines that were plotted in Fig. 4.3, except we have corrected for the effect of 

the integral constraint. This makes a small difference on scales of 8 > 1 ° . We have 

illustrated this by drawing a line f r o m each point to the co-ordinates of the point 

when the integral constraint had not been applied. 
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angular bin. We have also drawn a line f r o m each point to the co-ordinates of that 

point when the effect of the integral constraint had not been included. This correc­

tion has no effect on any of the values of 8 and ro we have calculated in this chapter 

and our B-band SGC correlation functions st i l l show significantly more power on 

scales of 0 > 1 ° than those i n the NGC. The crucial point though is the values of 

the break, r i . 

We saw in Chapter 3 how one way of helping to explain the huge 3 x l 0 6 h - 3 M p c 3 

hole in the SGC distribution of galaxies, was i f the power law fo rm of the correlation 

funct ion extended out to very large scales of 150h _ 1 Mpc. I t is clear that although 

there does seem to be evidence for a break in the NGC correlation funct ion our 

results in the NGC and SGC can definitely not rule out such a power law fo rm 

over all our measured angular scales i.e. conistent w i t h there being no break in the 

angular correlation funct ion. This is certainly true for our SGC correlation funct ion 

plotted in Fig. 4.11 which shows no evidence for a break at al l . 

The A P M Galaxy Survey covers a huge angular area of 4300 deg 2 and the an­

gular two-point correlation funct ion calculated f rom the galaxy sample of Maddox 

et al. does show clear evidence for a break on scales of 9 ~ 1 ° , which is unaffected 

by the integral constraint. However, we have seen in Chapter 3 how there are large 

errors of 0.2-0.3 mag. inherent i n photographic plate photometry and i t could be 

these errors have had a systematic effect on the clustering amplitudes which is not 

yet understood. 

I t could also be that higher order moments such as the three-point correlation 

funct ion are needed to help explain the huge hole in the SGC galaxy distr ibution. 

We have seen that the two-point funct ion can only give a complete description of 

large scale structure i f density fluctuations i n the galaxy distr ibut ion are Gaussian, 

which may not be the case. Results f rom the completed SDSS w i l l be able to throw 

light on exactly how much power there is on very large scales of 100-200/i - 1 Mpc, 

which could help us understand why there is such a large hole, over such a huge 

volume of space, in the SGC galaxy distr ibution. 
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4.6 Conclusions 

In this chapter we have introduced the two-point correlation funct ion as a tool 

for quantifying galaxy clustering and large scale structure in the Universe. We 

calculated the two-point funct ion for our NGC and SGC data in the two pass-bands, 

B and R, and also performed scaling tests and investigated possible systematic 

effects and biases that could be inherent wi th in our calculations. Our conclusions 

are as follows: 

• Our angular correlation functions follow a power law behaviour w i t h slopes 

of 5~0.70 in the angular range -1.8<log(#)<0, but depart f r o m this trend at 

smaller and larger angular scales where steeper slopes are observed. 

• We find systematically lower clustering amplitudes on all angular scales in our 

B-band NGC correlation functions relative to the SGC. 

• When we de-project our B-bands angular functions we find characteristic clus­

tering lengths of r 0 = 4 . 7 / i _ 1 M p c and r 0 = 5 . 2 / i - 1 M p c for our NGC and SGC 

fields respectively . We also find that the characteristic break occurs on much 

smaller spatial scales for the NGC ( 1 0 / t _ 1 M p c ) than the SGC ( 3 3 . 5 ^ - 1 M p c ) . 

• Our SGC data is therefore showing significant large scale power on angular 

scales of 6 >2° or length scales of r > 3 0 / i - 1 Mpc relative to our NGC data. 

• We also de-projected our angular R-band correlation functions assuming a 

model for the spatial funct ion. We found ro=6.0, 7=1.68 in the NGC and 

r 0 =5 .7 , 7 = 1.77 in the SGC, in good agreement w i t h r 0 found by the SDSS 

team. Our slightly higher value of ro found in the NGC compared to the SGC 

was the opposite trend to that found in our B-band data. 

• For these R-band results there was only tentative evidence of the break in 

the correlation funct ion occuring on larger scales for the SGC - a value of 

r i ~ 3 1 / i _ 1 M p c compared to r i ~ 2 5 / i - 1 M p c in the NGC. 

• We scaled the correlation funct ion of the SDSS to the depth of our survey and 

found good agreement on small scales of 0 <0.1° for both our NGC and SGC 

135 



functions, w i t h our NGC angular funct ion predicting slightly more power on 

larger scales. 

Scaling tests were made to our correlation functions for the different mag­

nitude slices and we found that our data followed the expected increase in 

clustering amplitudes as the magnitude l im i t was brightened. This indicates 

that we are measuring real clustering in the galaxy distr ibution, rather than 

that due to systematic errors. 

Analysis of possible systematic biases to our correlation funct ion was per­

formed. We found that stellar contamination could depress our clustering 

amplitudes by 10% or so and that the integral constraint does have a small 

effect on angular scales of 0 >1° 

When we correct for the effect of the integral constraint, although i t is small, 

we cannot rule out a pure power fo rm for the correlation funct ion, particularly 

in the SGC, over all our measured angular scales. This may help to explain 

the huge hole in the SGC galaxy distr ibution we described in Chapter 3. 
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Chapter 5 
The Clustering of Faint 

Blue Galaxies 

5.1 Introduction 

I n the last chapter we introduced the two-point angular correlation funct ion, us(9), 

as a tool to analyse the clustering of galaxies. We explained the standard methods 

of calculating the two-point correlation funct ion along wi th systematic errors that 

one must consider, before estimating u>(9) for our C T I O bright galaxy data. In 

this chapter we use the tools outlined in the last chapter to analyse the clustering 

of galaxies, but this t ime for a much fainter galaxy sample using data reduced by 

Scott Croom of the A A O , enabling us to analyse the clustering of the faint , B<26 , 

galaxy population. In the context of the Metcalfe et al. (2001) models we have 

used in this thesis, these galaxies are predicted to be evolved spirals. This assumed 

evolution using the models of Bruzual & Chariot (1993) is essential in terms of 

f i t t i ng faint (B>22) B-band number counts and provides a possible solution to the 

famous "faint blue galaxy problem" (Colless et al. 1993; Metcalfe et al. 1996), 

where non-evolving models were originally found to under-predict the faint B-band 

number counts by an order of magnitude (Shanks et al. 1984). 

The original purpose of this data, taken on the Isaac Newton Telescope ( I N T ) 

in La Palma, was to analyse the environments of QSO's out to z~ 1 (Croom et al. 

2001), but because of the high quality galaxy photometry obtained i t was decided 

that this would also be an ideal opportunity to analyse the clustering of these "faint 

blue galaxies". The one crucial difference to the data analysed in this chapter is 

that we are probing relatively high median redshifts of z~2 as opposed to z~0.1 in 
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our C T I O catalogue. This means, wi th the 11.2'x22.6' dimensions of each our CCD 

chips, we are only probing scales of ~ 7 / i - 1 M p c . 

In the next section we briefly describe the data reduction performed by Scott 

Croom before describing the astrometry corrections applied by us in section 5.3 and 

the calculation of the integral constraint in section 5.4. I n section 5.5 we present 

our clustering results for each of our fields as well as comparing to model predictions 

and other data in the literature. Section 5.6 gives a brief summary of the models 

we use and we discuss our findings as well as summarise systematic effects which 

could effect our results in section 5.7. Finally, we conclude in section 5.8. 

5.2 Observations and Data Reduction 

The data was taken in May 1998 using the Wide-Field Camera (WFC) on the 2.5m 

I N T at the Observatorio del Roque de los Muchachos on La Palma. The W F C con­

sists of a mosaic of 4 thinned E E V CCD's each wi th 2048x4100 pixels. Each CCD is 

11.2'x22.6' meaning a total field of view of 0.28 deg 2 . The pixel gain of the CCDs is 

2 . 9 e ~ A D U - 1 w i th a read noise of 12 e ~ p i x e l _ 1 and their quantum efficiency in the 

B band is 80%. A total of 9 fields were observed using the K P N O B fi l ter , which 

we denote as B c c d , w i t h exposure times of 5x1200s. The F864-1 field was observed 

for only 4x1200s as a result of an auto-guider failure. Details of these observations 

are shown in table 5.1. 

Standard Fields f r o m Landolt (1992) were observed each night and the fields 

were picked so that appropriate standard stars were captured on each of the 4 

CCD chips in the same exposure. The used Landolt fields were SA104, SA110, 

SA111, SA112 and SA113 and a number of these fields were observed at a range 

of air-masses f r o m which an airmass extinction coefficient of XB=0.25 mag. was 

determined, in agreement w i t h the standard La Palma value. A l l 3 nights were 

found to be photometric and the determined colour equation was: 

Bed = B - 0 . m ( B - V ) 
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Field R A DEC F W H M Exp. t ime effective zero-point 

name (B1950) (B1950) (arcsec.) (sec.) air-mass 

SA57 13 06 54.8 +29 34 44 1.55" 5x1200 1.01 32.256 

F864-2 13 41 30.9 -00 03 20 2.21" 5x1200 1.42 32.153 

CFHT-2 16 42 54.4 +40 01 32 2.00" 5x1200 1.09 32.236 

F855 10 44 12.1 -00 04 55 1.16" 5x1200 1.43 32.149 

UK-deep 13 32 53.2 +38 14 04 0.96" 5x1200 1.09 32.235 

QNZ4 15 19 53.6 +02 49 33 1.22" 5x1200 1.36 32.167 

F861 12 40 19.9 -00 13 58 1.32" 5x1200 1.25 32.196 

F864-1 13 41 10.9 +00 08 40 1.35" 4x1200 1.56 32.119 

CFHT-1 16 43 18.2 +41 03 32 0.92" 5x1200 1.12 32.227 

Table 5.1: Details of the observations taken wi th the W F C on the I N T in La Palma. 

Nine fields were observed in total and each exposure produced ~40,000 sources f r o m 

all 4 CCD chips. 

where B and V are in the standard Johnson system and the RMS error on the f i t is 

0.012. Zero-points were also measured for each CCD on each night but no signifi­

cant zero-point offsets were found between either different CCD's or different nights. 

The 5x1200 sec. exposures in each field were offset f r o m each other by 2-3" 

and each set of 5 CCD exposures were combined together separately ie at the end 

of the reduction there was a file containing sources for each of the 4 CCD's in the 

mosaic. The combining procedure for each set of exposures was to register the 5 

CCD frames to the same reference frame and then median combine them to remove 

the cosmic rays. This median frame was not used for the f inal photometry as the 

sky noise is generally higher than for an averaged frame. Instead the median frame 

was re-registered back to each of the original data frame and the data frames were 

divided by this median. The resultant image is then median filtered and divided 

by itself to produce a final mask of the cosmic rays which were blanked out during 

the final averaging combination i f the registered data frames. 

The galaxy catalogues for each of the 4 CCD's in the mosaic was created using 
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the SExtractor software of Bert in & Arnouts (1996). The software was run twice 

for each CCD. The first pass was to estimate the stellar fu l l -wid th at half-maximum 

( F W H M ) of the point-spread function (PSF) as the star/classification parameter 

(CLASS-STAR) in SExtractor is very strongly dependent on this value (see chap­

ter 3 for more details). During this pass all saturated stars were also found and 

an image mask was created so that all large, bright sources would be absent f r o m 

the final source catalogue.. The second pass of SExtractor extracted all the sources 

using a low threshold (la above sky) and a l i m i t of > 5 connected pixels. 

5.3 Astrometry Corrections 

We have outlined the reduction procedure for this B-band I N T data. I n order to 

calculate the two-point correlation function there were two main things we had to 

consider. The first was whether to attempt to combine the CCD's and calculate 

the correlation funct ion using cross-pairs f r o m all 4 chips. I t was eventually decided 

that we would not do this, but instead calculate u>(9) for each individual chip and 

then take the mean. Although this means that we do not have information regard­

ing the cross chip source pairs, this is compensated by the fact that we w i l l not 

have any spurious clustering induced due to gradient effects over all 4 CCD's. The 

second problem was an astrometry issue and is the subject of this section. 

Due to the refractive optics of the W F C on the I N T , there is a radial distortion 

effect across the 4 CCD's, relative to the optical axis of the telescope. This results 

in a particular source appearing to lie fur ther f r o m the optical axis than i t actually 

does. Fig. 5.1, taken f rom the W F C web-page illustrates this. The differential 

effect across any of the CCD's is, at most, 10" near the field edges and this is 

something that could bias a correlation funct ion since 10" is a reasonable fraction 

of the dimension of a particular CCD. The radial distortion takes the form: 

rtme = hr + k3r3 + k5r5 (5.2) 

where r * r u e is the actual radial distance f rom the optical axis and r is the mea­

sured distance. The quoted values for the I N T are k i=24 .7 arcsec/mm and k 3 = -
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Figure 5.1: Due to the refractive optics of the W F C on the I N T , there is a radial 

distortion effect across the 4 CCD's, relative to the optical axis of the telescope, 

which is il lustrated here. This results in a particular source appearing to lie further 

f rom the optical axis than i t actually does and the differential effect across any of 

the CCD's is, at most, 10" near the field edges 
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9.202x10 5 arcsec/mm 3 . I f we neglect the higher order k5 t e rm and re-arrange 

equation 5.2 into a more convenient fo rm we obtain: 

rtrue = r'(l + ( k 3 / k l ) 3 r ' 2 ) (5.3) 

where r' is a more convenient fo rm for the measured distance expressed in units of 

k j . The value of ka /k 3 in these units is - 7 . 5 9 x l 0 - 9 arcsec - 3 . 

In order to take this distortion into account all CCD coordinates had to be 

transformed so their (x,y) pixel coordinates were relative to the optical axis. These 

linear transformations are well defined for each CCD as the chips are fixed via bolts 

to the baseplate. The transformations for CCD1 are as follows: 

xc = X l - 0.0010013yi + 335.94 (5.4) 

yc = 0 . 0 0 0 5 8 9 0 1 a r i + y i - 3041.67 (5.5) 

where x c and y c are the (x,y) co-ordinates relative the rotator center, which lies 

along the optical axis. The transformations for CCD's 2, 3 and 4 are defined using 

similar notation such that: 

xc = -0.010272x 2 +0.99992y 2 - 1699.16 (5.6) 

yc = -1.0003x2 - 0.010663j/2 -3197.05 (5.7) 

xc = 1.0003x3 - 0.0023903y3 - 3874.52 (5.8) 

yc = 0.0024865x3 + 1.0003y3 - 3007.07 (5.9) 

x c = x 4 - 1778.0 (5.10) 

yc = y4 - 3029.0 (5.11) 

The positions of the CCD chips along w i t h the location of the rotator centre is 

shown by Fig. 5.2. Once the coordinates were defined relative to the rotator center 

then the actual position ( x t r u e , y ( r u e ) could be calculated using the equations: 
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Figure 5.2: Here we show the geometry of the 4 CCD chips relative to each other 

on the W F C , along wi th the rotator centre shown by the solid dot which is located 

wi th in CCD4. The equations which transform f r o m CCD co-ordinates to those 

relative to the rotator centre are described in the main text. 
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rue 

Vtru 

r l u e ( X c f y c ) 2 

1 + (Xc/Vc)2 

2 \ i / 2 

1/2 

(5.12) 

true 

1 + ( x c / y c ) 2 
(5.13) 

where r t r u e is defined in equation 5.2. Obviously x t r u e , y < r u e and r < r u e obey Pythago-

ras's Theorem. Not only do the co-ordinates of each observed galaxy have to be 

altered using this astrometry correction but the masked areas of the CCD's must 

be as well. This is so that we can use a random sample of galaxies which populate 

exactly the same areas of each CCD as the actual observed data in order that we 

can then calculate the two-point correlation funct ion using the data and random 

samples i n a consistent manner. 

The integral constraint, which was described in chapter 4, is a bias which reduces 

the observed clustering signal in the correlation funct ion due to the fact that the 

mean density of the field in question is estimated f r o m the data itself. This bias is 

particularly important when dealing w i t h relatively small fields, which is certainly 

the case for each our CCD's, w i th each chip covering 11.2'x22.6'. 

The integral constraint can be calculated by the equation: 

where 0 is the angular separation of each galaxy pair, S7 the field of view of the 

CCD ( ~ 0.07 deg 2) and d f i i , d f i 2 the solid angle subtended by each pair. When we 

assume a power law correlation funct ion of u(6) = # - 0 8 , in order to be consistent 

w i th other workers, we find that C m t = ( 6 . 5 t 0 . 1 ) A u / , depending on the size of the 

masked regions on each CCD. The integral constraint biases the amplitude of the 

correlation funct ion low by a constant translational amount on all angular scales 

and therefore we fit our measured clustering amplitudes as a funct ion of angular 

separation to an expression of the fo rm: 

5.4 The Integral Constraint 

l J J Lo{0)dft c dil i int O 2 
(5.14) 

144 



u{0) = A J - 0 8 - C I N T 

= AW(8~O S - 6.5) (5.15) 

where is the amplitude of u>(8) at 1°. 

5.5 Results 

We have 4 chips for each of the 9 fields and in order to calculate the correlation func­

tion for each field we use each CCD and take the mean of the 4 calculated u>(#)'s. 

Fig. 5.3 shows the results of this procedure using the F864-2 field for al l galaxies 

w i t h B<26 . The triangles in the 4 panels show the observed two-point correlation 

function for each CCD, plotted as a funct ion of log(#). The fil led squares in each 

angular bin are the mean of the clustering amplitudes f r o m all 4 CCD's and these 

are plotted in each panel in order that the scatter around the mean can be seen for 

each chip. The errors on all the triangular points are the lcr scatter of the clustering 

amplitudes over all 4 CCD's in the corresponding angular bins and therefore the 

errors on the square points are half of these values due to the fact that 4 fields have 

been averaged. The model curve is the same in each panel and is a simple best f i t 

of equation 5.15 to the square points. In this case we f ind that A w = 3 . 3 4 x l 0 - 4 deg 0 8 . 

We follow the same procedure for each of the 9 fields, calculating the two-point 

correlation funct ion for 5 samples of galaxies defined by the magnitude l imi ts B=26 , 

B=25, B=24 , B=23 and B=22 and the results are shown in Figs. 5.4, 5.5, 5.6, 5.7 

and 5.8 respectively. The figure panels show the results of our clustering analysis 

for each of the 9 fields. The model curves in each panel are the best fits to the data 

of equation 5.15 and the op t imum value of Aw is shown. The errors are calculated 

in the way described for the F864-2 field ie. using the la scatter of the data f rom 

all 4 chips. The fact that we have 9 fields is useful in terms of minimizing errors so 

that a very accurate resultant correlation funct ion can be computed for each galaxy 

sample. This is done by taking the mean in each angular bin over al l the fields for 

each of the 5 galaxy samples and the results are shown in Figs. 5.9, 5.10, 5.11, 5.12 
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Figure 5.3: Here, the filled triangles show the two-point correlation functions of the 

F864-2 field f rom each of the 4 CCD chips using the B<26 galaxy sample. The 

filled squares are the mean of the clustering amplitudes in each angular bin using 

all 4 CCD's and these are plotted in each panel in order that the scatter around 

this mean can be seen for each chip. The errors on all the triangular points are 

the la scatter of the clustering amplitudes about the mean in each angular bin and 

therefore the errors on the square points are half of these values due to the fact 

that 4 fields have been averaged. The model curve is the same in each panel and 

is a simple best fit of equation 5.15 to the square points. In this case we find that 

A u ; = 3 . 3 4 x l 0 - 4 d e g 0 8 . 
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Figure 5.4: This plot shows the two point correlation funct ion for each of the 9 

fields using the B<26 galaxy sample. The errors are calculated using the la scatter 

of the data f r o m all 4 chips in each field and the model curves in each panel are the 

best fits to the data of equation 5.15. The resulting op t imum value of is shown 

for each field. 
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Figure 5.5: This plot shows the two point correlation funct ion for each of the 9 

fields using the B<25 galaxy sample. The errors are calculated using the ler scatter 

of the data f r o m all 4 chips in each field and the model curves in each panel are the 

best fits to the data of equation 5.15. The resulting op t imum value of A w is shown 

for each field. 
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Figure 5.6: This plot shows the two point correlation funct ion for each of the 9 

fields using the B<24 galaxy sample. The errors are model fits are calculated in 

the our usual way. 
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Figure 5.7: This plot shows the two point correlation funct ion for each of the 9 

fields using the B<23 galaxy sample. The errors are model fits are calculated in 

the our usual way. 
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Figure 5.8: This plot shows the two point correlation funct ion for each of the 9 

fields using the B<22 galaxy sample. The errors are model fits are calculated in 

the our usual way. 
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Figure 5.9: Here, we show the resultant two-point correlation funct ion for the B<26 

galaxy sample, obtained by calculating the mean in each angular bin over all the 

individual correlation functions f rom each of the 9 fields. The errors have been 

computed by averaging the data in each angular bin over all the fields and then 

dividing by a factor equal to the square root of the number of fields ie 3. The curve 

is a best f i t of equation 5.15 to the data and the op t imum value of Au is shown. 
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Figure 5.10: Here, we show the resultant two-point correlation function for the 

B<25 galaxy sample, obtained by calculating the mean in each angular bin over all 

the individual correlation functions f rom each of the 9 fields. The errors have been 

computed by averaging in each angular bin over all the fields and then dividing by 

a factor equal to the square root of the number of fields ie 3. The curve is a best 

fit of equation 5.15 to the data and the op t imum value of Aw is shown. 
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Figure 5.11: Here, we show the resultant two-point correlation funct ion for the 

B<24 galaxy sample, obtained by calculating the mean in each angular bin over all 

the individual correlation functions f r o m each of the 9 fields. The errors and model 

fits are calculated in the usual way. 
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Figure 5.12: Here, we show the resultant two-point correlation funct ion for the 

B<23 galaxy sample, obtained by calculating the mean in each angular bin over all 

the individual correlation functions f r o m each of the 9 fields. The errors and model 

fits are calculated in the usual way. Note the scale change in the y-axis relative 

to the previous 3 figures, due to the larger clustering amplitudes we are measuring 

here. 
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Figure 5.13: Here, we show the resultant two-point correlation function for the 

B<22 galaxy sample, obtained by calculating the mean in each angular bin over all 

the individual correlation functions f r o m each of the 9 fields. The errors and model 

fits are calculated in the usual way. As in the previous figure we have used larger 

scale range on the y-axis due to the large clustering amplitudes we are measuring 

here. 
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Figure 5.14: The amplitude of the two-point correlation funct ion at 1° plotted 

against l imi t ing magnitude, B ; t m . Our I N T Busswell et al. (2001) results our 

shown by the fi l led diamonds along w i t h our C T I O clustering results f r o m chapter 

4 and a compilation of other data f r o m the literature. The amplitude at 1° of our 

C T I O data as well as the A P M and Lick data was calculated assuming a $=0.72 

slope. The Loveday et al. (1996) point shows the clustering amplitude at 1° of the 

APM-Stromlo Redshift Survey, where we have applied our photometry correction 

derived in Chapter 3 of 0.31 mag. For all the other data f r o m the literature a 

slope wi th cS=0.8 was used in order to extrapolate to 1°. The curves show evolution 

models for different values of the clustering growth parameter, e: e=0 (solid line), 

e=1.0 (dotted line) and e=-1.2 (short dashed line). 
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and 5.13. The errors in each of these plots are computed by taking the mean in 

each angular bin over all 9 fields and then dividing by 

I t can be seen in these figures that the assumed AwO~08 power law is not a 

good f i t to the observed angular correlation funct ion data. We could have assumed 

a more general Aw9~x, w i th x > 0, power law and derived the op t imum value for 

x as well as Aw. However, extensive data is available i n the literature where the 

Aw# - 0 ' 8 power law has been assumed by the relevant authors in order to extrapolate 

the amplitude of the angular correlation funct ion to 1°. By following in this trend 

i t is straightforward for us to fa i r ly compare our amplitudes at 1° as a funct ion of 

l imi t ing apparent magnitude. A possible alternative would have been to f i t for the 

power law index, x, but in order to ensure a fair comparison to the literature when 

performing the extrapolation, we could have imposed a constraint on our chosen 

power law f i t . This constraint would ensure that the integral of the two-point func­

t ion over all 0 < 1° is the same as i t would have been i f the 9~08 power law had 

been used so that: 

where A ^ g and AWx are the amplitudes at 1° for the 9 0 , 8 and 6 x power laws 

respectively. 

Now that we have computed A w , the amplitude of the correlation funct ion at 1° 

for each of our galaxy samples, to compare to other work in the literature we plot 

Aw as a funct ion of l imi t ing magnitude, B / , m , which is shown in Fig. 5.14. This 

is the same as Fig. 4.10 in chapter 4, but here we include our new Busswell et al. 

(2001) faint blue galaxy clustering results shown by the fi l led diamonds. The curves 

are evolving models for 3 different values of the clustering growth parameter, e, and 

they are explained in section 5.5. 

6=1 6=1 
0.8 dd A,.,0-Xd6 A., 0 

Wx 9=0" 9=0" 
(5.16) 
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5.6 Modelling the Clustering Evolution 

In order to compare our data to model predictions we parametrise the evolution 

of the correlation funct ion using simple e models which have been commonly used 

in the literature (Efstathiou et al. 1991; Roche et al. 1993; Brainerd et al. 1994; 

Brainerd et al. 1998). These models assume that the amplitude of the spatial 

correlation funct ion scales wi th redshift in accordance w i t h the relation: 

where ro is the correlation length at z=0, r is the proper distance and the param­

eter e controls the growth of clustering as a funct ion of redshift. This assumes 

that the spatial correlation function can be approximated by £(r) = ( r o / r ) 7 at z=0 

which has been found for large galaxy surveys on scales < 1 0 / i _ 1 M p c and was an 

assumption used for our bright galaxy clustering analysis in chapter 4. The angu­

lar correlation function lo(0) can then by predicted by assuming a galaxy redshift 

distr ibution and integrating over £(r , z) using Limber's equation (equation 4.13 in 

Chapter 4). Our redshift distr ibution is calculated using the galaxy evolution model 

of Metcalfe et al. (2001), which are described in detail in Chapter 3. We assume 

that r 0 = 4 . 7 / i - 1 M p c , 7 = 1 . 8 and <7o=0.05. We use three values of the parameter e 

in Fig. 5.14, which measures the growth of clustering as funct ion of redshift. e=-

1.2 corresponds to a Universe where clustering is fixed in co-moving co-ordinates 

i.e. constant relative to the expanding Universe, e=0 means that clustering is fixed 

in proper co-ordinates and e=1.0 approximately corresponds to the predictions of 

linear theory in an unbiased fi=l Universe. 

We have presented results in Fig. 5.14 for 5 galaxy samples, defined by the mag­

nitude l imi ts of B=22, 23, 24, 25 and 26. The size of the B<26 sample f r o m all 

9 fields is extremely large, containing over 200,000 galaxies and so we can min i ­

mize the statistical errors associated wi th measuring our correlation functions. The 

number of galaxies detected on a typical CCD chip for a B<22 sample is ~500 -

l{r>z)=lj) (1 + *) 3+e) (5.17) 

5.7 Discussion 
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compared to ~5000 for the B<26 sample, and these relative sizes of galaxy numbers 

are reflected in the larger errors for the samples defined by the brighter magnitude 

l imits . Our new Busswell et al. (2001) data shown in Fig. 5.14 agrees well wi th 

results f r o m other authors, particularly wi th the results of Roche et al (1993, 1996) 

who also used the I N T to collect their observations. 

The completeness l i m i t of our data is B=25.5 but our star/galaxy separation 

is only reliable as faint as B=24. However, Fig. 5.15 shows the that the ratio of 

galaxies to stars in terms of number density is a factor of ~20 at B=24 and ~60 

at B=26 - and so the vast major i ty of sources fainter than B=24 are in fact galax­

ies. Our star/galaxy separation method was to class all B<24 sources as galaxies 

provided that CLASS_STAR<0.97. I f B>24 then a source was classed as a galaxy. 

Therefore in our B<26 galaxy sample, although the SExtractor software can no 

longer differentiate between stars and galaxies, we expect only 2% of these sources 

to be stars, which w i l l not significantly suppress the intrinsic clustering amplitude 

of the correlation funct ion we measure. 

The other feature of these results is the apparent flattening of our clustering 

amplitudes as Bum increases. We have 5 points on Fig. 5.14 w i t h the B=26 point 

higher than expected i f i t were to follow the same trend shown by our B=22 , B=23, 

B=24 and B=25 points, where the clustering amplitude is inversely proportional 

to the magnitude l i m i t of our galaxy samples. This is an important effect and has 

been observed to occur i n the B-band by McCracken et al. (2000) at B=27-28 

and in the I-band by Brainerd & Smail (1998) at 1=24. The completeness of our 

B<26 galaxy sample may also be an issue in terms of the observed flattening of 

the clustering amplitudes as the completeness l im i t of the Croom et al. galaxy 

sample is at B=25.5. The B<26 galaxy is about 60% complete and therefore the 

effective magnitude l i m i t of the sample may be slightly less than B=26, exaggerat­

ing this apparent flattening. We are confident that this effect is real though since 

A u , = 3 . 8 x l 0 ~ 4 deg 0 ' 8 for the B<26 galaxy sample which is almost as large as the 

amplitude at 1° for the B<25 sample, where A u ; = 4 . 5 x l 0 ~ 4 deg 0 , 8 . This means the 

effective completeness l i m i t of the B<26 sample would have to be ~25 .1 , which is 
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Figure 5.15: The number counts of galaxies in the SA57 field (fi l led squares) com­

pared to a compilation of previous galaxy counts (Metcalfe et al. 1996) (small 

points). The errors on the SA57 data use Poisson statistics. A t bright magni­

tudes there is some disagreement between the current data and previous work, as is 

expected due to excess variance over Poisson f r o m large-scale structure. A t inter­

mediate magnitudes, B c cd=21-25, there is good agreement. Fainter than Bccd—25, 

the current counts start to fa l l below previous measurements as we reach our com­

pleteness l i m i t at B c c d=25.5. Also shown are the star counts to B C C ( ;=24 (crosses). 

This demonstrates that at the l i m i t of reliable star/galaxy seperation, B c c d=24, the 

galaxy counts clearly dominate the total numbers. 

161 



certainly not the case, in order that this flattening would not appear to occur. 

In fact, the models of Metcalfe et al. (2001) predict a flattening effect which can 

clearly be seen in 5.14. The curves are seen to depart f r o m the inverse proportion­

ality trend at about B=25, in agreement w i t h our data, where they flat ten off to 

varying degrees depending on the value of the clustering growth parameter, t. In 

fact this effect is most pronounced in the B-band because i t is dominated by spiral 

galaxies, where a steep faint end slope to the luminosity funct ion is assumed by 

Metcalfe et al. This steep slope means that, for B>25, our observations are dom­

inated by galaxies that are intrinsically fainter than M * rather than more distant. 

Also the effect of a rapidly decreasing cosmological volume element contributes to 

this flattening. 

A l l the derived clustering results in this thesis are shown by the fi l led symbols in 

Fig. 5.14. Our bright C T I O clustering results, along wi th other clustering results 

f r o m the literature, can be used to constrain the value of ro in the local Universe. 

We can then use our clustering evolution models to f ind the value of e which is most 

consistent w i t h our I N T results i n the relatively distant Universe. When we do this 

we f ind that the clustering correlation length in proper co-ordinates, r o = 4 . 7 / i _ 1 M p c 

and that our data is most consistent w i t h a clustering growth parameter, c=0.1 . 

McCracken et al. (2000), who use an r 0 = 4 . 3 / i _ 1 M p c which is close to our value 

of 4 . 7 / i _ 1 M p c , f ind that predictions f r o m the simulations of Kravtsov k, K l y p i n 

(1999) agree well w i t h the e=0 model for B < 26, which would be consistent w i t h 

our data. However, the simulation results used by McCracken et al. (2000) who 

are sampling galaxies much fainter than M * , only consider dark matter halos w i t h 

v > 1 2 0 k m s _ 1 . Our B<25 data is dominated by M * galaxies where typical halo ve­

locities are ^ 2 0 0 k m s _ 1 . In fact these simulations f ind higher clustering amplitudes 

for such dark matter halo's than in the v > 1 2 0 k m s _ 1 case, which makes sense since 

we expect brighter galaxies to show stronger clustering properties in accordance 

wi th bias. However, this then means that our data shows lower clustering ampli­

tudes than the predictions of the simulations for v > 2 0 0 k m s - 1 halos, which may 
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mean that galaxies are less biased tracers of the underlying mass distr ibution than 

assumed in the simulations of Kravtsov & K l y p i n (1999). 

Our I N T data is consistent w i th an e=0.1 model, but the LBG's at z~3 ob­

served by Steidel et al. show much higher clustering amplitudes and are consistent 

w i t h the e=~1.2 model shown in Fig. 5.14. This can be explained by the fact 

that the selection effects are different. The crucial difference is that Steidel et al. 

use their Lyman Break technique which defines a sample of galaxies at a roughly 

constant redshift of z~3. This means that galaxies brighter than M * w i l l be prefer­

entially selected. In the case of our B<26 galaxy sample, as w i th the W H D F data 

of McCracken et al. (2000), we are sampling galaxies that are instrinsically fainter 

than M * and i f galaxies are biased tracers of mass, then one would expect the very 

luminous L B G population to show relatively strong clustering properties. 

5.8 Conclusions 

In this chapter we have outlined the data reduction techniques of Croom et al. 

(2001) and described how we applied a radial distortion correction to the source 

coordinates f r o m the f inal reduced data as well as calculated the integral constraint 

for our CCD chips. I n each of our 9 fields we calculated the two-point angular 

correlation funct ion for 5 galaxy samples, defined by the magnitude l imi ts B=26, 

B=25, B=24, B=23 and B=22, by averaging the two-point funct ion obtained for 

each of the 4 CCD chips. A resultant two-point funct ion could then be obtained by 

averaging the results over all 9 fields for each of the 5 galaxy samples. The large size 

of our B=26 and B=25 galaxy samples meant that we could minimize statistical 

errors w i t h regard to the prediction of our clustering amplitudes at 1°, but as the 

magnitude l i m i t decreases the errors on these amplitudes increase significantly, as 

seen for the B<22 sample. 

We found that our clustering amplitudes at 1° were consistent w i th other data 

in the literature, particularly w i t h those of Roche et al. (1993, 1996) who also used 

the I N T for their observations. We used our C T I O clustering results f r o m Chapter 
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4, along w i t h other data f r o m the literature, in order to constrain the value of ro 

in the local Universe and found that r o = 4 . 7 / i - 1 M p c . We then found that an e=0.1 

model provided the best f i t to our high redshift I N T clustering results, which have 

been derived in this chapter and our data rejects the e=-1.2 model prediction, which 

is consistent w i th the clustering properties of the Steidel et al. LBG's. This can be 

explained by the fact that Steidel et al. are preferentially selecting more instrin-

sically luminous galaxies than M * , which, f r o m the idea of bias, are predicted to 

show relatively strong clustering properties. 

A l l our model predictions f lat ten off at B / ; m = 2 5 , in excellent agreement w i t h our 

data-points, although we claim that this f lat tening trend in our data could be exag­

gerated by our B=26 point, which is beyond our completeness l im i t of B=25.5. Our 

I N T results predict lower clustering amplitudes than the biased A C D M simulations 

of Kravtsov lc K l y p i n (1999), when dark matter halo are used w i t h v ^ 2 0 0 k m s - 1 . 

This may mean that galaxies are a less biased tracer of the underlying mass distr i­

bution than is assumed in these simulations. 
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Chapter 6 
The Contribution of 

Faint Blue Galaxies to 

the Sub-mm Number 

Counts and Background 

6.1 The Distant Universe in the Sub-mm 

This chapter is devoted to the nature of the newly-discovered population of sources 

in the sub-mm (Ivison et al. 1997). In particular, our aim is to investigate whether 

dust assumed in normal spiral galaxies in the models of Metcalfe et al. (2001) could 

have implications for the faint (<2mJy) sub-mm population in the high red-shift 

(z> 1) Universe. We w i l l first review the situation regarding the optical galaxy 

counts, focusing in particular on these models of Metcalfe et al. These simple 

models, which use a r = 9Gyr SFR for spirals and include the effects of dust, give 

good fits to galaxy counts and colours f r o m U to K . The idea is then to see whether 

this combination of exponential SFR and relatively small amounts of dust in the 

first instance (A# = 0.3 mag. for the 1/A law), which would re-radiate the spiral 

ultra-violet (UV) radiation into the FIR, could cause a significant contribution to 

the sub-mm galaxy number counts and background at 850^m. Our modelling w i l l 

be described in section 6.3 and then in section 6.4 our predicted contribution to 

the 850/im and 60fim galaxy counts and the extra-galactic background in the sub-

m m w i l l be shown. Also in this section we demonstrate how to get a f i t to the 

background in the 100 — 300//m range by using warmer, optically-thicker dust in 

line w i t h that typically seen in ULIRG's . We w i l l then discuss the implications of 
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our predictions in section 6.5 and conclude in section 6.6. 

6.2 The Optical Counts 

I t is well known that non-evolving galaxy count models, where number density and 

luminosity of galaxies remain constant w i t h look-back t ime, do not f i t the optical 

number counts e.g. (Shanks et al. 1984), as there is always a large excess of galaxies 

faint-wards of B ~ 2 2 m . One way to account for this excess of 'faint blue galaxies' 

is to investigate the way galaxy evolution wi l l influence the optical number counts. 

Metcalfe et al. (2001) showed that by assuming that the number density of 

galaxies remains constant, the Bruzual and Charlot(1993) evolutionary models of 

spiral galaxies w i t h a r — 9Gyr SFR give excellent fits to the optical counts. The 

galaxy number counts are normalised at B ~ 18 m so that the non-evolving models 

give good fits to the B band data and red-shift distributions in the magnitude range 

18<B<22. W i t h this high normalisation, the models of the galaxy counts represent 

both spiral and early-type galaxies extremely well for 17 m < I < 2 2 m (Glazebrook et 

al. 1995a, Driver et al. 1995) and also the less steep H/K counts out to K ~ 2 0 m . 

The evolution model then produces a reasonable f i t to the fainter counts to B ~ 2 7 m , 

/ ~ 2 6 m , H ~ 2 8 m . 

Metcalfe et al. (2001) included a 1/A internal dust absorption law w i t h AB = 0.3 

for spirals to prevent the r = 9 Gyr SFR f r o m over-predicting the numbers of high 

red-shift galaxies detected in faint B < 24 red-shift surveys (Cowie et al 1995). This 

1/A dust law differs f rom the Calzetti (1997) dust law derived for star-burst galaxies, 

in that for a given AB, more radiation is absorbed in the U V . The Calzetti dust law 

is used by Steidel et al. (1999) to model their 'Lyman Break' galaxies; they f ind an 

average E(B-V)=0.15 which gives AB = 0.87mag and A1500 = 1.7mag. This com­

pares to our A\5OQ = 0.9mag w i t h AB = 0.3mag. Both models also fa i l to predict 

as red colours as observed for the U-B colours of spirals in the Herschel Deep Field 

(Metcalfe et al 1996). However, i f we assumed E(B-V)=0.15 for our z=0 spirals, 

as compared to our E(B-V)=0.05 , then the rest colours of spirals as predicted by 
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the Bruzual & Chariot model might start to look too red as compared to what is 

observed. Otherwise, the main difference between these two dust laws is that the 

Calzetti law would produce more overall absorption and hence a higher F I R flux 

f rom the faint blue galaxies. Thus in some ways our first use of the 1/A law appears 

conservative in terms of the predicting the faint blue galaxy F I R flux. Later, we 

shall experiment by replacing the 1/A law wi th the Calzetti (1997) law in our model. 

So this pure luminosity evolution (PLE) model w i th 1/A dust and q0 = 0.05 

then slightly under-estimates the faintest optical counts but otherwise fits the data 

well, whereas for qo = 0.5 the underestimate (wi th or without dust) is far more 

striking. A n extra population of galaxies has to be invoked at high red-shift to 

attempt to explain this more serious discrepancy for the high q0 model. This new 

population was postulated to have a constant SFR f rom their formation red-shift 

un t i l z ~ 1 and then the Bruzual k, Chariot models predict a d imming of ~ 5 m 

i n B to fo rm a red dwarf elliptical (dE) by the present day and therefore has the 

fo rm of a 'disappearing d w a r f model (Babul h Rees 1992). No dust was previously 

assumed in the dE population but this assumption is somewhat arbitrary. 

The T = 9Gyr SFR was inconsistent w i t h the early observations at low red-shift 

f r o m Gallego et al. (1996) and this is part ly accounted for by the high normalisation 

of the optical number counts at B ~ 1 8 m . There is s t i l l a problem w i t h the U V 

estimates f r o m the Canada-France Red-Shift Survey (CFRS) U V data of L i l ly et 

al. (1996) at z=0.2. More recent estimates of the global SFR at low red-shift based 

on the [Oi l ] line (Gronwall et al. 1998; Tresse k Maddox 1998) indicates that the 

decline f r o m z = l to the present day may not be as sharp as first thought and that 

the T = 9Gyr SFR in fact provides a better f i t to this low red-shift data. Metcalfe et 

al. (2001) have further found that this model also agrees well w i t h recent estimates 

of the luminosity funct ion of the z=3 Lyman break galaxies detected by Steidel et 

al. (1999). 

The main question then that we w i l l address in this chapter is whether the small 

amount of internal spiral dust absorption assumed in these models, which give an 
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excellent f i t to the optical galaxy counts, could cause a significant contribution to 

the sub-mm number counts and background at 850/im. 

6.3 Modelling 

Using the optical B band parameters for spiral galaxies, we attempt to predict the 

contribution to the sub-mm galaxy counts and background at 850^m by using a 

1/A absorption law for the dust and re-radiating the spiral U V radiation into the 

FIR. We use the Bruzual &; Chariot (1993) galaxy evolution models w i t h H0 = 

5 0 k m s - 1 M p c - 1 and a T = 9 Gyr SFR - w i t h a galaxy age of 16 Gyr in the low q0 

case, and 12.7 Gyr in the high qo case to produce our 1M© galactic spectral energy 

distr ibution (SED) as a funct ion of red-shift. We then use the equation: 

Gabs(z) = J FX(Z)(1 - l 0 - ° - 4 * - 4 B * ( 4 5 O O / A ) ^ A ( 6 J ) 

as used by Metcalfe et al. (1996), which is used to calculate the radiation absorbed 

by the dust, Gabs(ergss~l), for our 1 M 0 model spiral galaxy as a funct ion of z, 

using our 1/A absorption law w i t h As = 0.3. Since Bruzual & Chariot provides 

us wi th a 1M© SED at each red-shift increment, we need to calculate the factor 

required to scale this SED (after the effect of absorption f r o m the dust) to obtain 

that of a galaxy wi th absolute magnitude MB at zero red-shift, and this factor w i l l 

then remain constant for MB galaxies at all other redshifts. This then provides a 

zero point f r o m which to calculate scaling factors for all the other galaxies in our 

luminosity functions. We f ind the scaling factor for an MB galaxy by making use 

of a relation f r o m Allen (1995): 

mB = -2.5log( j Bxf\d\) - 12.97 (6.2) 

where fx is the received flux(er^5_1 A~lcm~2) and Bx is the B band f i l ter funct ion. 

By re-arranging, setting mB=MB and then mul t ip ly ing by 47r(10pc)2 we obtain the 

tota l emitted power, Ls{ergs~l) in the B band f rom an MB galaxy: 

LB = 47r(10pc) 2 .10[- o - 4 ( M * + 1 2 - 9 7 ) ] (6.3) 
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The intensity emitted in the B band, after absorption by the dust f rom our 1 M 0 

galaxy, LBMQ is then calculated by integrating the S E D , assuming a flat B band 

fi l ter , between 4000A and 5000A. 

B M © 
(6.4) 

The scaling factor to scale a Bruzual & Chariot 1M©spectral energy distr ibut ion 

for a particular galaxy of absolute magnitude, M g , at red-shift z, is therefore de­

fined by the ratio LB/LBMQ. The total energy absorbed by the dust for this galaxy 

is then given by G^LBI LBMQ-

The way the dust w i l l re-radiate this absorbed flux depends on its tempera­

ture, particle size and chemical composition. We w i l l adopt a simple model by 

assuming a mean inter-stellar dust temperature of 15K, (Bianchi et al. 2000) and 

also a modest warmer component of 45K, (the actual luminosity ratio we use is 

L45K/L15K = 0.162), which would come f r o m circum-stellar dust (Domingue et al. 

2000) and is needed in order to f i t counts at shorter wavelengths eg. 60//m. The 

effect of varying the dust parameters is explored in section 4. We then use the fact 

that the rate the dust absorbs energy must equal the rate at which i t emits, and 

therefore we simply scale integral of the Planck funct ion over all wavelengths so 

where C ( Z , M B ) is the scaling factor, which is a funct ion of z and M B , /3(\,T) is 

the Planck funct ion ( in this case a sum of two Planck functions) and «d (A) oc A - ^ , 

where / Q ( A ) is an opacity law (we use j3 = 2.0 for each Planck funct ion to model 

optically th in dust). 

We then calculate the received 850/mi f lux , S ( Z , M B ) , f r om a galaxy w i t h ab­

solute magnitude MB and red-shift z using the equation: 

that: 

0 0 

/
oo 

(3(\,T)d\ 
- 0 0 

Gabs LB L 
0 0 0 

(6.5) 

S(Z,MB) (6.6) 
4tt(1 + z)di 
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where C(z ,Mg) is defined f rom equation 6.5 and A e is equal to 8 5 0 / j r a / ( l + z ) . We 

can then obtain the number count of galaxies w i th absolute magnitude between M B 

and MB + dMs and red-shift between z and z+dz for which we measure the same 

flux density S ( Z , M B ) at 850/.<m (see equation 6.6). 

dN(z, MB) = (f>(MB)^dMBdz (6.7) 
dz 

where 0 ( M g ) is the optical Schechter funct ion and ^ is the cosmological volume 

element. Then the integral source counts N(>S/,- m ) are obtained, for each value of 

Sum, by integrating over the range of values of MB and z such that S(z,Ms) > Sum, 

where S(z,MB) is defined in equation 6.6. 

N{> Siim) = f [ <t>(MB)—dMBdz (6.8) 
JMB Jz dZ 

I t is straightforward to then obtain model predictions of the F I R background 

for a given wavelength. The intensity, d l , at 850//m f r o m galaxies w i th absolute 

magnitudes between MB and MB + dMs and redshifts between z and z+dz is given 

by mul t ip ly ing the number of galaxies w i t h these z's and Mg's by the f lux density 

which we would measure f r o m each 

dl850 = S(z, MB)4>{MB)^dMBdz (6.9) 

and then we simply integrate over all absolute magnitudes and al l redshifts (0 < 

z < 4 in this case) 

/ 8 5 o = / / S(z,MB)cf>(MB)^dMBdz (6.10) 
JMB Jz dz 

6.4 Predictions 

Fig. 6.1 shows our model predictions for the 60/^m differential number counts of 

IRAS galaxies (Saunders et al. 1990). This was an all sky local survey carried out 

w i t h the IRAS satellite down to a f lux l i m i t of 0.6Jy. I t therefore provides an impor­

tant test of our model since spiral galaxies contribute significantly to IRAS counts 
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Figure 6.1: The 60/im differential number counts. The graph shows the evolution 

and no-evolution models for a low qo Universe(the corresponding high qo models are 

indistinguishable) along w i t h the observed 60/im counts of IRAS galaxies down to 

a flux l imi t of 0.6Jy, plotted in the format used by Oliver et al. (1992). The crosses 

are f rom Hacking & Houck (1987), the empty triangles f r o m Rowan-Robinson et al. 

(1990), Saunders et al.(1990) are the fi l led triangles and the circles are Gregorich et 

al. (1995) and Ber t in et al. (1997). We use a two-component dust temperature of 

15K and 45K to model both inter-stellar and circum-stellar dust respectively. Other 

parameters used are j3 = 2.0, H0 — 50 and a red-shift of formation of z — 4. The 

dot-dashed line shows the same evolution model using the Calzetti dust law wi th 

three dust temperature components of 15, 25, and 32K. This fits the IRAS counts 

less well at < 0.2mJy, and this is because of the lack of a 45K dust component 

meaning that there is much less thermal emission f r o m the dust at 60//m 
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Figure 6.2: The 850/im integral number counts. The fi l led circles show the results 

of the SCUBA Lens Survey (Blain et al. 1999); the open circles are as labelled: 

S97 - Smail, Ivison & Blain (1997); B98 - Barger et al. (1998); H98 - Holland et al. 

(1998); E99 - Eales et al. (1999); H D F , P(D) - Hughes et al. (1998). Also shown 

are our predictions for q = 0.05 and q — 0.5 models w i t h and without Bruzual 

&; Chariot evolution, using the parameters f rom Fig. 6.1. Both the high and low 

qo models, w i t h evolution (dashed and solid curves), do very well w i th the faint 

counts but fa i l the most luminous sources. In the no evolution cases(dotted and 

dot-dashed) the high qo model again predicts more galaxies then the low qo model, 

but they both under-predict the faint 850//m counts by about an order of magnitude 

and then again fa l l away again at the higher f lux densities. The graph also shows 

a predicted contribution f r o m A G N (Gunn & . Shanks 1999) and a model using 

the Calzetti dust law (the two dot-dot-dot-dashed curves). The A G N model (the 

steeper of the curves) predicts that, at most, QSO's could contribute 30 percent of 

the background at 850//m, and these models do much better i n the number counts 

at brighter fluxes, but they fa i l to contribute at the 0.5mJy level where we predict 

that faint blue galaxies are dominant. 
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Figure 6.3: I f a galaxy has an absolute magnitude MB = —22.5 at the present 

day then these graphs show how the received f lux f r o m such a galaxy would vary 

as a funct ion of red-shift using our model w i t h the parameters described in the 

previous figure (Fig. 6.2). The solid line is for a q0 = 0.05 Universe w i t h Bruzual &; 

Chariot evolution, the dashed line for qo = 0.5 w i th evolution, the dot-dashed line 

for (jo = 0.05 without evolution and the dotted line for qo = 0.5 without evolution. 
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(Neugebauer et al. 1984) and so i f we are going to assume PLE out to redshifts 

of 4 then our local galaxy count predictions at 60/im need to be reasonably con­

sistent w i t h the data. The figure shows our evolution and no evolution model(the 

qo makes no difference) and because the IRAS survey was probing redshifts out to 

z=0.2 we can see that there is very l i t t le difference between the two models and 

that they both f i t the data reasonably well. The IRAS counts below 0.2Jy are 

slightly under-predicted using both dust laws, which could possibly be due to the 

fact our model doesn't include any fast-evolving A G N / U L I R G population. We use 

the Calzetti dust law wi th three dust components of 15, 25, and 32K and this failure 

of the fainter IRAS counts is greater than when the 1/A law is used because of the 

absence of the 45K dust component, which dominates the thermal emission at 60/im. 

We then go on to show in Fig. 6.2 our sub-mm predictions using the Bruzual 

k Chariot evolution model wi th low and high q0 (q0 = 0.05, q = 0.5) and also for 

the corresponding no-evolution models where we use the Bruzual k Chariot SED 

at z = 0 for all redshifts. We have used a two-component dust temperature, as 

described in the previous section and a galaxy formation red-shift, z/ = 4. The 

low qo model reproduces the faint counts well, but fails the very bright counts. 

This makes sense since these very luminous sources would require ULIRG's , having 

SFR's of order « lOO-lOOOM 0 yr _ 1 , and/or A G N , in order to produce these huge 

F I R luminosities. Indeed, the 850/im integral log N:log S appears flat between 2-

lOmJy before rising again at fainter fluxes, suggesting that 2 populations may be 

contributing to the counts. 

The high q0 model contains a dwarf ell iptical population in order to f i t the 

optical counts, as already explained, but no dust was invoked in these galaxies 

in the optical models and so they do not contribute to our 850/tm predictions. 

Contrary to the optical number counts, the high qo models predict more galaxies 

greater than a given flux l i m i t than low qo models. The reason for this is illustrated 

in Fig. 6.3, which shows how the received f lux density f r o m a M B = —22.5 galaxy 

would vary wi th red-shift i n the high and low q0 case, w i t h and without r = 9 G y r . 

Bruzual k Chariot evolution. In the no-evolution cases the two factors involved 
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are the cosmological d imming and the effect of the negative k-correction, since we 

are effectively looking up the black body curve as we look out to higher red-shift. 

The high qo model( dotted line) predicts greater f lux densities for a given red-shift 

than wi th low q0, explaining why the integral number counts are higher for a given 

flux density. When the Bruzual & Chariot evolution is invoked (solid and dashed 

lines), we predict more f lux than in the corresponding no-evolution cases at high 

red-shift, because a galaxy is significantly brighter than at the present day. The 

high qo model(with evolution) is v i r tual ly flat i n the red-shift range 0.5 < z < 2 

and the low q0 model again predicts slightly lower flux densities for a given red-shift 

compared to high q0. I t may be noted that the no-evolution models in this plot 

differ slightly f rom that of Hughes et al. (1998). This discrepancy is a result of the 

different assumed dust temperature and beta parameter. The colder temperature 

means that the peak of the thermal emission f r o m the dust is probed at lower red-

shifts and so we lose the benefit of the negative k-correction at z?a2-3 instead of at 

z « 7 - 9 as in Hughes & Dunlop (1998). 

Fig. 6.4 shows the effect of altering the inter-stellar dust temperature (where we 

have used the low q0 evolving model) and Fig. 6.5 shows our predicted number-red-

shift distributions for varying flux l imi ts . . The inter-stellar dust temperature, T ; n t 

makes a big difference to our 850/xm number count predictions and the variation 

is perhaps contrary to what one may expect in that the lower Tint means that we 

expect to see more galaxies above a given flux l i m i t S/,m. This is because, as we 

lower the dust temperature, although the integrated energy i.e. the area under the 

Planck curve goes down, the f lux density at 850^m goes up slightly because we are 

seeing the major i ty of radiation at much longer wavelengths. Now recall f r o m the 

previous section that the normalisation of the Planck emission curve is already de­

fined f r o m the amount of flux absorbed by the dust and the Planck curve is simply 

scaled accordingly. So because the normalisation is fixed, when we lower the dust 

temperature, we have to scale the Planck curve up by a much larger factor and 

therefore f ind that we obtain much larger flux densities at 850/xm, explaining why 

our models are very sensitive to T t n t . 
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Figure 6.4: The effect of varying the inter-stellar dust temperature, Tint The graph 

shows the low qo model w i t h T C ! r c = 45K(fl = 2.0) and zj = 4. The modest 

warmer dust component is included in each plot and the inter-stellar dust temper­

ature, which is dominant for the 850^ra counts, is varied f r o m lSA^sol id curve) 

to 30A'(dotted curve), again wi th /? = 2.0. Our model predictions are sensitive to 

this variation and increasing the inter-stellar dust temperature in fact means we see 

less galaxies above a given flux l i m i t . Typical inter-stellar dust temperatures are 

« This trend is perhaps the opposite of what you would expect when varying 

dust temperatures and the reasons are explained in Section 5. 
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Figure 6.5: The predicted number-red-shift distr ibution of sub-mm selected faint 

blue galaxies down to f lux l imi ts , Sum of 4.0, 2.0, 1.0 and 0.5mJy. The graph shows 

the low-q 0 model using the 1/A dust law w i t h the parameters described in Fig. 6.1 

As the f lux l i m i t is increased, the peak in the n ( z ) dis tr ibut ion shifts f r o m around 

z=1.8 at S ' ; t m =0 .5mJy to much lower redshifts, reaching zRi 0.2 for £ ' / ! m = 4 . 0 m J y . 
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We have used a galaxy format ion red-shift, zj = 4 which is reasonable since sub-

m m sources seem to exist out to at least that, but we do in fact f ind that adopting 

zj = 4 or zj = 6 or indeed Zj = 10 does not make any difference to the number 

counts. Fig. 6.3 illustrates this, since at z > 4 we are observing radiation that was 

emitted beyond the peak of the black-body curve, and so cosmological d imming is 

no longer compensated for and all the curves begin to fa l l away very quickly ex­

plaining why increasing z/ beyond about z=4 makes essentially no difference to the 

850^ra number counts. Of course, a higher assumed Tint would extend this red-shift 

range to beyond z=4. 

Fig. 6.6 shows what sort of contribution we get to the extra-galactic background, 

simply by integrating over the number counts in each wavelength bin . The plot 

shows the low and high qo models w i t h and without evolution, and w i t h our standard 

parameters of T{nt = 15 A \ T c j r c = 45/^, /? = 2.0 and Zj = 4. A l l the models predict 

the same intensity at short wavelengths(A = 60//m), as low red-shift objects would 

dominate making the evolution and qo dependence less significant. The low q0 

model is able to account for all of the background at 850/^ra, the high q0 model in 

fact over-predicts i t by about a factor of 2 and the no evolution models, although 

under-predicting i t , are s t i l l well w i th in an order of magnitude. Although we can 

f i t the background at 850//m, we noticeably fa i l the data between about 100 and 

300/xm. We f ind that the only way to f i t these observations using our model is to use 

higher values of AB and higher dust temperatures, as this means dust is absorbing 

more energy f rom each galaxy and so the contribution to the background in the 

wavelength range where warmer dust emission dominates(100/Ltm < A < 500/um) is 

much greater. The solid curve in Fig. 6.6 shows a prediction where we have tried 

the Calzetti dust model which gives more overall absorption w i t h similar amounts 

of reddening; this model might also be expected to f i t the B optical counts. We 

see that its larger amount of absorbed f lux allows more f lexib i l i ty in terms of using 

more dust components. By using three dust temperature components results we 

obtain a better (though st i l l not perfect) f i t to Fig. 6.6 in the 100/im < A < 300/im 

range, while s t i l l giving fits to the IRAS 60//m (Fig. 6.1) and faint 850/^ra number 

counts (Fig. 6.2). 
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Figure 6.6: The predicted contribution to the F I R background f r o m our models. 

The latest measurements of the extragalactic F I R B , compared w i t h the COBE 

measurement of the cosmic microwave background (Mather et al. 1994). F98 -

Fixsen et al. (1998)(upper solid line) and P96 - Puget et al. (1996)(lower solid 

line); H98 - Hauser et al. (1998); S98 - Schlegel et al. (1998). Both the Hauser and 

Schlegel data each have points at 240^m and 130//m. Low and high go models are 

shown w i t h and without evolution, where we have used our standard parameters of 

Tint — 15/f , Tcirc = 45A\ (3 — 2.0 and zj = 4.0 The evolution model, in the low q0 

case can account for all of the F I R background at 850//m, whereas the high q0 one 

in fact over-predicts by about a factor of 2. The solid curve shows a model where we 

have used the Calzetti dust law using AB = 1.02 (equivalent to E(B-V)=0.18 and 

close to the value 0.15 used by Steidel et al. (1999) for their Lyman Break Galaxies) 

for the dust obscuration w i t h a three-component dust temperature of 15K, 25K and 

32K. I t fits the background and faint number counts at 850/ura, the IRAS 60^m 

counts and also does much better in the wavelength range lOOjura < A < 500/um. 
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6.5 Discussion 

We have taken a different approach f r o m the standard way in which sub-mm flux's 

are estimated using U V luminosities (Meurer et al. 1999). Instead of assuming a 

relationship between the U V slope j3 and the ratio LpmjLuv, we proceed directly 

f rom the spiral galaxy U V luminosity functions and simply re-radiate into the F I R 

by assuming a simple dust law constrained f r o m the optical counts. A direct result 

of this, as has already been illustrated in the previous section, is that decreasing 

the inter-stellar dust temperature actually increases the received f lux density at 

850/ira, f i rs t ly because the peak in the Planck emission curve moves towards longer 

wavelengths and secondly because (as the absorbed f lux f r o m the dust is fixed) the 

normalisation scaling factor goes up. The fact then that we model the dust using 

a dominant inter-stellar component of 15K, which is significantly colder than that 

used in models of star-burst galaxies (typically 30-50K), means that we are able to 

show that the evolution of normal spiral galaxies like our own M i l k y Way, using the 

Bruzual model w i t h an exponential SFR of r = 9Gyr, could make a very significant 

contribution to the sub-mm number counts in the 5*850 < 2mJy range. Indeed this 

sort of temperature for spirals has been given recent support f r o m observations of 

ISO at 200fim (Al ton et al. 1998a) where, for a sample of 7 spirals, a mean tem­

perature of 20K was found, about 10K lower than previous estimates f r o m IRAS at 

shorter wavelengths. They found that 90 percent of the F I R emission came f rom 

very cold dust at temperatures of 15K. Sub-mm observations of spirals (A l ton et al. 

1998b; Bianchi et al. 2000) and observations of dust in our own galaxy (Sodroski et 

al. 1994; Reach et al. 1995; Boulanger et al. 1996; Sodroski et al. 1997) also support 

the claims of these sorts of dust temperatures. Of course, at z=4 our assumed inter­

stellar dust temperature of 15K is comparable to that of the microwave background. 

Our models show that normal spiral galaxies (ie those that evolve into galaxies 

like our own M i l k y Way assuming the Bruzual model) fa i l to provide the necessary 

F I R flux of the most luminous sources(> 2mJy) and this is not surprising since the 

r = 9Gyr SFR at high red-shift(z > 1), which is consistent w i t h the U V data, is 

lower than that inferred by other models which f i t the sub-mm counts by a factor of 
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about 5 or so (Blain et al. 1998a). The L B G galaxies at high red-shift are predicted 

to be evolved spirals by the Bruzual models and the dust we invoke (AB=0 .3 i m ­

plies an attenuation factor at 1500Aof 2.3) is enough to make them low luminosity 

sub-mm sources at f lux levels of around 0.5mJy. This amount of dust, though, is 

not enough to account for the factor of 5 discrepancy and there are several possible 

reasons for this. 

The first is the possible additional contribution to the sub-mm counts f r o m 

A G N . Modelling of the obscured QSO population has shown that they could con­

tr ibute, at most, about 30% of the background at 850^m but they can get much 

closer to the bright end of the sub-mm number counts (Gunn &: Shanks 1999). 

This is shown in Fig. 6.2 where we also show the <7o=0.5 model of Gunn & Shanks. 

Although the slope of the QSO count at the faintest l imits is too flat , at brighter 

fluxes the QSO model fits better than the faint blue galaxy model and the combi­

nation of the two gives a better f i t overall. 

I t is also possible that the optical and sub-mm observations are sampling a 

completely different population of galaxies as the obscured galaxies sampled by the 

sub-mm observations may well just be too red or too faint to be detected in the U V 

at the current f lux l imi ts (Smailet al. 1999, 2000; Dey et al. 1999). That may mean 

that the most luminous sub-mm sources or U L I R G ' s ( > 1Q13LQ) are not the L B G 

galaxies (which the Bruzual model predicts as evolved spirals) and so then i t would 

not be surprising i f the current sub-mm and U V derived star-formation histories at 

high red-shift were different. However, the evidence is growing that the faint blue 

galaxies are significant contributors to the faint sub-mm counts. Chapman et al. 

(2000) carried out sub-mm observations of 16 LBG's and found, w i t h one excep­

t ion, nul l detections down to their flux l im i t of 0.5mJy. But their one detection may 

suggest that w i t h enough SCUBA integration t ime i t might be possible to detect 

LBG's that are particularly luminous in the F I R and indeed work f r o m Peacock 

et al (2000) suggests that faint blue galaxies may be detected at 850/um at around 

the 0.2mJy level. This is below the SCUBA confusion l im i t of f» 2mJy (Hughes et 

al. 1998; Blain et al. 1998b) and highlights the problem faced by Chapman et al. 
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(1999) in performing targeted sub-mm observations of LBG's. The conclusions of 

Peacock et al. (2000) suggest that the L B G population (the faint blue galaxies in 

our model) contribute at least 25 percent of the background at 850/ira and Adel-

berger et al. (2000) also come to similar conclusions, namely that the UV-selected 

galaxy population could account for all the 850/rni background and the shape of 

the number counts at 850/im. However, the conclusions of Adelberger et al. (2000) 

are based on the fact that the SED of S M M J14011+0252 is representative of both 

the L B G and sub-mm population. A t present, they are only assumptions, but nev­

ertheless the conclusions of all these authors seem to suggest that ULIRG's may 

not contribute to the faint sub-mm number counts and background as much as was 

first thought. 

The spectral slope of the U V continuum and the strength of the H/3 emission 

line in Lyman Break Galaxies support the fact that inter-stellar dust is present 

(Chapman et al. 1999), but the physics of galactic dust and the way i t obscures 

the optical radiation f rom a source is st i l l very poorly understood. We started 

by adopting a very simplistic model for the dust, treating i t as a spherical screen 

around our model spiral galaxy. The dust might , in reality, be concentrated in the 

plane of the disk for spiral galaxies and may also tend to clump around massive 

stars. This would make the extinction law effectively grayer as suggested by obser­

vations of local star-burst galaxies (Calzetti , 1997). Indeed, we have investigated 

the effect of the grayer Calzetti extinction law and found that i t would produce 

a larger sub-mm count contribution due to the higher overall absorption i t would 

imply. Metcalfe et al. (2001) have also suggested that there may be evidence for 

evolution of the extinction law f rom the U-B:B-R diagram of faint blue galaxies in 

the Herschel Deep Field. 

We have assumed pure luminosity evolution (PLE) throughout this chapter. 

The assumption that the number density of spiral galaxies remains constant might 

certainly not be the case i f dynamical galaxy merging is important for galaxy for­

mation. However, as we have seen i t is relatively easy to fit the sub-mm number 

counts w i t h P L E models whereas i t is in fact impossible to f i t the counts using pure 
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density evolution models without hugely over-predicting the background by 50 or 

100 times (Blain et al. 1998a). So, i f existing sub-mm observations are correct 

then although density evolution may also occur, luminosity evolution may be dom­

inant. I t is also str iking how well the P L E models do in the optical number counts 

and colour-magnitude diagrams and together w i t h the fact that we observe highly 

luminous objects in the sub-mm out to at least z = 3 , this could indicate that 

the biggest galaxies could have formed relatively quickly, on time-scales of about 

l G y r or so. I f this were true, then the PLE models may be a fair approximation to 

the galaxy number density and evolution in the Universe out to z « 3 in both the 

optical/near-IR and F IR . 

We have not taken into account early-type galaxies as no dust was invoked in 

these in the optical galaxy count models. In particular, we have not included any 

contribution f r o m dust in the dE population which is invoked to f i t the faint optical 

counts in the qo = 0.5 model (Metcalfe et al. 1996). I f we were to include their 

possible contribution this would increase our 850//m counts predictions at the faint 

end since in our models both early-type and dE star formation occurs at high red-

shift which is the region of greatest sensitivity for the sub-mm counts. A t brighter 

fluxes though, where, in our models, low red-shift galaxies are the only possible 

influence, the inclusion of early-type galaxies would be negligible. 

6.6 Conclusions 

The aim of this chapter was to investigate whether, by re-radiating the absorbed 

spiral galaxy U V flux into the FIR, the dust invoked in the faint blue spirals at 

high z f rom the optical galaxy count models of Metcalfe et al. (1996) could have a 

significant contribution to the sub-mm galaxy counts and also the F I R background 

at 850^m. We have found that, using a inter-stellar dust temperature of 15K, a 

modest circum-stellar component of 45K, a beta parameter of 2.0 and a galaxy 

formation red-shift of Zj ~ 4 we can account for a very significant fraction of the 

faint 850^/m source counts, both in the low and high qo cases when we invoke 

Bruzual &; Chariot evolution (see Fig. 6.2). These evolutionary models give 5-10 
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times more contribution to the faint sub-mm counts than the corresponding no-

evolution models. A t brighter fluxes, we f ind that the SFR and dust assumed in 

our normal spiral model are too low to produce the F I R fluxes of the most luminous 

sources. In the no-evolution cases, we under-predict the number counts, even at 

the faint end. Our predicted red-shift distr ibution of sub-mm selected faint blue 

galaxies suggests that the main contribution to the faint counts is i n the range 

0.5<z<3, peaking at z ~1.8. We have shown that our model fits the 60/ira IRAS 

data well, an important local test i f we want to assume P L E and extrapolate our 

optical spiral galaxy luminosity functions out to higher red-shift. W i t h the evolution 

models we can easily account for 50-100% of the F I R background at 850^m but 

fa i l the data by nearly an order of magnitude in the 100 — 300/um range. We have 

shown that the only way to f i t these observations using this optically based model is 

to use assume more dust obscuration ( A B = 0 . 6 ) and much warmer dust ( T = 3 0 K ) . 

Effectively grey extinction laws such as that of Calzetti et al. (1997) may also 

provide more overall absorption and hence allow more dust temperature components 

to allow the f lexibi l i ty to f i t the F I R background f r o m 60-850/um. However, the 

bright sub-mm counts wi l l s t i l l require a further contribution f r o m QSO's or ULIRGs 

to complement the contribution of the faint blue galaxies at fainter fluxes. 
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Chapter 7 
Conclusions 

7.1 Summary of Thesis Outline 

The aim of this thesis was to investigate the clustering and number counts of the 

fundamental visual tracers of mass in the Universe - galaxies. Chapter 1 introduced 

the two main tools we have used in the analysis of our C T I O CCD data, galaxy 

number counts and the two-point correlation funct ion. We also saw how the fusion 

of exponential growth in computing power wi th technological breakthroughs in as­

tronomical instrumentation, e.g. the 2dF instrument, has paved the way for a new 

generation of galaxy surveys. I n Chapter 2 we outlined the reduction processes in­

volved for our C T I O B and R-band CCD data and at the beginning of Chapter 3 we 

presented the galaxy number counts f r o m this reduced data. The rest of Chapter 3 

was then devoted to investigating the possibile existence of a large void in the local 

distr ibution of galaxies in the South Galactic Cap. I n order to do this we used the 

results of our C T I O data in conjunction w i t h data f r o m the A P M Galaxy Survey, 

the Durham/UKST, the 2-Degree Field Galaxy Red-Shift Survey and the 2-Micron 

A l l Sky Survey. 

In Chapter 4 we developed the technical tools involved in calculating the two-

point correlation funct ion, which we then used to quantify the clustering of galaxies 

observed in the Nor th and South Galactic Caps in our C T I O observations. In Chap­

ter 5 we moved to the more distant Universe at z ~ l - 2 where we used high quality 

galaxy B-band photometry, obtained f r o m the Isaac Newton Telescope in La Palma, 

to analyse the clustering of the faint blue galaxy population. Chapter 6 was devoted 

to the relatively new field of sub-mm astronomy. We investigated the possibility 

that the presence of dust assumed in faint blue galaxies, which are predicted to be 
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evolved late-type spirals in the models of Metcalfe et al. (2001), could open up the 

possibility of these sources being observed in the sub-mm wave-band. The principle 

idea is that the dust absorbs radiation f r o m stars in the ultra-violet and then re-

emits this energy in the far infra-red region of the electromagnetic spectrum, which 

we then detect here on Earth. 

7.2 Main Results 

Our analysis of the galaxies in the local (z<0.2) Universe was motivated by the 

results of galaxy counts which were calculated f r o m our reduced C T I O CCD data, 

observed in the Nor th and South Galactic Caps. This data covered 255 deg 2 in the 

NGC, where about two thirds of our fields overlapped w i t h those of the 2dFGRS, 

and 297 deg 2 in the SGC, which was entirely contained wi th in the 2dFGRS area. 

We also showed that the galaxy catalogue obtained via our star/galaxy separation 

technique was 90-95% complete and contaminated by stars at the 5-10% level rela­

tive to data f rom the Mil lennium Galaxy Catalogue and Sloan Digi ta l Sky Survey. 

Our number counts showed that our B and R-band data in the NGC agreed ex­

tremely well w i t h the model predictions of Metcalfe et al. (2001), but that our 

SGC data showed a significant deficiency of galaxies. The deficiency was 30.7% for 

the B-band in the range 14<B<18 and 22.2% for the R-band in the range 13<R<17. 

The idea, was then to use preliminary data f r o m the next generation galaxy 

surveys of 2dFGRS, SDSS and 2MASS, as well as the completed surveys of A P M 

and D U K S T , to investigate the angular extent and depth of this apparent hole in 

the distr ibution of galaxies in the SGC. The first step was to use our CCD data, cov­

ering large areas of sky in the NGC and SGC, to perform photometric checks of the 

A P M Bright Galaxy Catalogue ( A P M B G C ) , the D U K S T and the 2dFGRS data. 

In the case of the A P M B G C , the D U K S T and the 2dFGRS SGC field, the unique 

nature of our C T I O CCD data meant that this was the first ever t ime such stringent 

tests could be done. Af te r comparing our C T I O CCD photometry to that of the 

A P M B G C and D U K S T data we found that our galaxies were, on average, brighter 

by 0.31 and 0.24 mag. respectively. This implied a scale error in the D U K S T 
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Heydon-Dumbledon photometry of 0.1 mags/mag in the range 1 7 < b j <19.5. For 

the 2dF NGC field we found good agreement of the zero-point at b j = 1 6 but our 

galaxies are, on average, 0.13 magnitudes brighter at b j = 1 8 implying a scale error 

of 0.065 mags/mag. The mean of the zero-point difference in the range 1 6 < b j < 1 8 

was 0.1 mags. In the SGC we found no significant zero-point or scale errors relative 

to our galaxy magnitudes. 

These photometric corrections were then used, in conjunction wi th the mod­

els of Metcalfe et al. (2001), to predict the expected galaxy n(z) distr ibution for 

the 2dF and D U K S T surveys. In the case of the 2dF NGC we found no evidence 

of any significant galaxy deficiency at any observed redshift but i t was interesting 

that our 0.1 mag. correction was essential in order that the Metcalfe et al. (2001) 

model agreed w i t h the data. The 2dF SGC n(z) distr ibution was characterised by 

two distinct holes in the redshift ranges 0.03<z<0.05 and 0.06<z<0.09, w i th galaxy 

deficiencies of 35% and 25% . 

The D U K S T n(z) showed even more significant large-scale structure w i t h four 

holes i n the redshift ranges 0.005<z<0.025, 0.03<z<0.055, 0.06<z<0.09 and 

0.09<z<0.11 w i t h galaxy number discrepancies of 40% , 45% , 50% and 60% re­

spectively. What was especially interesting was that the 2dF and D U K S T n(z)'s 

showed striking common structure wi th regard to the two holes seen by 2dF. These 

were both clear features in the D U K S T n(z) wi th the first 2dF hole appearing in the 

redshift range 0.03<z<0.05 in both surveys and being almost the same size in each. 

The second 2dF hole was also a feature in the D U K S T survey where i t was much 

larger in size, but generally we found that the D U K S T survey found much larger 

galaxy number deficiencies over all our measured redshifts. We present evidence 

that this is probably due to bias. 

These holes in the galaxy redshift distributions of the two surveys were then 

used in conjunction wi th the Metcalfe et al. (2001) luminosity funct ion to calculate 

variable (f>* models for each survey. We found that the counts of the original A P M 

survey and those of the A P M Bright Galaxy Catalogue were consistent w i th a hole 
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which extends to z=0.1 over the whole 4300 deg 2 A P M . We also calculated K-band 

number counts in the SGC where we were able to argue that the angular extent of 

this hole extended even further north than the A P M area. Combining the 2MASS 

and A P M results we argue that there is a galaxy number deficiency of 30% in the 

SGC distr ibution of galaxies, which covers a very large angular area of 100°x60° or, 

taking into account the redshift depth of z=0 .1 , a huge volume of 3 x l 0 6 / i - 3 M p c 3 . 

We also show that i f there is to be any reasonable chance of such a hole existing 

then there must be power in the two-point correlation function on very large scales 

of lOO^OO/i^Mpc. 

In Chapter 4 we analysed the clustering of galaxies observed in our C T I O NGC 

and SGC fields. We found that our angular correlation functions, in both the B 

and R bands, followed a power law behaviour w i t h slopes of <£~0.70 in the angular 

range -1.8<log(0)<O, but departed f r o m this trend at smaller and larger angular 

scales where steeper slopes are observed. We assumed a power law behaviour for the 

spatial two-point correlation funct ion in order that we could use Limber's equation 

to de-project our angular functions. When we d id this we found characteristic clus­

tering lengths of r 0 = 4 . 7 / j _ 1 M p c and r 0 = 5 . 2 / i _ 1 M p c w i t h the break, r i , occurring 

on scales of 1 0 / i _ 1 M p c and 3 3 . 5 / i - 1 M p c in the NGC and SGC fields respectively. 

The fact that our SGC data showed a slightly higher value of ro, coupled wi th the 

break occurring on much larger scales, relative to the NGC, meant that our SGC 

correlation functions showed significant large scale power on angular scales of 0 >2° 

or length scales of r > 3 0 / i _ 1 Mpc. Our B-band correlation functions also agreed 

extremely well w i th the A P M and Lick data on scales < 1°. 

The de-projection technique performed on our B-band angular correlation func­

tions was also carried out on our R-band functions. In the NGC we found r o = 6 . 0 / i - 1 M p c , 

7=1.68, r 1 = 2 5 . 0 / t - 1 M p c and in the SGC r 0 = 5 . 7 / i - 1 M p c , 7=1.77, r j =31.Oh" 1 Mpc. 

The slightly higher value of ro found in the NGC was the opposite trend to that 

found in our B-band data, but we again found the break in the SGC funct ion to oc­

cur on larger scales. The correlation funct ion of the SDSS was scaled to the depth 

of our survey and we found good agreement on small scales of 8 <0.1° for both 

188 



our NGC and SGC functions, w i t h our NGC angular funct ion predicting slightly 

more power on larger scales. Scaling tests were performed on our B-band angular 

correlation functions and we found that the clustering amplitudes decreased as the 

magnitude l i m i t of the galaxy sample is increased, in good agreement w i th the trend 

expected f r o m Limber's equation. These scaling checks show that we are measuring 

real clustering in the galaxy distr ibution rather than that induced by systematic 

errors. 

A basic review of possible systematic biases to our correlation functions was 

performed and we found that our clustering amplitudes could be depressed by 10% 

due to stellar contamination of our galaxy sample. We also found that the integral 

constraint does have a small effect on angular scales of 0 > 1 ° . When we correct for 

the effect of the integral constraint, although i t is small, we cannot rule out a pure 

power law f o r m for the correlation function over all our measured angular scales. 

I f this pure power law fo rm of the correlation funct ion were to extend out to much 

larger scales of 100-200/i - 1 Mpc then, as we showed in Chapter 3, this may help to 

explain the huge hole in the SGC galaxy distr ibution. 

Chapter 5 was devoted to analysing the clustering of faint blue galaxies at 

z ~ l - 2 . We calculated the two-point angular correlation funct ion for each of our 

9 fields using 5 galaxy samples defined using the magnitude l imi ts of B=26 , B=25, 

B=24 , B=23 , and B=22 . A resultant two-point angular correlation function for 

each galaxy sample could then be calculated by simply taking the mean of all the 

clustering amplitudes in the equivalent angular bins for each field. Our cluster­

ing amplitudes at 1° were found to follow the expected trend, where they decrease 

monotonically as the magnitude l im i t of the galaxy sample is increased, as well as 

agreeing extremely well w i t h other data in the literature. Our data shows a charac­

teristic flattening for Bnm >25, although we claim that this flattening trend in our 

data could be exaggerated by our B=26 point, which is beyond our completeness 

l i m i t of B=25.5. Our C T I O clustering results f r o m Chapter 4, in conjunction wi th 

other data f r o m the literature, were used to constrain the value of the galaxy clus­

tering correlation length in the local Universe, and we found that r 0 = 4 . 7 / i - 1 M p c . 
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Using this value of ro w i t h simple e models, which parametrise clustering evolution 

as a funct ion of redshift, we found that our data was most consistent w i t h an e=0.1 

model. This corresponds to a scenario where clustering is close to being fixed in 

proper co-ordinates. 

Our results rule out the e=-1.2 model, which has been found by Steidel et al. 

to be consistent w i t h the clustering properties of LBG's. This disagreement w i th 

our results can be explained by the Lyman Break selection method at z~3, which 

tends to sample galaxies that are instrinsically more luminous than M * . We have 

also found that our results show weaker clustering than predictions of the biased 

A C D M simulations of Kravtsov h K l y p i n (1999), where dark matter halos are used 

wi th v ^ 2 0 0 k m s _ 1 . 

In Chapter 6 we investigated whether faint blue galaxies, which are predicted to 

be evolved spirals in the models of Metcalfe et al. (2001), could make a substantial 

contribution to the sub-mm number counts and background at 850//m. We found 

that, using an interstellar dust temperature of 15K, a modest circum-stellar com­

ponent of 45K, a modified black body emission law wi th (3=2, a formation redshift, 

z / = 4 and galaxy evolution based on the models of Bruzual &: Chariot, that we could 

account for a significant fraction of the faint 850/mi number counts. Furthermore, 

these evolution models gave 5-10 times more contribution to the counts than the 

corresponding no-evolution models, which seriously under-predict the observational 

data. A t brighter fluxes we found that our r = 9 G y r star formation rate and assumed 

1/A, A B = 0 . 3 dust law are too low to produce the required far infra-red fluxes to 

account for the bright (>2mJy) sub-mm population. 

Our model also allowed us to predict the redshift distr ibution of sub-mm se­

lected faint blue galaxies and we found that the main contribution came f r o m 

sources in the redshift range 0.5<z<3, peaking at z~1.8. We could also predict 

a galaxy number count at 60jum in order to test whether our models f i t the IRAS 

data, observed in the relatively local Universe. There was good agreement and 

this is an important test i f want to assume pure luminosity evolution out to higher 
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redshifts. Our evolution models were able to account for 50-100% of the far infra­

red background at 850/um but under-predict i t by nearly an order of magnitude 

at 100-300^m. Reasonable fi ts were possible in this wavelength range, but only i f 

more dust obscuration (Ag=0 .6 ) and warmer dust ( T = 3 0 K ) is assumed. We also 

experimented wi th the Calzetti et al. dust law which is effectively greyer and can 

provide more overall absorption in the ultra-violet, allowing the f lexibi l i ty to f i t the 

far infra-red background f r o m 60-850/zm. Even using these more extreme assump­

tions we st i l l f ind that a further contribution f r o m QSO's or ULIRG's is required in 

order to provide the necessary far infra-red fluxes to f i t the bright 850/um number 

counts. 

7.3 Future Prospects 

The astronomical community waits w i th continued excitement as some of the next 

generation of galaxy surveys like the 2-Degree Field Galaxy Redshift Survey and 

2-Micron A l l Sky Survey near completion. Along w i t h the Sloan Digi ta l Sky Survey, 

due for completion in 2005, these projects w i l l provide definite answers to some of 

the questions posed in this thesis. For example, the 2MASS survey w i l l not only 

be able to tell us the exact angular size of the hole in the SGC distr ibution of 

galaxies, but because i t w i l l map the entire local Universe an accurate description 

of the cosmological principle can be determined i.e. on exactly what scales does the 

Universe appear homogeneous and isotropic? 

The 2dFGRS, and eventually the SDSS, w i l l enable the power spectrum and 

correlation funct ion to be computed wi th t iny statistical errors. We have seen how 

results of the last decade have shown there to be power on large scales in the corre­

lation funct ion which is in excess of that predicted f r o m the standard C D M model 

of structure formation. In the next few years we w i l l know exactly how much power 

there is on large scales and whether this can account for the huge voids or holes in 

the galaxy distr ibution we have seen f r o m the work in this thesis. I f the currently 

favoured A C D M model, predicting more power on large scales than the standard 

model, were to survive the tightest constraints ever imposed by observations in a 
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few years, then perhaps we would then know that the correct framework is in place 

wi th which to accurately describe the Universe we live in . 
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Appendix 
Appendix 

8.1 Cosmological Parameters 

In Chapter 1 we mentioned the Cosmological Principle. I f the Cosmological Princi­

ple and the Theory of General Relat ivi ty is assumed, then the Universe is described 

by a metric known as the Friedmann-Robertson Walker (FRW) metric, 

dr2 = c2dt2 - a\t) ^ + r2{d02 + s i n 2 ^ 2 ) (8.1) 
1 - kr2 

Here r, 9 and 4> are comoving spherical polar coordinates, t is proper t ime, r is the 

space t ime interval and k is known as the curvature constant and determines the 

geometry of the Universe. The function a(t) is the expansion factor of the Universe 

and is determined by solving the Einstein field equations. The solutions, known as 

the Friedman equations, are 

1.. 4 / 3p\ Ac 2 

vr°{'+£) + -r (8-2) 

/ d \ 2 8 „ kc2 A 

( J = r G ' - ^ + i ( 8 - 3 ) 

where A is the cosmological constant, which arises as a constant of integration in 

solving the Einstein f ield equations and has dimensions of l e n g t h - 2 , p is the pres­

sure, p is the density, both due to the matter and radiation in the Universe, and 

G is the gravitational constant. The dot represents a derivative w i t h respect to 

cosmological proper t ime t. 

We know that the Hubble parameter, H(t), measures the expansion rate at 

any particular t ime, t , for any model obeying the cosmological principle. I t does, 
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however, vary wi th t ime in a way that depends on the contents of the Universe. I f 

one expands the cosmic scale factor, a ( i ) , close to to in a power series 

a(t) - a0 1 + H0(t - to) - i<7o#o(* - *o) 2 + (8.4) 

where Ho is Hubbies parameter defined at t ime t = 0 then the deceleration parameter 

is then defined 

a{to)a0 

«7o = . , . u (8.5) 
a(t0y 

and is dimensionless. The suffix "0" refers to the fact that qo=q(to). 

The critical density of a flat A = 0 Universe, is given by 

and this allows the important quantity, f i m , to be defined as 

On = - • (8.7) 
Pc 

Q,\ is defined as 

n* = ^ - (8-8) 

Rearranging equation 8.3 and applying equation 8.6, we can derive 

kc2 

(lm + ^lA = l + — - , (8.9) 
Ha 

where H is the Hubble parameter, defined as H(t) = a(t)/a(t). I f we assume A = 0 , 

then i f k = 0 we have a flat Universe, who's rate of expansion w i l l converge to zero 

as t—>-oo. I f k > 0 then the Universe w i l l at some point stop expanding and start 

to collapse back onto itself, possibly resulting in the 'Big Crunch' , the opposite 

of the 'Big Bang'. I f A; < 0 then the Universe is open and w i l l expand forever. 

Observational evidence, such as the latest results analysis of the Cosmic Microwave 

Background, seem to suggest f2 = f l m + ~ 1- The currently favoured A C D M 

model of structure formation assumes fl\—0.7, £ ) m = 0 . 3 . 
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8.2 Galaxy Distance Relations 

Using the relations of the previous section we can derive expressions for the distance 

of a galaxy as a funct ion of cosmological red-shift. Consider photons emitted at 

times te and te + 8te f r om a galaxy at co-moving distance r away. For a photon 

d r = 0 , and i f we assume that motions are radial, integrating equation 8.1 gives 

rlo cdt _ r dr _ rto+sto cdt (8 10) 

Ju a ( t ) Jo y / \ — k r 2 Jte+Ste a ( t ) 

For small 8t (i.e. St « H(t)) we can rewrite this as 

f1" cdt ( c c c r \ flo cdt 
Jte a(t) \a(t0) a(te) ) Jte a(t) 

The first and last terms cancel leaving 

5to Ste (8.12) 
a(t0) a(te) 

I f we now identify 8te and St0 w i t h the period of a light wave then 8te = \/v = A e / c 

and similar for <fao5 where u and A are the frequency and wavelength of the wave. 

Therefore 

A o A e (8.13) 
a(t0) a(te) 

and the cosmological red-shift, z, is by definition 

The FRW metric, equation 8.1, then allows the distance of a galaxy to be de­

termined f r o m its redshift. For a photon, dr=0 and i f the photon is moving in a 

purely radial direction then d0=0 and d<f)=0 so that 

dv 
cdt = ± a ( t ) - j = = (8.15) 

by integrating f r o m te to the present day we f ind 

f(o cdt _ f° dr 

where te is the t ime at which the photon is emitted f r o m the galaxy and £o is the 

t ime at which the photon is received by the observer. The negative sign is normally 

taken as we consider a photon which is moving towards us. 
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Now replacing dt = 

ra° cda f° dr 
Jae a{t)a J r y / \ - kr2 

sin(r) i f k > 0 

r i f k = 0 

sinh(r) i f k < 0 

(8.17) 

where ae — a(te) and a0 — a(t0). Let us call this f ( a c ) . 

Now consider the co-moving distance to a galaxy at the present day. dt = 0 in 

this case so 

/ M r 2 ) 1 / 2 = jT r a o ^ " ^ = a 0 f ( a e ) . (8.18) 

Therefore the co-moving distance, D(z), is given by 

p cda 

Jae. a*H(a) 
(8.19) 

where Hubble's parameter ( = a/a) has been introduced. Finally the co-moving 

distance can be wri t ten in its usual fo rm, replacing ao/a by 1 + z in equation 8.19 

so that 

D(z) = t 
Jo 

z cdz 
(8.20) 

Hubble's parameter is dependent on the cosmology. Substituting the expressions 

for pcrit and OA at present day we obtain 

2 HlP , kc* + — + nAH( 
(8.21) 

Pcrit a 

Mul t ip ly the top and bot tom of the p c r ,t term by p0 and replace pcrit and use the 

fact that p oc a~3 to obtain 

2 , „ v 3 fee2 

(8.22) 

We now need to consider the te rm kc2 ja2. A t present day, we can rewrite equation 

8.22 as 
kc2 

( — ) = H 2 ( - Y ttm +—j-+ nAH, 
\a0J \a0/ ai, 

(8.23) 

therefore 

kc2 = aiH2(i-nm-nA) (8.24) 
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and equation 8.23 becomes 

2 / „ \ 3 

© = j f f ° 2 ( ? ) n - + j f i r o ( i - n m - n A ) ( j ) + f t A # 0

2 (8.25) 

and a s a o c ( l + 2 ) - 1 w e finally obtain 

H{z)2 = Hi { ( 1 - + zf + nA + n m ( l + z ) 3 } (8.26) 

wi th f2 = f i m + OA-

I f Q = J7m = 1 then equation 8.22 simplifies to 

D"> = K 1 " 7m) ( 8'2 7 ) 

Alternatively i f f i = f i m + 0 ^ = 1 then equation 8.22 simplifies to 

D(z) = -jL[' d z ' (8.28) 

8.3 The Power Spectrum 

The power spectrum, P(fc), measures perturbations as a funct ion of scale in a 

density field. Assuming that the density field is a Gaussian Random Field, then 

the structure or "power" at a given length scale is defined as follows. Consider the 

density contrast 

S { x ) = e ^ t l l ( 8 . 2 9 ) 
P 

where p (x) is the density field as a funct ion of position, x , and p is the mean density. 

One can fourier expand this field 

<$(x) — 7T~T f 8kexp[-ik.x\d3k (8.30) 
87T J 

such that its Fourier transform is 

6k = j S(x)exp[ik.x]d3x (8.31) 

The power spectrum of the density fluctuations is simply the mean square modulus 

of these Fourier coefficients 
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P(k) = (I4| 2) (8.32) 

where the angular brackets denote averaging over different regions of space. 
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