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Abstract: The Clustering and Number Counts of Galaxies
by Geoffrey Stuart Busswell

We present a Curtis Schmidt CCD survey of two strips of the sky overlapping
with the NGC and SGC 2dFGRS fields. When this survey is used in conjunction
with data from the APM Galaxy Survey, DUKST, 2dFGRS and 2MASS, we find
that there is a hole in the SGC distribution of galaxies of 100°x60° in angular extent
which extends to z~0.1. The magnitude of this galaxy number deficiency is 30%
. The two-point correlation function for our CTIO data is calculated and we find
that there is excess power in our SGC function with the break occurring on larger
angular scales relative to that in the NGC. When we take into account the effect of
the integral constraint we find that a power law form of the two-point correlation
function extending beyond ~100~A~!Mpc cannot be ruled out, and we show that
this kind of pure power law behaviour is an example of what might be needed to
explain the hole we claim exists in the SGC distribution of galaxies. We also find
evidence of bias from the fact that the galaxy number deficiency in the 2dF SGC
n(z) is greater when more instrinsically luminous galaxies are sampled.

We also investigate the clustering properties of a sarﬁple of faint blue galaxies
at z=1-2 and are able to use our CTIO clustering results in order to constrain the
galaxy correlation length in the local Universe where we find that ro=4.7h"'Mpc.
By parametrising the clustering evolution using the clustering growth parameter
¢, we find that our faint blue galaxies are consistent with an ¢=0.1 model, which
corresponds to a scenario where clustering is approximately fixed in proper co-
ordinates.

Finally, we investigate whether the presence of dust in such faint blue galaxies
could have an impact in the sub-mm wave-band. We show that by using either a
1/X or Calzetti absorption law for the dust and re-distributing the evolved spiral
galaxy ultraviolet (UV) radiation into the far infrared (FIR), we can account for
all of the ‘faint’(< 1mJy) 850um galaxy counts and a significant proportion of the

sub-mm extra-galactic background.
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Chapter 1
Introduction

1.1 Preliminaries

Cosmology is entering a golden era. The next decade should provide answers to
some of the most fundamental of questions about the Universe. Will the Universe
expand forever? How old is the Universe? How much of it is composed of baryonic
matter? Is the current Cold Dark Matter model (e.g. Davis et al 1985; White et
al. 1987) of structure formation correct? The past 10 years has seen the fusion of
exponential growth in computing power and immense progression of astronomical
instrumentation culminating in the ongoing acquisition of enormous amounts of
data characterising the local (z<0.3) Universe. Galaxy surveys are the natural way
to map the visual distribution of matter in the Universe and such projects have
already been performed via the Lick and APM Surveys (Shane & Virtanen 1967,
Seldner et al. 1977; Maddox et al. 1990a), revealing complex large scale structure

in the form of walls and filaments on scales >10h~'Mpc.

In this introduction we first give an overview of two of the most powerful tech-
niques in observational cosmology used to characterise the distribution of galaxies,
galaxy number counts and the correlation function as a measure of the clustering
of galaxies. We will see that these techniques, when used in conjunction with enor-
mous amounts of data from a new generation of galaxy surveys, will provide tight
constraints on models of structure formation for the simple reason that they will
have to predict the correct number density and clustering properties of galaxies.
Details will then be given of the galaxy surveys that are used in conjunction with
the work in this thesis, namely the completed APM Galaxy Survey and the next
generation projects of the 2-Degree Field Galaxy Red-Shift Survey (2dFGRS), the




2-Micron All Sky Survey (2MASS) and the Sloan Digital Sky Survey (SDSS). We
will then discuss the more distant Universe and we describe how clustering is pre-
dicted to evolve with red-shift in the context of the currently favoured biased Cold
Dark Matter (CDM) models of structure formation. In chapter 6, we will see how
the sub-mm or far infra-red end of the electromagnetic spectrum can be used as a
diagnostic probe with which to view the distant Universe. This relatively new area
of astronomy is one of the most promising ways to study the star-formation history
of galaxies as well as the formation of and merging history of galaxies themselves.
Finally, we outline the layout of this thesis and how our work ties in with the main
topics of this introduction - galaxy number counts, galaxy clustering and sub-mm

cosmology.

1.2 Bright Galaxy Number Counts

The counting of galaxies as a function of apparent magnitude is one of the most
famous tools in observational cosmology. Ever since the 1920’s when Hubble (1926)
first plotted the number density of galaxies as a function of apparent magnitude,
it has been known that tests of the homogeneity of the galaxy distribution could
be performed using this simple method. Galaxy number counts have been shown
to provide information on the number density of galaxies, both in the distant and
local Universe (Shanks et al. 1984; Metcalfe et al. 1991), as well as constraints
on galaxy evolution (Brown & Tinsley 1974) and the cosmological parameters qq
and Ho (Sandage 1961; Yoshii & Takahara 1988; Campos & Shanks 1997). This is
because, from the cosmological principle, we expect the Universe to be homogenous
and isotropic over a sufficiently large volume of space. If our magnitude limit is
faint enough and our survey area big enough, then the number of galaxies we ob-
serve should be independent of where we look in the Universe. By understanding
on exactly what scale this homogeneity occurs we can constrain the local normali-
sation of galaxies and use this as a foundation to model the luminosity and density

evolution of the galaxy population as a function of red-shift.

However, despite a wealth of new data in the past fifty years due to advances

2



in astronomical instrumentation, the normalisation of galaxy count models still re-
mains uncertain by as much as 50% (Jones et al. 1991). Since the 1950’s, 14 major
surveys of very large areas of sky have been performed from the three Schmidt tele-
scopes at Palomar, Siding Springs and La Silla. Technological breakthroughs in the
1980’s have meant that digitization of the resulting photographic plates from these
surveys has been possible using facilities such as the Automated Plate Measuring
Machine (Kibblewhite et al. 1984) at Cambridge, and COSMOS at Edinburgh
(MacGillvray et al. 1984). However, despite these advances, the problem remains
that there are significant photometric uncertainties in this photographic data and
also errors in the calibration of zero points, mainly due to the non-linearity of the
plates themselves. Ideally, we would like to be able to say that any observed dif-
ferences in the bright galaxy counts from different surveys are real, due to the fact
that one survey is probing a more dense region of space than the other. Although
signficant advances have been made where the effect of significant large-scale struc-
ture appears to have been observed in bright number counts (Stevenson et al. 1986;
Metcalfe et al. 1991), because of the uncertainties in the reduction of the plate
data, and the resulting errors invoked in the normalisation of the counts, other ex-
palanations such as strong evolution at low red-shift (z<0.1) (Maddox et al. 1990c)

were unable to be ruled out.

CCD detectors have provided us with the means to acquire much more accurate
photometry. Although surveys using CCD imaging have revolutionized our knowl-
edge of the properties of faint galaxies (Hall & Mackay 1984; Metcalfe et al. 1995,
1996; Gardner et al 1993), the field of view of such surveys is typically far too small
to enable meaningful statistics of bright galaxies to be extracted. Clearly what is
needed is accurate bright galaxy count data, using CCD imaging, over large areas
of sky and it is only in the last few years that the technology has been developed

which makes this possible.



1.3 The Power Spectrum and Correlation Func-
tion

We have seen in the previous section how galaxy number counts can be a powerful
way of analysing large-scale structure in the local Universe, due to deviations from
a model of a homogeneous and isotropic galaxy distribution at bright magnitudes.
In 1967 Shane & Wirtanen completed the most extensive and detailed map of the
sky at Lick Observatory and one striking feature emerged from their work. Galaxies
were not spread thinly and evenly over the sky, they were clustered, forming long
sheets and filaments where the projected galaxy number density was very high.
There were also regions on the sky where the galaxy number density was very low,
known as voids. Peebles (1980) made huge advances in the understanding of the
galaxy distribution via statistical studies using moments of the correlation function
and finding that density inhomogeneities in the galaxy distribution exist on scales

>10h~'Mpc.

The most common form of the correlation function is the second order moment
or two-point correlation function (see chapter 4 for detailed explanation) where
the striking features are the smooth power law behaviour on scales <10-30~A~!Mpc
before a characteristic “break” on scales >~20h~1Mpc where the slope gradually
steepens with the clustering amplitude dropping sharply as the length scale in-
creases. This “break” in the clustering amplitude can provide tight constraints on
cosmological models of structure formation via the connection, using linear theory,
of this very weak clustering in the galaxy distribution beyond the break in the cor-
relation function, to perturbations in the Cosmic Microwave Background Radiation
(CMBR) (Smoot et al. 1992). These tiny fluctuations in the CMBR (of order 1 part
in 10°) were frozen into the radiation field when decoupling of photons and mat-
ter occurred about 100,000 years after the “Big Bang”. One possible explanation
for the density inhomogeneities in the matter-radiation field before “de-coupling”
occurred is that they are the result of quantum fluctuations in the matter-energy
field (Hawking 1982) about 10~3¢s after the Big Bang that were magnified during
an expansion phase of the early Universe called inflation (Guth 1981).

4



During the last 20 years the standard CDM model has emerged as the lead-
ing candidate to explain the formation and evolution of structure in the Universe.
The CDM model assumes that most of the mass in the Universe is in the form of
slowly-moving, non-baryonic dark matter which has the major gravitational influ-
ence on the way structures form. After the “de-coupling” of the matter-radiation
field at z~1000 small Gaussian inhomogeneities in the dark matter density field
grow and merge with each other under the influence of gravity into huge rotating
“halos”. Baryonic matter then falls onto these rotating dark matter halos and is
shocked, heated and eventually forms stars over a time-scale governed by how fast
the gas can cool. The dark matter halos continue to merge over time due to grav-
ity, building larger and larger aggregates of non-baryonic matter within which stars,
and eventually galaxies, continue to form. This process of large structures being
built up from the aggregation of many smaller structures is known as “hierarchical
merging”. It is therefore vital to be able to analyse statistically variations in the
density distribution of matter as a function of red-shift in the Universe, and the
fundamental statistical tool of interest is the power spectrum of the density fluctu-

ations (Sugiyama 1995).

The power spectrum measures the amount of structure or “power” on a given
length scale (see 8.3 in appendix). Also, the two-point correlation function is the
Fourier transform of the power spectrum and therefore both the power spectrum
and the two-point function are directly related and are both powerful tools with
which to measure the clustering properties of galaxies. The shape and amplitude of
the power spectrum and correlation function are predicted directly from the CDM
model and contain information about the relative densities of the dark matter and
baryons. One of the major weak points of the standard CDM model is that it
was found from the galaxy surveys of the infra-red selected QDOT redshift survey
(Efstathiou et al. 1990a; Saunders et al. 1991) and the Galaxy Surveys of APM
& Lick (Maddox et al. 1990; Groth & Peebles 1977) that there was more power
in the galaxy distribution on large scales by a factor of a few than standard CDM
predicted. The CDM shape parameter, I', directly affects the power spectrum in
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terms of the ratio of power on large scales to small scales and it was found that I’
had to be decreased from 0.5 in standard CDM to ~0.25 (Efstathiou et al. 1992;
Peacock & Dodds 1994) in order to be consistent with these new clustering results
from large galaxy surveys. Low density Universes favour this new value of I'=0.25
and this is one of the reasons that a variant of the standard CDM model called
ACDM, where 2,,=0.3 and 24=0.7, is currently our best candidate for explaining

structure in the Universe.

1.4 Galaxy Clustering from Astronomical Surveys

In the early 1990’s the Lick Survey and the APM Survey were the two largest galaxy
samples by some distance and were both exceptional achievements in terms of the
technology of the time. This early work of Groth & Peebles (1977) and Maddox
et al. (1990b) to characterise this large scale structure was based on 2-D maps of
galaxies, e.g. the Lick (Shane & Wirtanen 1967; Seldner et al. 1977) and APM
survey’s where a model of the spatial correlation function must be used in order
to de-project the calculatéd angular correlation function (Phillipps et al. 1978).
Using the immense galaxy catalogues of Lick and APM it was possible to make a
detailed analysis of the distribution and clustering properties of galaxies on huge
cosmic scales >>10~~!Mpc. The results of Maddox et al. were in contrast to the
results of Groth & Peebles (1977) as Maddox et al. found much larger clustering

amplitudes on scales >10~A~! Mpc.

Although at first sight it may seem that 3-D information is highly desirable
via galaxy red-shifts in order that the spatial correlation function can be calculated
directly, red-shifts are particularly expensive in terms of telescope time. Due to
this reason galaxy surveys with no red-shift information tend to be much larger
than surveys with red-shifts and therefore the apparent disadvantage of 2-D galaxy
co-ordinate information is compensated by the relatively low errors on the angu-
lar correlation function due to the large galaxy sample. This relatively expensive
amount of telescope time to acquire red-shifts has meant a trade-off in past red-shift

surveys between angular sky coverage and the red-shift depth reached. For exam-
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ple, the ESO slice project (Vettolani et al. 1998) have reached fairly high red-shift
(z~0.2), but the angular sky coverage is unsatisfactorily small (~23 deg?). Results
from this survey found significant deficiencies of galaxies at z~0.06, but because
of the small survey areas it cannot be determined whether this is a common fea-
ture of the way galaxies cluster. On the other hand, red-shift surveys such as the
Durham/UK Schmidt (DUKST) Survey (Ratcliffe et al. 1998a) covering 1500 deg?
in the South Galactic Cap (SGC) have bright magnitude limits (by ~17) and reach
relatively low red-shift depths (z~0.1). Although significant large scale structure is
observed in the DUKST galaxy number:red-shift distribution, because of the rela-
tively shallow red-shift limit the survey is unable to probe magnitudes at which the

cosmological principle is obeyed.

The next generation of red-shift surveys (see next section), made possible by
the fusion of digital information storage capabilities and advanced astronomical in-
strumentation, will have huge angular sky coverage coupled with galaxy red-shift
information and will be capable of making a much more detailed description of the
cosmological principle. In the next five years these surveys, coupled with unprece-
dented knowledge of the power spectrum of density perturbations in the CMBR
from the MAP satelite (Hu & Dodelson 2001), should enable us to determine all
the cosmological parameters (Hg, qo, £2,n, A) to within a few percent and realise

some of the most ambitious goals in the history of science.

1.5 Galaxy Surveys

1.5.1 APM Galaxy Survey

The APM Galaxy Survey (Maddox et al. 1990a) contains images of 20,000,000
sources brighter than b;=22 and is still the largest galaxy survey to date by some
distance. Major technological advances such as photographic emulsions, ever in-
creasing computing power and the development of the SERC Automatic Plate Mea-
suring (APM) machine in Cambridge made the ambitious APM project possible.
The APM catalogue was constructed by scanning 185 contiguous high galactic lat-



itude plates (6 < —20) taken from the UK Schmidt Telescope Unit (UKSTU) in
Australia. Each plate covers a 6°x6° field culminating in a total APM area of a
staggering 4300 deg? in the SGC. Over the full 4300 deg? area a uniform sample of
2 million galaxies was selected brighter than b;=20.5, probing an effective depth of
~600~~! Mpc.

Two crucial results that emerged from the analysis of the APM Galaxy Sur-
vey was the steep slope of the galaxy number counts and the excess power on large
scales found in the two-point angular correlation function relative to the predictions
of the standard CDM model. The steep slope of these APM galaxy number counts
in the magnitude range 16<b;<19 was interpreted by Maddox et al. (1990c) as
being the result of dramatic galaxy evolution at low red-shift. This evolution was
inferred by the fact that a number counts model normalised to match the APM
count at by=17 then under-predicts the data at b;=20.5 by a factor of two. How-
ever, Metcalfe et al. (2001) have shown that that by normalising to the number
count data at B=18 and using a Bruzual & Charlot Pure Luminosity Evolution
(PLE) model they can get good fits to the B-band counts and red-shift distribution
in the range 18<B<22.5 as well as accounting for very faint number count data
at B=26. This relatively high normalisation to the number count data at B=18
then means that the model over-predicts data in the literature of galaxies at bright
(B<17) magnitudes (Maddox et al. 1990a; Yasuda et al. 2001) by a factor of
1.5-2. A different explanation was therefore invoked (Metcalfe et al. 1996) where
the deficiency of galaxies in the APM survey at bright magnitudes could be due to
large scale structure in the galaxy distribution. This would seem surprising given
the large 4300 deg? area of the APM survey, but results from the Durham/UKST
redshift survey (Ratcliffe et al. 1998a) which also covers a large 1500 deg? area have
supported this hypothesis.

This alternative “large scale structure” explanation may tie in with the sec-
ond crucial result of the APM Galaxy survey. The excess power on large scales,
relative to the standard CDM model, found in the angular two-point correlation

would seem to support the fact that a hole in the galaxy distribution could exist
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over such a large volume of the Universe. It has been suggested that this excess
power on large scales could be due to artificial galaxy clustering induced by pho-
tometric errors (Fong et al. 1992) from the calibration of the APM plates. These
photometric errors could also mean that the deficiency of galaxies seen at bright
magnitudes, relative to the Metcalfe et al. models, in the APM counts are not as
much as first thought. Perhaps these errors, in conjunction with the large scale
structure explanation of Metcalfe et al., may together explain the large apparent
hole in the galaxy distribution? The next generation of galaxy surveys should be
able to accurately tell us the power on large scales of the correlation function as
well as providing detailed 3-D maps of the galaxy distribution. We will then know
once and for all if we do live in a particularly under-dense region of the Universe
and if this was confirmed it would lay down challenging tests for the CDM model

of structure formation.

1.5.2 2-Degree Field Galaxy Red-Shift Survey (2dFGRS)

The 2-Degree Field Galaxy Red-Shift Survey (2dFGRS) is an ambitious, ongoing,
project which aims to measure the red-shifts of 250,000 galaxies in the North and
South Galactic Caps. The survey has an extinction corrected magnitude limit of
b;=19.45 and the galaxies have been selected from both the Southern Galactic Cap
APM Galaxy Survey and the Northern equatorial region, covering a total area of
2000 deg®. The 2dFGRS has only been possible due to the 2dF instrument (Colless
et al. 2001), one of the most complex pieces of astronomical instrumentation equip-
ment ever built. The 2dF instrument is mounted on the 3.9 metre Anglo Australian
Telescope and is capable of observing 400 sources simultaneously using optical fibres
which are positioned by a very accurate robotic arm. The survey is on schedule to
be completed by the end of 2001 with the status at the time of writing comprising

183,501 galaxies with unique spectroscopic red-shifts.

When finished, the project will sample a volume of space ten times larger than
any other red-shift survey to date and the fact that 3-D information is available via

the galaxy red-shifts means the spatial distribution and clustering of galaxies can



be directly quantified, imposing unprecedented constraints on cosmological models.
Already, preliminary results are addressing fundamental questions about the power
spectrum of galaxy clustering (Percival et al. 2001), although this analysis is cur-
rently confined to relatively large scales >100Mpc where red-shift space distortions
(see chapter 4) do not have a big effect on the calculated power spectrum. Work
is still in progress to quantify the effect of these distortions on smaller scales (Efs-
tathiou in prep.) which may provide challenging tests for CDM. Other significant
results from the ongoing 2dFGRS has been the analysis of the spatial two-point cor-
relation function where Peacock et al. (2001) have found that Q¢ = 0.3 is favoured,
and also the calculation of the galaxy luminosity function for different morpholog-
ical types (Folkes et al. 1999). Perhaps the most relevent for our purposes is the
preliminary result of Norberg et al. (priv. com.) who have found significant large
scale structure in the SGC number:redshift distribution for z< 0.1. The large scale
structure is characterised by two large holes in the galaxy distribution at z=0.08 and
z=0.04 where the galaxy number is deficient relative to the models of Metcalfe et
al. by about 30% . This would certainly seem to add weight to similar conclusions
drawn from the DUKST survey results, also in the SGC, and provides support to
the hypothesis that there is significant structure or power in the galaxy distribution

on large scales.

1.5.3 2-Micron All Sky Survey (2MASS)

The 2MASS Galaxy Survey (Jarrett et al. 2001) aims to map the whole sky in the
near infra-red between lpym and 2pm in the H, J and K-bands using CCD-based
photometry uniform to better than 10%. When finished at the end of 2001 the
catalogue will contain more than 3,000,000 galaxies with K, <14.5 and have high
completeness to magnitude limits of J=15.0 and K,=13.5. The basic aim of the
project is to map in detail the distribution of galaxies and characterise large scale
structure of the whole Universe out to z=0.2! The survey will also probe, at lower
completeness, higher red-shifts of 0.3-0.4 allowing the calculation of galaxy counts
using the location of all sources with z>0.2 in B-J-K; colour space as a star/galaxy

separator. Not only will most of the observed sources be newly discovered, but
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2MASS will also be probing huge volumes of uncharted space at low galactic lat-
itudes in the vicinity of the galactic plane where optical band surveys suffer from

the problem of severe extinction due to huge amounts of dust and gas.

Early results from 2MASS have included an estimate of the K-band luminosity
function using 4192 galaxies (Kochanek et al. 2001) where it was found that early
and late-type galaxies had a similar shape Schecter function, with the early types
having a slightly brighter M* but being slightly less numerous. It has been shown
that these luminosity functions accutately predict K-band number counts and red-
shift distributions for K<18, but for fainter galaxies hierarchical merging and/or
evolution is required as an ingredient in the model predictions. The survey has
also discovered new galaxies and globular clusters towards the galactic plane (Hurt
et al. 2000) which have previously been undetected due to huge amounts of dust,
gas and stars in this region of the galaxy. The high detection rates of 1-2 galaxies
deg? at K<12.1 (Jarrett et al. 2000) in the vicinity of the galactic plane indicates
that 2MASS will uncover a large population of sources that will greatly enhance
our knowledge of the galaxy distribution in the local Universe. One consequence of
this will be a more accurate description of one of the most fundamental questions
in physics and cosmology, the cosmological principle. After analysis of the galaxy
distribution in the whole local Universe, we will know exactly on what scales the

Universe looks homogeneous and isotropic.

1.5.4 Sloan Digital Sky Survey (SDSS)

While the 2dFGRS will certainly be the largest ever red-shift survey when finished,
it will soon be complemented by the the Sloan Digital Sky Survey (SDSS), which,
in turn, will become the largest galaxy survey in history. The SDSS (York et al.
2000) is a five year observational project (complete in 2005) which aims to map
the positions and magnitudes of 100,000,000 celestial objects as well as measuring
the red-shifts of 1,000,000 galaxies and 100,000 quasars. The completed survey will
have mapped one quarter of the entire sky (7 steradians) with accurate CCD pho-

tometry uniform over the entire catalogue to 2% and will observe in five passbands
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u, g, t, i, z with magnitude limits of 22.3, 23.3, 23.1, 22.3, and 20.8 respectively.
What really makes this project possible is the huge imaging array consisting of 30
2048 x 2048 Tektronix CCDs arranged in six columns and five rows with each row
corresponding to one of the five filters. The vast majority of the sky coverage lies
in the North Galactic Cap with the finished survey planned to contain a contiguous
10,000 deg? area at b>30° consisting of 45 overlapping great circle arcs. In the
South Galactic Cap 3 strips will be observed - one in the equatorial region and two
others north and south of this, covering a total area of ~750 deg?. The equatorial
region is scheduled to be observed repeatedly in order to find variable sources and
so, when co-added, flux limits will be reached that are about 2 magnitudes fainter
than in the Northern region. The early release commissioning data which is used
in this thesis contains two equitorial strips in the North and South Galactic Cap
covering about 500 deg?. The SDSS is, without doubt, the most ambitious astro-
nomical project ever undertaken and the scientific community expects to answer

fundamental questions about the evolution of the Universe.

Farly results from the survey have come from the SDSS Commissioning Data
which covers 230 and 210 deg? in the NGC and SGC equatorial regions respectively
(Yasuda et al. 2001). The galaxy number counts in these regions agree well for
B>17 but the SGC data shows no evidence of a galaxy deficiency at bright mag-
nitudes which would seem to suggest that no significant evolution of the galaxy
population is occurring for B<17. Thus, if the APM results were showing a large
galaxy deficiency due to large scale structure in the SGC galaxy distribution then
this hole certainly does not extend as far North as the SGC equatorial region. In-
terestingly, the NGC counts do show a galaxy deficiency at bright magnitudes but
whereas for the APM counts this deficiency persists even at B=18, the SDSS NGC
counts agree well with the Metcalfe et al. (2001) model at B=16.75.

The two-point angular correlation function has also been calculated for the NGC
Commissioning data (Connolly et al. 2001). Good agreement is found with the
APM w(0) on scales <1° but there is slightly less power on larger angular scales,

although still more then predicted by standard CDM. Gaztanaga (2001) has cor-
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roborated this result, but also calculated the correlation function for the SDSS SGC
data-set and found that this contains significantly more power on large scales than
the APM and therefore also significantly more than predicted by standard CDM.
However, these two-point correlation functions were bases on data-sets covering ar-
eas of 150 and 230 deg?, roughly 2% of the expected total data, and it will be an
exciting prospect as more and more of the SDSS observations are perfomed, from

which clustering results can be analysed.

1.6 Evolution of the Correlation function

As we have seen variants of the standard CDM model are currently our best can-
didates for describing structure formation and evolution in the Universe. A crucial
ingredient of these models is that a high fraction (80-95% ) of the matter in the
Universe is unsobservable, or dark matter, the nature of which is very uncertain.
It is thought that galaxies, which trace the visual distribution of matter in the
Universe, can only form in deep potential wells of dark matter halos - the so called
high-peaks model (Baugh et al. 1998; Coles et al. 1998; Wechsker et al. 1998). This
then means that galaxies are a “biased” tracer of the overall mass distrubution as
they will appear, not only to be more clustered than the dark matter, but brighter
galaxies will be more clustered than fainter ones. One of the goals of the surveys
we have mentioned is to understand the nature of the details of the relationship
between galaxies and the underlying mass distribution in the local Universe. But
does this bias relationship remain constant with red-shift or evolve? Given that we
still don’t know an exact biasing prescription at zero red-shift it may seem ambi-

tious to try and investigate a possible evolutionary trend.

However, technological advances have made it possible to obtain large sam-
ples of galaxies at high redshift (z>1) and analyse the clustering properties of these
sources (McCracken et al. 2000; Roche et al. 1996; Williams et al. 1996). So, even
though we may not understand exactly how biasing works, building a sample of
high red-shift galaxies can tell us from an observational point of view how cluster-

ing of the visual matter in the Universe is evolving. This can’t tell us directly how
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dark matter halos cluster but, using cosmological simulations (Jenkins et al. 1998;
Mo et al. 1998) which incorporate the physics of CDM, one can make predictions
about the underlying mass distribution as a function of red-shift by constraining
the galaxy clustering as a function of red-shift to match the observations. It has
been found from the simulations that the correlation functions of galaxies and dark
matter halo’s do evolve very differently with red-shift with the bias factor being
much larger at high (z~ 3) red-shift when large density fluctuations in the dark
matter were very rare (Brainerd & Villumsen 1994: Bagla 1998b). One particular
example of this high biasing at z~ 3 is the results of Steidel et al. (1996) who have
found large amounts of galaxies using the Lyman-Break technique. It is thought
that these Lyman-Break Galaxies (LBG’s), which exhibit very strong clustering,
only form in the very densest regions of dark matter halo’s at z~3 and that they
are the progenitors of the rich clusters we see today (Steidel et al. 1998a; Governato

et al. 1998).

1.7 The Universe in the Sub-mm

This discussion involving LBG’s brings us nicely to the final topic of this introduc-
tion, concerning the Universe as viewed in the sub-mm region of the electromagnetic
spectrum. In the last few years, the Sub-millimetre Common-User Bolometer Array
(SCUBA) camera (Holland et al. 1999) on the James Clerk Maxwell Telescope has
transformed our knowledge of dusty galaxies in the distant Universe as a result of
the discovery of a new population of luminous, dusty, infra-red galaxies (Smail et
al. 1997; Ivison et al 1998). It has been proposed that these galaxies are at high
red-shift (z>1) and that they are similar to IRAS ULIRGs (ultra-luminous infra-red
galaxies), which appear to be starbursting/AGN galaxies containing large amounts
of dust. The fact that LBG’s must be intrinsically very luminous in order to be
selected optically at z~3 means that it is natural to suggest a connection with the
newly discovered sub-mm sources (Peacock et al. 2000) as is discussed briefly in

the next section.

What is so special about the sub-mm wave-band though? Why has it uncover-
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ing so many previously un-observed sources? The reason is that at high red-shift
much star-formation is postulated to be hidden by dust meaning that, in the op-
tical, sources tend to be heavily obscured. This dust absorbs radiation, primarily
in the ultra-violet, which is then emitted at far infra-red wavelengths and therefore
the sub-mm wave-band is particularly sensitive to high red-shift, luminous, dusty
galaxies e.g. possibly LBG’s. What is also quite unique about the sub-mm wave-
band is that a galaxy can appear as bright at z=1 as at z=10 (Hughes & Dunlop
1999) due to the negative k-correction, which is a consequence of the thermal dust
emission peak in distant, starbursting galaxies getting red-shifted into the FIR. This
relatively insensitive dependence on red-shift means that we can study our Universe
all the way back to very early times in order to try and understand how galaxies

form and evolve.

The first sub-mm galaxy to be detected by SCUBA was SMM J02399-0136
(Ivison et al. 1998), which is a massive starburst/AGN at z=2.8 and the current
situation is that the complete 850pm sample from all the various groups consists
of well over 50 sources (Blain et al. 1999; Eales et al. 1999; Hughes et al. 1998;
Holland et al. 1998; Barger et al. 1998; Smail et al. 1997). Optical and near
infra-red (NIR) counterparts have been identified for about a third of the sources,
although the reliability of these identifications varies greatly. This problem is due
to the fact that the ~ 15" FWHM of the SCUBA beam results in 3 arcsecond
positional errors on a sub-mm source, so there is a reasonable chance that several
candidates could lie within these errors. Also, there is no guarantee that the true
source will be detected down to the optical flux limit as, for example, many of the
sources have been shown to be very red objects (Dey et al. 1999; Ivison et al. 2000;
Smail et al. 2000) and therefore have not been found in optical searches for sub-mm

sources.

What has proved extremely enlightening is that radio counterparts at 1.4GHz
have now been identified for many of the sub-mm sources (Smail et al. 2000: Ivison
et al. 2000) providing much more accurate angular positions (< 1” in some cases)

and reasonably accurate photometric red-shifts. Various groups have obtained red-
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shift distributions of sub-mm samples (Hughes et al. 1998; Barger et al. 1999a;
Lilly et al. 1999; Smail et al. 2000) and they all derive results that are consistent
with a mean red-shift in the range 1<z<3. The fact that almost all of the sources
are associated with mergers or interactions seems to confirm that the population
of sources contributing at the ‘bright’ (> 2mJy) sub-mm fluxes are similar to local
IRAS ULIRG's, i.e. massive, starbursting/AGN galaxies which are extremely lumi-
nous in the far-infra-red. This hypothesis is strengthened further by the fact that
the only two sub-mm sources (SMM J02399-0136 and SMM J1401140252) with
reliable red-shifts have been followed up with millimetre wave observations (Frayer
et al. 1998, 1999), resulting in CO emission being detected at the red-shifts of both
sources (z=2.8 and z=2.6), a characteristic indicator of large quantities of molecular

gas present in IRAS galaxies.

1.8 Scientific Aims and Thesis Outline

The aim of this thesis is to quantify the galaxy distribution in the local and high
red-shift (z>0.5) Universe as well as predicting the contribution that evolved spirals,
or faint blue galaxies, could have to the sub-mm number counts and background.
The thesis has 3 main parts - optical galaxy number counts (Chapters 2 and 3),
galaxy clustering in the optical (Chapters 4 and 5) and galaxy number counts in the
sub-mm (Chapter 6). Chapter 2 outlines our CTIO galaxy catalogue and explains
how the data was collected, our reduction techniques and photometry checks. In
Chapter 3, we present accurate CCD galaxy number counts over large volumes of
space and attempt to constrain the structure and depth of any inhomogeneities in
the NGC and SGC galaxy distributions using our galaxy sample in conjunction
with the 2dFGRS (Norberg et al. 2001) the Durham/UKST Survey (Ratcliffe et
al. 1998b) and publicly available 2MASS data. Our CTIO CCD data, covering
large areas of sky in the NGC and SGC, provides the first ever opportunity to
perform extensive checks of the bright (B<17) photometry of surveys like DUKST
and the 2dFGRS in their SGC field. Any photometry zero-point errors found in
these surveys could have profound implications regarding the nature of the local

galaxy distribution.
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In chapter 4 we use our CTIO galaxy samples to calculate the two-point corre-
lation function in order to quantify the galaxy clustering in the North and South
Galactic Caps. The fact that we have accurate CCD data over large areas of sky
in both galactic caps is useful for two main reasons. Firstly, the accuracy of our
photometry means that we are less likely to measure artificial clustering when we
calculate the two-point correlation function, which is a particular headache for past
surveys based on relatively inaccurate photographic magnitudes. Secondly, we can
use our two data-sets, which are from the same telescope, to compare our correla-
tion functions from the two galactic caps in order to see if there are any significant
differences in the clustering properties of these galaxies. Chapter 5 is devoted to
analysing the clustering properties of the faint optical B-band (B<26) galaxy pop-
ulation at z~1 using data obtained at the Isaac Newton Telescope in La Palma,
Canary Islands. We have seen how the evolution of galaxy clustering with red-
shift is an important prediction from both observations and in the context of the
currently favoured biased CDM model of structure formation. By calculating the
two-point angular correlation functions for magnitude limits in the range 22<B<26
and combining this with our CTIO B-band observations we can track the evolution

of the amplitude of the two point function in the large redshift range 0<z<2

Chapter 6 is devoted to the sub-mm or far-infra-red Universe. It seems that
the bright sub-mm population may well be due to massive galaxies containing huge
amounts of dust and gas. This dust is then heated by either radiation from stars
or an Active Galactic Nucleus (AGN). What is not clear is the nature of the faint
(< 2mJy) population. It has proved very difficult to perform any sort of cross-
correlation analysis with the distant optical galaxy population e.g. Lyman Break
Galaxies (Chapman et al. 2000), because in the majority of cases no optical coun-
terpart to a faint sub-mm source even exists down to the photometric limit of optical
telescopes. We will investigate the possibility that the faint sub-mm galaxy pop-
ulation could be due, at least in part, to normal star-forming spiral galaxies used
in the models of Metcalfe et al. (2001). The crucial ingredient in these models is

the small amounts of dust assumed in these spiral galaxies which absorbs starlight
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in the ultra-violet and, due to the typically cold temperatures of 20-25K found for
these galaxies, re-radiates this energy into the far-infra-red, which we detect here
on Earth. In fact it has been claimed by Peacock et al. (2000) and Adelberger et al.
(2000) that the Lyman Break Galaxy (LBG) population could not only contribute
significantly to the faint sub-mm number counts, but could also account for a sub-
stantial proportion of the background at 850um. This may indicate that ULIRG’s
cannot explain all of the sub-mm population and that the UV-selected galaxy pop-
ulation, which are predicted to be evolved spirals by the Bruzual & Charlot models

used by Metcalfe et al. (2001), may in fact make a substantial contribution.

Finally, we summarise the findings of this thesis in chapter 7.
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Chapter 2
Bright Galaxy Counts:

Data Reduction

2.1 Introduction

In this chapter, we present details of our observations and data reduction in both
the North and South Galactic Caps in section 2.2, before in section 2.3 briefly
summarising the different techniques used to calculate source magnitudes. Section
2.4 describes our star/galaxy separation technique and section 2.5 outlines tests of
our photometry accuracy and the galaxy completeness and stellar contamination of

our data. Finally, in section 2.6 we summarize our findings.

2.2 Data Reduction

2.2.1 Observations

The observations were taken using the 0.6m Curtis Schmidt Telescope at CTIO,
La Serena, Chile. We had two filters, Harris B and R, with magnitude limits of
20.5 and 19.5 respectively, and the imaging data was taken over 2 observing runs
of 7 nights, each in excellent weather conditions. The North Galactic Cap (NGC)
observations were taken from 8-14 April 1999 inclusive, when my co-observer was
T.Shanks, and the data in the South Galactic Cap (SGC) from 17-23 October 2000
inclusive by myself and P.J. Outram. The CCD is a 2048x2048 24 micron chip with
2.3 arcsecond pixels, so that when the bias was subtracted this resulted in a 1.69

degree? field of view for each exposure.

In the NGC, we observed 3 main strips of sky in B and R at declinations of
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0, -5 and -10 degrees, where the equatorial and -5 degree strips overlap with the
2dF Galaxy Redshift Survey (Colless et al. 2001). The strips were 1.3 degrees
wide, which was dictated by the field of view of the telescope, and had an RA range
from 9hrs. 45mins. up to 15hrs. The strips were joined at the ends by two smaller
strips which were constant at declinations of 10hrs and 15 hrs. In total, this gave a
potential 300 hundred square degrees of data in our B and R filters, assuming we

had photometric conditions throughout all 7 nights.

In the SGC, we again observed in 3 main strips at constant declinations, this
time at -28, -30 and -32, with the knowledge that this would completely overlap
with the 2dFGRS fields. Figs. 2.1 and 2.2 show all the galaxies observed with
B<=18 in our fields in the NGC and SGC respectively. The ends of the strips were
at RA’s of 21hrs. 40mins. and 03hrs. 15mins. Because the strips were much closer
together than in the NGC, it was possible to connect the strips by simply doing
single exposures every half hour of RA at declinations of -29 and -31 degrees. In
addition to these three long strips of ~ 100 square degrees each, we also observed a
shorter strip at a declination of -45 degrees from an RA of 02hrs. to 02hrs. 45mins.
giving an area of ~ 15 square degrees. In total this gave us an imaging area in the

SGC of 337 square degrees.

The format of our observations would be to take two standard star frames of
suitable Landolt equatorial fields in each band at the beginning, the middle and
the end of each night. We would then begin the observations in our chosen field
by taking an exposure in the R band for 120 seconds and stop the tracking of the
telescope for 1 min 18 seconds (when observing in the North, 1 min. 30 secs. in
the South), so that the sky moved over by one quarter of the CCD chip. This 1
min 18 seconds was sufficient to let the CCD readout which took ~ 45 seconds.
An exposure of the same length of time would then be taken in the B filter, and
so on. The result would be a series of frames at a constant declination in the sky
where each frame overlapped its adjacent frames in the same filter by about half a
chip. We would typically be able to cover about 90 mins. of RA (30 deg?) using

this method before the sky was too far over and we would then move the telescope
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Figure 2.1: This plot illustrates the regions observed in the NGC with the galaxies
that were observed with B< 18 in photometric conditions shown by the dots. The
strips at 0 and -5 degrees both overlap with areas of sky observed by the 2dFGRS
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Figure 2.2: This plot illustrates the regions observed in the SGC by plotting all the
galaxies observed with B< 18 in photometric conditions, shown by the dots. All
these strips overlap with 2dFGRS fields. There is also a further, smaller strip in the
SGC which we observed, at a declination of -45 degrees, with an RA range between

2 hrs and 2hrs 45, that is not shown here.
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and begin again. Fig. 2.3 shows a plot in pixel co-ordinates of a series of frames

observed in the B band using the method described.

The bias was subtracted, images trimmed and bad pixels corrected using the
IRAF quadproc package. Typically, five or six dawn and twilight flat field images
were taken in each bandpass. A master flat field image was produced in each filter
for each night by first using the imcombine routine to median together each of the
dawn flats and evening flats separately. The resulting frames were then averaged to
produce our B and R master flats for that night. By dividing the median-ed dawn
and twilight flats we typically found a 1-2% gradient from top to bottom of the
resulting frame, implying an error of about 0.005-0.01 to our galaxy photometry
due to this effect. The frames for a particular night in each filter were then flat-

fielded using the IRAF ccdproc package and the appropriate flat-field master frame.

2.2.2 Astrometry and Photometric Analysis

Since the pointing was done manually on the Curtis Schmidt Telescope and the sky
co-ordinate information was just typed in, astrometry information could be in error
on a frame by anything up to 0.5 degrees. This proved quite a problem and was
solved by aligning and re-sampling each series of images in pixel x-y co-ordinates as
has already been shown by Fig. 2.3. Accurate astrometry could then be achieved
by manually calibrating the first frame in the series for each filter using GAIA, and
then, by making use of the x-y pixel co-ordinate information now in the headers, all
the frames in the series (typically ~ 30) could be calibrated in an automated way.
The RMS error on the astrometry for each frame was typically 0.4-0.5 pixels or
about 1”. Finally, using the inverse of the linear transformations used to align the
frames, the astrometry information in the re-sampled frames could then be copied

back to the original, un-resampled data frames.

The fact that accurate sky coordinate information was then available for each

frame meant the half-a-chip overlaps in each filter could be used to make a detailed
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Figure 2.3: Here we show a sequence of 26 frames, plotted in pixel co-ordinates,
which were observed in the B-band at a constant declination of -28 degrees. These
frames were taken in the SGC during one of the sessions where we took a 120 second
exposure in B, stopped the tracking for 1 min. 30 secs. to move to the next field,
and then started the tracking again to observe in the R band. The figure illustrates
how the resulting frames in a particular bandpass overlap by half a chip. The fact
that these frames are observed at a declination of -28 degrees means that they do
not trace the segment of a great circle on the sky, which is reflected in the curve

that the circles trace out. The circles are drawn around the origin of each frame at

the bottom, left-hand edge.
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NGC field SGC field

night | photometric? | night | photometric?
1 yes 1 yes

2 partial 2 yes

3 partial 3 yes

4 yes 4 partial

5 partial 5 yes

6 yes 6 yes

7 yes 7 no

Table 2.1: By using the fact that the frames in each filter overlap adjacent frames by
half a chip, we were able to analyse the photometric conditions for each night. This table
shows a summary of this analysis from the two observing runs in the North and South
Galactic Caps respectively. In total our survey areas taken in photometric conditions

were 255 and 297 square degrees for the NGC and SGC respectively.

analysis of the photometric conditions throughout each night. The results of this
photometric analysis is shown in Table 2.1. A night is deemed partially photometric
if two or more adjacent frames show significant offsets (> 0.1 mag) from each other
when performing best fits to the magnitude residuals of the stars. If a particular
night was deemed to be “partially photometric” then none of the frames were used

where > 0.1 magnitude offsets were found.

Our original strategy was to calculate a series of internal zero-points for a se-
quence of frames before calculating a global zero-point from the Landolt standard
stars (described shortly). To calculate the internal zero-points for each frame we
would use the magnitude offsets from the overlap analysis. Now a magnitude offset
for frame n is defined as being the best fit to the magnitude residual for frames n
and n-1. So, for example, the internal zero-point for frame n is equal to Y 7., m;,
where m; is the magnitude offset for frame i. The idea was that any large scale
gradient along the sequence could be removed by attempting to scale all the frames,
using the offsets, to be consistent with frame 1. This would also take into account

any airmass variations as well, which could change by 0.4 along the sequence. If

24



the conditions are photometric then one would expect the cumulative magnitude
offset along the whole sequence to be equal to that expected from the total airmass
variation. In fact, we found typical cumulative offsets of 0.3 in B and 0.26 in R,
vastly in excess of the 0.08 magnitudes in B (0.05 in R) one would expect from air-
mass differentials alone. The reason for this was due to the master flat field frames,
which tended to have fractionally more counts, on average, on the upper half of the
chip than the lower half. After flat-fielding, this effect has a tiny effect on the stellar
magnitudes for a single frame, making stars slightly brighter, on average, on the
top half of the frame by ~0.006 mags. However, because all frames for a particular
night are flat-fielded using the same flat-field master frame, when calculating the
cumulative magnitude offset along a sequence this small ~0.006 mag error propa-
gates in a monotonic way inducing a 0.22 mag. offset from the 1st frame to the last
(assuming a typical value of 35 frames). Taking into consideration the expected
alrmass variation, inducing a further 0.08 mags. (in B) we were able to account for

this large apparent gradient of 0.3 mags. in B and 0.26 mags. in R.

One approach would have been to follow the original strategy, but to calculate
the induced magnitude offset along a sequence for each night’s flat-field images,
and accounting for this effect when correcting by the internal zero-points. We chose
not to do this for two reasons. Firstly, a few sequences were not complete because
frames were removed that showed large offsets. This meant that overlap information
(and therefore internal zero-point information) was not then available for all frames
in the sequence that were observed in photometric conditions. Secondly, we were
worried that any errors in calculating a magnitude offset between two frames would
then propagate along the sequence, affecting all subsequent internal zero-points.
Given that the sequences were quite long, typically containing 35 frames, this was a
distinct possibility. What we in fact decided to do was to scale each frame based on
its airmass relative to the first frame in the sequence. From our previous approach
we knew that, assuming photometric conditions, that the cumulative magnitude
offset along the whole sequence of frames was consistent with the airmass varia-
tions after the flat-field problem had been taken into account. Since we enforced

strict criteria on whether frames had been observed in photometric conditions, this
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assumption was justified. This also meant that the calibration of each frame was
completely independent of all the others in the sequence, eliminating the possibility
of the propagation of magnitude offset errors. To take these airmass variations into

account the frames were scaled according to the equations:

fB — 100.209(XIB—XnB)/2.5 (2.1)

fr = 100108(X15=Xnp)/25 (2.2)

where X, X, are the air-masses in the first and nth frames in a B filter sequence
and X, ,, X,, the corresponding air-masses for the R filter. fg and fg are the scale
factors for the B and R filters respectively and the values 0.209 and 0.108 are the
quoted airmass coefficients in B and R for the CTIO observatory. By using high-
mass standard star frames in the B and R filters we obtained values for the airmass

coefficients of 0.19 and 0.10 respectively, in good agreement with the quoted values.

2.2.3 Standard Stars and the Colour Equation

Once the internal zero-points had been calibrated a global zero-point for each se-
quence had to be calculated. We did this by using the B and R magnitudes of the
Landolt (1992) standards stars from our standard star frames which were taken at
the beginning, middle and the end of each night using the fields SA101, SA107, and
SA110. Our standard star exposure times were 10 secs. in R and 20 secs. in B. The
IRAF fitparams routine was then used to determine the best fit zero-point offsets

(b; and r;) and colour-term coefficients (bs and r3) for each band in the equations:

mb:B+b1+b2*Xb+b3*(B—R) (23)

m,=R+r+r:% X, +r3%(B—R) (2.4)

where B and R are the Landolt standard star magnitudes, X, and X, are the air-
masses of the standard star frame for the B and R bands respectively and my, m,

are the calculated magnitudes of the stars. The parameters b, and r, are equal to
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0.209 and 0.108 respectively and are the quoted airmass coeflicients for the CTIO
observatory in our two passbands. Fig 2.4 shows such a fit for the B filter on night
four where function (the m, magnitude in this case) is plotted against residual,
equal to Borro-my, where Berjo is the observed B magnitude we measure using
the source flux count . The crosses (+) indicate the used stars and the single
“X” was a star not used in the fit because it was found not to be in the Landolt
catalogue. This particular fit was performed for just the zero-point offset b; with
by=0 and shows an rms scatter on the residual of 0.058 magnitudes, with the best
fit for b;=4.52. If we fit both b; and bs then we find an rms of 0.051 with b;=4.44
and b3=0.05. However, the error on the value of bs, the colour-term coefficient,
was equal to 0.04 and since this was comparable to bz, which was itself small, we
decided only to fit b, in the colour equation. Because of the same reasons we only
fitted the R band zero-point offset, r; in equation 2.4. Since we did not use any
colour terms in equations 2.3 and 2.4 all reduced magnitudes of our final sources
will be in B and Ry, as used by Landolt (1992). The mean of the by’s and r;’s was

calculated over all seven nights and our resulting colour equations were then:

my = B + 4.533(+0.0053) + 0.209 * X, (2.5)

m, = R+ 4.203(10.0067) + 0.108 x X, (2.6)

In order that we could eventually use the SExtractor (Bertin et al. 1996) soft-
ware on our data we decided to convert all our frames to NDF format. In order
to work out the global zero-point for each sequence of frames we used the values
of b; and r; from equations 2.5 and 2.6, but we had to take into account the fact
that the IRAF fitparams routine converts all its source magnitudes to 1 second
exposures. Since our exposures were 120 seconds this meant using an additive con-
stant of 2.5log120 in our global zero-point calculation. Also, recall that our internal
zero-points were determined so that all the frames were consistent with frame 1 of
the sequence. Since our colour equations are determined at zero airmass we also
need to take into account the additive constants 0.209X,, and 0.209X,, for the B

and R bands respectively. Therefore, to determine the global zero-points, z¢, and
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Zeg, in the B and R band filters for a sequence of frames we use the equations:

26, = 25.0 — by — 0.209X,, + 2.5l0g120 (2.7)

26, = 25.0 — 1y — 0.108X;,, + 2.5log120 (2.8)

where the value 25.0 comes from the fact that the IRAF fitparams routine used this
as its initial zero-point estimate when performing the best fit to the standard star
fields. These global zero-points can then be used to obtain a magnitude in our B
Landolt and R Kron-Cousins system, for each source from SExtractor via the usual

flux-magnitude relation.

The sources were then extracted, sequence by sequence, and frame by frame in
each sequence, using the SExtractor software package. The seeing stellar FWHM
was first estimated for a particular frame with an initial call of SExtractor and
then the objects were extracted with a second pass, making use of the calculated
stellar FWHM. We used the MAG_BEST parameter in SExtractor for the source
magnitudes (described in more detail in the next section) and since we had at least
two observations of each source because of our frame overlaps, the mean of the
two magnitudes was used in order to minimize errors in the photometry. A cosmic
ray was defined as being a source which appeared on one frame but on neither of
the adjacent frames and these would not be included in our source catalogue, but

written to a cosmic ray file.

2.3 Magnitude Estimates

It is worthwhile devoting a small section to magnitude estimates, since there are
distinct variations in how they are calculated in the astronomical community. For
example, the SDSS commissioning data uses the photo software package, which
uses a Petrosian magnitude, as opposed to our use of the SExtractor MAG BEST
parameter. If we are to understand any differences in the photometry from other

surveys then it is essential to know about any systematics that arise from using
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different magnitude estimators.

2.3.1 Aperture Magnitude

This is the simplest and most commonly used magnitude. The aperture flux is
calculated by looping through the pixel list and asking whether a given pixel is
closer to the object centre than the aperture radius. If so, the pixel value is added

to the summed flux. The magnitude is then calculated via the usual relation:

Maper = —2.5l0gFoper + € (2.9)

where mg,., is the aperture magnitude, Fyp., is the aperture flux and c¢ is the

zeropoint of the CCD frame.

2.3.2 Isophotal Magnitude

The flux is calculated by looping over the pixel list and asking whether a given pixel
has a value greater than the surface brightness threshold. If so, the pixel value is
added to the summed flux. With this method you are effectively defining a surface
brightness contour on your source, within which defines the area over which you

integrate your flux. The magnitude is again calculated via the usual relation:

Miso = —2.5logF; + ¢ (2.10)

where m;,, is the isophotal magnitude, Fj,, is the isophotal flux and c is the zero-

point of the CCD frame.

Clearly these two methods will run into problems when trying to estimate the
total magnitude of an object. Low surface brightness sources will be a problem
for isophotal magnitudes, whereas a fixed aperture method can be poor at mea-
suring both total flux of a star and an extended source such as an edge-on spiral
galaxy. The SExtractor software uses two main total magnitude estimators, which
can both be found in the parameter file default.param (see Bertin et al. 1996 for

further explanation of the SExtractor software).
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2.3.3 Adaptive Aperture Method

This is an extension of the technique used by Kron (1980) and Infante (1987).
These authors found that an almost constant fraction of flux lies within a circular
aperture of radius kry, assuming standard star and galaxy profiles convolved with

gaussian seeing. 7 is known as “the first moment” of the brightness distribution

and is defined:

_Zrl(r)
e TI(r)

The extension of this method uses the fact that it also applies to an elliptical

(2.11)

aperture, defined by principal axes of ekr; and kr;/e, where e is the ellipticity
of the ellipse. The values of r; and e are defined by the second moments of the
ellipse. By using k=2.5, a fixed fraction of 6% of the total flux of the source is lost,
corresponding to a mean offset of 0.06 mags. for galaxies and 0.03 for stars. The

SExtractor software labels this magnitude MAG_KRON.

2.3.4 Corrected Isophotal Method

This method attempts to estimate the magnitude difference between an isophotal
and a total magnitude and is labelled MAGISOCORR in the default.param file
of SExtractor. If the source intensity profiles are assumed gaussian because of
atmospheric blurring then the fraction of the total flux, n, measured within the
isophote follows the relation (see Maddox et al. 1990b):

At

(1- %)ln(l —n=7 (2.12)

where 7 = %:f, A is the area and t the threshold relating to this isophote. It is

impossible to solve analytically for n, but a good approximation is given by:

n=1—0.1961

At At\?
= — 07512 ( Im) (2.13)

The estimation of the difference between the isophotal and total magnitude is

then given by 2.5logn and so:
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Mot = —2.5logF;s, + 2.5logn (2.14)

The difference between the two methods is that the adaptive aperture method is
more accurate for uncrowded fields, as it gives a better estimation of sources such as
spheroidal galaxies, which have broad wings. However, it relies on no significant flux
contamination from nearby sources within roughly 2 isophotal radii. The corrected
isophotal magnitude, however, uses only 1 isophotal radii from the centroid source
and therefore is better for crowded fields, but is inaccurate for extended galaxies.
The SExtractor software uses the adaptive aperture method, MAG_KRON unless it
suspects that a nearby source is biasing the magnitude estimate by more than 0.1,
when it uses MAGISOCORR. The parameter MAG_BEST is assigned the appro-
priate value. MAG_BEST therefore takes advantage of the fact that MAG_KRON

is more accurate, but recognises the problem of nearby sources for this estimate.

2.3.5 Petrosian Magnitude

The Petrosian magnitude (Shimasaku et al. 2001) is an aperture magnitude using

the Petrosian radius. The Petrosian flux is therefore defined by the relation:

krp

Fp= 27r/0 I(r)rdr (2.15)

where rp is the Petrosian radius. When the slope in the aperture flux divided by
the aperture flux equals the Petrosian constant, n, the radius of the aperture flux

is the Petrosian radius. The Petrosian radius is therefore defined to satisfy:

_ I(rp)
= on TP I(r)rdr /(1)

(2.16)

This magnitude is used by the SDSS team and the Petrosian radius is defined
so that it is independent of the foreground reddening. Two parameters are required
to specify the Petrosian flux, k and 7. The Petrosian radius can also be made
insensitive to seeing variations if a small value of 1 is chosen (<0.2). However,
in order to achieve high signal-to-noise, n > 0.2 is desirable. With regard to the
SDSS data, simulations were carried out to estimate the mean difference between
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the Petrosian magnitude and the total magnitude for a galaxy sample consisting of

a mix of morphologies. Typically, a mean offset of 0.03 magnitudes was found.

We decided to use the SExtractor software and adopted the MAG_BEST pa-
rameter to estimate the total magnitude. We use a Kron factor, k, equal to 2.5 and

therefore we correct by 0.06 mags. for each galaxy.

2.4 Star/Galaxy Separation

The SExtractor software uses a tunable neural network which has been trained on
realistic simulation images and has been shown to reliably separate galaxies from
stars. The parameter CLASS_STAR is assigned a value for a particular source which
varies between 0 (definitely a galaxy) and 1 (definitely a star). Once technical de-
tails of the CCD have been supplied, this parameter is essentially only dependent
on the stellar FWHM of a particular frame, which varied over the two observing
runs between 3.2” and 4.1”. See Table 2.2 for estimates of the seeing for each night
during the two observing runs. These values may seem large, given that a large
proportion of our observing time was in photometric conditions, but this is entirely
due to the pixel size of 2.3” dictated by the set-up of the Schmidt telescope. Shown
in Fig. 2.5 and Fig. 2.6 are plots, over a 19.25 square degree area, of the SExtractor
CLASS_STAR parameter vs. magnitude in both B and R respectively.

For B<18 and R<17 the SExtractor STAR_.CLASS parameter is a good sepa-
rator of stars and galaxies with 91% in B and 90% in R of sources either having
CLASS_STAR >0.9 (a star) or CLASS_.STAR <0.1 (a galaxy). The fact that we
have two filters is useful in terms of the star/galaxy separation as we get four at-
tempts instead of two (as we have overlaps in each filter) to classify a particular
source. For sources that were not classed as stars or galaxiesi.e. 0.1<CLASS_STAR<0.9
it is enlightening to plot how the sources were classified in the other filter. We have
therefore isolated all sources that satisfied R<17 and 0.1<CLASS_STAR<0.9 in
the R-band. Fig 2.8 shows a histogram of how these sources were classed as a

function of magnitude in the B-band. Fig 2.7 shows the corresponding plot of
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Figure 2.5: Here we show total B-band magnitude plotted against the SExtractor
CLASS_STAR parameter. The plot contains 56217 objects taken from a sequence of
frames covering 19.25 square degrees. The seperation is reliable up to about B=18,
after which the software is unable to distinguish between a star and a galaxy. The
objects in the region 12 <B< 18 and 0.1 <CLASS_STAR< 0.9 tend to be either
merged objects or lie on a line of interpolated pixels, which are present on every

frame.
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Figure 2.6: Here we show the same plot as in Fig. 2.5 except using the R filter.

Our star/galaxy separation appears to be unreliable for sources with magnitudes
fainter than R=17. The feature at R~16 with 0.4<CLASS_STAR<0.5 is due to a

column of interpolated pixels already mentioned in Fig. 2.5.
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NGC field SGC field
night | mean stellar FWHM (”) | night | mean stellar FWHM(")
1 3.2 1 3.8
2 3.8 2 3.3
3 3.7 3 3.7
4 3.3 4 4.0
5] 3.9 d 3.3
6 3.4 6 3.5
7 3.3 7 N/A

Table 2.2: This table shows the mean stellar FWHM for each night during the two
observing runs. The relatively large seeing values, even though a large proportion of our
observing time was during photometric conditions, is due to the large pixel size of 2.3”

dictated by the instrumentation and geometry of the Curtis Schmidt telescope.

the source classification in the R filter, this time for all objects with B<18 and
0.1<CLASS_STAR<0.9.

In both figures it is clear that for most of the sources, where an object was classed
in one filter in the range 0.1<CLASS_STAR<0.9, in the other filter the source was
either classed as a star(>0.9) or a galaxy(<0.1). However, the proportion of sources
that are classed as galaxies does vary when comparing Figs. 2.8 and 2.7. It appears
that the CLASS_STAR parameter in the R filter is less reliable in terms of classify-
ing sources correctly as galaxies. Of these 2,275 sources with CLASS_STAR<O0.1 in
the B band (Fig. 2.8), 75% of them have CLASS_STAR<0.5 in the R band. These
2,275 sources are 15% of the galaxies detected in the R band i.e. it seems that
CLASS_STAR in the R band effectively “misses” 15% of the galaxies. On the other
hand, Fig. 2.7 shows that in the B filter relatively few galaxies are missed (7%) that
are detected in the R band. The percentage of stars “missed” by the CLASS_STAR
parameter is 4% and 0.4 % in the B and R bands respectively. It appears that while
the CLASS_STAR parameter in the B band is roughly twice as reliable as in the

R band at classifying galaxies, it is 10 times less reliable at correctly classifying stars.
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Figure 2.7: Here we show the CLASS_STAR parameter in the R filter for all
sources that satisfy B<18 and 0.1<CLASS_STAR<0.9. The majority (80% ) of
these sources are classified as stars in the R band and the 700 classed as galaxies
is roughly 7% of the number of sources already classed as galaxies in the B band
i.e. CLASS_STAR in the B band has effectively “missed” 7% of the galaxies. The

corresponding number for the “missed” stars is 4%.
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Figure 2.8: This plot shows how the B filter classes objects that satisfy R<17 and
0.1<CLASS_STAR< 0.9. Here we see a slightly different scenario to that shown
in fig 2.7. Most of the these sources are classified as galaxies. The 2275 galaxies
in this histogram is 15% of the total number already detected in the R band i.e.
CLASS_STAR in the R band has effectively “missed” 15% of the galaxies. The

corresponding number for the “missed” stars is 0.4%.
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selection criterion | no. sources | no. gals | no. stars | star-star | star-gal | gal-gal
(a) 100 97 0 3 0 0
(b) 100 88 4 8 0 0
(c) 100 82 5 13 0 0

Table 2.3: This table shows results of eyeball tests of our NGC galaxy sample for stellar
contamination. There are three selection criterion, a, b and ¢, which are dictated by our
star/galaxy separation rule (see main text). (a) is for sources with CLASS_STAR<O0.1 in
B and R, (b) for CLASS.STAR<0.1 in B and CLASS_STAR<0.5 and (c) is for sources
with CLASS_STAR<0.2 in R and CLASS_STAR<0.5 in B. The percentages of sources
relative to the total number in the galaxy sample satisfying each selection criterion is 64%
y 22% and 13% for (a), (b) and (c) respectively. Taking these relative proportions into
account along with the number of stars and double stars found in our galaxy sample, this
implies a 3x0.64+12x0.22+18x0.13=6.9% figure for our stellar contamination in both B
and R.

There are two main reasons why the classification of a source seems to be “more
certain” in a particular filter when the situation was unclear in the other filter.
Firstly, there is a column of interpolated pixels on the lower portion of the chip.
If a source falls in this region in one filter then it almost never does in the other
filter due to the fact that the telescope has let the sky move over by a quarter of
a chip and therefore the source is detected on a different set of pixels in the other
filter. The second reason is due to cosmic rays. A cosmic ray can fall on or very
near a source, meaning it gets blended with the star/galaxy (and is not written to
the cosmic ray file), making it difficult for the software to ascertain the source mor-
phology. In the other filter the cosmic ray is of course not present and the software
is then able to ascertain the nature of the source. There are, however, close pairs
of sources, that get blended by the SExtractor software, and on the vast majority
of occasions the CLASS_STAR parameter lies in the 0.1<CLASS_STAR<0.9 range
in both filters. On rare occasions, blended double stars, blended stars and galaxies
and blended galaxies are classed as galaxies in both filters, which will be a source of
stellar contamination to our galaxy sample. This unwanted blending is inevitable

given the large pixel size of our CCD chip.
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Using the information gained about the CLASS_STAR parameter in the two
filters it is possible to define a more reliable star/galaxy separation. We choose to
define our star/galaxy separation as a source having: (CLASS_STAR<0.1in B AND
CLASS_STAR<0.5in R) OR (CLASS_STAR<0.2 in R AND CLASS_STAR<0.5 in
B). We found, by using eyeball checks and comparing with external galaxy data,
that making this galaxy criterion slightly stricter meant losing a large number of
galaxies with the stellar contamination decreasing relatively little. On the other
hand, relaxing the galaxy criterion meant gaining a few galaxies with the stellar
contamination increasing by a relatively large amount. Therefore, the star/galaxy
separation described gave the optimum ratio of galaxy to stellar numbers within

the CLASS_STAR parameter space.

By choosing the star/galaxy criterion we have just described and effectively
combining the information from each filter, we now expect to have minimized the
errors on our source classification. However, eyeball checks were made of sources
in each filter in the NGC in order to provide an alternative estimate of the stellar
contamination in our galaxy sample. These eyeball checks were performed on 300
galaxies with B<18 and R<17 in the following way. We checked 100 sources that
had CLASS_STAR<Q0.1 in B and R (criterion (a)). We also checked 100 sources that
satisfied the criterion of CLASS_STAR<O0.1 in B and CLASS_STAR<0.5 in R (cri-
terion (b)) and a further 100 with CLASS_.STAR<0.2 in R and CLASS_STAR<0.5
in B (criterion (c)), thereby complying with our chosen star/galaxy criterion. The
results are shown in table 2.3. Galaxies that satisfy criterion (a) are 63% of the
total number in our galaxy sample. The corresponding figures for criterion (b) and
(c) are 22% and 14% respectively. Taking these relative proportions into account
along with the number of stars and double stars found in our galaxy sample, this
implies a 3x0.63+12x0.22+18x0.13=6.87% figure for our stellar contamination in
both B and R. No attempt was made to estimate the galaxy completeness with this
check (this was done with the external checks below), as because our sources are
relatively bright, stars outnumber galaxies by ~10:1 and this would mean checking

3000 galaxies in order to reduce statistical noise to the levels in the stellar contam-
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ination check.

It is now useful to be able to check our star/galaxy separation against other
reliable external sources. The Sloan Digital Sky Survey Commissioning data (SDSS
- Yasuda et al. 2001) and the Millennium Galaxy Catalogue (MGC) (Driver priv.
com.) are ideal for this purpose. Our equatorial strip in the North Galactic Cap
overlaps with a large region of sky (~ 90 square degrees) for which SDSS data is
now publicly available. By comparing our sources with those in the SDSS catalogue
in this region it is possible to estimate not only the stellar contamination, but also
the galaxy completeness of our sample. Figs. 2.9 and 2.10 show these plots in the
B and R bands respectively.

Fig. 2.9 shows, at least, a 90% galaxy completeness level in our B band for mag-
nitudes brighter than B=18. The stellar contamination to our galaxy sample is, at
most, 10% for the same magnitude range. We already know that our star/galaxy
separation begins to break down for B> 18 (see fig 2.5) and so we expect the galaxy
completeness to decrease and the stellar contamination to increase here. Fig. 2.10
shows a similar trend with our R band data, except that the completeness begins
to drop at R=16.5, but it is still equal to 84% for R=17. The stellar contamination
shows a steady rise for R>16 and these two effects are again explained by the cor-

responding star/galaxy separation plot for the R filter in Fig 2.6.

We now do a similar check with the Millennium Galaxy Catalogue (MGC) in
the B band, kindly supplied to us by Simon Driver. Fig. 2.11 shows a histogram of
our galaxy completeness in 0.5 mag. bins and also the stellar contamination rela-
tive to the MGC. A better agreement is seen than with the SDSS data in Fig. 2.9
and we find that 100% of our source classifications agree for B<16. Even at B=18
we are still 93% complete with 5% stellar contamination. It should be noted that
the MGC also used SExtractor for it's photometry and star/galaxy separation and
therefore one would expect minimal systematic differences to be inherent between

our galaxy catalogues.
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2.5 Photometry Comparisions

Now that we have our galaxy sample, it is important to check that our photometry
is consistent with other very accurate CCD data-sets. First, in Fig. 2.12, we show a
comparison with the MGC. As already mentioned, there is a 32 square degree over-
lap with our data in the North Galactic Cap, with 20,073 matching sources (stars
and galaxies). The MGC photometry is also calculated using the MAG_BEST pa-
rameter in the SExtractor software and so we would expect good agreement. In this
photometry comparison of all the sources, which will mostly be stars, there is excel-
lent agreement in the 16<B<18 range with a mean offset of MGC-CTIO of 0.014
mags. The MGC go deeper than our survey and therefore the stellar photometry
starts becoming unreliable due to saturation at a fainter magnitude limit than for
us. The plot clearly shows where this occurs for B<16.0. Although the 1o scatter
on the residual is steadily increasing for B>18, due to our large pixel size, this rise

is small and indicates we can still have confidence in our photometry - even at B=19.

Fig 2.13 shows the same comparison, but with just the matching galaxies from
the two data-sets. The agreement is good, with negligible zero-point or scale errors.
These 5,778 galaxies provide a very good check of our galaxy photometry in the
B-band. Our magnitude errors can be seen to increase significantly for B fainter

than 18th magnitude, as was the case with the stellar photometry comparison.

We can make a similar comparison with the SDSS data over the 90 square degree
overlap region, using the g and r filters which need to be converted to our B Landolt

band. The colour equation used in Yasuda et al. (2001) is:

B = g* + 0.482(¢* — r*) + 0.169 (2.17)

where g* and r* are in the AB magnitude system and the asterisks represent the
fact that the SDSS photometry is preliminary. This relation has been derived
from SDSS standard star work (Smith et al. 2001). By plotting B-g* against
g* — r*, shown in Fig 2.14 we can test this colour transformation for our galaxy

sample. We in fact find the best fit line corresponds to the colour equation B =
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Figure 2.12: Our B-band CCD magnitudes are plotted against the difference be-
tween the MGC magnitudes and our magnitudes. The plot shows 11,529 matching
sources (stars and galaxies) in an area of 32 square degrees in the North Galactic
Cap. We find good agreement in the range 16<B<18 with a mean offset, MGC-
CTIO=0.014 mags. The rms 1o scatter around the value is 0.08 mags. For B>18
our photometry errors, due to our large pixel size and short exposure times, begin
to increase and the effect can clearly be seen from the scatter in the residual. The

problem of stellar saturation for the MGC catalogue is clearly visible for B< 16.
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g + 0.549(*0.07) = (¢* — r*) + 0.114. The discrepancy between the colour terms,
which is consistent with the 10.07 error, accounts for the 0.169-0.114=0.055 dif-
ference in the zero-point. In fact, if we insist on using the 0.482 colour term from
Yasuda et al. (2001) then the zero-point difference (i.e. the average of the relation
B-g*-0.482(g*-1*)-0.169 for all common galaxies between the SDSS and our CTIO
survey) is less then 0.01 mag. The photometry system used for the SDSS data is
new and the appropriate transformations to other band-passes are relatively poorly
understood. This, combined with the fact that their photometry is still preliminary,

could explain the discrepancy between the colour terms.

A comparison with the SDSS photometry, this time in the R Kron-Cousins
pass-band, is shown in Fig. 2.15, where we have plotted the SDSS Ry, magnitude
estimate against the magnitude difference SDSS(Ry.)-CTIO(Rk.). The SDSS Ry,
magnitude is calculated using the colour equation quoted in Blanton et al. (2001)
of Rexc=r*-0.05-0.089(g*-r*). A further correction is performed using the relation
Rekc-Rie=0.08 (Shectman et al. 1996) in order to obtain an estimate of the SDSS
Ri. magnitude. We find excellent agreement over the magnitude range shown in

Fig. 2.15, with a mean zero-point difference of SDSS(Rkc)-CTIO(R.)=0.02(10.01).

We now show a further check of our galaxy R-band photometry in the NGC
in Fig. 2.16 and also comparisons to our B and R data in the SGC, shown in
Figs. 2.17 and 2.18 respectively. To do this we have used data from Metcalfe et
al. (1998) of galaxies in the DARS GSA and GNB fields. Metcalfe et al. used the
PDS microdensitometer at the Royal Greenwich Observatory to acquire accurate
photometry for all the galaxies for which redshifts had been obtained in the DARS
survey. This data is expected to show an intrinsic scatter of 0.06 mags. in both B
and R. We plot the relevant magnitude against the magnitude difference between
DARS and us in Figs. 2.16, 2.17 and 2.18 and find mean magnitude differences of
-0.02+0.018, +0.0210.02, and, -0.0370.02 respectively. The lo standard deviations
for the magnitude differences of 0.06, 0.1 and 0.1 are consistent with the intrinsic
scatter of 0.06 expected from the DARS data, given that there are small photome-

try errors inherent within our data also.
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2.6 Summary

In this chapter we have explained the procedures involved in our data reduction such
as astrometry calibration, star/galaxy separation and source extraction. We also
performed several checks of our photometry using data-sets such as the Sloan Digital
Sky Survey, the Millennium Galaxy Catalogue and the Durham AAT Redshift
Survey. A summary of the key points of our data reduction as well as the photometry
comparisons of our NGC and SGC data in each of the filters, B and R, are presented

below:

e Our final reduced galaxy sample covered 255 deg? and 297 deg? in the North
and South Galactic Caps respectively. Our SGC data was entirely contained
in the 2dF SGC strip, whereas about two-thirds of our NGC galaxy sample
was contained in the NGC 2dF strip.

e Using the SDSS and MGC galaxy catalogues we found typical galaxy com-
pleteness levels in our catalogue of 90% and stellar contamination of 5-10%

for B«18 and R<17.

¢ Photometry Comparisons:

1. NGC B-band.

(a) Millennium Galaxy Catalogue comparison over a 32 square degree area.
Excellent agreement for both the star and galaxy comparison with a 1o scat-
ter of 0.08 and 0.1 respectively in the range 14<B<18. The accuracy of our
photometry starts to deteriorate for B>18, but is still reliable at B=19 where
the 1o scatter is 0.18 mag. For B>19 the errors on our magnitudes increase
markebly and this is inevitable due to our large pixel size and relatively short
exposure times.

(b) Sloan Digital Sky Survey. A 90 square degree comparison which showed a
0.05 mag. offset for galaxies. A possible explanation is the value of the colour
term used in the transformation equation by the SDSS team to convert from
g-r to the B band. We find a slightly higher colour term of 0.549, but if we
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Figure 2.16: This DARS GNB field R-band comparison consists of 27 galaxies
with the residual of the magnitudes all less than 0.1 with a mean offset, DARS-
CTIO=-0.0210.018 mag. The data shows a lo standard deviation of 0.06 mag,
consistent with the errors quoted in Ratcliffe et al. (1998). The photometry of this

DARS data was obtained using the PDS microdensitometer at the Royal Greenwich
Observatory.

52



1 L} L} T T l T T T T l T T T ' T T T I ¥ ¥
-
05 [ -
~~
-
3
a
O x X
; x x x X
8 " X X%
| 0 X x X X HeSx X
/\‘J xX
S x
m
N’
n
o -
]
05 1
_1 1 ] 1 1 l 1 ) 1 1 l ’l l 1 1 I L
13 14 15 16 17
CTIO(BM)

Figure 2.17: The DARS GSA field B-band comparison for our SGC data. This
DARS GSA photometry was obtained using the PDS microdensitometer at the
Royal Greenwich Observatory (Ratcliffe et al. 1998). We find a mean magnitude
offset of 0.0210.02 and a lo rms scatter of 0.1 for the 27 galaxies used in the

comparison
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Figure 2.18: The DARS GSA field R-band comparison for our SGC data. This
DARS GSA photometry was obtained using the PDS microdensitometer at the
Royal Greenwich Observatory (Ratcliffe et al. 1998). We find a mean magnitude
offset of -0.0410.02 and a lo rms scatter of 0.1 for the 27 galaxies used in the

comparison.
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insist on using their 0.482 colour term when finding the best fit colour trans-

formation then we recover the zero-point of the SDSS team to within 0.01 mag.

2. NGC, R band.

(a) Sloan Digital Sky Survey. We find good agreement with a 0.02(10.01)
zero-point difference and an rms scatter of 0.1 mag. between our data and
that of the SDSS Ry, magnitude estimates.

(b) DARS GNB data. Using photometry obtained using the PDS microden-
sitometer at the Royal Greenwich Observatory (Ratcliffe et al. 1998) we found
a -0.02 mag offset with a 0.06 rms scatter for the 27 galaxies used in the com-

parison.

3. SGC, B band.
DARS GSA data. Again using the PDS calibrated DARS data, this time from
the GSA field with 27 matching galaxies, we found a +0.02 offset, with an

rms scatter of 0.1.

4. SGC, R band.
Using the same galaxies as in the B band, SGC comparison, we find a -0.03

magnitude offset and an rms scatter of 0.1.
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Chapter 3
Bright Galary Counts:

Results and Modelling

3.1 Introduction

In the last chapter we outlined the reduction of our CTIO, Curtis Schmidt data
covering ~550 deg? in the Landolt B and R band-passes. We also performed scale
and zero-point checks of our photometry as well as estimates of the completeness
of our galaxy sample and the contamination from stars. In this chapter we first
present our resulting galaxy number counts in each filter for the NGC and SGC
fields covering 255 and 297 deg? respectively. We also present B-band star counts
for our NGC and SGC fields. In section 3.3 we explain the galaxy number count
model of Metcalfe et al. (2001), which we use to predict the expected number
of galaxies in the Universe as a function of apparent magnitude, as well as num-
ber:redshift distributions for a given apparent magnitude limit. In section 3.4 this
model will then be used, in conjunction with data from the APM Bright Galaxy
Catalogue (APMBGC), the Durham/UK Schmidt Redshift Survey (DUKST), the
2-Degree Field Galaxy Redshift Survey (2dFGRS), and the 2-Micron All Sky Survey
(2MASS), to investigate the existence of a possible “hole” in the local distribution
of galaxies in the SGC. In section 3.5 we discuss the results of this mo