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Abstract

This thesis deals with the development and application of Monte Carlo simulations to study electron transport in bulk GaN in the wurtzite crystal structure and the properties of field effect transistors made from the material. There is a particular emphasis on transport in the high electric field regime and transistors operating at high voltages. The simulation model includes five sets of non-parabolic conduction band valleys which can be occupied by electrons during high field transport. The effects on electron transport of impurities and the relevant phonon scattering mechanisms have been considered. Results for electron transport at both low and high electric field are presented and compared with the properties of GaN in the zincblende structure, of other group-III nitride semiconductors, and of GaAs. The dependence of the transport properties on the material parameters is discussed and also with regard to the temperature, donor concentration and electric field magnitude and direction. The transport properties of electrons in wurtzite GaN n+-i(n)-n+ diodes are also explored, including the effect of the upper valleys and the temperature on hot electron transport.

Simulations have also been carried out to model the steady-state and transient properties of GaN MESFETs that have recently been the subject of experimental study. It has been suggested that traps have a substantial effect on the performance of GaN field effect transistors and we have developed a model of a device with traps to investigate this suggestion. The model includes the simulation of the capture and release of electrons by traps whose charge has a direct effect on the current flowing through the transistor terminals. The influence of temperature and light on the occupancy of the traps and the I-V characteristics are considered. It is concluded that traps are likely to play a substantial role in the behaviour of GaN field effect transistors.

Further simulations were performed to model electron transport in AlGaN/GaN heterojunction FETs. So called HFET structures with a 78 nm Al$_{0.2}$Ga$_{0.8}$N pseudomorphically strained layer have been simulated, with the inclusion of spontaneous and piezoelectric polarization effects in the strained layer. The polarization effects are shown to not only increase the current density, but also improve the electron transport by inducing a higher electron density close to the positive charge sheet that occurs in the channel.
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Chapter 1

Introduction

The origin of semiconductors goes back to Faraday and Becquerel. Faraday discovered in 1833 that silver sulphate has a negative temperature coefficient, and in 1839 Becquerel studied the properties of various electrolytes. In 1948 Brattain and Bardeen of the Bell laboratories in the U.S.A. invented the first contact transistor which was made of germanium, and a few months later Schockley [1] produced a junction transistor which soon replaced the point contact transistor and after extensive improvements became the device which we know today as the bipolar transistor. Following the developments in the 1940s semiconductors rapidly grew in importance and now form the foundation of modern electronics, being used in a vast range of applications.

A wide variety of semiconductor devices are available, fabricated from a range of semiconductor materials. The most common active devices found in electronic circuits include diodes, field effect transistors, bipolar transistors, microwave and optoelectronic devices. Silicon is the most commonly used semiconductor material for both discrete and integrated devices in electronic circuits, although other binary compounds, particularly those formed from elements of group III and V, are used for specialist applications. In addition to binary compounds, ternary and quaternary alloys also exist and can be used to advantage in certain applications. Recently there has been much interest in the alloy SiGe as a way of enhancing the speed of transistors for the fabrication of field effect transistors.

This thesis aims to use Monte Carlo simulation methods to provide an insight into
the advantages of using GaN and related materials. GaN and other group-III nitride compounds constitute an interesting material system because, together with alloys AlGaN, GaInN and AlInN, they provide semiconductors with direct bandgaps from 1.9 eV (InN) to 6.2 eV (AlN). The huge potential of this material system in high-power, high-temperature, high-frequency and high phonon energy optoelectronic devices is now being achieved as the material technology improves. Light emitting diodes (LEDs) based on nitride semiconductors have the potential to display full colour because emission of the three primary red, green and blue colours is possible. In addition, emission at short wavelength means that nitride based laser diodes can be focused more sharply than the lasers that are currently used and so can be used to increase storage capacities. For example, the storage density of digital versatile disks (DVDs), is predicted to go up from 1 Gb to about 40 Gb per disk when GaN blue lasers are used. Semiconductor nitrides are also prime candidates for ultra violet (UV) photodetectors which have many potential applications in such diverse areas as solar astronomy and combustion process monitoring.

The large electron drift velocity in GaN, the large band discontinuities at AlGaN/GaN heterojunctions, and the tolerance to high temperatures in nitride p-n junctions form the basis for high power electronic devices with applications requiring high power efficiency and operation under extreme conditions.

However, there have been several growth related problems resulting in imperfections in epitaxial GaN layers particularly, the lack of a good substrate material. There are also problems with large n-type background carrier concentrations, the difficulty in doping GaN p-type and the lack of a suitable etchant for the material. Nevertheless, there have been substantial improvements in the quality of material in recent years. Optimized buffer layers on sapphire substrates and more recently the availability of SiC substrates have allowed greatly improved material to be grown by hydride vapor phase epitaxy (HVPE) [2], metalorganic chemical vapor deposition (MOCVD) [3,4] and molecular beam epitaxy (MBE) [5,6] techniques. As a result of such improvements, GaN background carrier concentrations have been reduced to as low as $4 \times 10^{22} \text{ m}^{-3}$ in high quality thin films. Also an understanding of the Mg acceptor impurity has made
it possible to dope GaN to hole concentrations as high as $3 \times 10^{24}$ m$^{-3}$. These advances in material quality and processing have allowed device researchers to demonstrate and commercialize GaN based optical sources.

The first blue GaN LED was fabricated by Pankove et al. [7] in the early 1970s. Due to an inability at the time to dope GaN p-type, these devices were not conventional p-n junction LEDs, but rather metal-insulator-semiconductor (MIS) structures. Only recently, when Amano et al. [8] first obtained p-type GaN was a p-n junction GaN LED realized. Advances in all aspects of GaN technology have finally enabled several types of GaN field effect transistors (FETs) to be fabricated, including metal-semiconductor FETs (MESFET) [9,10], AlGaN/GaN HFETs [11], metal-oxide-semiconductor FETs (MOSFET) [12], AlGaN/GaN doped channel [13] and AlGaN/GaN HEMTs [14].

The development of GaN based transport devices was initially limited by poor material quality and unreliable knowledge of the carrier transport properties. There has been a substantial experimental effect to characterise the material. Also theoretical studies of carrier transport in the nitride compounds and alloys, have been useful in predicting various quantities which are not readily accessible through experiment. Such studies continue to have an important role to play in the design, development and understanding of nitride devices. In particular, they reduce the time and cost required for developing a specific device, by allowing the designer to home in on a suitable geometry and doping profile prior to the fabrication stage.

A knowledge of the velocity-field characteristics of carriers is important in considering a material for electronic device applications. In particular, the low field mobility is considered to be an important figure of merit, although the high field drift velocity can be more important in device applications. Monte Carlo simulation of the electron transport in GaN as a function of electric field at different temperatures and doping concentration was first carried out by Littlejohn et al. in 1976 [15]. Littlejohn considered a two valley model and included scattering by acoustic phonons, polar optical phonons, ionized impurities, and piezoelectric charge to predict a peak in the electron drift velocity of $2 \times 10^{5}$ ms$^{-1}$ at a field of $\sim 2 \times 10^{7}$ Vm$^{-1}$ for an electron concentration of $10^{23}$ m$^{-3}$, which is considerably larger than that found in Si or GaAs.
work of Littlejohn was extended by Gelmont et al. [16], to include the effect of higher valleys in the conduction band. Gelmont predicted a peak electron velocity at 300 K of \(2.7 \times 10^6\) ms\(^{-1}\) for an electron concentration of \(10^{23}\) m\(^{-3}\) at a field of \(\sim 1.5 \times 10^7\) Vm\(^{-1}\). Gelmont's results also suggested that a low field electron mobility as high as \(1400\) cm\(^2\)V\(^{-1}\)s\(^{-1}\) could be achieved for uncompensated GaN at room temperature with a donor concentration of \(\sim 10^{23}\) m\(^{-3}\). Experimentally, a mobility of more than \(1000\) cm\(^2\)V\(^{-1}\)s\(^{-1}\) at room temperature with similar doping concentration has been reported in the case of high quality samples with very low compensation. There have been some reports specifically concerned with the calculation of low field electron mobility in GaN. Chin et al. [17] have used the variational principle to calculate low field electron mobility and compared results with fairly old experimental data [18]. They tried to fit the experimental data with a greater compensation ratio than reported, probably reflecting the fact that in the old samples, the low electron mobility was limited by poor substrate and buffer quality, and other growth related problems. The iterative technique has been used by Rode and Gaskill [18] to obtain the dependence of low field mobility on electron concentration at room temperature but they found a poor fit to experiment at high electron concentrations. Littlejohn et al. [15] and Bhapkar et al. [19] have also calculated the low field electron mobility in GaN using the Monte Carlo method, but they did not consider the effect of dopant compensation on the electron mobility, which can be important in GaN because of the role of nitrogen and/or gallium vacancies [20,21].

Simulations of GaN and other nitride electronic devices are based on the physics of their electron transport properties and can provide valuable insight into the detailed device operation. In particular, they may be used to predict the characteristics of new devices within the constraints of the information available on the nitride material properties. Simulations may be used for the full range of the operating conditions and have been used successfully to model and analyse steady-state, transient, large-signal and high frequency operation. The Monte Carlo technique is a very powerful and much used technique for the simulation of carrier transport in semiconductor materials and devices. Interest in using Monte Carlo techniques to characterise material proper-
ties and device operation has grown steadily since Kurosawa [22] first introduced the method into semiconductor modelling in 1966. Its increasing popularity can be attributed to the continuing search for a detailed understanding of semiconductor device properties and because of the steady improvement in computer processing power (both in terms of speed and available memory). Monte Carlo techniques can be applied to a wide range of semiconductor materials and to characterise a wide range of devices from FETs to optoelectronic devices. The application of Monte Carlo simulation to nitride semiconductors and devices is the subject of this thesis. The rest of this thesis is organized as follows:

Chapter 2 describes the electronic band structure model used for the transport calculations. We consider GaN in both the zincblende crystal structure and the more common wurtzite structure. Some low-field transport calculations have been carried out using an iterative solution of the Boltzmann equation in a one-valley model. However, the Monte Carlo simulations are based on 3 and 5 valley models for the zincblende and wurtzite crystal structures, respectively. A review of the scattering processes relevant to electron transport in GaN structures which is considered in the calculation models is also discussed in this chapter.

Chapter 3 describes the low and high field transport calculations in zincblende and wurtzite GaN. To calculate the temperature and donor concentration dependence of the low-field electron mobility in zincblende and wurtzite GaN an iterative approach based on conduction in the non-parabolic $\Gamma$-valley at the centre of the first Brillouin zone is used. A single valley is adequate for the low field mobility calculations since a low applied electric field of $10^4$ Vm$^{-1}$ is used which is insufficient to excite the electrons to higher valleys.

Characterization of electronic transport properties of GaN at high electric fields is performed using an ensemble Monte Carlo simulation. The calculations are performed using an appropriate multivalley model. For the wurtzite crystal structure, the first five conduction band valleys, which extend in energy to about 3.1 eV above the lowest conduction band minimum, are included in the simulation. In our calculations steady-state and transient electron transport characteristics of bulk GaN and other nitride
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materials have been simulated. In the case of wurtzite GaN, transport has been modelled with an electric field applied both parallel and perpendicular to the (0001)c-axis. Additionally, the effect of varying the temperature and donor concentration on the steady-state velocity, valley occupancy and average electron energy has been examined.

Chapter 4 describes a Monte Carlo simulation study of wurtzite n⁺-n-n⁺ diodes. The simulation results are used as the basis of a discussion of the influence of the high lattice temperatures on hot electron transport and the electron distribution function. The implications for the gate-drain region of GaN power FETs are also considered. In addition, the importance of back-scattering of electrons from the anode n⁺-layer, the effects of active layer length and the dependence of electron doping on the length of the active layer are examined.

Chapter 5 describes a theoretical study of a GaN MESFET. The I-V characteristics, transconductance and cutoff frequency are calculated for a GaN MESFET and the results compared with experiment. The simulations suggest that traps play an important role in device behaviour and that the current collapse observed experimentally in GaN MESFETs is a trap related phenomenon. The influence of trap parameters like capture cross-section, trap density and trap energy on the device characteristics are explored. We also simulate the photoionization of traps by light incident on the device and the related effect of optically induced reversal of current collapse.

Chapter 6 describes two-dimensional self-consistent Monte Carlo simulation for electron transport in an Al₀.2Ga₀.8N/GaN strained-layer HFET structure. In the simulated GaN HFET the piezoelectric polarization effect in the strained layer are taken into account by a simple model. The polarization effect is shown to not only increase the current density, but also improve the electron transport properties in this device.

Finally, conclusions drawn from this research are presented in chapter 7 and suggestions are made for further work.
Chapter 2

Energy Bands and Scattering Mechanisms in GaN

2.1 Introduction

The theoretical study of the electronic transport properties of semiconductors generally requires a detailed knowledge of the energy band structure and the different electron scattering mechanisms. Specifically, in the study of the high field properties, consideration of the conduction band over a substantial range of energy is very important because of the level of excitation experienced by the electrons. Thus it is essential to have an appropriate band structure model and to understand how the important electron scattering mechanisms vary with energy, wavevector and temperature.

In section 2.2 we give a brief review of the GaN crystal structures and their band structures and go on to describe the models and material parameters which are employed in our transport calculations. Section 2.3 describes the scattering processes which are relevant to transport in GaN. The goal of this section is a quantitative understanding of the different scattering mechanisms to make possible a calculation of the electron transport in GaN, based on either the iterative solution of the Boltzmann equation or Monte Carlo simulation, which are described in subsequent chapters.
2.2 Crystal and band structure

GaN can crystallize in either the zincblende or wurtzite structures, which have slightly different material properties and substantially different band structures. However, the wurtzite phase of GaN (and also of AlN and InN) is the more stable bulk form of the material and the common form for epitaxial layers, although thin epitaxial layers can be grown with the zincblende structure.

GaN in the zincblende structure is shown in figure 2.1a. It can be regarded as two interpenetrating face-centred cubic (fcc) Bravais lattices displaced along the diagonal of the cube in figure 2.1a by one quarter of its length. Ga atoms are located on one fcc lattice and N atoms on the other resulting in a structure where each atom is surrounded by four neighbours of the other type at the corners of a regular tetrahedron [23]. There is one unit of GaN per primitive unit cell where the primitive lattice vectors are described in terms of the cubic lattice constant \( a \) by

\[
\begin{align*}
\mathbf{a} &= (0, 1/2, 1/2) a ; \\
\mathbf{b} &= (1/2, 0, 1/2) a ; \\
\mathbf{c} &= (1/2, 1/2, 0) a ;
\end{align*}
\]

in a Cartesian basis. Figure 2.1b shows the first Brillouin zone of GaN in the zincblende structure. The first Brillouin zone is a truncated octahedron of volume \( 4(2\pi/a)^3 \). It has 14 faces, six squares perpendicular to the (100) directions and eight regular hexagons perpendicular to the (111) directions. The high-symmetry points \( \Gamma \), \( X \) and \( L \), which are at the centre of Brillouin zone, the centres of the squares and the centres of the hexagons respectively, are indicated in the figure.

The wurtzite crystal structure of GaN is shown in figure 2.2a. It can be regarded as an interpenetration of two hexagonally close packed (HCP) sublattices with a relative displacement along the \( c \)-axis by \( uc \) where \( u \) is the so called internal parameter and \( c \) is the lattice constant for the \( c \)-axis. The distance between in-plane atomic neighbours is denoted by \( a \). For an ideal wurtzite structure \( c/a = \sqrt{8/3} = 1.633 \) and \( u = 3/8 = 0.375 \) and the atoms have the regular tetrahedral coordination of nearest neighbours that occurs for the zincblende structure. The difference between the two structures is in the
Figure 2.1: (a) The crystal structure of zincblende GaN. (b) The first Brillouin zone of a zincblende crystal with the principal symmetry directions and points.
Figure 2.2: (a) The crystal structure of wurtzite GaN. (b) The first Brillouin zone of a wurtzite crystal with the principal symmetry directions and points.
next nearest neighbour arrangement. The structure of GaN is nearly ideal with \( c/a = 1.627 \) and \( u = 0.377 \), but AlN is far from ideal with \( c/a = 1.601 \) and \( u = 0.382 \) [23]. The primitive lattice vectors are written in terms of the two lattice constants \( a \) and \( c \) as

\[
\begin{align*}
a &= (\sqrt{3}/2, 1/2, 0) a \\
b &= (-\sqrt{3}/2, 1/2, 0) a \\
c &= (0, 0, c/a) a
\end{align*}
\]

where \( c/a \) is called the axial ratio. There are two units of GaN per primitive hexagonal unit cell. The first Brillouin zone of wurtzite GaN which is a hexagonal prism of volume \( \frac{2}{\sqrt{3}}(2\pi)^3/a^2c \) is shown in figure 2.2b together with the locations of the high-symmetry points \( \Gamma, K, M \) and \( U \).

### 2.2.1 Band structure features

In order to calculate the electronic transport properties of GaN a knowledge of conduction band structure is necessary. A full discussion of the electronic band structure of GaN structure in both zincblende and wurtzite phases can be found in, for example, [24-27]. Figures 2.3a and 2.4a show the results of a semi-empirical pseudopotential calculation of the band structures along the main symmetry axes of the Brillouin zone for the zincblende and wurtzite crystal structures of GaN [27]. Although the band structures of the two phases of GaN have some similarities (both have direct fundamental gaps at the \( \Gamma \) point that differ by only about 10% [28]), the conduction bands are sufficiently different to cause a significant variation in their electron transport properties. For example, the nearest satellite valley in the zincblende structure (X point) is about 1.5 eV above the lowest conduction band minimum while the nearest satellite valley in the wurtzite structure, at the U point, is about 2 eV above the minimum. Also, in the wurtzite GaN band structure there is a second \( \Gamma \) conduction band valley at a relatively low energy (approximately 2.1 eV) above the lowest minimum, labelled \( \Gamma_3 \), compared to 4.5 eV in zincblende GaN.

In this thesis we have used a valley model for the calculation of the electronic
transport properties of GaN material and devices. Each valley includes band non-parabolicity by relating the electron energy $E(k)$ to the wavevector $k$ by

$$
\gamma(k) = E(k)[1 + \alpha_i E(k)] = \frac{\hbar^2 k^2}{2m_i^*} \tag{2.3}
$$

where $m_i^*$ is the effective mass at the bottom of the $i$-th valley and $\alpha_i$ is the non-parabolicity coefficient of the $i$-th valley which is

$$
\alpha_i = E_g^{-1}(1 - \frac{m_i^*}{m_o})^2 \tag{2.4}
$$

where $m_0$ is the free electron effective mass. In the case of wurtzite GaN an ellipsoidal non-parabolic approximation is used to describe the $\Gamma_1$ valley in the conduction band. The energy-wavevector relation is defined as

$$
E(k)[1 + \alpha_T E(k)] = \frac{\hbar^2}{2} \left[ \frac{k_x^2 + k_y^2}{m_t} + \frac{k_z^2}{m_l} \right] \tag{2.5}
$$

which represents a band with ellipsoidal equi-energetic surfaces with rotational symmetry about the $c$-axis identified by $z$ here, $m_t$ and $m_l$ are the transverse and longitudinal effective masses at the band edge.

For the zincblende structure the well known three-valley model of the energy band structure is used, as illustrated in figure 2.3b, with the $\Gamma$, $X$ and $L$ valleys. Table 2.1 shows the valley parameters used in our calculation for GaN in the zincblende structure. The parameters for the valleys are from the recent band structure calculations which have already been used by Shur et al. [29] for transport calculations.

In the calculation of transport phenomena in wurtzite GaN a five-valley model is used as illustrated in figure 2.4b. Several authors [16,30,31] have carried out transport calculations using an analytical model for the conduction band based on three types of spherical non-parabolic valley located at $\Gamma_1$, $U$ and $K$. However, in high electric fields the higher $\Gamma_3$ and $M$ valleys can also be expected to play an important role in determining the transport properties. Table 2.2 shows the valley parameters used in our calculations for wurtzite GaN. The parameters of the three lower valleys are similar to those accepted by several authors [29,31,32] and already used in previous simulations with just three valleys. The upper valley parameters are selected from
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Albrecht et al. [25, 33, 34]. However, it should be pointed out that there remains considerable uncertainty over the conduction band parameters, as apparent for example in the considerable difference between those in table 2.2 and those in table II of Bulutay et al. [35]

<table>
<thead>
<tr>
<th>Number of equivalent valleys</th>
<th>( \Gamma )</th>
<th>( X )</th>
<th>( L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-parabolicity (eV)^{-1}</td>
<td>0.213</td>
<td>0.065</td>
<td>0.029</td>
</tr>
<tr>
<td>( m_t^* )</td>
<td>0.15</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>( E_x ) (eV)</td>
<td>3.2</td>
<td>4.7</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table 2.1**: Important valley parameters used in our simulation for zincblende GaN where \( E_x \) is the energy separation of each valley from the top of the valence band.

<table>
<thead>
<tr>
<th>Number of equivalent valleys</th>
<th>( \Gamma_1 )</th>
<th>( U )</th>
<th>( \Gamma_3 )</th>
<th>( M )</th>
<th>( K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-parabolicity (eV)^{-1}</td>
<td>0.189</td>
<td>0.065</td>
<td>0.029</td>
<td>0.0</td>
<td>0.7</td>
</tr>
<tr>
<td>( m_t )</td>
<td>0.18</td>
<td>0.4</td>
<td>0.6</td>
<td>0.57</td>
<td>0.3</td>
</tr>
<tr>
<td>( m_t )</td>
<td>0.20</td>
<td>0.4</td>
<td>0.6</td>
<td>0.57</td>
<td>0.3</td>
</tr>
<tr>
<td>( E_x ) (eV)</td>
<td>3.5</td>
<td>5.5</td>
<td>5.6</td>
<td>6.5</td>
<td>6.6</td>
</tr>
</tbody>
</table>

**Table 2.2**: Important valley parameters used in our simulation for wurtzite GaN where \( E_x \) is the energy separation of each valley from the top of the valence band. \( m_t \) denotes parallel to the (0001)c-axis and \( m_t \) perpendicular to (0001)c-axis.
Figure 2.3: (a) The band structure of zincblende GaN in the main directions of symmetry calculated from pseudopotential theory. (b) Three-valley model of the first conduction band of zincblende GaN used in the calculation of electron transport properties using iterative and Monte Carlo simulations.
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Figure 2.4: (a) The band structure of wurtzite GaN in the main directions of symmetry calculated from pseudopotential theory. (b) Five-valley model of the two lowest conduction bands of wurtzite GaN used in the Monte Carlo simulations.
2.3 Electron scattering mechanisms

In order to calculate the electron transport properties of GaN, we must identify the important electron scattering mechanisms. Therefore in this section we briefly review the relevant electron scattering processes in GaN and give formulae for the scattering rates as a function of electron energy.

2.3.1 General definition

In a semiconductor, there are a number of physical processes which can cause an electron in a certain state to be scattered. The relative importance of each scattering process in a given material depends on the electric field strength and the material properties. When an electron is scattered, the wavevector of the electron is changed from an initial wavevector $k$ to some final wavevector $k'$. The time required for a scattering process to change the wavevector from $k$ to $k'$ is called the collision duration $\tau_c$. Here we assume collisions occur with $\tau_c = 0$. The inclusion of a scattering in transport calculations normally requires the formulation of the total scattering rate and angular dependence of the scattering between state $k$ and state $k'$. The transition rate $s(k, k')$ from state $k$ to state $k'$ is normally calculated by using Fermi's golden rule

$$s(k, k') = \frac{2\pi}{\hbar} \int |(k'|H|k)|^2 G(k, k') \delta(E(k') - E(k) \pm \Delta E) dk'$$

(2.6)

where $|(k'|H|k)|$ is the matrix element between plane wave functions of the perturbing Hamiltonian describing the scattering agency, $\Delta E$ is the energy gain (+) or loss (-) during the transition and the integration is over all final states restricted by the energy conserving delta function. $G(k, k')$ is the overlap integral between the periodic parts of the Bloch periodic functions of the initial and final states. The overlap integral is exactly equal to unity for pure $s$-state wave functions (parabolic conduction bands). When the non-parabolicity of the bands is taken into account, the overlap integral is always less than one and is usually expressed as a function of the non-parabolicity coefficients. In this case the function

$$G(k, k') = \frac{1}{2} \sum_{\mu'\mu} \int d^3r u_{\mu'k'}(r) u_{\mu k}(r)^2$$

(2.7)
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is the overlap integral between the periodic parts of the Bloch functions at \( \mathbf{k} \) and \( \mathbf{k}' \) summed over the doubly degenerate final spin states. In this case Fawcett et al. [36] and Kane et al. [37] have calculated \( G(\mathbf{k}, \mathbf{k}') \) as

\[
G(\mathbf{k}, \mathbf{k}') = (a_k a_{k'} + c_k c_{k'} \cos \phi)^2
\]  

(2.8)

where \( \phi \) is the angle between \( \mathbf{k}, \mathbf{k}' \) and the quantities \( a_k \) and \( c_k \) are given by Kane as

\[
a_k = \left[ \frac{1 + \alpha E(\mathbf{k})}{1 + 2\alpha E(\mathbf{k})} \right]^{1/2}, \quad c_k = \left[ \frac{\alpha E(\mathbf{k})}{1 + 2\alpha E(\mathbf{k})} \right]^{1/2}
\]  

(2.9)

Therefore the overlap integral is

\[
G(\mathbf{k}, \mathbf{k}') = \frac{[(1 + \alpha E)^{1/2}(1 + \alpha E')^{1/2} + \alpha(EE')^{1/2} \cos \phi]^2}{(1 + 2\alpha E)(1 + 2\alpha E')}
\]  

(2.10)

where \( E' = E(\mathbf{k}') \) is the energy of the electron in the state \( \mathbf{k}' \). Once the overlap integral between the periodic parts of the Bloch functions at \( \mathbf{k} \) and \( \mathbf{k}' \) are known the total scattering rate \( R(\mathbf{k}) \) can be calculated by integrating \( s(\mathbf{k}, \mathbf{k}') \) in equation 2.6 over all allowed final states

\[
R(\mathbf{k}) = \frac{V}{8\pi^3} \int_0^\infty \int_{-\pi/2}^{\pi/2} \int_0^\infty s(\mathbf{k}, \mathbf{k}') k'^2 \sin \theta d\theta d\phi dk'
\]  

(2.11)

where \( V \) is the volume of the crystal.

The scattering mechanisms can be classified into two main types, those due to lattice vibrations and called lattice (or phonon) scattering and defect scattering due to ionized impurities and alloy disorder. In the following sections the behaviour of the electron scattering rates as a function of energy will be shown for various scattering processes in zincblende and wurtzite GaN. The material parameters used in the calculations for zincblende and wurtzite GaN are listed in table 2.3 which are from references [38,39]. A detailed description of scattering processes incorporated in our calculations is given in the textbooks of Jacoboni and Lugli [40] and Moglestue [41].

2.3.2 Lattice scattering

Lattice scattering occurs due to the vibrations of the constituent atoms of the crystal about their equilibrium sites. These vibrations change the periodic potential in
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<table>
<thead>
<tr>
<th></th>
<th>zincblende</th>
<th>wurtzite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho$ (kgm$^{-3}$)</td>
<td>6100</td>
<td>6150</td>
</tr>
<tr>
<td>Longitudinal sound velocity $v_s$ (ms$^{-1}$)</td>
<td>4570</td>
<td>4330</td>
</tr>
<tr>
<td>Low-frequency dielectric constant $\epsilon_s$</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td>High-frequency dielectric constant $\epsilon_\infty$</td>
<td>5.35</td>
<td>5.35</td>
</tr>
<tr>
<td>Acoustic deformation potential $D$ (eV)</td>
<td>8.3</td>
<td>8.3</td>
</tr>
<tr>
<td>Piezoelectric constant $p$ (Cm$^{-2}$)</td>
<td>0.375</td>
<td>0.375</td>
</tr>
<tr>
<td>Polar optical phonon energy $\hbar\omega_{op}$ (eV)</td>
<td>0.0995</td>
<td>0.0995</td>
</tr>
<tr>
<td>Lattice constant ($\AA$)</td>
<td>4.5</td>
<td>$(a,c)$ 3.189-5.185</td>
</tr>
</tbody>
</table>

Table 2.3: Material parameters for GaN in zincblende and wurtzite phases.

the semiconductor with time and the result is electron scattering. Lattice vibrations can be quantised and the lattice scattering processes can be considered as an interaction of electrons with the quanta of vibration, called phonons. The phonons have an energy of $\hbar\omega(q)$ where $\omega(q)$ is the vibrational frequency and $q$ is the wavevector of the vibration. The scattering of electrons with phonons depends on the nature of the phonons involved. There are 2 groups that are each divided into 2 branches. For acoustic phonons, $\omega(q)$ increases with $q$ almost linearly near the Brillouin zone centre and attains a maximum at the zone edge. The two branches of this group correspond to the longitudinal (LA) and transverse (TA) vibrations. For optical phonons, $\omega(q)$ is fairly constant around the Brillouin zone centre but reaches a smaller value at the zone boundary. The two branches of this group again correspond to longitudinal (LO) and transverse (TO) vibrations.

2.3.3 Intravalley scattering due to acoustic phonons

Acoustic lattice vibrations cause the neighbouring atoms to vibrate in phase. The scattering of electrons by acoustic phonons occurs in two ways:
1. Deformation potential scattering:

The acoustic modes modulate the interatomic spacing. Consequently, the position of the conduction and valence band edges and the energy band gap will vary with position because of the sensitivity of the band structure to the lattice spacing. The energy change of a band edge due to this mechanism is defined by a deformation potential and the resultant scattering of carriers is called deformation potential scattering. The energy range involved in the case of scattering by acoustic phonons is from zero to $2\hbar v k$, where $v$ is the velocity of sound, since momentum conservation restricts the change of phonon wavevector to between zero and $2k$, where $k$ is the electron wavevector. Typically, the average value of $k$ is of the order of $10^7$ cm$^{-1}$ and the velocity of sound in the medium is of the order of $10^5$ cms$^{-1}$. Hence, $2\hbar v k \sim 1$ meV, which is small compared to the thermal energy at room temperature. Therefore, the deformation potential scattering by acoustic modes can be considered as an elastic process except at very low temperature. The deformation potential scattering rate with either phonon emission or absorption for an electron of energy $E$ in a non-parabolic band is given by Fermi’s golden rule as [41]

$$R_{de}(k) = \frac{\sqrt{2}D_{ac}^2 (m_t^2 m_i^2)^{1/2} k_B T \sqrt{E(1 + \alpha E)}}{\pi \rho v^2 \hbar^4} \left[ (1 + \alpha E)^2 + 1/3(\alpha E)^2 \right] (2.12)$$

where $D_{ac}$ is the acoustic deformation potential, $\rho$ is the material density and $\alpha$ is the non-parabolicity coefficient.

The formula clearly shows that the acoustic scattering increases with temperature. The acoustic scattering rates as a function of energy within the $\Gamma$ minimum of the conduction band in both zincblende and wurtzite GaN are shown in figure 2.5. The energy dependence is of the form $E^{1/2}$ corresponding to the three dimensional electronic density of states function. It is apparent that in the wurtzite GaN structure the deformation scattering rate is slightly larger than zincblende due to the lower sound velocity and higher $\Gamma$-valley effective mass. In common with other III-V materials deformation potential scattering can be expected to be the dominant lattice scattering mechanism at low temperatures.
2. Piezoelectric scattering:

The second type of electron scattering by acoustic modes occurs when the displacements of the atoms create an electric field through the piezoelectric effect. This can occur in the compound semiconductors such as the III-V and II-VI materials including GaN, which in fact has a relatively large piezoelectric constant. The piezoelectric scattering rate for an electron of energy $E$ in an isotropic, parabolic band has been discussed by Ridley [42] who included the modification of the Coulomb potential due to free carrier screening. The screened Coulomb potential is written as

$$V(r) = \frac{e^2 \exp(-q_0 r)}{4\pi \varepsilon_0 \varepsilon_s r}$$  \hspace{1cm} (2.13)

where $\varepsilon_s$ is the relative permittivity constant of the material and $q_0$ is the inverse screening length, which under non-degenerate conditions is given by

$$q_0^2 = \frac{ne^2}{\varepsilon_0 \varepsilon_s k_B T}$$ \hspace{1cm} (2.14)
where \( n \) is the electron density. The expression for the scattering rate of an electron in a non-parabolic band structure retaining only the important terms can be written as

\[
R_{px}(k) = \frac{\sqrt{m^*e^2K_{av}^2k_BT}}{4\sqrt{2\pi h^2\epsilon_0\epsilon_s}} \gamma^{-1/2}(E)(1 + 2\alpha E)^2 \times \left\{ \ln(1 + \frac{8m^*\gamma(E)}{h^2q_0^2}) - \frac{1}{1 + h^2q_0^2/8m^*\gamma(E)} + \left(\frac{\sqrt{2\alpha E}}{1 + 2\alpha E}\right)^2 \right\}
\]

(2.15)

where \( K_{av} \) is the dimensionless so-called average electromechanical coupling constant [42]. Figure 2.6 shows the piezoelectric scattering rates at room temperature for electrons in the \( \Gamma \) valley of zincblende and wurtzite GaN. Assuming both structures have the same piezoelectric constant equal to 0.375 Cm\(^{-2}\), the higher piezoelectric scattering rate in wurtzite GaN is due to the higher \( \Gamma \) valley effective mass in comparison to zincblende GaN. The piezoelectric constant for GaN is large by the standards of the more familiar III-V materials and such scattering can be expected to have a significant influence on the low field mobility below room temperature [44].

![Figure 2.6: Energy dependence of the piezoelectric scattering rate in the \( \Gamma \) valley of zincblende and wurtzite GaN at 300 K.](image-url)
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2.3.4 Intravalley scattering due to optical phonons

Optical lattice vibrations cause neighbouring atoms to vibrate in antiphase. The scattering of electrons by optical phonons occurs by lattice deformation or polar effects.

1. Polar optical phonon scattering

The dipolar electric field arising from the opposite displacement of the negatively and positively charged atoms provides a coupling between the electrons and the lattice which results in electron scattering. This type of scattering is called polar optical phonon scattering and at room temperature is generally the most important scattering mechanism for electrons in III-V semiconductors, and this is also the case in GaN [44] despite the fact that the optical phonon energy is particularly high at \( \sim 99 \) meV which suppresses the phonon population and also electrons must reach that energy before phonon emission is possible. The scattering rate due to this process for an electron of energy \( E \) in an isotropic, non-parabolic band is [40]

\[
R_{po}(k) = \frac{\sqrt{2m^*e^2\omega_{op}}}{8\pi\varepsilon_0\hbar} \left( \frac{1}{\varepsilon_\infty} - \frac{1}{\varepsilon_s} \right) \frac{1 + 2\alpha E'}{\gamma^{1/2}(E)} F_0(E, E') \left\{ \frac{N_{op}}{N_{op} + 1} \right\}
\]

(2.16)

where:

\[
F_0(E, E') = C^{-1} \left\{ A \ln \frac{\gamma(E)^{1/2} + \gamma(E')^{1/2}}{\gamma(E)^{1/2} - \gamma(E')^{1/2}} + B \right\}
\]

\[
A = [2(1 + \alpha E)(1 + \alpha E') + \alpha(\gamma + \gamma')]^2
\]

\[
B = -2\alpha \gamma^{1/2}\gamma'^{1/2}[4(1 + \alpha E)(1 + \alpha E') + \alpha(\gamma + \gamma')]
\]

\[
C = 4(1 + \alpha E)(1 + \alpha E')(1 + 2\alpha E)(1 + 2\alpha E')
\]

(2.17)

\( \varepsilon_s \) and \( \varepsilon_\infty \) are defined in table 2.3, \( N_{op} \) is the phonon occupation number and the upper and lower cases refer to absorption and emission, respectively. For small electric fields, the phonon population will be very close to equilibrium so that the average number of phonons is given by the Bose-Einstein distribution

\[
N_{op} = \frac{1}{\exp\left(\frac{\hbar \omega_{op}}{k_B T}\right) - 1}
\]

(2.18)
where \( h\omega_{op} \) is the polar optical phonon energy. The polar optical scattering rate for both phonon emission and absorption is plotted in figure 2.7 for wurtzite GaN (The rate for the zincblende structure is very similar). Optical phonon absorption can take place at any energy but the polar optical phonon emission occurs only when the initial electron energy exceeds the optical phonon energy (0.0995 eV). At the threshold energy the scattering rate rises sharply up to \( 7 \times 10^{13} \text{ s}^{-1} \) and reduces slowly for higher energy, whereas the rate for phonon absorption is lower at \( 2 \times 10^{12} \text{ s}^{-1} \). This result shows the importance of polar optical phonon emission at high energies and temperatures in the electron transport properties of GaN.

![Figure 2.7: Energy dependence of the polar scattering rate in the \( \Gamma \) valley of wurtzite GaN at 300 K.](image)

2. Non-Polar optical phonon scattering

Non-polar optical phonon scattering is similar to deformation potential scattering, in that the deformation of the lattice produces a perturbing potential but in this case the deformation is carried by optical vibrations. The non-polar optical
phonon scattering rate in non-parabolic bands is given by [40]

$$ R_{npo}(k) = \frac{D_{od}^2 (m_t^* m_1^*)^{1/2}}{\sqrt{2}\pi \hbar^3 \rho \omega_{op}} (1 + 2\alpha E')^{1/2} (E') \left\{ \frac{N_{op}}{N_{op} + 1} \right\} $$  

(2.19)

where $D_{od}$ is the optical deformation potential and $E' = E \pm \hbar \omega_{op}$ is the final state energy phonon absorption (upper case) and emission (lower case).

2.3.5 *Intravalley impurity scattering*

This scattering process arises as a result of the presence of impurities in a semiconductor. The substitution of an impurity atom on a lattice site will perturb the periodic crystal potential and result in scattering of an electron. Since the mass of the impurity greatly exceeds that of an electron and the impurity is bonded to neighbouring atoms, this scattering is very close to being elastic. Ionized impurity scattering is dominant at low temperatures because, as the thermal velocity of the electrons decreases, the effect of long-range Coulombic interactions on their motion is increased. The electron scattering by ionized impurity centres has been discussed by Brooks-Herring [45] who included the modification of the Coulomb potential due to free carrier screening. The scattering rate for an isotropic, non-parabolic band structure is given by [40]

$$ R_{im}(k) = \frac{8\pi n_i e^4}{k_s^2 \hbar q_0} (m_t^* m_1^*)^{1/2} \gamma^{1/2}(E) \frac{1 + 2\alpha E}{1 + 4\sqrt{2} \gamma(E)(m_t^* m_1^*)^{1/6}/\hbar q_0} $$  

(2.20)

where $n_i$ is the impurity concentration, $q_0$ is the screening length and $k_s$ is the dielectric constant of the material. The ionized impurity scattering rate calculated for electrons in the $\Gamma$ valley of zincblende and wurtzite GaN with an ionized impurity concentration of $10^{22}$ m$^{-3}$ is plotted in figure 2.8. It is seen that the scattering rate declines with increasing energy. Ionized impurity scattering is therefore not of importance for very hot electrons. Thus, the scattering of electrons by ionized impurities in GaN is most important at low electric fields and low temperatures, where phonon effects are reduced.
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2.3.6 Intravalley alloy scattering

Alloy scattering refers to the scattering due to the random distribution of the component atoms of the alloy among the available lattice sites. Harrison et al. [46] assumed that the alloy crystal potential can be described as a perfectly periodic potential which is then perturbed by the local deviations from this potential, due to the disordered effects in the alloy. Using the Harrison model [46], the scattering rate due to the chemical disorder in a ternary alloy of electrons in a non-parabolic band is given by

\[
R_{\text{alloy}}(k) = \frac{4\sqrt{2}\pi m^{3/2}r_0^6}{9\hbar^4} x(1-x)(\Delta U)^2 \frac{\gamma^{1/2}(E)}{\Omega^2} (1 + 2\alpha E) \tag{2.21}
\]

where \(x\) denotes the molar fraction of one of the binary components of the alloy, \(\Omega\) is the volume of the primitive cell and \(\Delta U\) is the spherical scattering potential, defined as

\[
V(r) = \begin{cases} 
\Delta U & r \leq r_o \\
0 & r > r_o 
\end{cases} \tag{2.22}
\]
where \( r_0 \) defines the extent of the scattering potential and \( \Delta U \) is normally taken as the difference in energy band gaps for the two components of the alloy.

### 2.3.7 Intervalley scattering due to optical phonons

The constant energy surfaces for the conduction band of GaN derive from several valleys. Thus, under the application of high electric field, electrons can be scattered from an initial state in a certain valley to a final state in a non-equivalent valley. For example, in wurtzite GaN this process occurs when an electron in the \( \Gamma \) valley is heated and is able to transfer to the higher \( \Gamma_3, U, K \) and \( M \) valleys. In the case of \( \Gamma \) to zone edge valley scattering the process involves a substantial change of electron wavevector. Acoustic and optical phonons of sufficiently large wavevector can effect the transition but in view of the large wavevectors involved it is normal to treat all processes like deformation scattering by optical phonons. Then the total nonequivalent intervalley scattering rate from a state \( k \) in a certain valley to a set of \( Z_f \) different valleys is given by [40]

\[
R_{\text{equiv}}(k) = \frac{(D_t K)_i^2 Z_f (m_i^* m_k^*)^{1/2}}{\sqrt{2\pi \rho \omega_{op} \hbar^3}} (\varepsilon \pm \hbar \omega_{op} - \Delta \varepsilon_{fi})^{1/2} \times \left[ 1 + 2\alpha (\varepsilon \pm \hbar \omega_{op} - \Delta \varepsilon_{fi}) \right] \left\{ \begin{array}{c} N_{op} \\ N_{op} + 1 \end{array} \right\} (2.23)
\]

where \( \hbar \omega_{op} \) is the optical phonon energy and \( \Delta \varepsilon_{fi} \) is the difference between the energies of the bottoms of the final and initial valleys. \((D_t K)_i\) is the coupling constant, which depends on the initial and final valleys and the branch of phonons involved in the transition. \( N_{op} \) is the phonon occupation number, with the upper and lower cases corresponding to phonon absorption and emission, respectively.

The nonequivalent intervalley scattering rate as a function of energy for scattering from the \( \Gamma_1 \) minimum to the higher zone edge valleys in wurtzite GaN is plotted in figure 2.9 for both phonon emission and absorption.
Figure 2.9: Energy dependence of the non-polar optical intervalley scattering rate in the \( \Gamma \) valley of wurtzite GaN at 300 K.

The electrons can also be scattered between valleys of the same type which is called equivalent intervalley scattering. The rate is given by equation 2.23.
Chapter 3

Low and High Field Transport Calculations for Bulk GaN

3.1 Introduction

To carry out calculations of the electronic transport properties of GaN it is necessary to solve the Boltzmann transport equation. There are many different techniques for the solution of the Boltzmann equation and here we have used the iterative method of Rode to determine electron transport properties of bulk GaN in the wurtzite and zincblende phases [47, 48] when the applied field is sufficiently low. The use of numerical iteration to solve the Boltzmann equation has been described and reviewed elsewhere [49–51] and therefore only a brief general summary of the basic features is given in this chapter. However, in more general cases the Boltzmann transport equation is often exceedingly difficult to solve directly. By contrast, it is relatively easy, although computationally intensive, to simulate the trajectories of individual carriers as they move through a semiconductor under the influence of the applied field and the random scattering processes. Indeed, much of our understanding of high field transport in bulk semiconductors and in devices has been obtained through the use of such a method, Monte Carlo simulation. The Monte Carlo method allows the Boltzmann transport equation to be solved using a statistical numerical approach, by following the transport history of one or more carriers (particles), subject to the action of external
forces, such as an applied electric field, and the intrinsic scattering mechanisms. Here, we have used the technique to study high field electronic transport properties in bulk GaN, and other nitride semiconductors, and devices fabricated from them. There are many reviews of the Monte Carlo method giving a detailed description of its application to semiconductors [52–54]. Therefore, only an outline of the basic features are reviewed in this chapter.

Section 3.2 presents a review of the iterative method and shows the results obtained from the iterative solution of the Boltzmann equation for low field transport in zincblende and wurtzite GaN. In order to provide a comparison with a material whose properties are well known, calculations have also been carried out for GaAs, and comparisons of the electron mobilities of the two materials at low fields as a function of temperature and electron concentration are given. Section 3.3 gives a short introduction to the Monte Carlo method, and results from it are described in sections 3.4 and 3.5 for high field electron transport in bulk zincblende and wurtzite GaN, and in two other commonly studied group-III nitrides (AlN and InN). We finish this chapter with section 3.6 which is a brief summary of the main points of interest and the conclusions drawn.

3.2 General features of the iterative model

In principle the iterative and Monte Carlo techniques give exact numerical predictions of electron transport phenomena in bulk semiconductors. Both of them can include the details of the microscopic electronic processes and can be extended to time-dependent phenomena. In low electric fields the effects of scattering, which depend on the details of the distribution function, can be dealt with more conveniently by the iterative technique because it processes the whole distribution function at each step of the procedure. In contrast the Monte Carlo method is highly susceptible to statistic fluctuations in the ensemble when the departure from equilibrium is small because of the weakness of the electric field effects. For these reasons, we used the iterative method to determine the low field electron mobility in bulk GaN.
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Rode’s iterative technique provides a compact method of solution of the Boltzmann equation in the low field regime. The Boltzmann transport equation for the distribution function \( f(r, k, t) \) is

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f + \frac{eF}{\hbar} \cdot \nabla_k f = (\frac{\partial f}{\partial t})_{\text{coll}} \tag{3.1}
\]

where \((\frac{\partial f}{\partial t})_{\text{coll}}\) represents the change of distribution function due to the electron scattering. In the steady-state and under application of a uniform electric field the Boltzmann equation can be written as

\[
\frac{eF}{\hbar} \cdot \nabla_k f = (\frac{\partial f}{\partial t})_{\text{coll}} \tag{3.2}
\]

Consider electrons in an isotropic, non-parabolic conduction band whose equilibrium Fermi distribution function is \( f_0(k) \) in the absence of an electric field. Note the equilibrium distribution \( f_0(k) \) is isotropic in \( k \) space but is perturbed when an electric field is applied. If the electric field is small, we can treat the change from the equilibrium distribution function as a perturbation which is first order in the electric field. The distribution in the presence of a sufficiently small field can be written quite generally as

\[
f(k) = f_0(k) + f_1(k) \cos \theta \tag{3.3}
\]

where \( \theta \) is the angle between \( k \) and \( F \) and \( f_1(k) \) is an isotropic function of \( k \), which is proportional to the magnitude of the electric field. \( f(k) \) satisfies the Boltzmann equation 3.2 and it follows that

\[
\frac{eF \cos \theta \partial f_0}{\hbar} \frac{\partial f}{\partial k} = \sum_i \left\{ \int \cos \theta' f_1'[s_i'(1 - f_0) + s_i f_0]d^3k' - f_1 \cos \theta \int [s_i(1 - f_0) + s_i f_0]d^3k' \right\} \tag{3.4}
\]

where the sum is over scattering processes \( i \). For a more compact notation we have written \( f(k') = f' \), \( s_i(k, k') = s_i \) and \( s_i(k', k) = s_i' \). \( s_i(k, k') = s_i \) is the probability for scattering out of state \( k \) into the differential element \( d^3k' \) at \( k' \). For the isotropic conduction band \( s_i(k, k') \) depends on only \( k, k' \) and the cosine of the angle \( \phi \) between them, and the relation \[47\]

\[
\int \cos \theta' A(\cos \phi)d^3k' = \cos \theta \int \cos \phi A(\cos \phi)d^3k' \tag{3.5}
\]
may be used to manipulate equation 3.4. Here \( A(\cos \phi) \) is an arbitrary function of \( \cos \phi \) but does not otherwise depend on \( \theta \) and \( \theta' \). From equation 3.2 and 3.3 we obtain

\[
\frac{eF}{\hbar} \frac{\partial f_0}{\partial k} = \sum_i \left\{ \int \cos \phi f'_i(1 - f_0) + s_i f_0 |d^3k'| - f_1 \int [s_i(1 - f_0) + s_i f_0] |d^3k'| \right\}
\] (3.6)

In general there will be both elastic and inelastic scattering processes. For example impurity scattering is elastic and acoustic and piezoelectric scattering are elastic to a good approximation at room temperature. However, polar and non-polar optical phonon scattering are inelastic. Labelling the elastic and inelastic scattering rates with subscripts \( \text{el} \) and \( \text{inel} \) respectively and recognising that, for any process \( i \),

\[
s_{\text{el}}(k', k) = s_{\text{el}}(k, k')
\]
equation (3.6) can be written as

\[
f_1(k) = \frac{(-eF/\hbar)(\partial f_0/\partial k) + \sum_j \int \cos \phi f'_j(1 - f_0) + s_{\text{inel}}f_0 |d^3k'|}{\sum_i \int (1 - \cos \phi)s_{\text{el}} |d^3k'| + \sum_j \int [s_{\text{inel}}(1 - f_0) + s_{\text{inel}} f_0] |d^3k'|}
\] (3.7)

Note the first term in the denominator is simply the momentum relaxation rate for elastic scattering. Equation 3.7 may be solved iteratively by the relation

\[
f_1(k)[n] = \frac{(-eF/\hbar)(\partial f_0/\partial k) + \sum_j \int \cos \phi f_1(k') |n - 1|[s_{\text{inel}}(1 - f_0) + s_{\text{inel}} f_0] |d^3k'|}{\sum_i \int (1 - \cos \phi)s_{\text{el}} |d^3k'| + \sum_j \int [s_{\text{inel}}(1 - f_0) + s_{\text{inel}} f_0] |d^3k'|}
\] (3.8)

where \( f_1(k)[n] \) is the perturbation to the distribution function after the \( n \)-th iteration.

It is interesting to note that if the initial distribution is chosen to be the equilibrium distribution, for which \( f_1(k) \) is equal to zero, we get the relaxation time approximation result after the first iteration. We have found that convergence can normally be achieved after only a few iterations for small electric fields. Once \( f_1(k) \) has been evaluated to the required accuracy, it is possible to calculate quantities such as the drift mobility \( \mu \), which is given by

\[
\mu = \frac{\int v.F f(k) |d^3k|}{\int f(k) |d^3k|}
\] (3.9)

In terms of spherical coordinates

\[
\mu = \frac{\int_0^\infty vk^2 (f_1/F) dk}{3 \int_0^\infty k^2 f_0 |dk|}
\] (3.10)

The Kane approximation relation between electron group velocity and effective mass \( m^* \) in a non-parabolic band is

\[
v(k) = \frac{\hbar k}{m^* (1 + 2\alpha E)}
\] (3.11)
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and substituting this result in equation (3.10) we find that

\[ \mu = \frac{\hbar}{3m^* F} \int_{0}^{\infty} (k^3/1 + 2\alpha E) f_1 dk \int_{0}^{\infty} k^2 f_0 dk \]  

(3.12)

Here, we have calculated low field drift mobility in GaN structures using the iterative technique. The effects of piezoelectric, acoustic deformation, polar optical phonons and ionized impurity scattering which were described in chapter 1 have been included in the model. It is also assumed that the electrons remain in the \( \Gamma \)-valley of the Brillouin zone. The valley is isotropic in the case of zincblende GaN and approximated as such for the wurtzite crystal structure.

### 3.2.1 Low-field transport results in bulk GaN

Figure 3.1 shows the calculated electron drift mobilities versus temperature and donor concentration for zincblende and wurtzite GaN. The electron drift mobilities at room temperature that we find are 1300 and 900 cm²V⁻¹s⁻¹ for zincblende and wurtzite structures, respectively, for an electric field equal to \( 10^4 \) Vm⁻¹ and with a donor concentration of \( 10^{22} \) m⁻³. The material parameters used to calculate the electron drift mobilities are tabulated in table 2.3. For the wurtzite crystal structure it is assumed that the conduction band is isotropic with an effective mass 0.2 \( m_0 \). This is a reasonable approximation since \( m_i^* \) and \( m_i^* \) differ by only 10%.

The results plotted in figure 3.1a indicate that the electron drift mobility of wurtzite GaN is lower than that for the zincblende structure at all temperatures. This is largely due to the higher \( \Gamma \) valley effective mass in the wurtzite phase. Figure 3.1b shows the calculated variation of the electron mobility as a function of the donor concentration for both GaN crystal structures at room temperature. The mobility does not vary monotonically between donor concentrations of \( 10^{21} \) and \( 10^{25} \) m⁻³ due to the dependence of electron scattering on donor concentration, but shows a maximum near \( 10^{21} \) m⁻³ for zincblende and wurtzite. The dependence of mobility on donor concentration calculated here is similar to that found by Dhar et al [55].

In order to understand the scattering mechanisms which limit the mobility of GaN under various conditions, we have performed calculations of the electron drift mobility.
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Figure 3.1: (a) Electron drift mobility of GaN in zincblende and wurtzite structures versus temperature. Donor concentration is approximately $10^{22} \text{ m}^{-3}$, (b) Electron drift mobility of GaN in zincblende and wurtzite structures versus donor concentration at room temperature.

when particular scattering processes are ignored. The solid curve in figure 3.2 shows the calculated mobility for wurtzite GaN including all scattering mechanisms whereas the dashed, dotted, and open circle curves show the calculated mobility without ionized impurity, piezoelectric and polar optical scattering, respectively. It can be seen that below 300 K the ionized impurity scattering is dominant while at the higher temperatures electron scattering is predominantly by optical modes. Thus the marked reduction in mobility at low temperatures seen in figure 3.2 can be ascribed to impurity scattering and that at high temperatures to polar optical phonon scattering. In figure 3.2 the mobility in the absence of band non-parabolicity is plotted as a dash-dot curve. Non-parabolicity leads to approximately a 10% reduction relative to the mobility for parabolic band at room temperature. This is because non-parabolicity increases the electron effective mass and also the scattering rates through the density of states.
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Figure 3.2: Comparison of electron drift mobility in wurtzite GaN with donor concentration of $10^{24}$ m$^{-3}$ and when individual scattering processes are ignored. The effect of Γ-valley non-parabolicity is also shown.

The temperature variation of the electron drift mobility in zincblende and wurtzite GaN for different donor concentrations is shown in figure 3.3. It is evident from this figure that the curves approach each other at very high temperatures, where the mobility is limited by longitudinal optical phonon scattering, whereas the mobility varies inversely with donor concentration at low temperatures as we would expect from the foregoing discussion.

Finally, we compare the drift mobility characteristics of GaAs, as shown in figure 3.4 with those of GaN. The drift mobility characteristics of the two materials show similar trends, reflecting the fact that both materials are direct-gap compound semiconductors [49]. However, the mobility in GaAs is $7200$ cm$^2$V$^{-1}$s$^{-1}$ at $300$ K, some 5 times greater than for zincblende GaN. This is a consequence of the smaller Γ-valley effective mass, $0.068$ $m_0$ (versus $0.15$ $m_0$ in zincblende GaN) and small polar optical phonon energy $0.036$ eV in GaAs (versus $0.099$ eV in zincblende GaN).
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Figure 3.3: Calculated low-field electron drift mobility of zincblende and wurtzite GaN as functions of temperature for different donor concentrations.

Figure 3.4: (a) Electron drift mobility of GaAs versus temperature for different donor concentrations. The solid, long-dashed and dot-dashed lines represent the results for $10^{22}$, $5 \times 10^{22}$ and $10^{23}$ m$^{-3}$, respectively, (b) Electron drift mobility of GaAs versus donor concentration at different temperatures.
3.3 Monte Carlo method

The Monte Carlo method is a general numerical technique for simulating or applying random processes but here we are exclusively concerned with its application to the solution of the Boltzmann equation in the theory of electron transport in bulk materials and devices. Our Monte Carlo transport calculations consist of the computer simulation of the motion of electrons in two-dimensional real space \( (x, y) \) and in three-dimensional reciprocal space \( (k_x, k_y, k_z) \) as a free flight that is interrupted by scattering events [52,54]. Between collisions, the electron dynamics is determined by the electronic band structure and the local electric field through the semi-classical laws of motion. The collisions are regarded as random events whose probabilities are known functions of the electron's energy band and wavevector, as predicted by the quantum theory of solids. The duration of a free flight, the type of scattering process, and the change in band and wavevector resulting from scattering are determined using pseudorandomly generated numbers.

Consider, the simulation of the dynamics of a single electron in a homogeneous bulk semiconductor. During the free flight an electron’s response to the electric field it experiences is described by the semiclassical equation

\[
\hbar \frac{dk}{dt} = -eE
\]  

where \( k \) is the electron wavevector and \( E \) is the external electric field. In the simulation, the free flight time between two successive scattering events is chosen stochastically so that the distribution of times corresponds to that predicted by microscopic theory. If the total scattering rate for an electron with wavevector \( k(t) \) is known to be \( \Gamma[k(t)] \), the probability that an electron that was scattered at time \( t \) will suffer its next scattering in time interval \( t \) and \( t+dt \) is

\[
p(t)dt = \Gamma[k(t)]e^{-\int_t^{t+dt} \Gamma[k(t')]dt'} dt
\]  

Free flight times can be chosen with the distribution of equation 3.14 by generating random numbers with a uniform distribution between 0 and 1. To see this, consider
choosing a time $t_r$ by generating a random number $r$ and solving the equation

$$\int_0^{t_r} p(t) dt = r \quad (3.15)$$

for $t_r$. The probability that the random number lies in the interval $r, r+dr$ is simply $dr$. It is also equal to the probability that the upper limit of the integral in equation 3.15 lies in the interval $t_r, t_r + dt_r$, where $dt_r$ is defined by

$$\int_0^{t_r+dt_r} p(t) dt = r + dr \quad (3.16)$$

If we denote that probability by $P(t_r)dt_r$, it follows that

$$P(t_r)dt_r = dr \quad (3.17)$$

and

$$P(t_r) = \frac{dr}{dt_r} = p(t_r) \quad (3.18)$$

where we have used equation 3.15 to obtain the last equality. Thus, the probability of obtaining a particular $t_r$ by the above procedure is just the distribution of free flight times $p(t_r)$. Therefore, in principle, we can generate free flight times with the correct distribution by generating random numbers $r$ and solving equation 3.14 for $t_r$.

However, the total scattering rate is dependent on the electron wavevector and the above selection procedure for free flight times requires the numerical solution of an integral equation for each scattering event, which can be complicated and time consuming. In order to simplify the determination of the free flight time, self-scattering can be introduced. In a self-scattering process neither the wavevector nor the energy of the electron is changed. However, the self-scattering can be chosen so that the total scattering rate is constant for all wavevectors, and $p(t)$ has the form

$$p(t) = \Gamma e^{-\Gamma t} \quad (3.19)$$

Now using equation 3.15

$$\int_0^{t_r} \Gamma e^{-\Gamma t} dt = r \quad (3.20)$$

and it follows that

$$t_r = -\frac{1}{\Gamma} \ln(1 - r) \quad (3.21)$$
which is also equivalent to

\[ t_r = -\frac{1}{\Gamma} \ln r \]  

(3.22)

since \( r \) is uniformly distributed between 0 and 1.

After a free flight of duration \( t \) the position and wavevector of an electron in a parabolic band are given by

\[ \mathbf{r} = \mathbf{r}_0 + \hbar \mathbf{k}_0/m^* - e/m^* \int_0^t dt' \int_0^{t'} dt'' \mathbf{E}(t'') \]

\[ \mathbf{k} = \mathbf{k}_0 - e/\hbar \int_0^t dt' \mathbf{E}(t') \]  

(3.23)

where \( \mathbf{r}_0 \) and \( \mathbf{k}_0 \) are the position and wavevector of the electron immediately after the last scattering event, taken to be a time \( t = 0 \). Thus at the end of each free flight, all electrons will have a new state in reciprocal space and a new position in real space.

The selection of the new wavevector and its components depend on the choice of a scattering mechanism at the end of a free flight. A scattering process can be selected using a random number. Each scattering mechanism has a probability of occurrence that is a function of the carrier energy and the probabilities for the different mechanisms can be assigned to numerical intervals between 0 and 1. Random numbers can then be used to select the scattering mechanism. The scattering processes are either elastic or involve the gain or loss of a definite amount of energy by the carrier. In the case of spherical bands, the magnitude of the electron wavevector after scattering is defined by the initial wavevector and the energy change. The angular dependence in \( k \)-space of the particular scattering process can then be selected by the use of uniformly distributed random numbers. In the case of ellipsoidal valleys it is convenient to carry out a so called Herring-Vogt transformation [40] of \( k \)-space so that the constant energy surfaces are reduced to spheres and the methods described for spherical bands above may be applied.

Figure 3.5 shows the main steps in a Monte Carlo simulation of a single electron. A carrier is initialized by selecting its three components of momentum from a Maxwellian distribution for the lattice temperature \( T \). The carrier then accelerates freely under the applied electric field until it is determined that scattering has occurred. This determination is based on the total scattering rate as a function of carrier state and on a
Figure 3.5: Flowchart for a Monte Carlo simulation. $I$, number of iteration completed; $N$, number of interactions specified; $RN$, random number; FFT, free flight time; $E$, electric field; $e$, energy; $P$, momentum; $v$, velocity; $T$, temperature; $k$, electron wavevector and $f(k)$ carrier distribution function.
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pseudorandom number selected at the beginning of the free flight as described earlier. At the end of the flight another pseudorandom number is selected, which determines which of the various possible scattering processes has occurred. Once a scattering mechanism has been selected, additional pseudorandom numbers determine the initial state of the carrier for the next free flight. These steps are repeated until a specified number of interactions have occurred or until a specified time has elapsed.

We may also simulate the dynamics of several electrons in an inhomogeneous system, such as an electronic device. The electric field experienced by any electron is the resultant of the applied field and the field due to any space charge created by the other electrons, holes and fixed impurity charge centres in the semiconductor. The redistribution of electrons described above changes the electric field in the system, which can be calculated by solving Poisson’s equation, taking account of the boundary conditions at the electrodes and device surfaces. The calculation loop of electron free flight, scattering and solution of Poisson’s equation must be repeated iteratively for many timesteps until the steady-state flow of electrons is reached.

The exact choice of the Monte Carlo simulation scheme is largely governed by the nature of the problem. For example whether the need is to simulate steady-state or transient phenomena and whether or not the sample in question is inhomogeneous. Steady-state, homogeneous transport may be modelled using a single particle simulation, whereas time and space-dependent phenomena generally require simulation of the motion of a large number of particles simultaneously. The latter is the case in the application of Monte Carlo algorithms to the study of semiconductor devices as described in detail in a number of textbooks and reviews [75,76]. In summary we may consider Monte Carlo simulations to fall into three main types:

1. One particle Monte Carlo simulation

   It is assumed that the electric field is known and then the dynamics of a single particle is followed in time. In the steady-state, the time-averaged behaviour of the simulated particle can be used to predict the properties of a many particle system when the transport history over a long time is representative of the behaviour of all other particles in the system.
2. **Ensemble Monte Carlo simulation**

The dynamics of a large number of particles is simultaneously simulated with an assumed field. The properties of the ensemble at any given time, including distribution functions and ensemble averages, can be used to predict the time-dependent properties of a many particle system in which the field is constant in time.

3. **Self-consistent ensemble Monte Carlo simulation**

An ensemble Monte Carlo simulation is carried out in which the particles move in a spatially varying electric field that is determined self-consistently as a function of time from the solution of Poisson's equation for the instantaneous particle distribution.

### 3.3.1 Device simulation model

We have used the self-consistent ensemble Monte Carlo method for the simulation of GaN devices. Our model is based on SLURPS (Software Library for Universal Random Particle Simulations), which has been developed at the University of Durham in recent years to model a wide range of electronic devices. In this project the capabilities of SLURPS have been developed further to make possible simulation of electronic transport in nitride semiconductors (such as GaN, AlN, InN and their alloys) in the wurtzite phase and devices based on them. In particular, a five-valley model of the conduction band of a wurtzite semiconductor has been introduced into SLURPS. In addition, the polarization charges resulting from the piezoelectric effect in strained layers, and the effects of electron trapping in nitride materials have been included.

SLURPS comprises a library of routines, each of which is designed to perform a specific task in the simulation, such as drifting the particles, scattering rate calculations, specifying charge distributions, solving Poisson's equation, etc. In order to describe all these effects accurately, it is necessary to have a knowledge of the device geometry and dimensions, the band structure of the material used and other physical constants that are necessary for calculating the rates for the relevant carrier scattering mechanisms.

The geometry of the device to be simulated is specified at the beginning of the
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Figure 3.6: Device geometry and discretization of a MESFET. There are three regions and three contacts S, G and D. The mesh cells are uniform within any single region and match at the joins.

simulation by defining it in an $x - y$ plane as a set of joined rectangular regions, each with uniform doping and other material parameters, and a set of contact regions. All physical quantities are assumed constant in the $z$ direction (device width). Figure 3.6 shows a simple example of joined rectangular regions and contacts for a MESFET structure. The solution of Poisson’s equation is based on a finite difference method which requires that all the rectangular regions of the device are divided into uniform arrays of two-dimensional mesh cells. The cells may differ in form from region to region but it is necessary that they match in size along the join between two adjacent regions. In figure 3.6 the rectangular regions 1 and 3 have identical uniform mesh cells which are different from those in region 2, but match at the joins. The cells also form the frame of reference in which the particles move under the influence of the electric field. The definition of the mesh (shape and size of the cells) is dependent on the details of the device and the simulation, since, for example, the resolution of the electric field is limited by the size of the mesh cells.

After setting all the material and device parameters, the simulation is started
in a state of charge neutrality everywhere in the device. The simulated particles are distributed appropriately among all the mesh cells to achieve the required neutrality. Because the number of electrons in a real device \((n)\) is normally extremely large it is impossible to simulate the motion of all of them by the Monte Carlo method. Therefore in the self-consistent approach a set of \(N_{sp}\) superparticles \((N_{sp} \ll n)\) which are intended to be representative of the electrons is considered instead. For the superparticle dynamics to be representative of the electrons, the response of each superparticle to the electric field and scattering interactions must be the same as that of an electron. However, for the purposes of calculating the electric field inside the device and the current flow through the electrodes it is necessary for the total charge of the superparticles to be the same as the total electronic charge. In the two-dimensional device models used here there is no variation of electron density or electric field normal to the \(x - y\) plane and the superparticles may be considered to be charge rods extending infinitely in the \(z\)-direction. The charge per unit length of the charge rods is then taken as

\[
q_{sp} = -en/N_{sp}W
\]  

(3.24)

where \(W\) is the device width. It then follows that the total superparticle charge in a range of \(z\) equal to the device width is the same as the total electronic charge within the real device.

Initially, all the superparticles in the device are made to occupy the lowest conduction band valley of the constituent semiconductor and are assigned wavevectors corresponding to a Maxwellian distribution. The superparticle system is sampled at regular time intervals (typically 1 femtosecond) and the charge within a cell is calculated. The simplest method for assigning charged particles to cells is the nearest-grid-point scheme in which the total charge found in a cell is assigned to the midpoint of that cell (figure 3.7). After each sampling Poisson’s equation is solved and the electric field is updated.

Poisson’s equation is solved by a combined fast Fourier transform [77–79] and Bunean cyclic reduction [80] method developed by Walmsley and Abram [81]. This calculational scheme is integrated with a capacity matrix approach [82] that facilitates the use of individual rectangular regions to form more complicated structures.

The information on the state of each particle in the simulation may be used to
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Figure 3.7: Nearest-grid-point method for charge assignment in two-dimensions. The charge density at a mesh point \( P_{ij} \) is taken to be the total charge in the mesh cell surrounding the mesh point \( P_{ij} \) divided by the cell area. Note discretized electric field \( E_{ij} \) and electric potential \( \phi_{ij} \), \( (E = -\nabla\phi) \) are used in the solution of Poisson's equation.

calculate various properties of the ensemble and hence make predictions about the behaviour of a real material or device. For example, ensemble averages of particle velocity or energy may be obtained at a specified time, either for the whole system or for some limited region of space. In the case of a device simulation, the currents at various terminals may also be calculated, in addition to the extraction of microscopic information.

In this way it is possible to study the time-dependent behaviour or transient response of a system. Such results are subject to statistical error due to the limited number of particles used in the simulation. Obviously errors can be reduced by increasing the number of particles, but they can also be reduced when considering the steady-state properties of a system by averaging the relevant data over time.
3.4 High-field simulation in bulk GaN

In this section, we report calculations of the transport properties of zincblende and wurtzite GaN which are relevant to high-power and high-temperature device applications of the materials.

3.4.1 Steady-state drift velocity in bulk GaN structures

Electron drift velocity as a function of electric field is important in determining the performance of high-speed and microwave semiconductor devices. Here we show the results of the steady-state velocity-field characteristics in the zincblende and wurtzite phases of bulk GaN. Steady-state drift velocity, average electron energy and valley occupancy are presented, and the differences between the transport properties of the two phases are discussed. All simulations are for 300 K with an impurity concentration of $10^{22}$ m$^{-3}$.

Figure 3.8 shows the simulated velocity-field characteristics of wurtzite and zincblende GaN with the electric field applied along the hexagonal c-axis (wurtzite) or one of the cubic axes (zincblende). The solid circle curves represent simulation results obtained using non-parabolic valleys and the open square curves are for the parabolic band approximation. The difference in the calculated drift velocities between the zincblende and wurtzite phases of GaN can be explained in terms of the band structures of the two phases. The simulations show that the zincblende phase has the higher peak drift velocity of around $2.7 \times 10^5$ ms$^{-1}$, while that for wurtzite is about $2.3 \times 10^5$ ms$^{-1}$. At higher electric fields, intervalley optical phonon emission dominates, causing the drift velocity to decrease and saturate below $2 \times 10^5$ ms$^{-1}$ for both phases. The peaks in the characteristics are the result of the onset of significant scattering into the satellite conduction band valleys and the threshold field for this is a function of the intervalley separation and the density of electronic states in the satellite valleys. Inspection of figure 3.8 shows the threshold fields to be $1.5 \times 10^7$ and $2.1 \times 10^7$ Vm$^{-1}$ for the zincblende and wurtzite phases, respectively. Our drift velocity results for both phases of GaN show good agreement with other Monte Carlo calculations [29,58,59]. The values of
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Figure 3.8: Calculated steady-state electron drift velocity in bulk wurtzite and zincblende GaN using the parabolic (PB) and non-parabolic (NPB) band models at room temperature.

drift mobility at low electric fields, can be estimated from the slope of the velocity-field curve. The calculated low field drift mobility in the zincblende and wurtzite phases are, respectively, 1100 cm²V⁻¹s⁻¹ and 790 cm²V⁻¹s⁻¹ which is lower than values calculated by the iterative model.

The calculated electron kinetic energy as a function of applied electric field for the various valleys in two phases are depicted in figure 3.9. As a result of the smaller Γ-valley effective mass in zincblende GaN, there is a more rapid increase in the electron kinetic energy with increasing field for the zincblende phase. The importance of electron intervalley transfer at high electric fields can be clearly seen in figure 3.10. In this figure the fractional valley occupancies for both phases of GaN are plotted. It is obvious that the inclusion of satellite valleys in the simulations is important. Significant electron transfer to the upper valleys only begins to occur when the field strength
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Figure 3.9: Calculated steady-state average electron energy in bulk wurtzite and zincblende GaN as a function of applied electric field in different valleys at room temperature.

is very close to the threshold value. At the threshold field the valley occupancies for the zincblende case are 18% and 2% for the X and L valleys, respectively. For the wurtzite phase we find that at the threshold field the $\Gamma_1$, $U$, $K$, $M$ and $\Gamma_3$ occupancies are 94%, 5%, 0.5%, 0.3% and 0.2%, respectively.

The total average electron kinetic energy as a function of electric field is shown in figure 3.11, for wurtzite GaN (open-circle curve) and zincblende GaN (solid-circle curve). It can be seen that initially, kinetic energy increases with the electric field, due to the large proportion of electrons in the low mass $\Gamma$ valley of both crystal structures. However, as the field increases, the electrons transfer to higher valleys with higher mass and increased scattering which causes a substantial reduction in the rate of increase of average kinetic energy. The detailed differences in the behaviour of the average electron energy with field for the two crystal structures is simply due to the different band structure features.
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Figure 3.10: Fractional occupation of the central and satellite valleys of wurtzite and zincblende GaN as a function of applied electric field using the non-parabolic band model at room temperature.

Figure 3.11: Total average electron kinetic energy as a function of applied electric field in bulk zincblende and wurtzite GaN at room temperature.
3.4.2 Effect of field direction

To investigate the effect of electric field direction on the steady-state velocity-field characteristics of wurtzite GaN, simulations have been performed for electric fields in the $\Gamma$-A and $\Gamma$-M directions. The drift velocities for an electric field along the $\Gamma$-A ($c$-axis) and $\Gamma$-M (parallel to basal plane) directions of the Brillouin zone are shown in figure 3.12a. At low electric fields, the drift mobility can be estimated from the slope of the velocity-field curve. For field values below $10^6 \text{ Vm}^{-1}$ the calculated low field drift mobility in the $\Gamma$-M and $\Gamma$-A directions are, respectively, $1000 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$ and $790 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$. The linear dependence of velocity on electric field begins to be lost around a field of $5 \times 10^6 \text{ Vm}^{-1}$ where the bulk of the particle ensemble has an energy of the order of the optical phonon energy and the emission of polar optical phonons begins. The two curves reach different peak velocities for fields of close to $2 \times 10^7 \text{ Vm}^{-1}$ although the peak velocity for the $\Gamma$-A direction occurs at a field which is some 5% higher than for the $\Gamma$-M direction. The peak values in $\Gamma$-M and $\Gamma$-A directions are, respectively, $2.7 \times 10^5 \text{ ms}^{-1}$ and $2.3 \times 10^5 \text{ ms}^{-1}$.

The reason for these differences is related to the higher effective mass of the $\Gamma_1$ valley in the A direction which reduces the low field mobility. It also means the field is less efficient in heating the electrons to the threshold for transfer to the U and K satellite valleys.

Figure 3.12b shows the corresponding average electron kinetic energy as a function of field, along the $\Gamma$-M and $\Gamma$-A directions. The curve for the direction applied parallel to the $c$-axis shows a lower average energy than that corresponding to the field in the basal plane which can be understood in a similar manner to the velocity results.
Figure 3.12: Simulated results of wurtzite GaN as a function of applied electric field using the non-parabolic band model along the Γ-A and Γ-M directions at room temperature. (a) Velocity-field characteristic and (b) Average kinetic energy.
3.4.3 Effect of temperature and electron concentration

Figure 3.13 shows the calculated electron drift velocity as a function of electric field strength for temperatures of 300, 450 and 600 K. The decrease in drift mobility with temperature at low fields is due to increased intravalley polar optical phonon scattering whereas the decrease in velocity at higher fields is due to increased intra and intervalley scattering. It can be seen from the figure that the peak velocity also decreases and moves to higher electric field as the temperature is increased. This is due to the general increase of total scattering rate with temperature, which suppresses the electron energy and reduces the population of the satellite valleys. This latter effect is apparent from the fact that the electron population in the Γ1-valley increases with temperature as shown in figure 3.14.

![Figure 3.13: Calculated electron steady-state drift velocity in bulk wurtzite GaN as a function of applied electric field at various lattice temperatures and assuming a donor concentration of $10^{22}$ m$^{-3}$. The peak drift velocity decreases by about 20% while the threshold field increases by same percent as the lattice temperature increases from 300 to 600 K.](image-url)
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Figure 3.14: Fraction of electrons in the $\Gamma_1$ valley of wurtzite GaN as a function of applied electric field versus temperature.

Figure 3.15 shows how the velocity-field relation changes with temperature for electrons in the most populated $\Gamma_1$ and U valleys. There are significant statistical fluctuations in the results for the drift velocity of electrons in the U valleys for fields around $2 \times 10^7$ Vm$^{-1}$, which are caused by the relatively small number of superparticles occupying the valleys just above the threshold for intervalley transfer. Nevertheless it can be seen that the average drift velocity decreases as the temperature increases for both valleys. Comparison of the temperature dependence of the transport properties in wurtzite GaN (figure 3.13) and GaAs (figure 3.16) shows that the change in peak velocity of GaN from 300 K to 600 K is a reduction of about 35% whereas for GaAs it is about 78%. Therefore, the electron velocity in GaN is less sensitive to temperature than in GaAs [60–62], and GaN devices are expected be more tolerant to self-heating and high ambient temperature.

Figure 3.17 shows how the velocity-field characteristic of wurtzite GaN changes with impurity concentration at 300 K. It is clear that with increasing donor concentration, there are small changes in the average peak drift velocity and the threshold field. The results show the trend expected from increased ionized impurity scattering is in good general agreement with recent calculations by other workers [62,63].
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Figure 3.15: Temperature dependence of the drift velocity in the $\Gamma_1$ and U valleys in wurtzite GaN as functions of electric field.

Figure 3.16: Calculated electron steady-state drift velocity in bulk GaAs as a function of applied electric field at various lattice temperatures and assuming a donor concentration of $10^{22}$ m$^{-3}$. 
3.4.4 Transient electron transport in bulk GaN

It is interesting to study how electrons, initially in equilibrium, respond to the sudden application of a constant electric field. Velocity overshoot can occur for electrons in semiconductors when the relaxation rate of momentum is larger than that of energy [29]. The main mechanism that makes the relaxation rate of momentum larger than that of energy is the intervalley scattering when the electrons have reached an energy where transfer to the satellite valleys is possible. Application of a field comparable to the threshold field is necessary for the electrons to be sufficiently excited.

In figures 3.18a and 3.19a we show the transient response of electron velocity for both phases of GaN for fields up to $5 \times 10^7$ V m$^{-1}$. In wurtzite GaN, we find very little or no overshoot occurs below the threshold field of $2.1 \times 10^7$ V m$^{-1}$. As the electric field strength is increased to a value above the threshold field, overshoot begins to occur. As the field strength is increased further, both the peak overshoot velocity increases and the time for overshoot relaxation decreases. In zincblende GaN, the velocity overshoot initially increases more rapidly with increasing electric field due to the lower $\Gamma$ valley effective mass. For example, at $5 \times 10^7$ V m$^{-1}$, the maximum overshoot velocity for

![Figure 3.17: Electric field dependence of the drift velocity in wurtzite GaN at 300 K for various donor concentrations.](image-url)
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Figure 3.18: (a) Transient response of electron velocity in bulk zincblende GaN to different applied electric field using the non-parabolic band model, (b) The fractional valley occupancy for applied electric field equal $5 \times 10^7 \text{ Vm}^{-1}$. Zincblende GaN is about $8 \times 10^5 \text{ ms}^{-1}$, whereas for wurtzite GaN it is about $4.8 \times 10^5 \text{ ms}^{-1}$. It is found also that for the same value of the electric field above the threshold value, the electron drift velocity is always smaller in wurtzite GaN than in zincblende.

Also a peak saturation drift velocity ratio of approximately 2:1 is found for the wurtzite structure, while that for zincblende is close to 4:1. This difference is because of the smaller intervalley energy separation and smaller $\Gamma$ valley effective mass in the zincblende phase. The smaller intervalley separation means that electrons can transfer to the upper valleys quicker, which reduces the average electron velocity owing to the upper valley’s larger effective mass. The electron ensemble relaxes to a saturation drift velocity of approximately $2 \times 10^5 \text{ ms}^{-1}$ within 3ps in both structures, which is in very good agreement with Foutz et al. [63] who used a three-valley model. The evolution of the valley occupancies for both phases of GaN are also shown in figures 3.18b and 3.19b for an applied electric field equal $5 \times 10^7 \text{ Vm}^{-1}$. The time for the satellite valley occupancies to reach steady-state depends on the value of the electric field.
3.5 Bulk transport properties in AlN and InN

In order to provide some comparison between the electron transport properties of different nitride semiconductors we have also carried out Monte Carlo simulations for wurtzite InN and AlN. The band structure parameters are estimated from recent band structure calculations [34, 65, 66] and are given in table 3.1. We report initially on the steady-state results and then the transient results.

### 3.5.1 Steady-state electron transport

The bulk group-III nitride velocity-field characteristics, predicted by our model are shown in figure 3.20. For all cases, the temperature is 300 K and the donor concentration is $10^{22}$ m$^{-3}$. We see that each compound exhibits a peak in its velocity-field characteristic. The peak drift velocity for InN is around $2.7 \times 10^5$ ms$^{-1}$, while those for GaN and AlN are about $2.3 \times 10^5$ ms$^{-1}$ and $1.7 \times 10^5$ ms$^{-1}$, respectively. At higher

---

**Figure 3.19:** (a) Transient response of electron velocity in bulk wurtzite GaN to different applied electric field using the non-parabolic band model, (b) The fractional valley occupancy for applied electric field equal $5 \times 10^7$ Vm$^{-1}$. 
electric fields the drift velocity decreases, eventually saturating at around $1.6 \times 10^5$ m/s for both GaN and AlN and at $1.1 \times 10^5$ m/s for InN. The threshold fields are $2.1 \times 10^7$ V/m and $4.4 \times 10^7$ V/m for GaN and AlN, respectively.

For InN the peak drift velocity occurs at a significantly lower electric field of about $10^7$ V/m which is in good agreement with the results of Bellotti, who used a five-valley model [65], and of O‘Leary et al. [66], who used a three-valley model. It should also be noted that the drift velocity of InN is substantially greater than that of GaN for low electric fields. The behaviour of InN can be explained in terms of the energy band structure. In particular, the different electron effective mass within the central valley (0.11 $m_0$ in InN versus 0.2 $m_0$ and 0.31 $m_0$ in GaN and AlN, respectively).

The valley occupancies for the $\Gamma_1$, $U$, $\Gamma_3$, $M$ and $K$ valleys are illustrated in figure 3.21 and show that the inclusion of the satellite valleys in the simulation is important.

<table>
<thead>
<tr>
<th></th>
<th>GaN</th>
<th>InN</th>
<th>AlN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\Gamma_1}^*$</td>
<td>0.2</td>
<td>0.11</td>
<td>0.31</td>
</tr>
<tr>
<td>$m_{U}^*$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.39</td>
</tr>
<tr>
<td>$m_{\Gamma_3}^*$</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>$m_{M}^*$</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>$m_{K}^*$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.54</td>
</tr>
<tr>
<td>$\alpha_{\Gamma_1}$</td>
<td>0.189</td>
<td>0.419</td>
<td>0.32</td>
</tr>
<tr>
<td>$\alpha_{U}$</td>
<td>0.065</td>
<td>0.065</td>
<td>0.5</td>
</tr>
<tr>
<td>$\alpha_{\Gamma_3}$</td>
<td>0.029</td>
<td>0.036</td>
<td>0.029</td>
</tr>
<tr>
<td>$\alpha_{M}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$\alpha_{K}$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.03</td>
</tr>
<tr>
<td>$\Gamma_1 - U$</td>
<td>2</td>
<td>1.9</td>
<td>0.61</td>
</tr>
<tr>
<td>$\Gamma_1 - \Gamma_3$</td>
<td>1.9</td>
<td>1.6</td>
<td>1.3</td>
</tr>
<tr>
<td>$\Gamma_1 - M$</td>
<td>3</td>
<td>2.2</td>
<td>0.9</td>
</tr>
<tr>
<td>$\Gamma_1 - K$</td>
<td>3.1</td>
<td>2.63</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 3.1: Valley parameter selections for wurtzite GaN, InN and AlN
Significant intervalley scattering into the satellite valleys occurs for fields above the threshold field for each material. This is important because electrons which are near a valley minimum have small kinetic energies and are therefore strongly scattered. It is apparent that intervalley transfer is substantially larger in InN over the range of applied electric fields shown, due to the combined effect of a lower $\Gamma_1$ effective mass, lower satellite valley separation energy, and slightly lower phonon scattering rate within the $\Gamma_1$ valley. Figure 3.21 also shows the electron energy distribution functions for various valleys at an electric field of $5 \times 10^7$ Vm$^{-1}$, which is in the saturation regime. These distribution functions show similar features to those described previously for GaN and can be interpreted in terms of each material’s band structure. We notice that the electron populations in the $\Gamma_1$ valley of InN and GaN increase until an energy of around 2 eV and after that decrease due to scattering to the satellite valleys. The behaviour of AlN is quite different. This is because of the relatively small $\Gamma_1$-satellite valley energy separation and the larger $\Gamma_1$ effective mass of AlN. At the field corresponding to the peak velocity in AlN we find, occupancies of 15% and 3% for the U and K valleys, respectively, while Albrecht et al. [33,60] used a three-valley model to obtain occupancies of 21% and 5%.
Figure 3.21: Comparison of the valley occupancies and their normalized electron distribution function in wurtzite InN and AlN with GaN for $\Gamma_1$, $U$, $\Gamma_3$, $M$ and $K$ valleys at room temperature.
3.5.2 Transient electron transport

We have also examined transient electron transport in bulk AlN and InN. The transient response of electrons in InN, GaN and AlN are compared in figure 3.22 for different electric field strengths. Note that the overshoot velocity in InN is higher and is more enduring than for the other materials. When the field is increased to \(5 \times 10^7 \text{ Vm}^{-1}\) the peak velocity in InN increases to \(6 \times 10^5 \text{ ms}^{-1}\). The velocity overshoot effect in AlN is markedly weaker. This is because of the smaller intervalley energy separation, 0.61 eV (versus 2 eV in GaN and 1.6 eV in InN) and larger \(\Gamma\) effective mass, 0.31 \(m_0\) (versus 0.2 \(m_0\) in GaN and 0.11 \(m_0\) in InN). The smaller satellite energy separation means that the electrons readily transfer to the satellite valleys, resulting in a reduced average electron velocity and the rapid removal of overshoot.

![Figure 3.22: A comparison of the velocity overshoot effect exhibited by the group-III nitride semiconductors as calculated by our Monte Carlo simulation. The donor concentration is \(10^{22} \text{ m}^{-3}\) and the temperature is 300 K.](image)
3.6 Conclusions

The temperature and electron doping dependences of the electron drift mobility in both phases of GaN at low electric field have been calculated using an iterative model. It is assumed that the electrons remain in the Γ valley of the conduction band, which is taken to be isotropic and non-parabolic. Our calculations show the low-field mobility is higher for the zincblende structure due to the lower effective mass in the central Γ valley. We have also found that piezoelectric and ionized impurity scattering processes are important at low temperatures.

High field transport calculations in GaN structures have also been performed using an ensemble Monte Carlo simulation. For the wurtzite structure a five-valley conduction band model has been used to simulate bulk transport properties in high electric fields. The model includes intravalley scattering due to optical and acoustic phonons and ionized impurities and intervalley phonon scattering. We have shown that the drift velocity initially increases with applied electric field to reach a maximum and then decreases, giving rise to a negative differential mobility. The reduction in drift velocity can be attributed to the transfer of electrons from the high mobility central Γ valley to the lower mobility satellite valleys.

Other results of the simulations, specifically the average electron energy, valley occupancy and normalized distribution functions show the importance of the population of the satellite valleys. We have shown the field required to produce the highest drift velocity is bigger for wurtzite GaN than for the zincblende phase. The difference is because of the larger Γ valley effective mass and the Γ-satellite valley separation in wurtzite GaN. However, the large threshold field of wurtzite GaN is attractive for high-power electronic applications, as is the relatively low temperature sensitivity of the transport properties that we have demonstrated.

In the case of wurtzite GaN, the electron transport has been modelled with an electric field applied both parallel and perpendicular to the (0001) c-axis. The velocity field curve exhibits a noticeable anisotropy with respect to field direction. The peak drift velocity has a maximum value of to $2.7 \times 10^5$ ms$^{-1}$ for a field in the direction parallel to the basal plane but $2.3 \times 10^5$ ms$^{-1}$ in the c-axis direction.
3.6. Conclusions

Steady-state and transient electron transport in wurtzite InN and AlN has also been examined and compared with that for GaN. For all materials, we find that electron velocity overshoot only occurs when the electric field is increased to a value above a critical field, specific to each material. The computed velocity field characteristics show that InN has superior transient electron transport properties. We have also shown that GaN exhibits much more pronounced overshoot effects compared to AlN but at much higher electric fields.
Chapter 4

GaN-based $n^+\text{-}n\text{-}n^+$ Diodes

4.1 Introduction

In this chapter, we report the use of our ensemble Monte Carlo simulation to study the properties of a GaN $n^+\text{-}n\text{-}n^+$ diode. The motivation for the study is that the simulation of that simple structure can provide useful insight into some of the transport effects that occur in the more complex devices such as MESFETs and HFETs that are considered in subsequent chapters.

Tomizama et al. [67] were the first to simulate a submicron GaAs $n^+\text{-}i\text{(n)-}n^+$ diode by the ensemble Monte Carlo technique using a two valleys model. Our simulations are similar in nature but use the five-valley model appropriate for wurtzite GaN. Steady-state results of high field transport studies have been obtained for lattice temperatures up to 600 K, in order to gain some insight into the hot carrier transport and the energy distribution function that would be generated in the gate-drain region of a power field effect transistor. The parameters used in the present Monte Carlo simulation for wurtzite GaN are the same as those used in chapter 3. In section 4.2 and 4.3, we discuss the transport properties of a GaN based $n^+\text{-}n\text{-}n^+$ diode, and the effects of the doping and the length of the active layer are considered. Section 4.4 draws brief conclusions from the results.
4.2 Device structure

The device considered is the one-dimensional GaN $n^+$-$n$-$n^+$ structure of total length 1 $\mu$m shown in figure 4.1. A lightly doped active layer ($n$-layer) is sandwiched between cathode and anode ($n^+$) layers, which are abruptly doped with a donor density of $10^{24}$ m$^{-3}$. The length of the active layer is either 0.6 $\mu$m or 0.4 $\mu$m. Approximately $10^4$ particles are used in the simulation and lattice temperatures up to 600 K are considered. The applied anode voltage $V_a$ is varied between 10 and 50 V to investigate the effects of field variations on the transport properties. This range of voltages is large enough that velocity overshoot and intervalley transfer effects occur.

![Doping profile for the GaN based $n^+$-$n$-$n^+$ diode.](image)

**Figure 4.1:** Doping profile for the GaN based $n^+$-$n$-$n^+$ diode.

4.3 Transport results and discussion

Figure 4.2a shows the distribution of hot electrons throughout the GaN $n^+$-$n$-$n^+$ diode in the steady-state at 300 K with a bias of 50 V when the active layer doping level is $10^{21}$ m$^{-3}$. It is apparent that there is a significant concentration in the satellite valleys on the anode side of the active layer. These electrons have attained enough energy under the action of the electric field to be scattered into satellite valleys.

Figures 4.2b and 4.2c show the corresponding distribution of energy and velocity parallel to the electric field. The electrons in the active layer can be divided into three
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Figure 4.2: (a) Hot electron position throughout the simulated GaN n⁺-n-n⁺ diode, (b) Energy distribution and (c) Velocity distribution. The bolder points represent hot electrons in the upper valleys (U, M and K valleys). The applied anode voltage is $V_a = 50$ V and the results are at room temperature.
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main categories:

1. Electrons in the $\Gamma_1$ valley, travelling more or less ballistically towards the anode.

2. Electrons in the satellite valleys, which have been excited by the field in the active layer.

3. Electrons in the $\Gamma_1$ valley which have been back-scattered from the anode $n^+$-layer.

The electric field in the device as a function of position $x$ (see figure 4.1) is shown in figure 4.3 for anode voltages between 20 and 50 V. It is apparent from this figure and from figure 4.4d that essentially all the potential is dropped in the active layer. However, as a result of the inhomogeneous space charge the field does vary substantially with position, reaching a maximum magnitude near the anode.
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**Figure 4.3:** The electric field in the GaN $n^+-n-n^+$ diode for anode voltages between 20 and 50 V at room temperature.

Figures 4.4a-c show some features of the state of the device at temperatures of 300 K, 450 K and 600 K when the applied voltage is 50 volts. The free electron concentration through the device is plotted in figure 4.4a. The electrons diffuse from the cathode and anode into the active layer and are accelerated towards the anode by the field.
The resulting space charge causes the departure from a uniform electric field clearly apparent in figure 4.3.

Figure 4.4: Electron transport characteristics as a function of position in the model GaN diode at different temperatures. (a) Electron concentration, (b) Average drift velocity, (c) Average kinetic energy and (d) \( \Gamma_1 \) valley energy profile for \( V_a = 20 \) V and \( V_a = 50 \) V.

Figure 4.4b shows that the average drift velocity in the active layer has a maximum value of about \( 2.4 \times 10^5 \) ms\(^{-1} \) at 300 K. Raising the temperature to 600 K reduces the maximum drift velocity to a value of \( 1.6 \times 10^5 \) ms\(^{-1} \). A similar decrease of drift velocity with temperature was seen in bulk material (chapter 3) and is due to increased electron scattering. The plot of average electron kinetic energy across the device (figure 4.4c) provides further information on the dynamics. The electrons reach an average energy between 1.6 and 1.8 eV near the anode region and the more energetic electrons in
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The distribution have sufficient energy to transfer to the upper valleys. Finally the $\Gamma_1$ valley energy profile for two different voltages applied across the device are illustrated in figure 4.4d.

To investigate the temperature dependence of the valley occupancy and the related energy distribution functions in the active layer, we have simulated the GaN n$^+\cdot$n-n$^+$ diode with an applied voltage of 50 V and temperatures of 300 K and 600 K. The results are presented in figure 4.5. The high electric field in the active layer creates a significant electron population in the U, M and K valleys. Increasing the temperature from 300 K to 600 K causes some decrease in the population of the higher valleys. As noted earlier, this effect is due to increased phonon scattering which suppresses the heating of carriers by the electric field. Note, however, the effect is relatively small considering the large increase in temperature.

4.3.1 Effect of the active layer length and doping

To investigate how the diode behaviour is affected by active layer length, simulations have also been performed for a diode with a 0.4 $\mu$m active layer, keeping all other device parameters constant.

Figure 4.6 illustrates the effect on the transport properties of decreasing the length of the active layer when the applied anode voltage is 50 V. The maximum electron velocity for the 0.4 $\mu$m case is marginally greater than the 0.6 $\mu$m case and has a value of about $2.8 \times 10^5$ ms$^{-1}$ close to where the electron density has its minimum. Near the anode the velocity approaches the value for the longer active layer, which is characteristic of collision-dominated transport. As a result, the electron velocity averaged over the active layer is substantially greater in the 0.4 $\mu$m case because the region of quasi-ballistic motion near the cathode is a greater fraction of the active layer. Simulations that have been carried out for various active layer doping levels, but not shown here, demonstrate that the average drift velocity decreases slowly as the doping increases, but the effect is small because impurity scattering has a relatively small influence on hot carrier transport.
Figure 4.5: Valley occupation and the related energy dependence of electron distribution functions for $\Gamma_1$, $U$, $\Gamma_3$, $M$ and $K$ in a GaN wurtzite $n^+\text{-}n\text{-}n^+$ diode.
4.4 Conclusions

In this chapter the results of simulations of electron transport in GaN n⁺-n-n⁺ diodes have been reported. The diodes have highly doped n⁺-layers serving as the cathode and anode. The anode voltages \( V_a \) ranged from 10 to 50 V and lattice temperatures between 300 and 600 K have been considered. The electrons injected from the cathode initially travel quasi-ballistically but there is substantial transfer to the upper satellite valleys as the anode is approached, resulting in a reduced average electron velocity in that region. The peak drift velocity ranges from \( 2.2 \times 10^5 \) ms\(^{-1} \) to \( 2.8 \times 10^5 \) ms\(^{-1} \), with a donor density of \( 10^{21} \) m\(^{-3} \) and an active layer length of 0.6 \( \mu \)m. Raising the lattice temperature to 600 K reduces the peak drift velocity, but it still remains above \( 1.5 \times 10^5 \) ms\(^{-1} \). Our results also show that decreasing the length of the active layer increases the electron velocity averaged over the length of the device because quasi-ballistic transport occurs in a larger fraction of the device.

Figure 4.6: Electron transport data recorded as a function of position in the model n⁺-n-n⁺ diode at room temperature for two different active layer lengths when \( V_a = 50 \) V. The cathode-active layer interface is at 0.25 \( \mu \)m for the 0.6 \( \mu \)m device and at 0.35 \( \mu \)m for the 0.4 \( \mu \)m device. (a) Electron density, (b) Average drift velocity and (c) Kinetic energy.
Chapter 5

Simulation of GaN MESFETs

5.1 Introduction

In this chapter, results are presented relating to the Monte Carlo simulation of wurtzite GaN field effect transistors (MESFETs). The aim of the chapter is to provide an understanding of the important microscopic processes in such devices. In particular, we consider the effect of electron traps on the electrical characteristics of GaN MESFETs and make a comparison between devices with and without traps. The results are discussed and compared with experiments and calculations performed by other workers.

5.2 GaN Based MESFET

GaN has become an attractive material for power transistors [68–70] due to its wide band gap, high breakdown electric field strength, and high thermal conductivity. Also the material has a relatively high electron saturation drift velocity and low relative permittivity, implying potential for high frequency performance. However, set against the virtues of the material are disadvantages associated with material quality. GaN substrates are not readily available and the lattice mismatch of GaN to the different substrate materials commonly used means that layers typically contain between $10^8$ and $10^{10}$ threading dislocations per cm$^2$. Further, several types of electron trap occur in the device layers and have a significant effect on GaN devices.
5.3 Device structure and simulation details

A schematic diagram of the structure of a MESFET is shown in figure 5.1a. The device consists of ohmic source and drain contacts on either side of a Schottky gate contact on the surface of a semiconductor layer. Contact lengths and separations are typically of the order of a micrometre or less. The layer beneath the contacts is a doped n-type semiconductor, typically 0.1 \( \mu m \) to 0.2 \( \mu m \) thick. A buffer layer may be included between the active layer and the semi-insulating substrate of the device. In the absence of the gate, the active layer provides a channel for the passage of electrons between source and drain. Hence current flows through the device when a positive voltage is applied between the drain and source. However, the Schottky barrier gate creates a depletion region which constrains the channel, either partially or completely. Here we consider normally-on MESFETs in which the channel is not completely constricted at zero gate voltage. However, when a negative bias is applied to the gate, the width of the depletion layer increases and the channel is narrowed further. At a certain gate voltage, pinch-off is said to occur when the depletion region extends through the whole thickness of the channel.

SLURPS was originally developed for the simulation of bipolar and field effect transistors based on the compounds and alloys of Al, In, Ga, As, and P (see for example [71,72]), and has been thoroughly validated for such devices. Here its capabilities have been developed further to carry out simulations of electronic transport in field effect transistors based on group III-nitrides in the wurtzite crystal structure. The GaN MESFET that we have simulated is illustrated in figure 5.1b. In order to make comparison with experiment, we have used the same device geometry as Trassaert et al. [73]. The orientation of the c-axis of the wurtzite crystal structure is normal to the surface of the device. The overall device length is 3.3 \( \mu m \) (in the \( x \)-direction), with 0.3 \( \mu m \) gate and 0.5 \( \mu m \) source and drain lengths. The source to gate and gate to drain separations are 0.8 \( \mu m \) and 1.2 \( \mu m \), respectively. The source and drain contacts are ohmic and the Schottky barrier height of the gate is 1 eV.

In the simulations the ohmic source and drain contacts are assumed to be ideal and are described by Dirichlet boundary conditions with the potential and electron
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Figure 5.1: (a) Schematic representation of a MESFET and (b) Cross section of the GaN MESFET structure which we have considered in our simulation. The source and drain contacts have low resistance ohmic contacts, while the gate contact forms a Schottky barrier between the metal and the semiconductor epilayer.
concentration fixed. To maintain the latter condition, superparticles are added or re­moved in the immediate vicinity of the contact as appropriate. The Schottky barrier
gate is modelled by fixing the potential of the contact at a value equal to the applied
potential minus the barrier height. The ohmic and Schottky contacts absorb all su­perparticles that are incident on them. On the boundary of the device other than the
contacts, a zero value of the electric field normal to the boundary is prescribed and
any superparticles incident on the boundary are reflected. The source potential is set
at zero (reference potential), while the gate and drain have static or time-dependent
voltages applied. The timestep between sequential solutions of Poisson's equation is 1
fs. Electron transport is based on the five-valley model of wurtzite GaN described in
chapter 3. In order to reduce the statistical fluctuations associated with the stochastic
simulation to an acceptable level, 20,000 superparticles are used.

5.4 Simulation results

Figure 5.2 compares the instantaneous distribution of electrons throughout the device
in the steady-state for different gate and drain biases at room temperature. When
a positive potential $V_{ds}$ is applied to the drain, electrons flow from source to drain,
giving a current $I_{ds}$ from source to drain. The depletion region of the Schottky barrier
restricts the current path to the lower part of the channel and the buffer layer. At zero
drain bias (figure 5.2a), the depletion layer beneath the gate has a symmetric shape. At
zero gate and drain bias, the depletion region corresponds to that associated with the
built-in potential of the Schottky barrier, but is larger for the case of gate bias $V_{gs} = -1$
V shown here. As $V_{ds}$ is increased from zero, the depletion layer becomes asymmetric
in shape since the potential difference between the gate and the channel is greater at
the drain end than the source end of the gate. The channel is more constricted at the
drain end of the gate (see for example at $V_d = 18$ and 30 volt in figures 5.2b and 5.2c)
and the field along the channel is also higher in that region.

As the drain-source voltage is increased still further, the field at the drain end of the
gate approaches the value at which the electron velocity along the channel saturates.
Beyond this value, which corresponds to the threshold voltage in the drain current-voltage characteristics, further increase in drain-source voltage does not substantially increase the drain-source current. The length of the region of the channel over which the electrons are in velocity saturation increases and there is some carrier accumulation within the channel. The depletion layer edge at the drain end of the gate also moves closer to the drain as the drain-source voltage increases. Note also that the transition between the gate depletion region and the charge neutral bulk is far from sharp on the drain side. At a sufficiently negative gate potential the depletion layer punches through to the high-resistivity buffer layer, and the source and drain electrodes are connected only by leakage paths within the buffer layer and substrate (see figure 5.2d). An important factor in the high frequency performance of the MESFET is the time taken for electrons to traverse the region of the device beneath the gate, and the performance is enhanced by a high average electron velocity through that region. In this connection
it should be pointed out that GaN offers a higher electron velocity in short gate devices than GaAs as is shown in subsequent sections.

The spatial distribution of hot electrons throughout the device for each valley at $V_{gs} = -1\, \text{V}$ and $V_{ds} = 50\, \text{V}$ for room temperature operation is shown in figure 5.3. Electrons are seen to exist in the upper valleys only to the right of the high field region, which exists on the drain side of the gate, because it is only there that the electrons have attained enough energy to be scattered into the satellite conduction valleys. Also note there is an injection of electrons from the channel into the buffer layer; a process which is eventually opposed by the electric field created by the resulting negative space charge in the buffer layer. Figure 5.3 also shows that the distribution of electrons occupying the upper valleys extends a significant way towards the drain region where the electric field is much lower. This is a result of the finite time that it takes for phonon scattering to return the electrons to the $\Gamma$-valley.

Figure 5.4 shows the valley electron occupancies throughout the device. It can be seen that significant electron transfer to the upper valleys only begins to occur under the gate. Approximately 20% of the electrons occupy the higher valleys (mainly U and M valleys) in the vicinity of the gate which is similar to the valley occupancy ratio in the active layer of the $n^+-n-n^+$ diode discussed in the previous chapter.

Figure 5.5 shows various microscopic properties of the device when the source-drain bias is 50 V and the gate voltage is $-1\, \text{V}$; specifically the longitudinal electric field, the $\Gamma$-valley band profile, the electron kinetic energy, the average drift velocity and the total electron density as a function of distance from the source. The longitudinal electric field plotted in figure 5.5a shows the high electric field in the region under the gate, which has been referred to earlier. Related to this is the $\Gamma$-valley band profile throughout the device in figure 5.5b. Note almost all the drain-source potential is dropped within the gate-drain region, leaving a flat potential profile near the source and drain. As electrons move towards the drain, they lose potential energy and gain sufficient kinetic energy to transfer to the upper conduction valleys where their drift velocity is reduced. The variations of average electron kinetic energy and average drift velocity throughout the simulated device are shown in figures 5.5c and 5.5d, respectively. The average
Figure 5.3: The distribution of hot electrons at room temperature for $V_{gs} = -1 \text{ V}$, $V_{ds} = 50 \text{ V}$ in central $\Gamma$ valley and upper valleys.
electron velocity reaches about $2.1 \times 10^5$ m/s and then declines towards the drain. The steep decrease in the average kinetic energy on the drain side of the gate is due to the transfer of electrons to the upper valleys. The electron density through the device is shown in figure 5.5e. The gate depletion region is clearly seen where the electron density is several orders of magnitude lower than it is near the source and drain.

![Graphs showing valley occupation ratios](image)

**Figure 5.4:** The valley occupation ratios for the central $\Gamma_1$-valley and upper valleys when the source-drain bias is 50 V and the gate voltage is $-1$ V at $T = 300$ K.
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Figure 5.5: Three dimensional distribution of electron data recorded through the simulation of the GaN MESFET when the source-drain bias is 50 V and the gate voltage is −1 V at room temperature. This figure shows: (a) Longitudinal electric field, (b) Γ-valley conduction band profile, (c) Average kinetic energy, (d) Drift velocity and (e) Electron density.
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5.4.1 Gate-length effect

The effect of gate length on electron transport in GaN MESFETs has been studied. Figure 5.6 illustrates the average electron velocity through the device as a function of distance along the channel for various gate lengths. It is apparent from this figure, that higher velocities are reached as the gate length is reduced as a result of the increase in longitudinal electric field and velocity overshoot effects. It follows that the electron transit time under the gate is reduced in two ways; there is a reduction in the transit length and also the electron velocity is larger.

The high value of the field at the source-end of the gate is responsible for the almost ballistic acceleration of the electrons as soon as they enter the channel region under the gate. Figure 5.6 shows also that the velocity overshoot reaches its maximum around the centre of the gate, but drops rapidly because of the occurrence of intervalley transfer. As a result, shorter gates lead to higher cutoff frequencies but they are also expected to lead to smaller breakdown voltages. Impact ionization is not included in the simulation model and breakdown is not considered here.

![Figure 5.6: Average electron velocity in the simulated GaN MESFET with different gate lengths when the source-drain bias is 50 V and the gate voltage is \(-1\) V at \(T = 300\) K. (Note the source end of the gate is kept in the same place)](image)
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5.4.2 *I-V* characteristics

The drain current is obtained by counting the net charge flow through the drain contact. Figures 5.7a and 5.7b show the calculated drain current versus drain-source voltage at different gate biases for temperatures of 300 K and 420 K. Figure 5.7c shows the experimental results for the same device obtained by Trassaert *et al.* [73] at 300 K and a further presentation of the simulation results to facilitate comparison. The simulated characteristics at 300 K show good saturation behaviour with a knee voltage around 20-30 V and a saturation drain current of about 2200 mA mm\(^{-1}\) for \(V_{gs} = 0\) V. The high drain current density is encouraging for the use of GaN for high-power applications [88].

From figure 5.7a it is clear that the device is not completely pinched-off even at large negative gate bias (\(V_{gs} = -15\) V) which is due to strong electron injection into the buffer layer at high electric fields. An increasing fraction of the drain current flows through the buffer as the drain voltage increases. At \(V_{ds} = 80\) V essentially the whole drain current flows entirely through the buffer. To obtain some idea of the effect of high temperature on GaN MESFETs, simulations were carried out at \(T = 420\) K, keeping the other device parameters unchanged. The *I-V* curves obtained are shown in figure 5.7b. Comparing the *I-V* curves at \(T = 300\) and 420 K, it can be seen that the drain current is somewhat lower at the higher temperature, due to increased phonon scattering, but the effect is not major. The transconductance of the MESFET is given by

\[
g_m = \left. \frac{\Delta I_d}{\Delta V_g} \right|_{V_d} \tag{5.1}
\]

and is calculated from figure 5.7a to be about 140 mS mm\(^{-1}\) at 18 V drain bias and \(-1\) V gate voltage for room temperature. When the drain bias is increased to 50 V at the same gate voltage, the transconductance increases approximately to 200 mS mm\(^{-1}\). In comparison, good GaAs MESFETs without a gate recess have a transconductance around 110 mS mm\(^{-1}\) [90–92]. The higher value of transconductance in simulated GaN MESFET is related to a higher drain current.
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Figure 5.7: (a) The simulated drain current versus drain voltage at $T = 300$ K, (b) The simulated drain current versus drain voltage at $T = 420$ K and (c) Comparison of the experimental $I-V$ characteristics for the same device at $T = 300$ K [73] with the simulated device.
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Figure 5.7c shows the general shape of the simulated $I$-$V$ characteristics is similar to the experimental measurements but the predicted drain currents are higher. Trassaert et al. [73] have suggested that the existence of traps in GaN crystals can be responsible for lower currents than expected in theoretical calculations. Therefore, in the next section we discuss simulations performed with the specific aim of studying the effects of trapping on the electronic transport behaviour and electrical characteristics of GaN MESFETs.

5.5 Trapping effects in GaN MESFETs

Our Monte Carlo simulations of GaN MESFETs show higher drain currents than seen in experiment. The discrepancy might be explained by electron trapping effects which are thought to play an important role in the electrical properties of GaN devices due to the current limitations of the material technology. Therefore, it is of particular interest to use simulations to examine how certain trap levels affect the electronic transport properties of GaN-based MESFETs.

Trapping of electrons in GaN MESFETs has been the subject of several recent experimental investigations [95–97]. Researchers have used various methods to study trapping and detrapping of electrons in nitride devices. Binari et al. [96] were the first to observe that after a high drain bias was applied to a GaN MESFET in the dark, a significant reduction in drain current occurred in subsequent drain bias sweeps, while in the light a normal set of drain characteristics were observed. The behaviour in the dark is thought to result from the trapping of electrons by trap centres located in regions of the device structure outside of the conducting channel, such as the buffer layer. In the light, the electrons are quickly emitted from the traps, so a normal output drain current is observed. In the dark, however, the electrons remain trapped and a depletion region is formed in the lower side of the channel. This results in a large reduction in drain current which is called current collapse.

Current collapse depends on the trap centre parameters. Consequently, a knowledge of the relevant traps that exist in GaN material and devices is important. The most
important experimental techniques that have been used to detect and characterize traps in GaN and related materials include thermally stimulated current (TSC), deep-level transient spectroscopy (DLTS), and photoluminescence spectroscopy (PL) \[44,98,99\]. The nitrogen vacancy has been discussed for a long time as being responsible for the traps in GaN \[94,95\]. For example, Haase et al. \[100\] have reported that two trap centres with activation energies of 0.6 and 0.67 eV are associated with the nitrogen vacancy. A number of trap centres in GaN are due to the high dislocation densities in GaN layers. The main reason for these dislocations is the lack of a lattice-matched substrate because bulk GaN is difficult to grow in large sizes. The large lattice mismatch inherent in the use of the common substrates, SiC and sapphire, leads to high defects and dislocation densities which can create trap levels with activation energies in the range of 0.15–0.8 eV and trap densities in the range of \(10^{19}–10^{23} \text{ m}^{-3}\) \[101,102\]. Table 5.1 gives the parameters of different trap levels in GaN crystals that have been measured by the DLTS, TSC and PL techniques, and which are candidates to be used in our simulations.

In the next section, we first give a brief review of the capture and emission processes which have been assumed in our model. This is followed by a description of how trapping is incorporated in the Monte Carlo simulation. Finally, we compare the results obtained for a GaN MESFET, including trap levels, with our previous results and with experiment. The effects of temperature, capture cross-section, trap density and trap energy have been investigated and their results are reported and discussed.
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<table>
<thead>
<tr>
<th>$\Delta E_{\text{trap}}$ (eV)</th>
<th>$\sigma_{\text{trap}}$ (m$^2$)</th>
<th>$n_{\text{trap}}$ (m$^{-3}$)</th>
<th>$T_{\text{trap}}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>0.14</td>
<td>$3.9 \times 10^{-22}$</td>
<td>$1.8 \times 10^{22}$</td>
</tr>
<tr>
<td>$E_2$</td>
<td>0.30</td>
<td>$2.0 \times 10^{-19}$</td>
<td>$1.0 \times 10^{23}$</td>
</tr>
<tr>
<td>$E_3$</td>
<td>0.42</td>
<td>$0.5 \times 10^{-18}$</td>
<td>$0.5 \times 10^{21}$</td>
</tr>
<tr>
<td>$E_4$</td>
<td>0.50</td>
<td>$5.0 \times 10^{-20}$</td>
<td>$1.7 \times 10^{20}$</td>
</tr>
<tr>
<td>$E_5$</td>
<td>0.62</td>
<td>$7.4 \times 10^{-19}$</td>
<td>$3.0 \times 10^{20}$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>0.73</td>
<td>$1.0 \times 10^{-19}$</td>
<td>$3.3 \times 10^{21}$</td>
</tr>
</tbody>
</table>

**Table 5.1:** Characteristics of different traps measured by DLTS, TSC and PL in GaN [44, 98, 99] used in our Monte Carlo simulation model. It is assumed in the simulation that the capture cross-sections are independent of temperature.

### 5.5.1 Trap model description

In the interests of simplicity it is assumed that there is just a single trap with associated energy level $E_T$ in all or just part of the device. Further, it is assumed that only electrons may be captured from the conduction band by the trap centres, which have a capture cross-section $\sigma_n$ and are neutral when unoccupied, and may only be emitted from an occupied centre to the conduction band. We use the standard model of carrier trapping and emission (see for example [103]).

Consider a local trap density $N_T$ with a trapped electron density $n_t$ and a conduction band electron density $n$. Only the empty traps with density $N_T - n_t$, can trap electrons and do so at a rate per unit volume $c_n n (N_T - n_t)$, where $c_n$ is the capture coefficient. Trapped electrons are emitted at a rate $e_n n_t$ per unit volume where $e_n$ is the emission coefficient. Therefore, the time rate of change of the conduction band electron density due to trapping and re-emission is given by

$$\frac{dn}{dt} = e_n n_t - c_n n (N_T - n_t) \tag{5.2}$$

For a Boltzmann distribution of electrons the capture coefficient $c_n$ is related to the capture cross-section $\sigma_n$ by

$$c_n = \sigma_n v_{th} \quad \text{where} \quad v_{th} = \left(\frac{3k_B T}{m^*}\right)^{\frac{1}{2}} \tag{5.3}$$
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Here it is assumed these equations also hold under high field transport. In equilibrium the electron emission and capture rates must be equal [87,104] and \( n \) is independent of time, giving

\[
e_n n_t = c_n n (N_T - n_t)
\]

Writing

\[
n = n_t \exp \left( \frac{E_F - E_i}{k_B T} \right), \quad n_t = \frac{N_T}{1 + \exp \left( \frac{E_F - E_i}{k_B T} \right)}
\]

where \( E_i \) and \( n_i \) are the intrinsic Fermi level and electron density respectively, the emission coefficient is given by

\[
e_n = \sigma_n v_{th} n_t \exp \left( \frac{E_T - E_i}{k_B T} \right)
\]

It is apparent from equation 5.6 that an occupied trap centre will only have a significant emission probability above a characteristic temperature

\[
T \approx \frac{(E_T - E_i)}{k_B}
\]

For the Monte Carlo simulation of electron transport in a GaN MESFET with trapping centre effects the following model has been constructed and incorporated into SLURPS. The superparticles in the ensemble Monte Carlo simulation are assumed to be of two types. There are mobile particles that represent unbound electrons throughout the device, as in all the simulations that have been discussed previously. However, the particles may also undergo spontaneous capture by the trap centres distributed in the device. The other type of superparticles are trapping centres that are fixed at the centre of each mesh cell. As illustrated in figure 5.8, each trap centre has the capacity to trap a finite amount of mobile electronic charge from particles that are in its vicinity and reside in the lowest conduction band valley. The vicinity is defined as exactly the area covered by the electric field mesh cell. The finite capacity of the trapping centre in each cell of a specific region in the device is set by a trap density parameter in the simulation programme. The simulation itself is carried out by the following sequence of events. First, the device is initialized with a specific trap which is characterized by its density as a function of position, a trap energy level and a capture cross-section. Then at a specific gate bias the source-drain voltage is applied. Some of the mobile charges passing from the source to the drain in each timestep can be trapped by the centres with a probability which is dependent on the trap cross-section and particle
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Figure 5.8: The instantaneous distribution of $10^4$ particles at steady forward bias (drain voltage 50 V, gate voltage $-1$ V), superimposed on the mesh. Note that in the simulation there are two types of super-particles. The mobile particles, which describe unbound electrons, flow through the device and trapping centre particles which are fixed at the centre of each electric field cell (in this case in the buffer layer only). The ellipse represents a trap centre which is fixed at the centre of an electric field cell and occupied by some mobile charges.

velocity in the cell occupied at the relevant time $t$. The quantity of charge that is captured from a passing mobile particle is the product of this probability and the charge on it. This charge is deducted from the charge of the mobile particle and added to the fixed charge of the trap centre. If a particular trap captures some charge in a field adjusting timestep, no further charge can be captured until some numerically performed emission of charge occurs in that timestep. The emission of charge is simulated using the emission probability of equation 5.6. Any charge emitted from a trap centre is distributed evenly to all mobile particles in the same field cell. Such capture and emission simulations are performed for the entire mesh in the device and information on the ensemble of particles is recorded in the usual way. It is recognized that there are regions of high electric field in GaN MESFETs operating under normal conditions and
that the field could have a significant effect on the capture and emission of electrons by
the traps. However, in the absence of an established model of the electric field effect it
has been neglected in the simulations. It would be straightforward to include any field
effect model since the local electric field is part of the data produced by the simulation.

5.5.2 High-field electron trapping results

Our simulations of devices with trapping effects are based on the geometry of the GaN
MESFET described in sections 5.3, enabling a comparison of the electrical proper­
ties with and without trap centres. In the absence of any firm information on trap
distribution throughout the device, we have looked at a number of different possibil­
ities. Trassaert et al. [73] assumed that a reduction in the drain current is due to
the existence of electrical traps localised in the GaN material. Therefore, to make a
comparison with the experimental results obtained by Trassaert’s group, it is assumed
that the trap centres exist throughout the whole device with a density of $10^{23}$ m$^{-3}$. 
Also, it is assumed that the trap centres have an energy $\Delta E_{\text{trap}}$ of 0.3 eV with capture
cross-section of $2 \times 10^{-19}$ m$^2$ ($E_2$ in table 5.1).

The calculated drain current versus drain voltage for gate voltages varying from zero
to $-15$ V are shown in figure 5.9 for devices at 300 K and 420 K. Not surprisingly the
drain currents at both temperatures are lower than in the trap-free device (figures 5.7a
and 5.7b) at all gate voltages. For example, the calculated maximum drain current at
$V_{ds} = 80$ V and $V_{gs} = 0$ is about 650 mA mm$^{-1}$ at $T = 300$ K, whereas for the trap-free
device it was about 2200 mA mm$^{-1}$. The reasons for a large reduction in drain current
can be explained by considering the effects of electron trapping. On applying drain
bias, electrons passing from source to drain will have a certain probability of being cap­
tured. Emission of trapped electrons will also occur with a certain probability and in
the steady-state there will be a density of trapped electrons determined by the balance
between capture and emission. Hence, for any given electron there will be additional
processes of electron capture and re-emission during electron transport and the effec­
tive transit time will be increased. In addition the trapped electrons cause space charge
which acts to reduce the drain current. Figure 5.9b also shows that there is an increase
Figure 5.9: Simulated current-voltage characteristic for the GaN MESFET at (a) \(T = 300\) K and (b) \(T = 420\) K when trap centres exist in whole device. (c) Comparison of the the experimental \(I-V\) characteristics for the same device at \(T = 300\) K [73] with the simulated device when trap centres exist in whole device.
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in current as the temperature is increased from 300 K to 420 K. This is because, at higher temperatures the emission probability of trapped electrons is increased and the density of trapped electrons is lower. Comparison with the experimental results of Trasseart et al. [73], illustrated in figure 5.9c, shows that our simulated model are in much closer agreement than before traps were included.

Binari et al. [89,104] have carried out most of the experimental observations of trapping effects in GaN MESFETs. Their results are based on the trapping of hot electrons by traps located in regions of the device structure outside of the conducting channel. Therefore, the effect of traps distributed in the buffer layer is discussed in the next section.

5.5.3 Effect of trap centres in buffer layer

To obtain some idea of the effect of traps in the buffer layer, we have also simulated the same GaN MESFET with trap centres present only in the buffer layer, at a density of $10^{23}$ m$^{-3}$. Electrons trapped in the buffer layer produce a negative charge space which acts to create a depletion region and hence narrow the channel causing a reduction in drain current.

Figure 5.10 shows the predicted $I-V$ characteristic when the device gate voltage is $-5$ V. The figure also shows the equivalent characteristic for devices with no traps and with traps in both the active and buffer layers. Not surprisingly there is a lower drain current when there are traps present. However, it is apparent that the majority of current suppression is due to trap centres in the buffer layer. Analysis of the characteristics for the simulated devices show that the transconductance is lower than for the trap-free device at 62 mS mm$^{-1}$ with traps throughout and 75 mS mm$^{-1}$ with traps in the buffer layer only.

The density of trapped electrons is illustrated in figure 5.11 for different drain voltages at $-5$ V gate bias. Note, when there are traps throughout the device, the magnitude of the trapped electron concentration in the channel is several orders higher than in the buffer at low bias. However, the trapped density in the buffer layer increases with drain voltage and eventually exceeds that in the channel under the gate
and between the gate and the drain.

5.5.4 Effect of capture cross-section

The experimental data for the DC drain characteristics of GaN MESFETs show that differences in trap location and the corresponding capture cross-section may lead to different output drain characteristics [96]. In this section, we consider GaN MESFET characteristics calculated using different capture cross-sections.

To investigate the possible effects of capture cross-section on the characteristics of GaN MESFETs, we have performed Monte Carlo simulations for different values of the capture cross-section, keeping all other trap centre parameters unchanged. Also, because of the buffer layer's potentially important role in high-field trapping effects, it is assumed in the simulations that the trap centres are only in the buffer layer with a density of $10^{23} \text{ m}^{-3}$. The simulated current-voltage characteristics measured for different capture cross-sections at $-5 \text{ V}$ gate bias are plotted in figure 5.12.

In general the drain current decreases with increasing trap cross-section. However, there is a more marked change in the saturation current as the cross-section changes from $10^{-20} \text{ m}^2$ to $10^{-19} \text{ m}^2$ than for the change from $10^{-19} \text{ m}^2$ to $10^{-18} \text{ m}^2$. The
Figure 5.11: Logarithmic distribution of trapped electrons when the trap centres are distributed through the whole device or just in the buffer layer at $T = 300$ K and $-5$ V gate bias. (a) 6 V drain bias, (b) 18 V drain bias, (c) 30 V drain bias and (d) 50 V drain bias.
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reason for this behaviour may be explained by reference to the trapped electron density diagrams in figure 5.13. For the large capture cross-sections ($\sigma \sim 10^{-18} - 10^{-19}$ m$^2$) there is a substantial region where almost all traps are occupied, which extends through the buffer layer. The associated depletion region extends through the channel and affects the potential in the buffer layer, resulting in a large reduction in drain current.

5.5.5 Effect of trap centre energy

In general we expect traps with energies close to the conduction band edge to be less effective in trapping electrons. Consequently, shallow level traps centres tend to have less effect on the $I$-$V$ characteristics than deep level centres. To predict the effect of trap energy on device performance, we have performed simulations for both shallow and deep level traps, with energies ranging from 0.3 to 2.85 eV. Figure 5.14 compares the simulated drain currents obtained for various trap energies. It can be seen that as the trap level moves closer to the conduction band the drain current increases but the effect is not particularly large.
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Figure 5.13: Distribution of the electron trapped density for different capture cross-sections at $T = 300\, \text{K}$ and $-5\, \text{V}$ gate bias. (a) $\sigma \sim 10^{-18}\, \text{m}^2$, (b) $\sigma \sim 10^{-19}\, \text{m}^2$, (c) $\sigma \sim 10^{-20}\, \text{m}^2$ and (d) $\sigma \sim 10^{-21}\, \text{m}^2$. 
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5.5.6 Effect of trap centre density

To examine the effect of trap centre density on the characteristics of GaN MESFETs, we have performed Monte Carlo simulations for a trap capture cross-section of $2 \times 10^{-19}$ m$^2$ and density varying from $10^{21}$ to $10^{24}$ m$^{-3}$ in the buffer layer only.

Figure 5.15 shows how the drain current decreases with increasing trap density due to the higher trapped electron density which is apparent in figure 5.16.
Figure 5.16: Logarithmic distribution of the electron trapped density for different density of trap centres at $T = 300$ K and $-5$ V gate bias. (a) $10^{24} \text{ m}^{-3}$, (b) $10^{23} \text{ m}^{-3}$, (c) $10^{22} \text{ m}^{-3}$ and (d) $10^{21} \text{ m}^{-3}$.
5.5.7 Photoionization of traps in GaN FETs

As we saw earlier, the application of a high drain-source voltage causes hot electrons to be injected into the buffer layer where they are trapped by trap centres. The trapped electrons produce a depletion region in the channel of the GaN MESFET which tends to pinch off the device and reduce the drain current. This effect can be reversed by any factor which substantially increases the electron emission rate from the trapped centres, such as the elevated temperatures considered previously. Here we consider the effect of exposure to light [105].

There have been several experimental investigations of the influence of light on the device characteristics. Binari et al. [11,70,96] were the first to study experimentally the current collapse in GaN MESFETs as a function of temperature and illumination. They showed that the photoionization of trapped electrons in the high-resistivity GaN layers and the subsequent return of these electrons to the conduction band could reverse the drain current collapse. Their measurements were carried out as a function of incident light wavelength with values in the range 380 nm to 720 nm, corresponding to photon energies up to 3.25 eV which is close to the GaN band gap. Their results show that when the photon energy exceeds the trap energy, the electrons are quickly emitted and a normal set of drain characteristics are observed.

To examine the photoionization effect in our simulations, the thermal emission rate $e_n^t$ was changed to $e_n^t + e_n^o$, where $e_n^o \sim \sigma_n^o \Phi$ is the optical emission rate, with $\sigma_n^o$, the optical capture cross-section and $\Phi$ the photon flux density given by

$$\Phi = \frac{I}{h\nu} = \frac{I\lambda}{hc} \quad (5.7)$$

where $I$ is the light intensity, $\nu$ is the radiation frequency and $\lambda$ is the incident light wavelength.

Here our modelling of photoionization effects in GaN MESFETs is based on parameters used by Binari and Klein [106]. The simulations were all carried out for two different deep trap centres, both with a concentration of $10^{22}$ m$^{-3}$, and with photoionization threshold energies at 1.8 and 2.85 eV and capture cross-sections of $6 \times 10^{-21}$ m$^2$ and $2.8 \times 10^{-19}$ m$^2$, respectively. A fixed incident light intensity of 5 Wm$^{-2}$ at
5.6 Frequency response

Photon energies of 2.07 eV and 3.1 eV is used. The simulations have been performed at a sufficiently high temperature (420 K) for both thermal and optical emission to be significant as well as at room temperature.

Figure 5.17a illustrates the effect on the drain current characteristics of exposure of the device to light at room temperature. The GaN MESFET has a deep trap centre at 1.8 eV and is illuminated at a photon energy of 2.07 eV. It can be seen that in the light the I-V curves generally exhibit a larger drain current, especially at higher drain voltages, reflecting the fact that the density of trapped electrons is much lower.

Simulations have also been performed at 420 K for a device with deep level traps at 2.85 eV. The simulation results in figure 5.17b for illumination of a photon energy of 3.1 eV are compared with the collapsed I-V curves in the absence of light. Comparison of figures 5.17a and 5.17b shows that the currents are generally higher at 420 K and that the light has less effect at the higher temperature.

5.6 Frequency response

In addition to modelling the steady-state DC characteristics, simulations have also been carried out to obtain the intrinsic cutoff frequency $f_T$, corresponding to unit current gain, which is defined as the ratio of drain current to the gate current. The frequency response of a transistor is related to the transit time of the charge carriers across the channel and, since electrons in GaN have a saturation velocity of greater than $2 \times 10^8$ ms$^{-1}$, we can expect that quite high frequency operation is possible in GaN MESFETs. The method used to investigate the frequency response of the GaN MESFET follows that of Crow et al [107]. We applied a truncated sinc voltage pulse to the gate contact. A 1000 picosecond duration sinc pulse containing ten minicycles has the specific advantage of having a flat frequency spectrum up to 100 GHz, with 10 GHz resolution. The simulation was performed with 50,000 particles at $-1$ V gate voltage, which provides the maximum transconductance at 18 V drain-source bias. This bias arrangement should therefore maximize the device response, providing an upper estimate for the cutoff frequency. Traps are included in the simulation to be
Figure 5.17: $I-V$ Characteristics of a GaN MESFET under optical and thermal emission of trapped electrons (solid curve) and thermal emission of trapped electrons (dashed curve) at two different temperatures. (a) At $T = 300$ K with trap centres at 1.8 eV and illuminated with a photon energy of 2.07 eV. (b) At $T = 420$ K with trap centres at 2.85 eV and illuminated with a photon energy of 3.1 eV.
able to get the results under the real device conditions. We have assumed that trap $E_i$ in table 5.1 exists throughout the buffer layer.

The simulated frequency response of the GaN MESFET to the gate voltage pulse is plotted in figure 5.18. This figure shows the gate voltage as a function of time for a truncated pulse of duration 1000 ps, the drain current response, the source current response and the gate current, which is mainly electric displacement current.

![Figure 5.18](image)

**Figure 5.18:** The simulated frequency response of the GaN MESFET to a sinc gate voltage pulse. From top to bottom this figure shows the gate voltage ($V_{gate}$), the drain current ($I_{drain}$), the gate current ($I_{gate}$) and the source current ($I_{source}$). The maximum intrinsic current gain is shown in the logarithmic plot on the right hand side.

The value of the current gain shown in figure 5.18e has been derived as a function of frequency by taking fast Fourier transforms of the simulated drain and gate current signals, then obtaining the ratios of the coefficients of the drain and gate current transforms. It is evident from figure 5.18e that the cutoff frequency for the simulated GaN MESFET is about 25 GHz. The simulation predicts also the current gain of 1 GHz is about 32 dB, which for our 0.3 $\mu$m gate device is broadly in line with the experimental result of Dessenne et al [108] who obtained a cutoff frequency of 80 GHz.
for a GaN MESFET with gate width of about 0.12 $\mu$m. The results indicate that GaN MESFETs have good bandwidth capability and have good potential for microwave power applications.

5.7 Conclusions

The operation of GaN MESFETs with and without trapping levels has been simulated by the Monte Carlo method. The microscopic features of the steady-state, such as electron distribution velocities and trapped electron density, as well as the device $I-V$ characteristics have been described and explained. We have shown that including traps can result in a significant reduction in the drain current of GaN MESFETs. Since the filled traps can be emptied by both increased temperature (thermal excitation) and illumination (photoionization), their effects in relation to current collapse have been discussed separately. Our results show that as the temperature is increased the collapsed drain current curve moves towards the non-collapsed curve due to the increased rate of emission of trapped electrons at higher temperatures. Although the simulated output drain current is roughly two to three times larger than the experimental results, the effects of trap centres on device performance are similar to those in the experimental studies. In the absence of any firm information on what traps exist and where in the experimental device, the simulations have been performed with trap centres distributed in the whole device or just in the buffer layer. It is found that the majority of current suppression is due to trap centres in the buffer layer.

We have also investigated the effects of different capture cross-sections, trap densities and trap energy levels on the characteristics of GaN MESFETs. The simulation results show that deeper traps produce higher current collapse in comparison to shallow centres. Not surprisingly the simulation results show that increasing the trap density and trap cross-section decrease the output drain current. Finally, we have studied the frequency response of the device by applying a voltage to the gate. The currents at the contacts have been obtained as a function of frequency and the results suggest an intrinsic cutoff frequency of around 25 GHz for the device considered.
Chapter 6

Simulation of GaN HFETs

6.1 Introduction

It has already been shown in the previous chapter that GaN based MESFETs have properties that suggest they are good candidates for high-power and high-temperature applications. It was demonstrated that MESFETs fabricated from GaN can also offer good microwave power performance, and superior performance at elevated temperatures compared to similar devices fabricated from GaAs and related materials. In the search for even greater power and speed performance, recent experimental investigations have indicated that AlGaN/GaN heterojunction field effect transistors (HFETs) show better performance due to the high sheet carrier concentration that can be achieved in the channel because of large band discontinuities and piezoelectric polarization charge at the relevant interfaces [109-111]. In particular, such devices can show better high frequency gain than GaN based MESFETs. Furthermore, the piezoelectric properties of GaN and AlN can form the basis of a wider range of optoelectronic components, including pressure sensors [112]. In a typical AlGaN/GaN HFET, the AlGaN barrier is grown on top of a thick GaN layer. The lattice constant of GaN is about 2.5% larger than that of AlN. The AlGaN layer is assumed to be grown pseudomorphically, with a biaxial tensile strain in the plane of the epitaxial layer and a compressive strain along its hexagonal c-axis. This strain results in a substantial piezoelectric field whose magnitude is roughly $6 \times 10^7 \, \text{Vm}^{-1}$ in pseudomorphic $\text{Al}_{0.2}\text{Ga}_{0.8}\text{N}$ [113]. Unfortunately,
as with MESFETs, the epitaxial growth of the GaN layer on SiC or sapphire substrates results in a large density of threading dislocations, which can significantly affect the performance of the transistors.

In this chapter we describe two dimensional Monte Carlo modelling of strained Al$_{0.2}$Ga$_{0.8}$N/GaN heterojunction field effect transistors, paying particular attention to the effects of the large polarization charges which arise from the strain in the alloy. In section 6.2 we present the geometry of the simulated HFET. Understanding of strain effects on nitride heterojunctions is necessary to optimise the performance of nitride HFETs. Thus some details of strain effects in conventional group III-V semiconductors has been explained in section 6.3. Section 6.4 describes the Monte Carlo model which has been used to study the piezoelectric polarization effects across the heterostructure interfaces. In section 6.5, the transport of electrons in the simulated GaN HFET under bias conditions and the main macroscopic results are presented and discussed. We summarize the chapter in section 6.6, together with the main conclusions of our study.

6.2 Device geometry

The device considered is the Al$_{0.2}$Ga$_{0.8}$N/GaN HFET illustrated in figure 6.1, which is similar to that studied experimentally by Khan and Yang [110]. It is assumed that the orientation of the c-axis of the wurtzite crystal structure is normal to the surface of the device. The device consists of a 78 nm top AlGaN layer with doping density of $5 \times 10^{23}$ m$^{-3}$ grown on GaN with a doping density of $10^{23}$ m$^{-3}$. The overall device length is 3.5 $\mu$m (in the x-direction) with a 0.45 $\mu$m gate length and source to gate and gate to drain separations of 0.8 $\mu$m and 1.25 $\mu$m, respectively. A Schottky barrier height of 1 eV has been used for the Au/Pt gate. The side contacts in figure 6.1 are intended to represent the remainder of the ohmic source and drain pads in the real device.
6.3 Strain effects in the nitride heterostructures

In group-III nitride heterostructures one of the layers is usually strained because there is normally a significant lattice mismatch between the different materials. Strain effects are generally very important in determining the properties of nitride heterojunctions. This is because in addition to the direct effect of strain on the band structure, the wurtzite crystal structure means that the strain is accompanied by substantial piezoelectric effects. Therefore, from the point of view of device design, an understanding of strain and the associated piezoelectric effects is necessary to optimise performance. The materials that make up the device can be chosen to take advantage of piezoelectric effects but at the same time it is necessary to consider the band offset that is required to optimise electronic transport. Thus, in the following section we give a brief review of the theory of strain and the accompanying piezoelectric effects in nitride materials.

Figure 6.1: Cross section of the Al$_{0.2}$Ga$_{0.8}$N/GaN structure which we have chosen in our simulation. Source and drain contacts have low resistance ohmic contacts, while the gate contact forms a Schottky barrier between the metal and the semiconductor epilayer.
6.3. Strain effects in the nitride heterostructures

6.3.1 Strain theory

A full discussion of the theory of strain in semiconductor heterostructures can be found in for example, [114–116]. Here we present a brief summary of the key aspects of the theory. Figure 6.2a shows an epilayer, which as bulk material would have a lattice constant greater than that of the substrate. In pseudomorphic growth, the atoms of the epilayer material align themselves with those of the substrate which causes a biaxial compressive strain in the plane of the layer and a strain of opposite sign parallel to the growth direction. However, when the epilayer thickness exceeds some critical value, the elastic energy is such that the generation of dislocations is preferred to pseudomorphoic growth. Although the thickness of the Al$_{0.2}$Ga$_{0.8}$N layer used in the simulated device shown in figure 6.1 is above the critical thickness estimated from the Matthews-Blakeslee model [117] or the Fischer model [118], there are reports of pseudomorphic growth in layers up to 65 nm thick, even with Al mole fractions up to $x = 0.38$ [119,120].

For a pseudomorphic epitaxial layer of a nitride material the components of the strain tensor in the layer plane are given by

$$
\varepsilon_\perp = \varepsilon_{xx} = \varepsilon_{yy} = \frac{a - a_0}{a_0}, \quad \varepsilon_\parallel = \varepsilon_{zz} = \frac{c - c_0}{c_0} = -\frac{C_{13}}{C_{33}} (\varepsilon_{xx} + \varepsilon_{yy})
$$

(6.1)

where $x$ and $y$ refer to two in-plane directions and $z$ to the [0001] direction. $a$ and $a_0$ are respectively the epilayer and substrate in-plane lattice constants and $c$ and $c_0$ are the corresponding values for the $c$-axis. $C_{13}$ and $C_{33}$ are the appropriate elastic constants. The strain in the epitaxial layer perpendicular to the substrate can also be written in terms of Poisson's ratio ($\sigma$) as

$$
\varepsilon_\perp = -\frac{2\sigma}{1-\sigma} \varepsilon_\parallel
$$

(6.2)

For the nitride semiconductors $\sigma$ is approximately 1/3, and thus $\varepsilon_\parallel \sim \varepsilon_\perp$.

Strain can also shift the energies of the conduction and valence bands and hence change the energy gap. In the nitride materials the calculations of Bernardini et al. [121] and Nardelli et al. [122] show the hydrostatic strain component leads to an increase of the band gap with compressive strain (figure 6.2b). This change in band gap occurs together with changes in the band curvature. However, the resultant changes in carrier
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Figure 6.2: Schematic diagram showing exaggerated lattice mismatch between substrate and epilayer, resulting in strained growth. (a) Biaxial strain occurring due to assemblage of crystals with different lattice constants. (b) The behaviour of a direct gap semiconductor with compressive strain on the left and tensile strain on the right.

For transport, the primary strain effect is on the valence band in the lifting of the degeneracy, which reduces scattering and hence improves the hole transport properties. Strained HFETs with p-type channels are believed to show improvements due to these band structure improvements but here we are concerned with electron devices only.

6.3.2 Piezoelectric and polarization effects

If piezoelectric and other polarization effects were ignored the conduction band profile of a typical nitride heterostructure in an HFET would be as shown in figure 6.3. Due to the ionized donors in the AlGaN layer and electrons in the GaN, a space-charge region is established that leads to band bending. However, in addition to the conduction band discontinuity across the interface and band bending due to doping and free carrier effects, heterostructures exhibit polarization charge effects. The lattice mismatch between GaN and the ternary alloy AlGaN in HFET structures produces a strain-induced piezoelectric polarization which may lead to an enhanced electron accumulation in the
channel region. In addition, nitride heterostructures can have a nonzero macroscopic polarization even in the absence of strain (spontaneous polarization) because of low symmetry in the crystal structure. These effects can have a significant influence on the output characteristics of nitride HFETs.

In the linear regime, the total macroscopic polarization $P$ of nitride layers is the sum of the spontaneous polarization $P_{sp}$ in the equilibrium lattice, and the strain-induced or piezoelectric polarization $P_{pe}$. The increasing nonideality of the crystal structure in going from GaN to AlN corresponds to an increase in spontaneous polarization. The spontaneous polarization for GaN and AlN along the $c$-axis of the wurtzite structure is negative and increases in magnitude in going from GaN to AlN [124] according to the rule

$$P_{sp}(x) = -(0.05x + 0.029) \text{ C/m}^2$$

where $x$ is the Al mole fraction in the $\text{Al}_{x}\text{Ga}_{1-x}\text{N}$ alloy. The piezoelectric polarization of the alloy is related to the strain $\epsilon_j$ and piezoelectric coefficients as

$$P_{pe} = \sum e_{ij} \epsilon_j = e_{31} (\epsilon_{xx} + \epsilon_{yy}) + e_{33} \epsilon_{zz}$$

where $e_{33}$ and $e_{31}$ are the piezoelectric coefficients and $\epsilon_z$ is the strain along the $c$-axis.

The relation between the lattice constants in the hexagonal AlGaN system is given by

$$\frac{c - c_0}{c_0} = -2 \frac{a - a_0}{a_0} \frac{C_{13}}{C_{33}}$$

Figure 6.3: Schematic diagram showing the bending of the conduction bands at a AlGaN/GaN heterojunction.
where $C_{13}$ and $C_{33}$ are elastic constants. Thus the piezoelectric polarization in the direction of the $c$-axis is

$$P_{pe} = 2 \frac{a - a_0}{a_0} \left[ \epsilon_{31} - \frac{C_{13}}{C_{33}} \right]$$  \hspace{1cm} (6.6)$$

In general a spatial variation of the total polarization $(P_{sp} + P_{pe})\hat{z}$ results in a charge distribution $-\nabla \cdot (P_{sp} + P_{pe})\hat{z}$ and an associated electric field given by Poisson's equation

$$\nabla \cdot (\epsilon_0 \epsilon_s E) = -\nabla \cdot (P_{sp} + P_{pe})\hat{z}$$  \hspace{1cm} (6.7)$$

where $\epsilon_s$ is the relative permittivity of the material and $\hat{z}$ is a unit vector parallel to the $c$-axis. In particular the abrupt changes of the polarization field at the AlGaN/GaN interface result in an induced charge per unit area $\sigma_{pz}$ given by $-(P_{sp} + P_{pe})$ and a $z$-directed electric field across the AlGaN layer given by [125]

$$E_z = -(P_{sp} + P_{pe})/\epsilon_s \epsilon_0$$  \hspace{1cm} (6.8)$$

In the HFET of figure 6.1 which is considered here a sheet of positive charge of area density $\sigma_{pz}$ is present at the AlGaN/GaN interface, and there is a corresponding negative sheet charge $-\sigma_{pz}$ at the top of the AlGaN layer. Note, the piezoelectric charge is another variable that may be used in the design of AlGaN/GaN HFETs. In particular, the sign of the charge obtained is dependent on the orientation of the crystal. AlGaN epitaxial layers grown with Ga-terminated faces (0001 orientation) contain polarization dipoles opposite in orientation to those grown with N-terminated faces (000\bar{1} orientation).

### 6.4 Monte Carlo model of a AlGaN/GaN HFET

The device shown in figure 6.1 has been modelled using a version of SLURPS that has been modified to include piezoelectric effects in strained layers. In order to represent the polarization across the $Al_{0.2}Ga_{0.8}N$ layer, fixed superparticles are placed in the upper and lower electric field cells of that layer as shown in figure 6.4. In the simulations presented here it is assumed that the magnitude of the spontaneous and strain-induced polarization charge has a density of $2 \times 10^{17} \text{ em}^{-2}$ at the top and bottom of the AlGaN
layer [119,126], with the positive charge at the AlGaN/GaN interface [127]. Figure 6.4b shows the polarization charges at the top and bottom of the layer and the doping centres confined in the AlGaN barrier layer. Also shown in figure 6.4c are the trap centres, which are fixed at the centre of each electric field cell, and some captured mobile carriers.

![Diagram](image_url)

**Figure 6.4:** (a) Particles in the Monte Carlo simulation of Al$_{0.2}$Ga$_{0.8}$N/GaN HFET are of two types. There are fixed particles which represent the polarization charges and trap centres. Electrons can be captured by trap centres or attracted by the $+\sigma$ polarization sheet. There are also mobile superparticles which represent unbound electrons which can flow through the device, (b) polarization charges and AlGaN barrier layer and (c) trap centres which are fixed at the centre of electric field cells and occupied by some mobile superparticles.
6.5 Simulated results and discussion

To study the effect of the strain induced polarization on device performance, we have simulated the GaN HFET shown in figure 6.1 with and without the inclusion of the polarization effect. We have also examined the effect of using a doped or low-doped channel on the electron transport properties. The effects of trap centres distributed in the GaN buffer layer have also been included. There is growing evidence suggesting that trapping effects are also present on the AlGaN surface which may be related to current collapse [128]. Therefore, to model this effect we have also performed simulations assuming trap centres in the surface layer only. In the absence of any firm information on trap centre parameters or their distribution throughout the buffer and surface layers, we have assumed trap centres have an energy $\Delta E_{\text{trap}}$ of 0.3 eV with a capture cross-section of $2 \times 10^{-19}$ m$^2$ and a density of $10^{23}$ m$^{-3}$, which are the same parameters as used for the MESFET in chapter 5.

The simulation results indicate that the steady-state drift velocity and electronic transport properties of the device increase with the inclusion of the polarization effect across the interface, which is in accord with the recent theoretical work of Ando et al. [127], who used two-dimensional self-consistent full-band Monte Carlo simulation for an Al$_{0.2}$Ga$_{0.8}$N/GaN HFET including the piezoelectric polarization effect.

Figure 6.5 shows the $I$-$V$ curves for the polarization and the polarization-free devices. The polarization field in the heterostructure leads to an enhancement of the drain saturation current from 1250 mA mm$^{-1}$ to 1650 mA mm$^{-1}$ at zero gate bias. A comparison with the GaN MESFET of similar dimensions considered in the previous chapter shows that the GaN HFET with and without polarization effects has significantly higher output drain current at the same drain and gate biases. For example, the simulated drain current at zero gate bias and drain bias of 80 V for the GaN MESFET is 600 mA mm$^{-1}$ whereas for the GaN HFET, with and without polarization effects, it is increased to 1250 and 1650 mA mm$^{-1}$ respectively. This pattern of output current enhancement is due to the use of a heterostructure and the fact that the polarization charge encourages a higher electron density at the AlGaN/GaN heterointerface where trapping does not occur and the electron mobility is high. The associated intrinsic
transconductances derived from the current-voltage characteristics at the knee voltage (~ 18 V) for the simulated devices without and with polarization charge are 85 and 110 mS mm\(^{-1}\) respectively.

Figure 6.6 compares the electron density recorded from the buffer to the gate for both polarization and polarization-free devices. It can be seen that for the same bias condition of \(V_{ds} = 30\) V and \(V_{gs} = -1\) V (which we use for a number of subsequent

**Figure 6.5:** Simulated current-voltage characteristic for the Al\(_{0.2}\)Ga\(_{0.8}\)N/GaN HFET at room temperature, (a) With polarization effect (\(\sigma = 2 \times 10^{17}\) cm\(^{-2}\)) and (b) Without polarization effect.
6.5. Simulated results and discussion

figures) the electron density in the interface region is substantially increased for device with polarization charge. The speed of the device is related to the cut-off frequency $f_T$ which, in the simplest model, can be determined from the transconductance $g_m$ and the total gate to source capacitance $C_{gs}$ and drain to gate capacitance $C_{dg}$ using the expression [129]

$$ f_T = \frac{g_m}{2\pi(C_{gs} + C_{dg})} $$

(6.9)

The transconductance can be easily obtained from the transfer characteristic curve as explained previously. The total gate to source and drain to gate capacitances can be obtained directly from the Monte Carlo simulation since the charge throughout the device is available at each timestep. However, this calculation will underestimate the capacitance of the real device because it does not take into account the parasitic capacitances. An alternative method for obtaining $f_T$, which can be adopted is to calculate the average electron transit time along the channel and hence obtain the intrinsic cut-off frequency by relation [86]

$$ f_T = \frac{1}{2\pi \tau} $$

(6.10)

By summing the transit times for each field cell we estimate the mean transit time to be $\tau = 2.6$ ps which suggests an intrinsic cut-off frequency of about 60 GHz.

Figures 6.7a and 6.7b show a contour plot of the conduction band edge for the two devices. It is noticeable that much of the drain-source bias in the polarization-free device is dropped in the vicinity of the gate region. The sharp drop in potential at the drain edge of the gate generates hot electrons which can diffuse into the AlGaN layer and also into the GaN buffer layer where they can be trapped. In comparison, figure 6.7b shows that the presence of polarization charge reduces the sharp potential drop seen in figure 6.7a as a result of the high electron density around the heterointerface, and also strongly affects the potential between source and gate. This improves electron confinement, which is one of the reasons for the higher drain current.

To study the effect of the magnitude of the polarization charge density on electronic transport in more detail, Monte Carlo simulations of the steady-state condition were performed for a range of different densities. Figures 6.8a and 6.8b compare semi-quantitatively the electron distribution around the heterointerface for two different
Figure 6.6: (a) Electron density through the device under the gate extracted along the vertical line from the buffer to the centre of the gate. The solid line shows the results for the polarized device ($\sigma = 2 \times 10^{17} \text{ cm}^{-2}$) and the dashed line corresponds to the polarization-free device ($V_{ds} = 30 \text{ V}$ and $V_{gs} = -1 \text{ V}$), (b) Comparison of electron density through the AlGaN for polarized and polarization-free devices.

charge densities. With increasing polarization charge density the number of electrons occupying the channel region increases. Figure 6.8c shows that the electron drift velocity increases from $1.9 \times 10^5$ to $2.7 \times 10^5 \text{ m s}^{-1}$ as $\sigma$ goes from $10^{16}$ to $2 \times 10^{17} \text{ cm}^{-2}$. The calculated kinetic energy averaged over the whole device thickness and its associated values along the buffer to gate region are also shown in figures 6.9a and 6.9b, respectively. Figure 6.9a shows that the maximum of the kinetic energy occurs in the vicinity of the gate, reaching about 4 eV. The kinetic energy in the vicinity of the drain is significantly lower at 3 eV as the electrons lose energy by scattering. Figure 6.9b shows the effect of polarization charges on the electron kinetic energy. It can be seen that in the device with higher polarization, the electron kinetic energy increases abruptly across the interface layer and then goes through a large reduction after the
Figure 6.7: Three-dimensional distribution of the conduction band profile in the simulated GaN HFET at room temperature for $V_{ds} = 30 \text{ V}$ and $V_{gs} = -1 \text{ V}$. (a) Without polarization charge at the interface layer and (b) With polarization charge density of $2 \times 10^{17} \text{ em}^{-2}$.
Figure 6.8: Effect of different polarization sheet charge densities on electron distribution and drift velocity through the wurtzite GaN HFET at room temperature when $V_{gs} = -1 \text{ V}, V_{ds} = 30 \text{ V}$. (a) $\sigma = 1 \times 10^{16} \text{ em}^{-2}$, (b) $\sigma = 2 \times 10^{17} \text{ cm}^{-2}$ and (c) the associated electron drift velocity through the whole device.
polarization layer. This behaviour can be explained by the superior confinement to the channel of hot electrons which exists in the device. Figure 6.10a give an illustration

![Graphs showing average energy distribution](image)

**Figure 6.9:** (a) Average kinetic energy through the whole device, (b) Average kinetic energy from buffer to gate for polarization and polarization-free devices ($V_{ds} = 30$ V and $V_{gs} = -1$ V) and (c) Comparison of kinetic energy through the AlGaN for polarization and polarization-free devices.

of the spatial and valley distribution of the electrons in the device with polarization charge. It is apparent that a high percentage of electrons flow from the source to the drain through the substrate at a drain bias of 30 V. This transport between source and drain is not well controlled by the gate, a problem which is exacerbated when the source and drain are moved closer together. Substrate leakage also causes a negative shift in the threshold voltage. The leakage can be suppressed by placing a complementary-doped buffer layer or a suitable junction between the active layer and the substrate. This figure also shows a marked enhancement of high electron density near the AlGaN interface due to electron attraction by positive charge there. Also, it is clear that in the high electric field region between gate and drain, the electrons are heated and excited.
to the upper valleys. The calculations show that about 8% of electrons populate the upper U, K, M and $\Gamma_3$ valleys when the drain bias is 30 V.

The longitudinal velocity distributions of electrons in different valleys averaged over the whole device thickness is shown in figure 6.10b. As expected the electron velocity is largest between gate and drain and there is substantial intervalley transfer. As the drain bias is increased, the high-field region between the gate and the drain extends and an increasing number of electrons obtain sufficient kinetic energy to be scattered into one of the satellite valleys of the conduction band. It can be observed from figure 6.10b that electrons reach velocities as high as $3 \times 10^5$ ms$^{-1}$, which is higher than the saturated velocity typically assumed for bulk GaN.
Figure 6.10: Position of electrons in the simulated Al$_{0.2}$Ga$_{0.8}$N/GaN HFET at room temperature. (a) Electron position distribution through the simulated device for $V_{gs} = -1$ V, $V_{ds} = 30$ V in the central $\Gamma$, $U$ and $K$ valleys and (b) Longitudinal velocity distribution of electrons in the $\Gamma$ and other upper valleys.
The influence of surface trap centres on the electron characteristics has also been investigated. Surface trap centres are found to exert little influence on the electron transport in a GaN HFET compared to the traps distributed throughout the buffer layer. Figure 6.11 compares a static $I-V$ characteristic for devices with traps in the buffer layer and at the upper surface of the AlGaN layer with a density of $10^{23}$ m$^{-3}$. It is apparent that the traps in the buffer layer have a much higher effect on current suppression.

To examine the possible effect of doping on the characteristics of GaN HFETs, we have also performed Monte Carlo simulations for low-doped channel and AlGaN barrier layers ($10^{21}$ m$^{-3}$). Figures 6.12a and 6.12b compare the simulated electron density and drain currents obtained for doped and low-doped GaN HFETs. It can be seen that due to polarization charge there is still a substantial electron density in the channel even with low-doping. However, the lower electron density seen in the channel in figure 6.12a does result in a lower drain current as illustrated in figure 6.12b.

![Figure 6.11: A comparison of $I-V$ characteristics for a simulated GaN HFET with surface trap centres and buffer trap centres at room temperature.](image-url)
6.5. Simulated results and discussion

Figure 6.12: (a) Electron density profile from buffer to gate for doped ($5 \times 10^{23} \text{ m}^{-3}$) and low-doped ($10^{21} \text{ m}^{-3}$) channel and AlGaN barrier layers at room temperature when $V_{gs} = -1 \text{ V}$, $V_{ds} = 30 \text{ V}$, (b) the relative $I$-$V$ characteristics for doped and low-doped devices.
6.6 Conclusions

In this chapter, we have used an ensemble Monte Carlo model to investigate the properties of an Al$_{0.2}$Ga$_{0.8}$N/GaN-based HFET. Due to the existence of strain in the alloy layer, which is piezoelectric, there is a positive polarization charge density at the interface between GaN and AlGaN layers and a negative charge density at the device surface. We have developed a simple model to include the polarization effects in SLURPS and carried out simulations of the device. For the results presented, it has been assumed that polarization charge at the interface layer is $2 \times 10^{17} \text{ em}^{-2}$. The simulation results show that the influence of polarization charge is important because it can significantly enhance the drain saturation current. The polarization effect in the simulated GaN heterostructure was shown not only to increase the output drain current, but also the average electron velocity as a result of concentrating the transport closer to the GaN-AlGaN interface and away from the buffer layer. As a result an improvement in the transconductance is also predicted.
Chapter 7

Summary and Further Work

7.1 Summary

The main aim of the work presented in this thesis has been to use Monte Carlo simulation to understand the electronic transport properties of bulk GaN with high applied electric field and GaN-based field effect transistors operating with high drain-source voltages.

The Durham ensemble Monte Carlo simulation software SLURPS has been modified so that it can be used to model electron transport in semiconductors with the wurtzite crystal structure. The bulk electronic transport calculations carried out with the modified simulation software and described in chapter 3 were intended to test the simulation model and to provide information on the electron drift velocity as a function of electric field, which is a fundamental consideration in electron device design. In particular it was shown how the five-valley model used could be applied to the high-field transport calculations and give theoretical results comparable to those obtained by other workers. We found that for a given electric field, steady-state drift velocity and velocity overshoot are always weaker in the wurtzite crystal structure than in the zincblende structure, which was attributed to the larger Γ valley effective mass in the wurtzite structure. The calculations also suggested that GaN had potential for high-temperature and high-power device applications. The dependence of electron mobility on doping and temperature in the low electric field regime has also been calculated.
using an iterative solution of the Boltzmann equation. The results showed that the low-field mobility is significantly higher for the zincblende structure due to the lower effective mass in the central valley.

Chapter 4 reported studies of the transport properties of electrons in wurtzite GaN \(n^+-i(n)-n^+\) diodes with a 0.4 or 0.6 \(\mu\)m active layer length. The anode voltage ranged from 10 to 50 V corresponding to fields close to and beyond the threshold for inter-valley transfer. The distributions of electron energies and electron velocities, and the profiles of the electron density, electric field and potential were computed. The near ballistic nature of the electron transport in the diode and the role of the upper valleys in electron transport were discussed. The results suggested that the electron velocity averaged over the length of the device increases with decreasing the length of the active layer, largely because of the quasi-ballistic transport occurs in a larger fraction of the device. The effect of raising the lattice temperature to 600 K was found to be a reduction of the maximum average velocities, but these were still above about 2 \(\times\) 10^5 ms\(^{-1}\).

In chapter 5 we described the use of the five-valley model of GaN in the simulation of GaN MESFETs. The calculated drain currents were found to be consistently larger than the experimental data for similar devices. Better quantitative agreement with experiment was obtained by introducing electron traps into the transport model. A Monte Carlo-based model to simulate the capture and emission probabilities of electrons in the device was described in chapter five. It was assumed that a single type of trap with specific parameters was distributed throughout the device or just in the buffer layer and we compared the electrical properties of GaN MESFETs with and without trapping centres. Significant differences in the output characteristics were found as a result of electron capture and emission during transport from source to drain, which can increase the effective transit time. In addition the trapped electrons cause space charge which further acts to reduce the drain current. The simulation showed that as the temperature was increased, electrical performance improved due to electron emission from the trap centres. We also investigated how the different trap centre parameters like capture cross-section, trap density and trap energy affect the
steady-state characteristics. Since the filled traps can be emptied by both thermal excitation and photoionization, the model was also modified to consider optical emission. The simulations were carried out as a function of incident wavelength with a fixed incident light intensity. It was shown that the photoionization of trapped electrons in the buffer layer and the subsequent return of these electrons to the conduction band could compensate the drain current collapse as seen in experiment. Calculations of the effect of modulating the gate bias have also been carried out to test the device response and the frequency bandwidth. The maximum cutoff frequency and transconductance of a 0.3 μm gate GaN MESFET including trapping effects were found to be 25 GHz and 75 mS mm⁻¹, respectively.

A simulation model for electron transport in AlGaN/GaN heterojunction FETs was presented in chapter 6. In such devices the alloy layer is strained and the piezoelectric nature of the material results in polarization charge effects. The model was applied to Al₀.₂Ga₀.₈N/GaN HFET structures with a 78 nm Al₀.₂Ga₀.₈N pseudomorphically strained layer where the spontaneous and piezoelectric polarization effects were taken into account. In order to represent the polarization of the Al₀.₂Ga₀.₈N layer, fixed superparticles are placed in the upper and lower electric field cells of the layer with a charge density $2 \times 10^{17}$ em⁻². The simulation results showed that the piezoelectric induced polarization charge can produce a significant enhancement of the drain saturation current. The polarization effect was shown to not only increase the current density, but also the average electron velocity as a result of concentrating the transport closer to the GaN-AlGaN interface and away from the buffer layer.
7.2 Further work

The calculations in this thesis were performed in the non-parabolic multivalley approximation and for the most part concentrated on the high electric field regime. Despite the large bandgap of GaN and its alloy with AlN electrons can reach energies at which impact ionization can be expected to occur but that process was not included in the simulations. A possible extension of this work would be to use a full-band Monte Carlo model which includes impact ionization. The inclusion of impact ionization would provide a significant enhancement in the capabilities of the simulation, particularly as there is much interest in the high power applications of GaN transistors. The use of a full-band model of electron transport would itself provide a more reliable picture of high field electron transport with or without impact ionization. However, it must be recognized that the computational effort required for such a numerical model is very great, both in terms of the development of the calculation and running of the software. It would also be necessary to have an accurate description of the band structure of the group-III nitride compounds and alloys over a large energy range.

The current model could be used with little extra development work to study the role of extended scattering defects and the electron-electron scattering mechanism in device simulation. The results obtained from these simulations might be expected to show some improvement in agreement with experimental observations especially since the quality of many GaN samples is such that defects have a significant effect on the measured transport properties.
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