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Abstract 

Predictions of helical twisting powers and molecular chirality 

David James Earl 

Ph.D. 2003 

When chiral molecules are added to an achiral nematic l iquid crystalline solvent, 

they can transmit their molecular chirality to the whole system over distances many 

times their molecular length. The helical twist ing power, ^ m , is a measure of the 

degree of twist a chiral molecule can induce in a nematic l iquid crystal. The work 

in this thesis is pr imari ly concerned w i t h calculating helical twist ing powers for a 

variety of chiral molecules using computational and theoretical methods. 

The first technique used to calculate employed Monte Carlo simulations of an 

atomistic chiral dopant molecule in a chiral l iquid crystal phase composed of generic 

l iquid crystalline molecules. The method was found to be computationally expen­

sive, but provided reasonable predictions of when compared w i t h experimental 

results. Prior to these calculations, a l iquid crystal solvent for use i n this method 

was studied. Computer simulations oi L/D = A soft repulsive spherocylinder (SRS) 

molecules were performed and two l iquid crystalline phases were found in the SRS 

phase diagram. 

The scaled chiral index and the chirality order parameter are quantitative mea­

sures of molecular chirality. Both of these methods have been found to show a good 

correlation w i t h experimentally determined helical twist ing powers of relatively r igid 

chiral molecules. The chiral measures have also been incorporated in Monte Carlo 

simulations of flexible chiral molecules. This method has been successful in predict­

ing (^M for flexible chiral dopants, in predicting the temperature dependence of ^M-, 

has demonstrated a temperature induced helical twist inversion, and has been used 

in a predictive study to aid in future synthetic strategies. 

The final part of the thesis uses Monte Carlo simulations of a chiral molecule in 

an achiral l iquid crystal phase. These simulations have shown that i t is possible to 

relate the torque the chiral molecule induces in the solvent to 13M-
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Chapter 1 

Introduction to Liquid Crystals and 

Chirality 

1.1 L i q u i d Crystals 

Liquid crystalline phases occur between the solid crystalline state and the isotropic 

liquid state. In a crystalline solid, the molecules are arranged at regular, repeating 

lattice points and the degree of both orientational and positional order is high. In 

contrast, in an isotropic liquid, the molecules are free to rotate and translate and 

have no orientational or positional order. In liquid crystalline materials, one or 

several intermediate phases (or mesophases) exist between the solid and the liquid 

phase. While being less dense than the solid state, these phases retain a certain 

degree of ordering. However, they also share some of the disordered, fluid-like prop­

erties of liquids and so they are known as liquid crystalline phases. 

1.1.1 Historical Context 

The discovery of liquid crystals is generally credited to Friedrich Reinitzer, an Aus­

trian botanist, who in 1888 published work describing the "double melting" be­

haviour of cholesteryl benzoate.^ Upon melting the crystal at 145.S^C, Reinitzer 

observed that a cloudy fluid was formed (a cholesteric or chiral nematic phase) and 

that at 178.5°C the fluid became clear (an isotropic liquid). Reinitzer sent his sam-

1 



1.1. Liquid Crystals 

pies to Otto Lehmann, a German physicist, who in 1889 confirmed the existence 

of this new phase of matter.^ Lehmann wrote that "it is of great interest for the 

physicist that crystals can exist with a softness, being so considerable that one could 

call them nearly liquid." In his work of 1889,̂  Lehmann used the term liquid crystal 

to describe the intermediate phase for the first time. 

Following the discovery, many more materials were found to display liquid crys­

talline phases.̂ ''* However, some scientists doubted that these were new phases and 

instead suggested that they were colloidal suspensions or mixtures of tautomers, un­

t i l the important contributions to the subject made by Georges Friedel. Published 

in 1922, his work was the first to classify liquid crystals into different types; namely 

nematic, smectic and cholesteric (chiral nematic) phases.^ Around the same time, 

synthetic studies of new liquid crystalline materials were being made^ which, coupled 

with Friedel's work, put an end to doubts as to the existence of liquid crystalline 

phases. 

1.1.2 Classification of Liquid Crystals 

Liquid crystalline materials can be divided into two main classes; namely ther-

motropic and lyotropic materials. In thermotropic liquid crystals the phase tran­

sition from a non-liquid crystal phase to a liquid crystal phase is the result of a 

thermal process whereas in lyotropic liquid crystals the liquid crystal phases result 

from the addition of a solvent, usually water, to a solute, usually an amphiphile. The 

transitions in lyotropic liquid crystals are strongly dependent on the concentration 

of the solvent as well as on the temperature. 

Thermotropic Liquid Crystals 

Thermotropic liquid crystals are generally formed by rod-shaped (calamitic) and 

discotic molecules. Following Friedel's classification,^ liquid crystal phases formed 

by rod-like molecules can be grouped into three main categories: nematic, chiral 

nematic (cholesteric) and smectic phases. 



1.1. Liquid Crystals 

Nematic Phase 

In the nematic liquid crystalline phase the orientations of the long molecular axes 

of the constituent molecules are preferentially aligned. This direction of preferential 

alignment is known as the director and is denoted by n, a unit vector (see figure 

1.1). This phase has a high degree of orientational order but contains no long-range 

translational order, and thus nematics are fluid and have viscosities of approximately 

the same magnitude as the isotropic liquid phase. The degree of orientational order 

n 
A 

Figure 1.1: Schematic diagram of a typical nematic phase where n is the director. 
Molecular shape is approximated by an ellipsoid. 

can be characterised by the order parameter, 52, given by 

(1.1) 

where 6 is the angle the long molecular axis of each molecule makes with the director, 

n (see figure 1.2), and the angular brackets denote an average over all the molecules. 

Typical nematic order parameters are in the region of S2 ~ 0.4-0.8. An isotropic 

liquid phase with no orientational order has ^2 = 0. 



1.1. Liquid Crystals 4 

Figure 1.2: Relationship between the director, n, and 6 in equation 1.1. 

Chiral Nematic Phase 

The chiral nematic (or cholesteric) phase is locally similar to the nematic phase. 

However, the structure undergoes a periodic helical distortion which results in the 

director, n, varying in space about a helical axis (by convention the z-axis) with a 

pitch of P = ^ (see figure 1.3) such that n takes the form 

f cose{z) ^ 

sin 9{z) 

0 

n 

where 
d9 , 
1; = '^ 

(1.2) 

and k is a constant denoted as the wavevector of the chiral nematic phase. Chiral 

nematics are discussed further in section 1.2.3. 

Smectic Phases 

Smectic mesophases contain both orientational order and a degree of translational 

order.^ Smectic phases are layered structures and display a greater degree of ori­

entational order than the nematic phase (for smectic phases ^2 > 0.8), but the 

molecules have no translational periodicity between the layers and in the planes of 

the layers. There are a number of different classes of smectic phase structures such 

as A, B, C, F and I . These classes vary in the degree of order they possess and in the 
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Figure 1.3: Schematic diagram of a chiral nematic phase with a pitch of P. 
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t i l t angle of the individual layers. In the smectic-A phase (see figure 1.4a) the long 
axes of each of the molecules are aligned approximately perpendicular to the layers 
while the layers themselves are disordered. In the smectic-C phase the molecules 
are aligned at a temperature dependent t i l t angle {9 in figure 1.4b) to the normal 
of the layer planes. As in the smectic-A phase, the layers are diffuse. 

Order of Phase Transitions in Rod-Shaped Molecules 

In rod-shaped molecules, upon melting the solid by increasing the temperature, 

liquid crystalline phases occur with decreasing order (and hence order parameter) 

until the transition to the completely disordered isotropic liquid phase occurs. Figure 

1.5 shows the melting process for a rod-shaped liquid crystalline material. The figure 

shows three liquid crystalline phases for a material with solid, smectic-C, smectic-A, 

nematic and isotropic phases (K-SmC-SmA-N-I). Some materials may not possess 

all or any of these phases and some of these cases are also shown in the figure 

(K-SmA-N-I, K-N-I and for a non-liquid crystalline material K-I) . 

Discotic Liquid Crystal Phases 

Liquid crystalline phases can also be formed by disc-like particles.^ Discotic molecules 

can form nematic discotic (see figure 1.6a), chiral nematic discotic and columnar (see 

figure 1.6b) phases. In the columnar phase, the discs within the columns are disor­

dered while the columns form a two-dimensional lattice. 

Lyotropic Liquid Crystals 

Lyotropic liquid crystals are formed when amphiphiles are mixed with a polar sol­

vent, which is usually water.^ Amphiphiles are normally composed of a hydrophilic 

polar head-group and a hydro-phobic non-polar alkyl tail (see figure 1.7). The con­

centration of the amphiphile and the solvent, and also the temperature of the system 

determine phase transitions. The major classes of lyotropic liquid crystal phases are 

the lamellar, hexagonal and the cubic phase (see figure 1.8a-c). Lyotropic liquid 

crystals find applications in everyday use such as in detergents, soaps, shampoos, 

cosmetic items such as skin cream, and in food products such as in frozen desserts. 
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Figure 1.4: Schematic diagrams of a) the smectic-A phase and b) the smectic-C 
phase where 0 is the t i l t angle. 
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SmC-K 
< > 

N-SmA < > 

SmA-SmC 

Figure 1.5: Typical melting process for various liquid crystalline and non-liquid 
crystalline rod-shaped molecules. TA-B denotes the transition temperature for the 
transition from phase A to phase B. 
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Figure 1.6: Schematic diagrams of a) the nematic discotic phase and b) the columnar 
phase. 

Hydrophobic tail 
Hydrophilic 
head 

Figure 1.7: General form of an amphiphile. 
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Water 

OQQQQQQQQ 

a) 

Figure 1.8: Examples of lyotropic liquid crystal phases a) lamellar b) hexagonal and 
c) cubic. 

1.2 Ch i r a l i t y 

1.2.1 Historical Context 

In his Baltimore Lectures on Molecular Dynamics and the Wave Theory of Light, 

Lord Kelvin defined chirality^'' when he said, " I call any geometrical figure, or group 

of points, chiral, and say that it has chirality if its image in a plane mirror, ideally 

realized, cannot be brought to coincide with itself." One hundred years later, this is 

still the most commonly used definition of chirality. Lord Kelvin was certainly not 

the first scientist to observe chirality though. In 1811 Francois Arago^^ discovered 

the rotation of the polarization of light by quartz crystals and in 1835 Jean-Baptiste 

Biot^^ discovered the same phenomenon by a sugar solution. Louis Pasteur probably 

made the most significant early observation of chirality in 1848 when he noticed that 

a salt of tartaric acid formed two different types of crystal that were mirror images 

of each other. Pasteur was able to separate the two different types into solutions 

and he found that one of the solutions rotated plane polarized light clockwise while 

the other solution rotated it anti-clockwise. 

Although these were the first scientific observations of chirality, it is interesting 

to note that the chiral properties of structures had been utilised for many centuries 

prior to these discoveries. For example, Archimedes of Syracuse used the chiral 
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properties of spiral structures in the design of his famous water screw in approxi­
mately 250 BC. Also, medieval architects were well aware of the practical uses of 
chiral structures when they designed left-handed helical staircases in turrets and 
towers. They realised that soldiers defending the staircase from above could strike 
their opponents with weapons in their right-hands whereas the attackers climbing 
the staircase would have to use their left-hands to strike giving the defenders both 
a height and strength advantage. 

1.2.2 Chiral Molecules 

• Molecules can be chiral if they possess a carbon atom that is bonded to four diff'erent 

groups/ligands. Figure 1.9 shows a simple example of a chiral molecule and its 

mirror image (enantiomer). I t is impossible for either structure to be super-imposed 

upon the other and so, following Lord Kelvin's definition, the molecules are chiral. 

.CH3 

H C-" i iOH 
H3C 

HOii i i -C H 

c r 

Figure 1.9: Diagram of a simple chiral molecule and its enantiomer. 

Chiral molecules of this type can be characterised using the chirality rule of Cahn, 

Ingold and Prelog.^'* Using this rule the four groups bonded to the carbon atom are 

arranged in an order of priority, with higher priority given to groups with higher 

atomic numbers. For example C1>0H>CH3>H (or more generally A > B > D > E ) . 

Looking down the bond between the carbon and the atom of the lowest priority 

(E) and counting clockwise, if the groups appear in the order A, B, D then the 

molecule is labelled R for rectus (Latin for right), and if the order is A, D, B then 

the molecule is labelled S for sinister (Latin for left) (see figure 1.10). Optically, 

molecules are also labelled by the direction that they rotate plane polarized light. 
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Figure 1.10: General definition of R (rectus, left) and S (sinister, right) enantiomers 
where the order of priority using the Cahn, Ingold and Prelog rule is A > B > D > E 
(diagram shown looking down the C-E bond). 

If a molecule rotates it clockwise then it has positive optical activity (+) , and if i t 

rotates it anti-clockwise it has negative optical activity (-). 

Molecules can be chiral even if they do not possess a chiral carbon atom. Other 

types include axially chiral molecules, and some examples are shown in figure 1.11. 

Figure 1.11: Examples of axially chiral molecules a) helicene derivative and b) 
bridged-biaryl derivative. 

I t should be noted that almost all achiral molecules can adopt chiral confor­

mations. These molecules do not display any optical activity as the number of 

right-handed and left-handed conformations that are sampled are the same. 
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1.2.3 Chiral Mesophases 

Chiral liquid crystalline phases are generally formed by chiral liquid crystalline 

molecules. The phases that can be formed include the chiral nematic phase (see 

section 1.1.2 and figure 1.3), the smectic-C* phase (see figure 1.12), blue phaseŝ ^ 

and twist grain boundary phases. ̂ '̂̂ ^ 

P 

Figure 1.12: Schematic diagram of the chiral smectic-C* phase with a helical pitch 
of P (the pitch shown is considerably smaller than that of a real smectic-C*, where 
P is typically > l / i m , and the helix is made up of thousands of molecular layers). 

A pure compound cannot undergo a phase transition from a nematic to a chiral 

nematic phase. However, the two phases are completely miscible and the addition 

of chiral additives to a nematic can induce chirality in the phase to form a chiral 

nematic. A measure of the degree of chirality that a molecule can induce in the phase 

is known as the helical twisting power (see section 1.3). A material that forms a chiral 

nematic phase may also form a non-chiral smectic-A phase as well as a chiral smectic-

C* phase. I t is also possible for achiral molecules to form chiral phases. Bent-
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core (banana-shaped) molecules have recently been found to form liquid crystalline 
supramolecular chiral structures (the so-called B phases).̂ ^"^^ Intriguingly, achiral 
banana-shaped molecules have been found to act as chiral dopants when added to 
cholesteric phases, increasing the twist of the system even when added in only small 
concentrations.^^ This process is not fully understood at the present time. 

1.3 Hel ical Twis t ing Powers (HTPs ) 

When a nematic liquid crystal is doped with a low concentration of chiral solute 

molecules a chiral nematic (cholesteric) phase is induced in the system (as described 

in section 1.2.3). The helical twisting power (HTP) of a liquid crystal chiral dopant 

is a measure of the degree of twist the dopant can induce. The macroscopic HTP, 

/3M, is defined as 

/3M = {Pcn,r)-\ (1.3) 

where ĉ , is the weight concentration of the chiral dopant molecules and r is the 

enantiomeric purity of the chiral dopant. J5A/ is positive for induced right hand 

helical twists and negative for induced left hand helical twists. Enantiomers have 

HTPs of exactly the same magnitude but of an opposite sign. 

There are important technological uses for chiral dopants materials. They are 

used in low concentrations in twisted nematic displays, and in chiral films for use 

with displays. They can also be used in polarization sensitive polymer films^^ and 

thermally addressed display materials.^'* In many applications however, limits on 

solubility of the dopant, or specific material requirements mean that only small 

concentrations of chiral dopants can be employed. Consequently, there has been 

considerable interest in the synthesis of materials with high /3M values. However, 

this can be an extremely difficult task to achieve. I t is often difficult to predict how 

the molecular structure of a chiral dopant is related to the helical twisting power 

it induces. Small changes in structure can lead to large changes in PM-"^^'"^^ This 

means that expensive and time-consuming synthetic projects are undertaken with 

no guarantee of producing dopants with the required properties. Clearly a theoret­

ical method that could predict helical twisting powers reliably would be extremely 
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valuable. I t would improve the scientific understanding of why some molecules have 
large HTPs and some do not, and it could be used as a way of sifting through 
many trial molecular structures prior to attempting a difficult synthetic pathway. 
The prediction of key material properties based only on a prior knowledge of chem­
ical structure and molecular interactions is also one of the key aims of theoretical 
chemistry. 

1.3.1 Calculating the Helical Twisting Power 

A number of workers have attempted to provide a theoretical framework for pre­

dicting HTPs. There are five main methods that have so far been proposed in the 

literature and they are summarised below. 

Surface Chirality Model and the Chirality Order Parameter 

Nordio, Ferrarini and co-workers have produced an interesting theoretical model 

for predicting HTPs based on a mean field description of the interactions between 

a chiral solute molecule and a liquid crystal s o l v e n t . T h e i r model has shown 

considerable success and has been applied to a number of different types of molecule. 

Chemical Potential Difference between Enantiomers 

Cook and Wilson^^ recently formulated a different technique for obtaining HTPs 

of chiral dopants based on some earlier work by A l l e n . T h i s method involves 

simulations of a chiral dopant molecule in a twisted nematic solvent using an efficient 

Monte Carlo (MC) simulation program. The MC simulations are used to compute 

the difference in chemical potential, A/^, between a chiral solute and its enantiomer 

immersed in the same twisted nematic solvent. A/x is directly proportional to I3M, 

and, given a value for the twist elastic constant, K2, an absolute value for /3M can 

be predicted. 

Scaled Chiral Index 

The scaled chiral index is based upon an intrinsic measure of molecular chirality 

proposed by Osipov and co-workers.^^ Neal et al.^'^ extended the formulation to 
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a scaled chiral index. This index has been applied to a number of different chiral 
dopant molecules and has been found to show good agreement with experimental 
helical twisting powers.^ '̂̂ ^ 

Mean Field Approximation Linking Helical Twisting Powers to Circular 

Dichroism Measurements 

Osipov and Kuball^'' have derived explicit expressions for the helical twisting power 

of a chiral dopant in the nematic phase by using a mean field approximation that 

takes into account chiral dispersion intermolecular interactions. The theory has only 

been applied to one test molecule, an aminoanthraquinone, but has been successful 

in explaining correlations between the signs of helical twisting power and circular 

dichroism measurements. 

Intermolecular Torques 

Germano et al.^^ recently presented a method that provides a quantitative calcu­

lation of chiral strength by the measurement of intermolecular torques in a system. 

The method was applied to a system consisting of chiral mesogenic particles but 

i t could be adapted to measure helical twisting powers for the addition of chiral 

molecules to a liquid crystalline phase. 

1.4 Scope of thesis 

The main aim of this thesis is to use computational and theoretical techniques to 

provide predictions of molecular chirality and helical twisting powers for liquid crys­

talline chiral dopant molecules and materials. The thesis is arranged as follows: in 

chapter 2 the computational techniques and methods employed in the work are pre­

sented. In chapter 3 computer simulations of soft repulsive spherocylinders with a 

total length to breadth ratio of 5:1 are carried out. These liquid crystalline molecules 

are used in chapter 4 in Monte Carlo free energy calculations that are used to cal­

culate the helical twisting powers (HTPs) of liquid crystal chiral dopants. The work 

is based on an original computational technique proposed by Cook and Wilson,^^'^^ 
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which involved simulating a chiral nematic phase using a Gay-Berne solvent in a 
simulation box subject to twisted periodic boundary conditions. A series of Monte 
Carlo simulations were used to grow an atomistic model of a chiral dopant into 
this solvent and statistical perturbation theory was used to measure the free energy 
change for this process. Comparison of the free energy difference obtained from this 
calculation for a particular enantiomer and its mirror image allows a calculation of 
the HTP of the chiral dopant to be made. This chapter includes work that has been 
conducted on improving the accuracy and efficiency of the free energy calculations 
used in the technique and details the results of the simulations using a SRS and 
Gay-Berne solvent. 

In chapter 5, the chirality order parameter and the scaled chiral index are ap­

plied to a number of chiral dopant molecules and systems. These are single molecule 

techniques that, for a given molecular conformation, can provide a rapid calcula­

tion of chirality. These methods are of great interest due to their computational 

cheapness. In the future, it may be possible to use these methods to screen large 

numbers of chiral molecules for high HTP values prior to synthesis. The chirality 

order parameter and the scaled chiral index are also incorporated in Monte Carlo 

simulations to study flexible chiral molecules, liquid crystalline materials, and to 

investigate the temperature dependence of the HTP in chapter 6. In chapter 7, an 

approach is used that directly measures the impact of a chiral molecule on a liquid 

crystal solvent. Using statistical mechanics it is possible to relate the torque the 

chiral molecule induces in the solvent, as chirality is transferred to the system, to 

the helical twisting power. Finally in chapter 8, conclusions are drawn. 



Chapter 2 

Computer Simulations and 

Computational Techniques 

2.1 Introduction to Computer Simulation 

Computer simulations, or computational experiments, are now considered to be the 

main tool in testing scientific theory. For a given model system, a computer simu­

lation can provide an exact result for a property of interest and allows for a direct 

comparison with experimental findings. Computer simulation is used in chemistry 

to study the microscopic properties of atoms, molecules and bulk systems. Either 

classical or quantum mechanical energy minimisation techniques can be used to cal­

culate important properties for single molecules. These include preferred chemical 

conformations and dipole moments. In addition, computer simulation can be used 

for bulk systems to calculate key macroscopic properties of experimental interest, 

such as heat capacities, enthalpy changes and free energy differences. The two main 

simulation methods used to study bulk systems are molecular dynamics (MD) and 

Monte Carlo (MC). 

2.1.1 Computer Simulation of Liquid Crystals 

Liquid crystals continue to be of great interest to theoreticians as well as experi­

mentalists due to their rich phase behaviour as well as their many applications and 

18 
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potential uses. At present, computer simulation of a large number of liquid crystal 
molecules (>1000) is only realistically possible for simplified models of liquid crys­
tals. There are many different potentials and models used to simulate the behaviour 
of liquid crystals. These include the Gaussian Overlap po ten t i a l , t he Gay-Berne 
potential,''^"^^ hard spherocylinders^''"^^ and soft repulsive spherocylinders'*^"^^ (see 
chapter 3). Although these models are simplified they allow for the investigation 
of structure-property relationships in liquid crystalline molecules. However, with 
recent increases in computational power, fully atomistic studies of liquid crystalline 
systems are beginning to become more accessible.̂ ^"^^ 

2.2 Model Potentials 

In computer simulations, the interactions between particles are determined by the 

potentials used to model them. A potential can be used to represent individual 

atoms in a molecule, for example a Lennard-Jones type potential (see section 2.2.3) 

can be employed. Alternatively, a potential can be used to represent a part of or the 

whole of a molecule, for example the Gay-Berne potential (see section 2.2.4) or the 

soft-repulsive spherocylinder potential (see chapter 3) can be employed. Potentials 

used in computer simulations are generally pair potentials, although it is possible to 

include three-body terms at additional computational expense (this is rarely done 

due to sums over triplets of particles being computationally very time consuming). 

Some of the more well used and popular pair potentials are summarised below. 

2.2.1 Hard Potentials 

Hard potentials are very simple, idealised potentials. In hard potentials, particles 

are not allowed to overlap with each other. The simplest possible form is the hard 

sphere potential where the pair potential, U{r), at an inter-particle distance of r is 

given by 

{ oo (r < cr) 
, (2.1) 

0 (r > a) 

where a is the diameter of the spheres (see figure 2.1). Hard sphere simulations have 
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U(r) 

0 

Figure 2.1: Hard sphere potential, U{r), as a function of interatomic distance, r. 

been used to provide quantitative comparison with liquid-state theory.^^ Physically, 

the potential corresponds to the highly repulsive short-range interactions between 

particles due to the overlap of electron clouds. As a result, the physics of hard 

particle systems depends purely on the shape of the particles and the density of the 

system, and not on factors such as the temperature. 

Hard models of liquid crystalline molecules are also of interest. Onsager theory 

predicts liquid crystalline ordering for rod-shaped hard bodies.Subsequent simula­

tions of hard spherocylinder molecules found isotropic, nematic, smectic-A and solid 

ordering in the phase diagrams of these molecules.'''̂ "''̂  In this theory, the isotropic 

to nematic liquid crystalline phase transition is driven by the competition between 

orientational entropy and the contribution to entropy from the excluded volume of 

the molecular cores. When the particles are aligned, the entropic contribution from 

the latter is maximised. 

2.2.2 Soft Potentials 

In real molecules short-range repulsive and longer-range attractive forces contribute 

to the interactions between particles. A large number of soft pair potentials have 
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been suggested in the theoretical and computational community, varying from simple 

soft-sphere potentials to more complicated Lennard-Jones and anisotropic potentials 

such as the Gay-Berne. 

2.2.3 Lennard-Jones Potential 

The Lennard-Jones (LJ) potential is a continuous, isotropic potential that can be 

used to model spherical atoms. The potential has been applied extensively in liquid 

state t h e o r y . T h e pair potential takes the following form: 

a 12 a (2.2) 

where Vij is the separation between the centre of masses of the two particles, e is the 

well depth of the potential and a is the separation at which Uij{r) = 0. Figure 2.2 

shows a typical LJ potential along with each of the parameters defined above. In the 

potential the -̂ ^ term models the short-range repulsive force due to the overlap of 

electron clouds and the r^j^ term models long-range attractive forces between atoms. 

1 5 0 - 1 

CQ 

1 0 0 -

Figure 2.2: Lennard-Jones pair potential for Ar. 
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The LJ potential is frequently used in atomistic simulations of molecules where 

appropriate values of e and a are assigned to each atom in the molecules studied. 

I t should be noted that these are effective pair potentials that have been adjusted 

to give, for example, correct experimental densities for these atoms. Therefore the 

potential takes into account three body forces, but in an averaged way. Values of e 

and cr for interactions between pairs of identical atoms in different molecules, found 

from simulation studies, are given in table 2.1. 

Atom < t / A 

H 8.6 2.81 
He 10.2 2.28 
C 51.2 3.35 
N 37.3 3.31 
0 61.6 2.95 
s 183.0 3.52 
F 52.8 2.83 
CI 173.5 3.35 
Ne 47.0 2.72 
Ar 119.8 3.41 
Kr 164.0 3.83 

Table 2.1: Atom-atom interaction parameters for the Lennard-Jones potential, taken 
from reference. 

2.2.4 Gay-Berne Potential 

The Gay-Berne potential**^ is based on the Lennard-Jones potential and is frequently 

used for the simulation of liquid crystalline systems. Each Gay-Berne particle rep­

resents a mesogenic molecule (or a rigid mesogenic part of a molecule in more so­

phisticated studies). The main feature of the pair potential is that it is anisotropic 

and depends not only on the intermolecular separation, r^j , but also on the relative 

orientations of the two Gay-Berne particles, Uj and (see figure 2.3). Gay-Berne 

particles are ellipsoidal, and their exact shape is defined by the shape anisotropy 

parameter x-
K, 1 
/̂ 2 + l ' (2.3) 
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IJ 

Figure 2.3: Intermolecular separation, rjj, between two Gay-Berne particles with 
orientations u, and u .̂ 

where K, = (Jge/crgs, <^ee is the end to end contact distance and ass is the side to side 

contact distance. For the limiting sphere corresponds to x = 0, an infinitely 

long rod to x = 1, and an infinitely thin disc to x = - 1 . 

The intermolecular potential takes the form: 

GB 4e«^(r ,„Ui ,u,) 

X 
GB 

rij -a{rij,Ui,Uj) GB 

12 
GB 

where the orientationally dependent well depth is given by 

and 

e ^ ^ K u , ) = [ l - x ^ ( u , . u , f ] 

and 

2 i -x2 (u , .u , )2 • 
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X' is the well depth anisotropy parameter given by 

1 
X Ti ' 

K ' M + 1 

where K' — ^ss/^ee and 6ss and €eg are the well depths when the molecules are 

respectively side to side and end to end. c r ( r y , U i , U j ) is the anisotropic contact 

distance: 

GB 1 - x 1-X '(u, .u , )2 

and a^^ and e^^ are constants. The exact form of the Gay-Berne potential is 

determined by the four parameters and V. Various forms of the potential 

have been studied. These include the Gay-Berne particles of de Miguel et al.^^ with 

K = 3, Ac' = 5, yit = 2 and u = 1, which form stable nematic and smectic-B phases, of 

Luckhurst et al.'^^ with 1 and u = 2, which form stable nematic, 

smectic-A and smectic-B phases, and of Berardi et al.^° with K = 3, K' = 5, /j, = 1 

and u = 3, that form stable nematic and smectic-B phases. The simulation work 

conducted in chapters 4 and 7 of this thesis use the parameters 

and u = 1 and the exact form of this potential (along with two other potentials with 

diff"erent values of K and /c') can be seen in figure 2.4. 

A large body of work has been conducted with the Gay-Berne potential and 

several interesting extensions to the model have been studied such as Gay-Berne 

particles with dipoleŝ ^"^"* and quadrupoles,^^'^^ discotic GBs,^'' biaxial GBs,^^ and 

chiral GBs.^^ For an excellent review see references.''''''''^ 

2.3 Molecular Mechanics 

The molecular mechanics technique^^'^^ uses a classical force-field to calculate the 

energy of a particular conformation of a molecule. Force-fields represent a molecule 

as a collection of atoms which are coupled to each other by elastic restoring forces. 
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Figure 2.4: Gay-Berne potential for particles in crossed, side-by-side, end-to-side 
and end-to-end configurations for the parameters fj, = 2, u = 1 and a) K = 3, K ' = 5, 
b) K = 3.6, K' — 5 and c) K = 3, K' = 1 (reproduced from reference^^). 
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They typically take the form 

E = Ebond + Egngie + Edihedral + Enon-bonded + (2-4) 
bond angle dihedral non—bonded 

where E is the total configurational energy of a particular conformation. By min­

imising the energy of the molecule in the force-field the lowest energy conformation 

can be found. For large molecules this minimisation process can be difficult on 

account of the complex form of the potential energy surface produced by the force-

field used and the number of different variables involved. There will often be a large 

number of local minima on the potential surface with energies close to the overall 

'global' energy minimum making it difficult to find. 

A number of different force-fields and minimisation techniques have been devel­

oped. Among the best and most frequently used classical force-fields are the MMl-4 

series,̂ 4-̂ » A M B E R , C H A R M M « ° ' 8 i and OPLS.^2,83 ^j^g ^̂ ^oice of the force-field 

used depends on factors such as the system being studied, the accuracy, and the 

computational efficiency of the methods. Molecular mechanics techniques are most 

frequently used to calculate optimised geometries of molecules and torsional barriers 

for rotations around particular dihedral angles.''̂ "''̂ '̂ '̂̂ '̂̂ ^"^^ They can also be used 

to predict vibrational frequencies,''^''''' heats of formation,^''"^^'^^'^^ heats of vapor­

ization,^^'^^'^^ and reaction rates^^ (for a review see reference^^). One of the main 

advantages of molecular mechanics techniques is their computational speed. For 

more detailed studies, quantum mechanical ab initio/density functional theory cal­

culations are more appropriate. Calculations of this type are used and described in 

chapter 6 to calculate the energy of rotation about a bond that the MM2 force-field 

does not model correctly. 

2.3.1 MM2 and MM3 Force-Fields 

The MM2 force-field of Allinger^^ is a good example of a molecular mechanics force-

field. I t is used in chapters 4 and 7 of this thesis to determine energy minimised 

structures of molecules and in chapter 6 to calculate conformational energies of 

molecules in fiexible molecular Monte Carlo simulations. 
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The energy of a molecule within the MM2 force-field is given by: 

stretching 

UMM2 = Yl K{l-k)U^-2{l-lo)ij) 
bond 

bending 

+ Yl k'o{e-eo)U^ + SF.{9-9o)y 
angle 

stretch-bend 

angle 

V) K 
+ 2 ^ -=^(1+cosa;) + ^ ( 1 - cos2w) + ^ ( 1 + cos3w) 

z z z 
torsions 

vdW 

+ Y e(2.90 X 10^exp(-12.50/P) - 2.25P'^) 
non—bonded 
electrostatic 

+ 
3//i/Xj(cosXjj — 3cosajCosaj) /o c\ 

non—bonded 

In the bond stretching term, kl is the bond stretching constant and I and are 

the actual and natural bond lengths of the bond between atoms i and j in the 

molecule. In the angle bending term, /ĉ  is the angle bending constant, 9 and 9q are 

the actual and natural bond angles of the bond angle between atoms i, j and k in 

the molecule, and SF is the quartic bending term, k^"^ is the angle stretch-bend 

constant and the energy of a torsional angle uj is defined in terms the Vi , V2 and 

Vz torsional constants in the Fourier expansion. In the non-bonded van der Waals 

term, e = {(-itj)^ where e, and tj are the van der Waals well depths of atoms i and 

j respectively, and P is the sum of van der Waals radii of i and j , divided by the 

distance between interacting atom centers, r. For the electrostatic term, / / j and jij 

are bond dipoles, X is the angle between the dipoles, r is the distance between the 

mid-point of the bonds, and and aj are the angles between the dipole axes and 

the line along which r is measured. 

The MM2 force-field is a good, computationally cheap force-field for calculating 

energy minimised structures of molecules. However, there are certain deficiencies 

in MM2 which led to the development of more sophisticated molecular mechanics 

force-fields, such as MM3^^ and MM4,^''''^^'^^~^^ to deal more effectively with ring 

structures, hydrogen-hydrogen nonbonded repulsions, and bond lengths of eclipsed 
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bonds to name just a few. The MM3 force-field is used in chapter 5 of this thesis to 
calculate energy minimised structures of a number of relatively rigid chiral molecules. 

2.3.2 Energy Minimisation 

The computational determination of an equilibrium minimum energy geometry for 

a molecule is an iterative process. In simple search techniques, such as the steepest 

descent m e t h o d , t h e slope of the potential energy surface (first derivative) is used 

to calculate potential minima. In more complex methods, such as the Newton-

Raphson approach,^^'^'' both the slope and the curvature of the potential surface 

(second derivative) are used. In large molecules, the search procedure can become 

very complex due to the large number of local minima with energies close to the 

overall global minimum. 

2.4 Simulation Methods 

In order to calculate useful properties of a given system, computer simulations must 

sample all of phase space. By generating many different configurations, F, of a given 

system in terms of the spatial positions and orientations of the constituent particles 

in the system, averages may be calculated. These averages can be computed by time 

averaging (the molecular dynamics approach) or by ensemble averaging (the Monte 

Carlo approach). 

2.4.1 Monte Carlo 

The Monte Carlo simulation method was formulated by Metropolis.^^ The aim of 

the simulation is to calculate an ensemble average of a property. A, by properly 

exploring phase space and evaluating the expression 

<A>-
/ ^ ( r ) e x p \-E{T)] d{T) 

/ exp \-E{r)] d{V) 
(2.6) 
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where the denominator term is the configurational integral, E{T) is the internal 
energy and A{r) is the value of the property in question in the configuration F. 
These integrals in equation 2.6 cannot be evaluated analytically and so a statistical 
approach must be used. The main difficulty with Monte Carlo simulations is the 
proper sampling of phase space. In a simple minded approach one could make 
random changes to the positions and orientations of particles in the system and 
calculate -E'(r) and A{T) in each configuration. However, the problem with this 
approach is that only a very small number of the configurations that we would sample 

would have meaningful physical significance (the Boltzmann factor exp ^ ~ki!P ) ^^^^ 
be zero for almost all of the configurations), especially in the simulation of condensed 
matter phases. Therefore, not only would this approach be time consuming, it would 
also be subject to large statistical errors. In order to properly sample phase space 
we must use importance sampling, by implementing the Metropolis Monte Carlo 
method. 

Metropolis Monte Carlo 

In Metropolis Monte Carlo, physically realistic low energy configurations are more 

frequently sampled due to the introduction of biasing. In this approach, configura­

tions are sampled from a Boltzmann distribution and the simulation proceeds along 

an iterative path in the following way: 

i) From an initial configuration with a configurational energy of Egid an atom/particle 

is randomly moved by a displacent Sr and rotated by an angle S(f). For non-rigid 

particles a change in conformation is also performed. 

ii) The energy of this new configuration is calculated as Enew 

iii) If Enew < Eoid then this new configuration is accepted and becomes the 

starting point for the next Monte Carlo sweep. 

iv) I f Enew > Eoid then a random number is generated with a value between 0 

and 1. 

v) I f exp is greater than the random number then the new con­

figuration is accepted and becomes the starting point for the next Monte Carlo 

sweep. 
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vi) I f exp "''^"fc^r^"''^^ is less than the random number then the new configu­
ration is rejected and the old configuration is used as the starting point for the next 
Monte Carlo sweep. 

In this way, configurations are randomly generated with the probability density: 

exp 
i v ( r ) = 

-g(r) 

/ e x p [^J d{r) 

In the equilibration stage of a simulation, the maximum displacement, Sfmax, 

and maximum rotation, S(f)max, can be adjusted so that between 35 and 55% of the 

trial moves are accepted. This is necessary because, i f Srmax and S(f)max are chosen 

to be too small then almost all of the trial moves are accepted but phase space 

is explored very slowly and, if 5rmax and Scpmax are chosen to be too large then 

hardly any moves will be accepted and once again phase space will not be explored 

correctly. 

When handling a flexible molecule it is useful to work in the internal co-ordinate 

system of the molecule. In every Monte Carlo cycle, changes can be made to bond 

lengths, bond angles and torsional angles, and moves are accepted with the correct 

Boltzmann probability using the method described above. However, ring systems 

cannot be dealt with in this manner as one change in a bond length, angle or torsional 

angle causes large changes in other bond lengths, angles and torsional angles within 

the ring. For this reason, ring systems generally remain rigid in flexible simulations. 

In this thesis, Monte Carlo simulations are performed in chapters 4 and 7 on 

systems of rigid particles, and in chapter 6 on flexible molecules in the gas phase. 

2.4.2 Molecular Dynamics 

In the molecular dynamics (MD) approach to computer simulation all atoms/particles 

are subject to the laws of Newtonian mechanics. For a system of N atoms/particles 

with Cartesian coordinates, r̂ , Newton's second law is given by: 

= F„ (2.7) 
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where rrii is the mass of atom/particle i and Fj is the force on atom/particle i. The 
usual method of solving these coupled second order differential equations for each 
atom/particle in the system is to use a finite difference method (integration algo­
rithm). In this approach a discrete timestep, St, is used to advance the simulation. 
The basic idea behind the finite difference technique is that, given the positions, 
velocities, accelerations and other dynamical information about the atoms/particles 
in a system at a time, t, we are able to predict the new positions, velocities, ac­
celerations etc. at a time t + 6t. From these new positions one can then calculate 
the new force on each atom/particle. Using these new forces one can then repeat 
the process of calculating the new positions, velocities, accelerations etc. at time 
t + 25t. The timestep that is used must be small enough to allow for acceptable 
solutions of the equations of motion and ensure that energy is conserved in the sim­
ulation. However, the simulation will proceed at a faster rate i f a longer timestep is 
used so it is essential to use a 'good' algorithm that incorporates reasonable energy 
conservation with a fairly long timestep. 

Force Calculation 

The calculation of the forces acting on each particle in a system is the most com­

putationally expensive part of a MD simulation (between 80-95% of the simulation 

time). The force acting on particle i is determined as: 

Ut) = - Vr . V{v,{t)), (2.8) 

where V{ri{t)) is the potential energy calculated from the co-ordinates at time, t. 

The total force on each particle, F ,̂ will be composed of a sum of the contributions 

to the force on particle i from each of its neighbours. For a system of A'̂  particles 

this calculation scales as iV^, but with the use of a cut-off length and efficient 

computational techniques, such as the use of a Verlet neighbour list (see reference^^ 

for a review), the calculation can scale as Â . Once the force on each particle at time 

t and position r(t) is calculated, the finite difference integration algorithm is used 

to progress the simulation to time t + St and positions r(f + 6t). The new forces are 
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then recalculated from the new positions and the process repeats itself. 

Integration algorithms 

There are numerous integration algorithms that can be used in MD work. A short 

review of some of the more popular finite difference integration algorithms' now 

follows. 

Verlet algorithm 

One of the original and simplest integration algorithms is the Verlet algorithm^'' 

which advances the positions of the atoms/particles using 

T{t + 5t) = 2r{t)-T{t-5t) + a{t)St'^ + ... (2.9) 

a.{t) is the acceleration at time t and there is an error of Sf^ in the calculation of the 

new positions if we truncate the expansion at the 5t'^ term (this is called the Euler 

algorithm). Although the velocitites are not required to calculate the trajectories 

they can be found from 

v w = (2.10) 

and are subject to errors of order 5t^. Due to the truncation of equation 2.9 the Euler 

algorithm is non-reversible and large energy drifts result from long simulations mak­

ing it an undesirable algorithm to use. However, there are several useful algorithms 

based on the Verlet scheme, the most popular of which are detailed below. 

Velocity Verlet algorithm 

A version of the Verlet algorithm which stores the positions, velocities and acceler­

ations of particles at the same time is the velocity Verlet a lgor i thm,which is of 

the form: 

r(^ + St) = r{t) + v{t)5t + Ja(̂ )(5^^ (2.11) 

v{t + 5t) = v{t) + - [a{t) + a{t + 5t)] St. (2.12) 



2.4. Simulation Methods 33 

Thus, the new velocities are calculated after the new positions and the new forces 
(and therefore accelerations) have been found. In chapter 3 the velocity Verlet 
algorithm is used in MD simulations of soft repulsive spherocylinder molecules. 

Leap-frog algorithm 

The leap-frog algorithm^^ is another prominent algorithm which is commonly used 

in MD simulations. The leap-frog method uses the mid-step velocities in order to 

calculate the positions at time t + 5t. The mid-step velocities are defined as: 

. ( , _ « / 2 ) = £ W ^ £ l ^ . (2 ,3) 

. « ^ , , / 2 ) = £ ( i ± ^ . ( 2 , 4 ) 

Rearranging equation 2.14 gives the expression for the new positions: 

r(t + 5t) = r(t) + v( t + 5t/2)5i, (2.15) 

and the updated velocities are found from 

v{t + 5t/2) = v ( t - 6t/2) + a{t)6t. (2.16) 

To allow for the simultaneous calculation of the kinetic and potential energies of the 

system in question, the velocities at each step can be found from: 

Other notable integration algorithms include predictor-corrector algorithms^"" 

and Beeman's algorithm. 

2.4.3 Ensembles 

A variety of different ensembles are used in computer simulation work, including the 

canonical (constant number of particles, Â , volume, V and temperature, T), micro-
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canonical (constant N, V and total energy, E), isothermal-isobaric (constant Â , 
pressure, p and T) and grand-canonical (constant chemical potential, //, V and T) . 
Al l of the Monte Carlo simulations in this thesis (chapters 4, 6 and 7) are conducted 
in the NVT ensemble whilst the molecular dynamics simulations in chapter 3 are 
conducted in the NVT, NVE and NpT ensembles. 

MD as described in section 2.4.2 corresponds to the NVE ensemble as new tra­

jectories are generated with the same constant energy. However, it is often more 

convenient or desirable to conduct simulations in other ensembles in order to study 

different effects and to expand the applicability of simulations. A short overview 

of the techniques used to conduct MD simulations at constant temperature and 

pressure follows. 

Constant Temperature 

As temperature is directly related to the average kinetic energies of all the particles 

in the system, and hence the velocities, constant temperature simulations can be 

carried out by scaling the velocities of the particles. There are a number of different 

thermostats that can be used to do this. 

Using the Andersen t h e r m o s t a t , t h e simulation system is coupled to a heat 

bath (reservoir) that is at the desired temperature for the simulation. The strength 

of the coupling between the heat bath and the simulation can be determined by the 

frequency of stochastic collisions, uj (which can be selected by the simulator). During 

the simulation, particles are randomly selected (with a probability in a timestep 

of length 5t of uj5t) and their velocities are set at a value that is drawn from the 

Maxwell-Boltzmann distribution corresponding to the temperature of the heat bath. 

In the approach proposed by Nose,^°^ the reservoir is represented by including 

an extra degree of freedom in the simulation. Energy can dynamically flow between 

the reservoir and the simulation system with a thermal inertia of Q (Q controls the 

thermal fluctuations in the system). Hoover simplified the approach by introducing 

a thermodynamic friction coefficient The resulting Nose-Hoover thermostat^°^ 

equations of motion are: 

ti = pi/irn, (2.18) 
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P^ = ^^-^Pi, (2.19) 

^^iZ.vl/m.-gksT)^ (2.20) 
Q 

where g is the number of degrees of freedom. 

An alternative method for rescaling the velocities is the approach proposed by 

Berendsen.^°^ At every time-step the old velocities v are rescaled to new velocities, 

v' , by v ' = XV where 

and tr is a time constant, T is the current temperature of the system and TQ is 

the desired temperature of the system. The Berendsen method is very robust and 

can be used to steer the temperature to the desired value during the initial starting 

phase of a MD simulation, when energy can be poorly distributed between different 

degrees of freedom. However, it does not correctly sample the canonical ensemble. 

In the MD simulations conducted in the NVT ensemble in chapter 3, the Nose-

Hoover thermostat is used. 

Constant Pressure 

Ensembles that work in the constant pressure regime all allow the size of the simu­

lation box to change during the course of the simulation. The box may be allowed 

to change shape isotropically or anisotropically depending on the method used and 

the system that is being studied. 

In the Berendsen approach , the system is coupled to a pressure bath and obeys 

the equation: 

P = (2.22) 
tp 

where P is the pressure of the system, PQ is the desired pressure, and tp is a time 

constant. At each time step the volume of the box is scaled by a factor of ^ and so 

the co-ordinates are scaled by a factor of where 

^ = 1 - X A P O - P ) , (2.23) tp 
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and Xt is a compressibility factor. 

Nose-Hoover barostats can also be used. In the form proposed by Toxvaerd^*^^ the 

co-ordinates are scaled to r^ = q^V~^. Introducing a friction ( the equations 

of motion become: 

r, = Pi/(m,l /5) , (2.24) 

P^ = f i - (C + O P ^ , (2.25) 

C = V/{3V), (2.26) 

^~ NksTtl ' ^^-"^'^ 

where ^ is given by equation 2.20. 

In the NPT ensemble MD simulations in chapter 3, the Hoover barostat in the 

Toxvaerd form (shown above) is utilised. 

2.4.4 Parallel Molecular Dynamics 

Molecular dynamics simulations can easily be parallelised so that the computational 

work-load is shared between a number of processors. By using efficient parallelisation 

techniques simulation times can be reduced by almost a factor of A'p, where A'p is 

the number of processors used. Parallelisation is useful due to the speed-ups in 

simulation time allowing longer runs and because i t makes feasible the study of 

very large systems. The two techniques that are most frequently used to parallelise 

computer simulation codes are the replicated data (RD) method and the domain 

decomposition (DD) method (for reviews see references^°^'^°^). 

In the RD method, each processor stores the positions of all the molecules/sites in 

the system, and at certain points in the simulation (such as a force calculation) per­

forms its own portion of the overall calculation. When each processor needs to know 

the value of a quantity, whose calculation has been split over a number of different 

processors, a global sum operation must be performed. In the master/slave approach 

to a global sum, each processor communicates to a master computer that combines 

the information from each of the nodes (slaves). The master then recommunicates 

the combined information back to the slaves and the simulation can continue. A 
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more efficient way of carrying out a global sum uses the hypercube a p p r o a c h . T h i s 
type of parallelisation is very easy to implement but i t does have certain drawbacks. 
As the number of processors used increases the communication time increases. For 
a large enough number of processors the simulation will become communications 
bound and the simulation will slow-down as more processors are added. 

For the DD method the simulation time scales much more efficiently with the 

number of processors used but the implementation of the method is more com­

plex. The DD algorithm splits the simulation box into equal sizes and assigns each 

sub-domain to an individual processor. The sub-domains must communicate with 

adjacent boxes in order to exchange information about particles on the edges of the 

sub-domains, but otherwise each sub-domain is free to compute the forces/potentials 

completely in parallel with the other processors. The DD method is especially effi­

cient for short-range interactions where the range of the interaction is smaller than 

the size of the sub-domains. In chapter 3 the simulation code GBMOLDD,^°^'^^'^ 

which uses the domain decomposition algorithm, is used to simulate spherocylinders 

that have a short range, repulsive potential. Figure 2.5 shows a graph comparing 

the performance of the GBMOLDD simulation code with a RD code for simulations 

of a system made up of Gay-Berne/Lennard-Jones dimers for different numbers of 

processors. For these systems the DD algorithm scales much more efficiently with 

Np than the RD algorithm. 

2.5 Practicalities and Analysis 

2.5.1 Periodic Boundary Conditions 

One problem that must be overcome in computer simulations of bulk phases is how to 

deal with particles at the surface/boundary of a simulation box. If the simulation box 

was just an isolated system then particles at the edges of the box would experience 

a completely different environment to particles at the centre of the simulation. For 

small system sizes (simulations are often limited in size due to computational cost), 

these effects would have a very large effect on the properties of the system. For 

example, in a cubic crystal of 1000 atoms, approximately 49% of the atoms are at the 
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Figure 2.5: The speed up in terms of simulation time, S, for increasing number of pro­
cessors, A'p, used to simulate a system of Gay-Berne/Lennard-Jones dimer molecules 
using GBMOLDD (squares) and a replicated data based simulation codê ^^ (trian­
gles) on 8, 16, 32 and 64 nodes of a Cray T3E. The dashed line is the ideal, linear 
speed-up. 

surface. In order to solve this problem, periodic boundary conditions are used, where 

the simulation box is repeated throughout space to effectively form an infinite bulk 

surrounding the original simulation box. When a molecule moves out of the original 

simulation box, so do the corresponding molecules in the neighbouring simulation 

boxes, and the identical image of the molecule re-appears at the opposite face of 

the simulation box. Thus, the number of particles in the simulation box always 

remains constant. This process is demonstrated in figure 2.6. The co-ordinates of 

the particles are only needed to be stored for the particles in the simulation box, 

and not for all of the images, due to the wrap-around nature of the system. Periodic 

boundary conditions have been found to be an extremely effective simulation tool, 

although there are certain side-effects of using them. For example, periodic boundary 

conditions cannot contain wavelength fluctuations that are longer than the length 

of the periodic box. This can be particularly trouble-some close to continuous phase 

transitions such as near to the gas-liquid critical point. 

Three-dimensional periodic boxes are usually cubic or cuboidal in shape. How­

ever, a variety of other space-filling shapes, including truncated octahedrons and 

rhombic dodecahedrons, can also be employed. The simulations conducted in this 
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Figure 2.6: Schematic diagram showing periodic boundary conditions for a two-
dimensional system. Particle 5 moves out of the simulation box to the left and 
reappears on the right of the box. 
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thesis in chapters 3 and 7 use periodic boundary conditions. In chapter 4, a spe­
cial form of twisted periodic boundary conditions are required and are described in 
section 4.2.2. 

2.5.2 Truncation of Intermolecular Interactions 

In systems where short-range interactions constitute the dominant part of the total 

potential energy of a particle, the computational efficiency of a simulation can be 

vastly improved by introducing a cut-off in the pair potential so that each particle 

can only interact with other particles within a distance rent (the cut-off distance). 

In simulations using periodic boundary conditions (section 2.5.1), rcut is typically 

chosen to be less than half the length of the periodic box so that a particle cannot 

interact with a periodic image of itself. There are several methods that can be used 

to truncate the potential. One method is to simply cut the potential at rcut and set 

it to zero at longer distances: 

^truncated^^s^ ^ | ^ ( 0 ^ < Tcut ^ ^2.28) 

0 r > rcut 

although this results in a discontinuity in the potential at rcut- Another approach is 

to truncate and shift the potential: 

^ . „ n c - . w t ( , ) = I f^(^) - ^ ^ . (2.29) 
0 r > rcut 

This results in a continuous potential which is much more suitable for molecular 

dynamics simulations than the truncation in equation 2.28. 

Typical values of rcut used for the potentials described in section 2.2 are 2.5(7o for 

the Lennard-Jones potential and 4cro for the Gay-Berne potential. Truncated and 

shifted potentials are used for the Gay-Berne simulations conducted in chapters 4 

and 7 of this thesis. 
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2.5.3 Radial Distribution Functions 

Radial distribution functions are used to characterise the structures of phases in 

computer simulation. They can also be obtained from neutron scattering data (re­

quiring a Fourier transform of the structure factor) for experimental systems. The 

simplest distribution function is the pair distribution function, known as 52(1*1, r^) or 

just ^(r). ^(r) is defined as the probability of finding a pair of atoms at a distance r 

apart, relative to the probability that would be expected in an ideal gas (completely 

random distribution) at the same density. I t is defined as: 

(2.30) 

where V is the volume and A'̂  is the number of particles. In computer simulations 

the 5 function is replaced by a non-zero function in a small range of separations, 5v, 

and histograms are compiled for each separation. The radial distribution function 

for a Lennard-Jones liquid close to its triple point is shown in figure 2.7. 

r I o 

Figure 2.7: The pair distribution function for a Lennard-Jones fluid close to the 
triple point (adapted from reference^^^). 

I t can also be useful to resolve the distribution into parts that are parallel, g\\{r), 

and perpendicular, 51 (r) , to the director in the study of liquid crystalline materials. 

Peaks in g\\{r) indicate that layers have formed in the structure (useful for identifying 
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smectic phase formation) while g±{r) can be used to monitor the ordering within 
layers (useful to differentiate between smectic-A layers and soft-crystalline layers). 

Orientational correlation functions (OCFs) can also be used to calculate struc­

tural features. The OCF of rank / is defined as: 

giir) = 1 + ̂  ( E E ^ ' ( ^ O « ^ V ) ) > (2-31) 

where Pi is the / th Legendre polynomial and 7ij is the angle between the orientational 

vectors of molecules i and j. The OCF of rank 2 can be used as a measure of the 

distance dependence of the order parameter. 



Chapter 3 

Computer Simiulations of Soft 

Repulsive Spherocylinders (SRS) 

3.1 Introduction 

Recent years have seen substantial progress in the simulation of liquid crystal sys­

tems.̂ ^ "̂̂ ^^ Such simulations frequently require large numbers of mesogenic molecules. 

This is particularly true for the calculation of material properties, such as elastic 

constants that require the computation of a wavevector-dependent ordering tensor 

in the low-k l i m i t , o r for the study of smectic phases where many particles 

are required to represent individual smectic layers. In these cases it is desirable to 

use models that are cheap, in terms of computer power, but which still capture the 

essential physics of real mesogenic molecules. 

The most commonly studied model systems are the hard spherocylinder model^ '̂'*^ 

and the soft-particle Gay-Berne mesogen^ "̂̂ ^ (see section 2.2.4). In this chapter, 

computer simulations of a "hybrid" system of soft repulsive spherocylinders (SRS), 

which have only been briefly examined in the past,'*̂ "̂ ^ are carried out in order to 

determine the phase behaviour of the system. The computational model is appeaUng 

due to its relative cheapness but in this work is shown to be rich in phase behaviour, 

exhibiting both the nematic and smectic liquid crystalline phases. In addition the 

short-range nature of this potential makes i t highly suitable for use with parallel do­

main decomposition algorithms^°^'^^°'^^^ (see section 2.4.4), which can provide for 

43 
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the simulation of extremely large systems of mesogenic molecules. 

3.2 Model and Simulation Details 

We consider a system of 675 spherocylinder molecules with a purely repulsive short 

range pair potential of the form 

4e ( . ^ 1 _ ( m 1 _l_ i 

0, 

, d i j <i dcut 

d i j > dcut 

(3.1) 

where CTQ = D, the diameter of the spherocylinder, dij is the shortest separation 

between hard lines of length L that run through the middle of each spherocylinder 

(figure 3.1) and dcut = 2^a(j. In this study spherocylinders with aspect ratio ^ = 4 

(total length-to-breadth ratio of 5:1) were used. Hard spherocylinder particles have 

already been shown to form nematic and smectic phases for this aspect ratio. Figure 

D 

L 

Figure 3.1: Schematic diagram defining distances rij, dij, D and L for spherocylin­
ders. 

3.2 shows the form of the potential as a function of intermolecular separation, Vij, 

for different fixed orientations of pairs of spherocylinders, and figure 3.3 shows a 

three dimensional contour plot of the potential energy for a pair of spherocylinders 

constrained to lie parallel. 
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Figure 3.2: The spherocylinder pair potential, f/y , as a function of the fixed relative 
orientations of two particles at separation r^j . 

Figure 3.3: 3-D contour plot of the pair potential, C/̂ j, for two spherocylinders 
constrained to lie parallel to the ?/-axis at separation {rx.Ty,^), r^j = i / r f T r | . 



3.2. Model and Simulation Details 46 

The spherocylinder molecules were initially placed, completely aligned, in a simu­
lation box of cubic dimensions subject to periodic boundary conditions. A molecular 
dynamics (MD) simulation using a Nose-Hoover thermostat NVT ensemble was used 
to 'melt' the system until the isotropic phase was obtained. The NVT ensemble was 
then used to sequentially reduce the temperature of the system to desired levels. 
Equilibration was generally achieved at each temperature after 1-5 x 10^ steps. Fi­
nally, MD simulations in the NVE ensemble were used to equilibrate the sample at 
each state point and to find the average temperature, pressure and order parameter, 
52, for the system over a production run (0.5-2 x 10^ steps) where S2 is defined as 

1 ^ 
'̂ 2 = ^E^2 (Gi .n) , (3.2) 

i=l 

where Uj is the unit vector that specifies the orientation of the long axis of molecule 

i , n is the director which is a unit vector specifying the average alignment of the long 

molecular axes and P2 is the second Legendre polynomial P2(cos^) = |(3cos^ ^ — 1). 

^2 was calculated as the largest eigenvalue obtained through diagonalization of the 

ordering tensor 
1 ^ 3 1 

QcH = Y^i^Uiaiiip - -Sa0), (3.3) 
1=1 

where 5 is the Kronecker S and a,/3 = x,y,z refer to the space fixed axes. Uncer­

tainties were found by performing standard error calculations on the data collected 

during these production runs. The system generally took longer to equilibrate near 

phase boundaries, especially when close to the isotropic-nematic transition (typically 

1-1.5 X 10^ steps longer). 

A velocity Verlet algorithm was used for integration of the equations of motions 

using a reduced time-step of 0.0003 < 5t* < 0.001 {t* = {e/{ma^)y^^t). The actual 

time-step used for each state point depended on the temperature and density of the 

system studied, with higher temperature state points requiring shorter time-steps. 

In each case the stability of the integration algorithm was checked and no signifi­

cant drift in the total energy was seen in the NVE ensemble. The spherocylinder 

system was studied at a number of different densities to allow an approximate phase 
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diagram of the system to be mapped out. Al l the MD simulations conducted in 
this study were done with the MD program GBMOLDD/"^'^^"'^^^ which uses the 
domain decomposition algorithm for parallelisation. Runs were carried out on single 
workstations and on eight processors of a SUN system. (GBMOLDD is efficient for 
both single processor systems (single domain) or parallel computer systems. Parallel 
performance improves with the number of domains. However, the relatively small 
system size used in this work limits the maximum number of domains to eight.) 

To characterize highly ordered systems that form at high densities and/or low 

temperatures, NpT ensemble (Nose-Hoover thermostat and Hoover barostat^°^'^^° 

in the form proposed by Toxvaerd^^^) simulations were performed on selected state 

points with 52 > 0.8. This removes problems of two-phase coexistence by not 

constraining the density of the system and checks whether the presence of smectic 

phases is influenced by the fixed periodic boundary conditions of the NVE ensemble. 

In addition, NpT simulations (as previously specified) were carried out for three re­

duced temperatures (T* = 0.5,1.0,1.5) covering a range of reduced pressures from 

P* ?̂  1.5-12.5 (see below), which covers the whole phase diagram. In these simula­

tions the SRS system was equilibrated at a low pressure in order to form a disordered 

isotropic phase. The pressure of the system was then sequentially increased. At each 

state point the system was equilibrated for approximately 1 x 10^ steps and system 

averages were taken over a further 1 x 10^ steps. 

The reduced units convention is used throughout this chapter. For the reduced 

density, p* = pal, the reduced temperature, T* = ^ and the reduced pressure, 

P* = where UQ is the volume of a spherocylinder. 

3.3 Results and Discussion 

The NVE results for the ^ = 4 system of soft repulsive spherocylinders are sum­

marized in Table 3.1. For each state point in Table 3.1 the phase has been identified 

from the degree of orientational order, given by ^2, and the degree of translational 

order, given by the centre of mass pair distribution function resolved parallel and 

perpendicular to the direction of orientational order (these functions are described 
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in chapter 2). In the case of each isochore, reduction in temperature results in 
the formation of a nematic liquid crystal phase. Figure 3.4 shows the time evolu­
tion of the order parameter, ^ 2 , during a typical simulation run (p* = 0.131857, 
T* = 1.404) where the nematic phase is grown directly from the isotropic phase. 
For p* = 0.131857 the nematic phase typically required 1.5-2 x 10^ steps to grow 
completely from the liquid but the number of simulation steps needed for equilibra­
tion was highly dependent on the density and temperature at which the simulation 
was conducted. 

Table 3.1: Results for a series of isochores studied in the NVE ensemble. 

p* T ) i n Phase 

0.130 13.892±0.014 5.290±0.024 0.070±0.017 I 

0.130 6.943±0.004 6.085±0.032 0.084±0.016 I 

0.130 2.798±0.028 7.225±0.119 0.143±0.021 I 

0.130 2.100±0.001 7.457±0.011 0.290±0.019 I / N 

0.130 1.394±0.001 7.880±0.031 0.296±0.013 I / N 

0.130 0.694±0.001 8.329±0.011 0.354±0.013 I /N 

0.130 0.345±0.001 8.416±0.069 0.512±0.018 N 

0.131857 13.951±0.016 5.512±0.006 0.067±0.020 I 

0.131857 7.006±0.006 6.292±0.023 0.063±0.019 I 

0.131857 2.791±0.003 7.346±0.027 0.203±0.025 I 

0.131857 2.064±0.002 7.844±0.033 0.299±0.015 I /N 

0.131857 1.404±0.001 7.966±0.029 0.553±0.018 N 

0.131857 1.051±0.001 8.029±0.017 0.724±0.011 N 

0.131857 0.685±0.001 7.959±0.015 0.811±0.006 N/Sm-A 

0.131857 0.343±0.001 8.275±0.023 0.840±0.004 Sm-A 

0.135 13.864±0.012 5.836±0.012 0.079±0.019 I 

0.135 6.850±0.004 6.764±0.011 0.103±0.020 I 

0.135 3.532±0.026 7.466±0.028 0.351±0.026 I / N 

0.135 2.814±0.003 7.595±0.029 0.488±0.034 N 

0.135 2.095±0.003 7.927±0.037 0.567±0.015 N 
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p* {S2) Phase 

0 135 1.410±0.002 7.868±0 045 0 752±0 018 N 

0 135 1.052±0.001 7.928±0 026 0 805±0 006 N 

0 135 0.679±0.001 7.962±0 031 0 844±0 008 Sm-A 

0 135 0.345±0.001 8.465±0 013 0 877±0 003 Sm-A 

0 140 13.897±0.008 6.451±0 017 0 077±0 019 I 

0 140 7.420±0.009 7.272±0 020 0 134±0 037 I 

0 140 5.000±0.006 7.675±0 020 0 269±0 024 I / N 

0 140 3.547±0.004 8.054±0 029 0 463±0 018 N 

0 140 2.780±0.003 8.358±0 021 0 480±0 020 N 

0 140 2.436±0.003 8.494±0 032 0 548±0 020 N 

0 140 2.124±0.003 8.296±0 018 0 664±0 Oil N 

0 140 1.755±0.003 8.085±0 055 0 786±0 005 N/Sm-A 

0 140 1.421±0.001 7.840±0 028 0 872±0 003 Sm-A 

0 140 0.692ib0.001 8.454±0 021 0 890±0 004 Sm-A 

0 145 17.070±0.012 6.746±0 013 0 093±0 009 I 

0 145 8.918±0.007 7.624±0 013 0 127±0 025 I 

0 145 6.205±0.007 7.989±0 016 0 341±0 022 I / N 

0 145 4.823±0.007 8.176±0 035 0 567±0 018 N 

0 145 3.416±0.003 8.376±0 025 0 755±0 020 N 

0 145 2.087±0.005 8.181±0 063 0 862±0 013 Sm-A 

0 145 0.693±0.001 9.025±0 030 0 925±0 002 K 

0 150 20.765±0.027 7.019±0 014 0 087±0 016 I 

0 150 11.198±0.014 7.818±0 023 0 151±0 026 I 

0 150 9.285±0.019 7.973±0 040 0 454±0 022 N 

0 150 7.008±0.008 8.356±0 030 0 504±0 012 N 

0 150 5.676±0.007 8.391±0 028 0 682±0 009 N 

0 150 4.198±0.007 8.578±0 045 0 787±0 Oil N/Sm-A 

0 150 2.833±0.006 8.338±0 052 0 877±0 008 Sm-A 

0 150 1.388±0.001 9.005±0 020 0 916±0 004 K 

0 160 40.908±0.032 7.156±0 017 0 116±0 012 I 
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p* i n Phase 

0.160 28.207±0.025 7.688±0.023 0.216±0.038 I / N 

0.160 18.402±0.021 8.206±0.025 0.403±0.031 I / N 

0.160 14.322±0.024 8.406±0.042 0.584±0.059 N . 

0.160 10.668±0.019 8.726±0.033 0.696±0.013 N 

0.160 8.449±0.017 9.064±0.031 0.746±0.018 N 

0.160 6.839±0.028 8.897±0.060 0.827±0.006 N/Sm-A 

0.160 3.448±0.004 8.983±0.023 0.917±0.005 K 

CO 0.4 

2*10° 3*10 

Number of steps 
5*10° 

Figure 3.4: A typical ^ 2 vs. simulation time plot showing the growth of an ori-
entationally ordered nematic phase from an isotropic liquid (for T* = 1.404, p* — 
0.131857). 

The T* dependence of 5*2 for different reduced densities is plotted in figure 3.5. 

As density is increased, i t is evident that a nematic phase forms at increasingly 

high temperatures, or conversely, increases in density at fixed temperature lead to 

nematic formation as predicted by Onsager theory. This behaviour is expected from 

earlier studies of hard spherocylinder m o d e l s . T h e work of McGrother et al}^ 

predicts an isotropic-nematic (I-N) phase transition for aspect ratios of just less 

than ^ = 4, and we would expect the SRS system to exhibit similar trends. In 

the absence of attractive forces in these models, orientational order is primarily 
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infiuenced by the competition between rotational and translational entropy. At 

higher densities the loss in rotational entropy induced by orientational ordering 

is more than compensated for by the gain in translational entropy caused by the 

molecules aligning. 
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Figure 3.5: ^ 2 as a function of reduced temperature, T*, for seven fixed reduced 
densities, p*, in the NVE ensemble. 

With the exception of the lowest density studied, the formation of smectic layers 

was able to be seen at low temperatures for each of the isochores studied in table 

3.1. For fixed periodic boundary conditions the possibility arises that smectic layers 

can form with a layer structure than is incommensurate with the box dimensions. 

Consequently, constant pressure runs for some of the low temperature state points 

from table 3.1 were carried out, to produce the NpT results listed in table 3.2. 

The layer ordering was monitored through the behaviour of the radial distribu­

tion function g{r), and its components parallel, g\\{r), and perpendicular, g±{r), to 

the director (as shown in figure 3.6 for selected state points) and the centre of mass 

structure factor S{k), where ^(A;) = iV"^ {p{k)p{-k)) and p{k) — ^ j ^ j exp(^k.r^). 

The simulations clearly demonstrate the formation of smectic layers with the layer 

normal parallel to the director resulting in oscillations in ^| |(r), as shown in figure 

3.6b. On cooling from the nematic, the in-plane ordering represented by ^_L(r) is 

liquid like (as shown in the figure 3.6c), which confirms that the initial phase formed 
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on cooling the nematic is a smectic-A phase, rather than a smectic-B phase. Again, 

this result is expected from the behaviour of hard spherocylinders,'*^'^^^ where a 

smectic-A phase is seen for elongations of ^ > 3.2. In table 3.1, it is noted that 

the transition from a nematic to a smectic-A (N-SmA) phase at constant volume is 

accompanied by a small drop in pressure. This is indicative of a first order phase 

transition, again, similar to the behaviour of hard spherocylinder models. 

Table 3.2: Results for selected state points in the NpT ensemble. 

rp* p* Phase 
0 1301±0 0001 0 6848 7.967 0 753±0.007 N 
0 1314±0 0002 0 6850 7.960 0 801±0.016 N 
0 1328±0 0002 0 3433 8.264 0 859±0.005 Sm-A 
0 1352±0 0002 0 6790 7.963 0 869±0.007 Sm-A 
0 1361±0 0001 0 6783 7.967 0 874±0.003 Sm-A 
0 1353±0 0001 0 3448 8.470 0 877±0.005 Sm-A 
0 1383±0 0002 1 4210 7.841 0 834±0.011 Sm-A 
0 1423±0 0002 1 4076 8.049 0 882±0.007 Sm-A 
0 1405±0 0001 0 6913 8.470 0 904±0.007 Sm-A 
0 1478±0 0002 2 0837 8.238 0 896±0.003 Sm-A 
0 1450±0 0001 0 6934 9.039 0 923±0.004 K 
0 1477±0 0003 2 8329 8.339 0 865±0.008 Sm-A 
0 1531±0 0001 2 8254 8.420 0 902±0.008 Sm-A 
0 1506±0 0001 1 3877 9.011 0 917±0.006 K 
0 1613±0 0003 6 8333 8.890 0 849±0.018 Sm-A 
0 1605±0 0001 3 4434 9.017 0.910±0.006 K 

Visualization of snapshots from the simulation also confirm that isotropic, ne­

matic and smectic-A phases were formed (see figure 3.7). However, the simulations 

are not sufficiently detailed to confidently determine the nature of the highest den­

sity phase formed in these systems (where 5*2 > 0.9). This may be either a smectic-B 

phase or a solid. An accurate determination of this phase requires free-energy cal­

culations to be performed along with further NpT ensemble simulations on much 

larger system sizes. Identification of the high density phase is not the main aim 

of the current work. However, by comparison with hard spherocylinders it is likely 

that this high density phase is solid. 

To aid detailed comparison with previous isothermal-isobaric Monte Carlo work 
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Figure 3.6: Graphs of the pair distribution functions a) ^^(r), b) g\\{r) and c) g±{r) 
in the isotropic phase (T* = 0.500, p* = 0.0988, P* = 4.40), nematic phase (T* = 
0.500, p* = 0.1188, P* = 7.04) and smectic-A phase (T* = 0.500, p* = 0.1302, P* = 
7.77). 



3.3. Results and Discussion 54 

a) 

c ) 

Figure 3.7: Snapshots taken from the a) isotropic (T* = 13.95, p* = 0.131857, P* = 
5.51), b) nematic {T* = 1.05, p* = 0.131857, P* = 8.03), c) smectic-A (T* = 
0.345, p* = 0.135, P* = 8.47) and d) solid (T* = 0.693, p* = 0.145, P* = 9.03) 
phases. 
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on hard spherocylinders with the same aspect ratio, an additional set of simulations 

for three isotherms in the NpT ensemble (table 3.3) were carried out. The hard 

spherocylinder system was found to exhibit a weakly first-order transition from an 

isotropic phase (p* ^ 0.129, P* = 7.75) to a nematic phase (p* « 0.131, P* = 7.80), 

and then a transition from a nematic phase (p* !^ 0.133, P* = 8.00) to a smectic-A 

phase (p* ^ 0.144, P* = 8.20). In the SRS system at T* = 1.0, there is a transition 

from the isotropic phase (p* 0.113, P* = 5.86) to a nematic phase (p* ^ 0.119, 

P* = 6.60), and then a transition from a nematic phase (p* ^ 0.129, P* = 7.70) to 

a smectic-A phase (p* ^ 0.137, P* = 8.06). So in comparison to the hard system, 

in the SRS fluid at T* = 1.0 the nematic phase is stabilized slightly with-respect-to 

the isotropic liquid, but destabilized with respect to the smectic-A phase. These 

results are not surprising because, in comparison to a hard spherocylinder with a 

cutoff at (To , the soft shoulders of the SRS mesogen make i t slightly larger. 

Table 3.3: Results for a series of isotherms studied in the NpT ensemble. 

in ( ^ 2 ) Phase 

0 0771±0 0007 0 500 2.200 ±0.122 0.041±0 015 I 

0 0928±0 0006 0 500 3.666±0.171 0.050±0 015 I 

0 0988±0 0007 0 500 4.398±0.194 0.041±0 015 I 

0 1043±0 0006 0 500 5.132±0.210 0.083±0 031 I 

0 1078db0 0007 0 500 5.572±0.225 0.210±0 097 I 

0 1102±0 0006 0 500 5.865±0.234 0.336±0 073 I 

0 1135±0 0006 0 500 6.305±0.240 0.401±0 058 N 

0 1148±0 0010 0 500 6.598±0.266 0.369±0 087 N 

0 1188±0 0008 0 500 7.038±0.277 0.575±0 049 N 

0 1235±0 0013 0 500 7.331±0.293 0.736±0 029 N 

0 1302±0 0010 0 500 7.771±0.311 0.817±0 012 Sm-A 

0 1339±0 0009 0 500 8.065±0.317 0.855±0 008 Sm-A 

0 1362±0 0008 0 500 8.358±0.326 0.873±0 005 Sm-A 

0 1384±0 0007 0 500 8.797±0.329 0.856±0 006 Sm-A 

0 1430±0 0008 0 500 9.530±0.374 0.885±0 007 K 
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in ( ^ 2 ) Phase 

0 1461±0 0008 0 500 10.264±0.367 0 890±0 007 K 

0 1529±0 0007 0 500 11.730±0.418 0 899±0 004 K 

0 0736±0 0007 1 000 1.833±0.095 0 042±0 015 I 

0 0883±0 0007 1 000 2.938±0.138 0 044±0 014 I 

0 0958±0 0007 1 000 3.666±0.158 0 058±0 017 I 

0 1022±0 0007 1 000 4.399±0.177 0 084±0 028 I 

0 1079±0 0007 1 000 5.132±0.202 0 074±0 029 I 

0 1133±0 0007 1 000 5.865±0.208 0 113±0 069 I 

0 1194±0 0007 1 000 6.598±0.240 0 380±0 049 N 

0 1258±0 0007 1 000 7.331±0.259 0 619±0 037 N 

0 1294±0 0009 1 000 7.698±0.259 0 702±0 043 N 

0 1374±0 0010 1 000 8.064±0.281 0 837±0 010 Sm-A 

0 1438±0 0009 1 000 8.797±0.328 0 865±0 006 Sm-A 

0 1480±0 0008 1 000 9.530±0.342 0 829±0 027 Sm-A 

0 1526±0 0008 1 000 10.264±0.337 0 894±0 005 K 

0 1561±0 0008 1 000 10.996±0.401 0 885±0 019 K 

0 1644±0 0016 1 000 12.462±0.425 0 901±0 028 K 

0 0840±0 0008 1 500 2.444±0.118 0 035±0 013 I 

0 0954±0 0007 1 500 3.421±0.143 0 045±0 014 I 

0 1081±0 0007 1 500 4.887±0.184 0 051±0 015 I 

0 1158±0 0008 1 500 5.865±0.215 0 156±0 050 I 

0 1198±0 0009 1 500 6.354±0.230 0 262±0 070 I 

0 1240±0 0007 1 500 6.843±0.237 0 429±0 039 N 

0 1278±0 0009 1 500 7.331±0.255 0 500±0 074 N 

0 1325±0 0010 1 500 7.820±0.282 0 671±0 037 N 

0 1438±0 0010 1 500 8.309±0.281 0 863±0 008 Sm-A 

0 1534±0 0009 1 .500 9.776±0.515 0 886±0 007 K 

0 1607±0 0008 1 .500 10.753±0.410 0 890±0 005 K 

In figure 3.8 the nematic order parameter for the isotherms T* = 0.5,1.0 and 
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1.5 are plotted. As the temperature is increased both transitions are pushed to 

higher densities. However, unlike Gay-Berne particles where attractive forces exist, 

the extent of the nematic range is not infiuenced strongly by moving to higher 

temperature isotherms (for a comparison see figure 13 of reference^^^ for isotherms 

of an elongated Gay-Berne potential (4:1)). From estimates obtained from table 

3.3 and the work in r e f e r e n c e , i t appears that the density change at the phase 

transition is smaller for the SRS system than for a 4:1 Gay-Berne potential. This is 

encouraging because typical experimental density changes at a phase transition are 

usually small in comparison to those predicted by simulations of single site models. 
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Figure 3.8: ^ 2 as a function of reduced density, p*, for isotherms at T* = 0.5,1.0,1.5 
in the NpT ensemble. 

Other variations of the spherocylinder model have also been looked at.̂ ^̂ "̂ ^̂  

One notable study involved the simulation of dipolar hard spherocylinder (DHSC) 

systems. A detailed comparison of the SRS and DHSC models is difficult, because 

there is no published data for DHSCs with an aspect ratio of 4. However, i t is 

interesting to note that dipoles were found to destabilize the nematic phase with 

respect to both the isotropic and smectic-A phases in contrast to the work described 

in the current study. 
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In view of the interest in the SRS potential as a reference system for the large 
scale simulation of liquid crystal phases, it is of some curiosity to compare the 
computational cost of the SRS potential with other well-known continuous single-
site potentials. The most common of these, in recent years, has been the Gay-
Berne potential. However, a detailed comparison with this potential is extremely 
difficult because the speed of the program depends upon the time-step used, the 
cutoff employed, whether or not the potential is shifted (such that corrections are 
computed at the cutoff), the density of the system and the phase the system is in (for 
example the SRS requires less computational effort for a time-step in the nematic 
phase than in the isotropic phase). In turn the phase behaviour, the time-step and 
the cutoff are all governed by the length of the molecule. Despite these provisos i t 
is noted that for the program GBMOLDD, the SRS potential is approximately two 
to three times faster to compute than the commonly used 3:1 Gay-Berne potential 
of de Miguel et al}"^ for a typical nematic. 

After this study was completed further work based on this model system, at the 

same aspect ratio, was conducted by Cuetos et al. at T* = 20̂ ^̂  and T* = 5.̂ ^̂  

At these higher temperatures both the I-N and N-SmA transitions were found to 

be shifted towards higher densities with respect to the hard spherocylinder fluid in 

contrast to the results presented in this chapter for T* = 1. This can be explained by 

considering the effective size of the molecules at different temperatures. At T* = 1 

the molecules are effectively larger and at T* > 5 they are effectively smaller in 

comparison to a hard spherocylinder molecule. Thus, at higher temperatures the 

magnitude of the entropic excluded volume effects are smaller than in the hard 

spherocylinder fluid. 

3.4 Conclusion 

In this work the results of computer simulations of soft repulsive spherocylinders of 

aspect ratio ^ = 4 using the molecular dynamics program GBMOLDD have been 

presented. The results show that systems of soft repulsive spherocylinders can form 

stable nematic and smectic-A liquid crystalline phases. The relative cheapness of 
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the computational model used make soft repulsive spherocylinders an ideal reference 
system for future work. In addition, the continuous nature of the potential and the 
lack of long-range attraction makes it a highly suitable model for use in parallel 
domain decomposition molecular dynamics programs,̂ "̂ '̂ ^* '̂̂ "̂ ^ thereby facilitating 
the simulation of large numbers of particles on multi-processor computers. The 
SRS solvent system is implemented in helical twisting power (HTP) calculations in 
chapter 4 of this report. 



Chapter 4 

Helical Twisting Power (HTP) 

Calculations from Chemical Potential 

Differences Between Enantiomers 

4.1 Introduction 

In section 1.3 the helical twisting power, ^M, for liquid crystalline chiral dopants 

is introduced. The first technique that is used to calculate helical twisting powers 

(HTPs) for chiral molecules in this thesis, uses a method originally proposed and 

applied by Cook and Wilson^^ that was based on some earlier work by A l l e n . T h i s 

method involves simulations of a chiral dopant molecule in a twisted nematic solvent 

using an efficient Monte Carlo (MC) simulation program. The MC simulations are 

used to compute the difference in chemical potential, Ayu, between a chiral solute 

and its enantiomer immersed in the same twisted nematic solvent. A p is directly 

proportional to ^ M , and, given a value for the twist elastic constant, K2, an absolute 

value for /3M can be predicted. 

The work presented in this chapter is mainly based upon the Cook/Wilson 

method with the main difference being the use of a generic solvent composed of soft 

repulsive spherocylinder (SRS) molecules (see chapter 3), as well as Gay-Berne*^ 

molecules (see section 2.2.4), and the investigation of the optimum pathway of car­

rying out the calculation. The SRS potential is computationally efficient, usually 

60 
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requiring 2-3 times less computer power than the more familiar single-site Gay-Berne 
model. I t is therefore a useful solvent to employ in the calculation of helical twisting 
powers. Also, in many cases HTP values do not depend critically on the nature 
of the solvent. To try and improve on the original free energy difference (chemical 
potential) calculations of Cook and Wilson,investigations into different methods 
of calculating free energy differences have been undertaken and are presented in 
section 4.4.2. 

4.2 Theory 

4.2.1 Derivation of the microscopic HTP, ^ 

When the concentration of chiral dopant is small, then, following the de Gennes def­

i n i t i o n , t h e equilibrium wavevector, ko, of the twisted phase is linearly dependent 

on the concentration of solute molecules 

ko = ^ = inPp. (4.1) 
-TO 

Here, p = N/V is the number density of dopant molecules and the constant of 

proportionality P is defined as the microscopic helical twisting power. (It should 

be noted that de Genne's definition of /3 is not the same as that of the usual quantity 

PM of equation 1.3 that is measured experimentally, but ^ can easily be converted 

into J3M using equation 4.5 below.) If a uniformly twisted nematic with wavevector 

k = 2-K/P is doped with small numbers (A^+ and A''_) of a chiral dopant (with a 

microscopic HTP of ±/9), then there will be an elastic contribution to the free energy 

that arises from distortions from the uniformly twisted state^^ 

F=lvKJk-^[N^-N^\ (4.2) 
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where V is the volume of the system and K2 is the twist elastic constant. Following 
AUen,^^ in the limit of infinite dilution (iV_, iV+ -> 0), 

so that 

P = (4.4) 

Hence, (for low values of k) in the low concentration limit, /3 can be obtained from 

a measurement of the chemical potential difference between two enantiomers in a 

uniformly twisted nematic solvent with a twist elastic constant of K2. 

The microscopic HTP, /3, is related to the macroscopic HTP, PM, by combining 

equations 1.3, 4.1 and 4.4: 

0. = (4.5) 

Allen^^ has used equation 4.4 to obtain values of /3 for dimers consisting of two 

touching prolate ellipsoids of axial ratio e = 5 within a fluid of similar monomeric 

ellipsoids. In that work an explicit expression was obtained for the excess chemical 

potential of a dimer composed of two hard ellipsoids in contact in a twisted nematic 

phase of hard ellipsoids.However, equation 4.4 is not restricted to systems where 

explicit expressions can be derived for the chemical potential. For example, A/x is 

equivalent to the free energy change in converting one mole of chiral solute into 

its mirror image in the presence of a twisted nematic solvent at infinite dilution. 

An overview of free energy calculation techniques is given in section 4.2.3 and the 

methods used to calculate /3 in this chapter are presented in section 4.4. 

4.2.2 Twisted Periodic Boundary Conditions 

In order to carry out a helical twisting power calculation using equation 4.4 it is 

necessary to simulate a uniformly twisted nematic solvent. To do this the twisted 

periodic boundary conditions of Allen and Masters^^° can be employed (see figure 

4.1). Here, molecules in the neighbouring simulation box {+z direction) are ro­

tated through 90 degrees about the z axis with respect to their coordinates and 
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orientations in the original box, (and those in the neighbouring box in the opposite 

{—z) direction are rotated through -90 degrees). For the reduced temperatures at 

which the simulations were conducted, the twist imposed by the periodic box did 

not have any significant effect on the ordering of the model fluid. Using Monte Carlo 

simulations of the SRS and GB fluids essentially identical results for the nematic 

order parameter in an untwisted system and the chiral nematic order parameter 

(see below) in a 90 degrees twisted system were obtained. The values of these order 

parameters were in agreement w i t h the molecular dynamics results of chapter 3 for 

the SRS fluid and w i t h those given in reference^^' for the GB fluid. 

y 

X 

Figure 4.1: Twisted periodic boundary conditions. The diagram shows how the 
orientation of a molecule passing through the +z direction of the simulation box is 
rotated by 90 degrees when i t enters the periodic box f rom the -z direction. 

C h i r a l N e m a t i c O r d e r P a r a m e t e r 

The chiral nematic order parameter is obtained by effectively rotat ing each particle 

by an angle proportional to its z co-ordinate in the simulation box, and then cal­

culating the order parameter using the standard method described in section 3.2. 

I f 9 is the twist imposed on the simulation box {•n/2 in this case), z{i) is the z 

co-ordinate of molecule i, hoxz is the length of the simulation box in the z direction, 

and ex,y,z{i) is the x, y or z component of the unit vector defining the orientation of 
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particle i, then new orientations after rotation, 6; xnew ,ynew ,znew {i), are defined by: 

^xnewii) = Gxii). cos(^(i)) + ey{i). s in(0( i ) ) , (4.6) 

where 

Gynewii) = ey{i).cos{(j){i)) - e^{i).sm{(i){i)), 

\ baxz J 

(4.7) 

(4.8) 

(4.9) 

This rotat ion is only a mathematically convenient way of calculating the order pa­

rameter for a twisted system wi th in a sub-routine, and the particles are never phys­

ically rotated in the actual simulation box. 

4.2.3 Free Energy Calculations 

The accurate calculation of free energy differences is one of the main aims of both 

computational and experimental chemists. This is because most of the physical 

properties of a system depend on its free energy. Now, the excess Helmholtz free 

energy is given by 

A = -kBT\xiZ, (4.10) 

where Z is the par t i t ion function and can be wr i t t en as 

exp 
-E[X) 
knT 

dX, (4.11) 

where E{X) is the configurational energy, integrated over the phase space of the 

system, dX. Following r e f e r e n c e , b y generating an expression equal to 1 

1 exp 
E{X) 
knT 

exp 
-E{X) 

dX, (4.12) 

and substituting this expression into equation 4.10 w i t h inversion of the logarithm, 

the following expression is obtained: 
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A = kRT\n 
I 

exp EjX) P{X)dX (4.13) 

where P{X) is the probability funct ion for the system. This can also be wri t ten as 

A = keT (^exp 
E{X) 
ksT 

(4.14) 

where the diagonal brackets denote an ensemble average. Expanding equation 4.14 

in a Taylor series gives 

(4.15) 

Convergence of this expression w i l l be very slow as higher energy terms, which Monte 

Carlo and molecular dynamics techniques specifically neglect, are important in the 

{E{X))'^ and higher terms. Hence, calculating the exact free energy f rom equation 

4.14 by simulation is not possible. 

For this reason the term 'Free Energy Calculations' normally means the calcu­

lation of the free energy difference between two different systems, which is given 

by 

= -keT (4.16) 

where Zi and Zq are the par t i t ion functions for systems 1 and 0. Using a similar 

method to that used in deriving equation 4.14, the free energy difference can be 

expressed as 

' (4.17) = - A ; B T l n ^ e x p 
knT 

which means that the free energy difference between systems 0 and 1 can be deter­

mined as an ensemble average over representative configurations of system 0. This 

is a canonical average that can be measured during an ordinary Monte Carlo run 

(see chapter 2). Thus, A A can be determined using computer simulations. 

There are many different methods of calculating free energy differences. The 

most popular of these include free energy perturbation theory,^^^ thermodynamic 

in tegra t ion ,^^ '* 'par t ic le insertion,^^^•^^'^ particle deletion^^'''^^^ and those based on 
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Bennett's acceptance ratio method.^^^'^^^ 

Free E n e r g y P e r t u r b a t i o n T h e o r y 

In free energy perturbation theory the difference in free energy between two states, 

namely system A and system B, is given by: 

AFA^B = -kBTlnlexp 
- {EB - EA) 

(4.18) 

where {EB — EA) is the tota l potential energy difference between the two systems. 

I n practical terms, i f we are making a change to a solute molecule in a large volume 

of solvent then to calculate the free energy difference for this change we only need to 

calculate the changes in the solute-solvent and the intramolecular solute interactions 

and not the solvent-solvent interactions. However, i f the Hamiltonians of the two 

systems are significantly different f rom each other then the convergence of A F w i l l 

be very slow as, using equation 4.18, the free energy difference is calculated as a 

probabili ty of sampling system B f rom the ensemble in system A. I f this is the case 

then a simulation w i t h a number of intermediate points between systems A and B 

can be performed where system A is gradually mutated into system B via the use of 

a coupling parameter, A. The coupling parameter scales the geometric and potential 

funct ion parameters, V, of system A into system B in the following way: 

V{X) = XVB + (1 - X)VA (4.19) 

where A is changed f rom 0 to 1 throughout the simulation in a series of small steps, 

or windows, often termed Aj . These intermediate points, defining the free energy 

pathway, need not have any physical importance, as long as there is good convergence 

between adjacent simulation windows ensuring an accurate value of the free energy 

difference is found. 

Extensions of the free energy perturbation (FEP) technique include staged par­

ticle insertion^^^ which is a multi-stage extension of test particle insertion where 

the free energy difference is calculated for the insertion of a particle into a system, 

and staged deletion, which is the reverse process to staged insertion. In these sim-
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ulations the test particle interaction and size is gradually 'turned-on' (insertion) or 
' turned-off ' (deletion). Jorgensen and Ravimohan^'**' have suggested the method of 
'double-wide sampling' where two free energy differences are calculated f rom one 
simulation by perturbing the system f rom the Aj state to the Aj+i and A i _ i states. 
In effect, an insertion (Aj —> Aj+i) and a deletion (Aj A j _ i ) are attempted at each 
intermediate point (or window) in the simulation. 

Other variants of the FEP approach are Bennett's acceptance ratio method^^^ 

and the weighted histogram analysis method.^^^'^''^'^^^ I n Bennett's method an 

intermediate reference state is chosen in between each set of A points in order to 

maximise the overlap of the probabili ty distributions between the reference and 

perturbed states by the use of a weighting function. The weighted histogram analysis 

method uses a single reference state f rom which FEP calculations are then performed 

to al l of the different A states. 

T h e r m o d y n a m i c Integrat ion 

I n thermodynamic integration the free energy difference is determined by the inte­

grand: 

However, although this integrand is continuous, i t is solved by first evaluating the 

funct ion at a series of discrete points and then using a numerical integration method, 

such as the trapezoidal rule, to approximate the integral. The thermodynamic 

integration and thermodynamic perturbation methods are in principle equivalent 

at the l i m i t of infini te sampling. Approximations occur in both methods due 

to the use of numerical integration in the integration approach and because the 

Hamiltonians of adjacent windows in the perturbation approach do not perfectly 

overlap. 

C o m m e n t s on Free E n e r g y Ca lcu la t ion Techniques 

The accuracy of a free energy calculation is crucially dependent on the technique 

that is used. Kofke and Cummings provide an excellent review of the more spe-
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cific case of determining chemical potentials f r o m computer s i m u l a t i o n . T h e y 
note that any staged free energy perturbation method which involves a 'deletion' 
component is highly prone to a systematic error. They also comment that an inef­
fective implementation of staged insertion would be to ' t u rn on' a test-particle by 
increasing its energy parameter rather than by increasing its diameter. On a more 
general point they state, as a condition for obtaining the most accurate results, any 
free energy/chemical potential calculation should always proceed in the direction 
of decreasing entropy and that, i f intermediate windows are used, then the entropy 
change between these windows should be the same. 

The calculations that are carried out in this chapter use the free energy pertur­

bation method to determine free energy differences. Several ways of carrying out 

the FEP calculations were attempted and these are described in section 4.4. 

4.3 Simulation Model 

4.3.1 Simulation Methodology 

The quanti ty A / / in equation 4.4 can be obtained in a number of ways. One simple 

pathway involves using statistical perturbation theory^''"'^^^ to grow an enantiomer 

into an excess of twisted nematic solvent and measuring the free energy change for 

that process, followed by a comparison between this quantity and that obtained for 

the same calculation on the enantiomer. In the simplest possible case, the internal 

energy of the combined solvent/solute system can be wr i t ten as 

^solvent ^solvent ^solute ^solvent 

U,,,{X)^W^^''+ J2 E J2 t/;7"'^"*/^°'"*^(A), (4.21) 
i=l i<i i=i j=l 

where f/*"'"^^ is the solute energy (a constant for a r igid solute molecule), JJ-f'"^^*'^^ 

is the solvent interaction energy (in this case given by the SRS interaction energy in 

equation 3.1) and ig ^j^e solute-solvent interaction energy. I n equa­

t ion 4.21, the solute has Nsoiute atoms interacting w i t h Ngoivent solvent molecules, 

and a coupling parameter A, which varies between 0 and 1 controls the insertion of 

the solute molecule into the solvent system. Several different methods of altering 
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jjsoivent/solute investigated in this work (see section 4.4). 

4.3.2 Monte Carlo Free Energy Calculations 

Following equation 4.18, the free energy difference between two systems, A and B, 

is given by 

^FBA = -kBT\n{exp{-AEBA/kBT))^ (4.22) 

where AEBA is the energy difference between A and B and the brackets ( ) ^ indicate 

an ensemble average over a simulation of system A. Equation 4.22 is only useful for 

two systems w i t h similar Hamiltonians. Consequently the growth of an enantiomer 

into the twisted nematic solvent must be carried out in a series of separate simu­

lations, using the dimensionless control parameter 0 < A < 1 to gradually perturb 

the system. A can be used to perturb the system in different ways, several of which 

are investigated in this chapter (see sections 4.4.1 and 4.4.2). The tota l free energy 

change is summed f rom the individual components measured during each simulation 

n 
^psoiventisolute ^ -kBT\n (exp [-(EX^ - Ex,_,) /kBT]) . (4.23) 

4.3.3 Solvent-Solute Model 

The generalised form for the internal energy of a combined solute/solvent system is 

given in equation 4.21. In the simulations conducted in this chapter, [/«°'"*« is the 

energy of the solute molecule in the M M 2 force field,^^ and Uff""'^^ is the solvent-

solvent energy represented by either Gay-Berne''* potentials (see chapter 2) or soft 

repulsive spherocylinder^^ potentials. The soft repulsive spherocylinder potential 

used is identical to that studied in chapter 3 where the spherocylinder particles have 

a to ta l length to breadth ratio of 5:1. The fo rm of U-f"'^^^^"'^''^^ and details of the 

two solvent systems are given below. 

G a y - B e r n e ( G B ) - A t o m M o d e l 

In this work the fo rm of the GB potential studied by de Miguel et al}^ is used. 

In this fo rm of the potential ix = 2, v = I, a^ejoss = 3, and t^elf-ss = 1/5 (these 
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terms are defined in chapter 2). Following reference,^'^^ the parameters a^^ = 5.7 

A and ê ^ = 3.32576 k j / m o l are used. This corresponds to a stable nematic l iquid 

crystalline phase at a reduced density of p* = 0.32 and a reduced temperature of 

T* = 0.95. 

The fo rm of t/^^"'''-"*/^-'"*'^ used in this work is based on the work of Cleaver et al}^^ 

who derived a generalised potential for two unlike GB molecules. This formalism 

has recently been applied to systems of hybrid Lennard-Jones/GB mesogens.^^ '̂̂ '*^ 

The solvent/solute interaction energy (t/^^^'^^^"*/-"'"*- ^ ijLJ/GB^ is given by: 

LJ/GB ^ '•^ 

LJ/GB ^ 

r,j-a^J/GB^Q.f.^)+^^J/OB 

where 

a^^/«^(u„ r, ,) = ai'^^' [ l - x«-^(G, .r . , )^] , (4.25) 

6^''/«^(u„ r, ,) = [1 - x'a'-\u,.r,,r] , (4.26) 

^ . . / a B ^ j ( ^ G B ) 2 ^ ( ^ L . ) 2 ] i ^ (4.27) 

4 ^ / « ^ = (6o^^6o«^)^ (4.28) 

and XQ!~^ and x'<^'~^ are given by equations (21) and (38) of reference.^'^'^ The values 

of C T Q a n d C Q " ^ for each atom type are taken f rom the van der Waals radii and e* in 

the M M 2 H i l l potential.^^ 

Soft Repuls ive Spherocyl inder ( S R S ) - A t o m M o d e l 

In the spirit of the SRS potential, the form for the interaction between a solute atom 

and a solvent molecule follows equation 3.1, where the distance dij is the shortest 

separation between a hard line through the middle of the spherocylinder and the 

centre of the atomic site. The following combining rules are applied: 
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-atom I -.solvent 

solute/solvent '-'o "̂0 (a o q \ 

<̂0 — 2 ' K ^ - ^ ^ ) ^solute I solvent __ ^ ^atom ^solvent ^4 3Q^ 

where C Q * " " * and (jo"'""' values for each atom type in the solute are taken f rom van 

der Waals radii and e* in the M M 2 H i l l p o t e n t i a l . F o r eg"'''̂ "* a value has been used 

that scales the desired reduced temperature, T*, to 400 K . A value of ao*"'"̂ '*^ = 5.7 

A was used to provide a generic solvent w i t h an overall length (Sao*"'"^"* = 28.5 A) 

that is in the typical range for many nematogens. The SRS solvent used is identical 

to that studied in chapter 3. 

4.4 Simulation Details and Results 

Calculations were carried out on the molecules shown in figure 4.2. These same 

molecules have been used in the earlier study by Cook and Wilson using a Gay-Berne 

s o l v e n t . F o r each molecule, the equilibrium lowest energy structure was computed 

by carrying out energy minimisation calculations using the M M 2 force-field. This 

geometry was then turned into a Z-matr ix prior to the M C calculations, and the 

exact geometry of the enantiomer was obtained by reversing the signs of the dihedral 

angles in the Z-matrix. These r igid geometries were then used in the subsequent M C 

studies. M C simulations were carried out using SRS or GB solvent molecules in a 

cuboidal cell of dimensions 1:1:2 employing twisted periodic boundary conditions as 

described in section 4.2.2. In the simulation box, the helical twist occurs about the 

z axis and the nematic director at any point in space is in the x, y plane. A random 

rotat ion/translat ion of the solute molecule and each of the solvent molecules was 

attempted during each Monte Carlo cycle. Molecular orientations were represented 

in terms of quaternions and a random rotat ion was carried out using the approach 

described in references^^° and,^^^ w i t h move sizes adjusted to give M C acceptance 

ratios in the range 35-55% during the equilibration phase of the simulation. A l l 

simulations were conducted in the NVT ensemble at 400 K . 
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A 

NH 'Me 

Figure 4.2: Structures of chiral dopant molecules A - E . 
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4.4.1 Calculations using the SRS solvent system 

Two different methods of conducting the free energy perturbation calculations were 

investigated, namely by scaling the interaction parameters of the solute molecule 

only (Method A ) , as used in the original Cook/Wilson technique, and by growing 

the solute molecule into the simulation box f rom a point source by scaling both the 

geometric and interaction parameters of the solute molecule (Method B ) . 

M e t h o d A : Free E n e r g y Differences by Scal ing In terac t ion Parameters 

These M C simulations were carried out using 505 SRS molecules at a reduced density 

of p* = 0.131857 and a reduced temperature of T* = 1.05. These conditions corre­

spond to a uni form nematic phase w i t h a nematic order parameter of ^2 = 0.724 in 

an untwisted system. Prior to the free energy calculations the solute was introduced 

into a 'hole' in the solvent, formed by deleting 8 solvent molecules, and the solvent 

was then equilibrated around the solute molecule for 2 x 10^ Monte Carlo cycles. A 

coupling parameter approach was used to ' t u rn ' on the solute-solvent interactions 

in the following way: 

J rsolvent/solute / \ \ .\ solute/solvent 
[A) - 4Aeo 

solute/solvent ^ 0 12 solute/solvent 0 (4.31) 

20 A steps were carried out for each enantiomer (40 A steps in to ta l for each material). 

The free energy change was found to be greatest for the in i t i a l part of the growth 

procedure so consequently the largest number of A values were concentrated on 

the smallest values of A. This was achieved by choosing Aj f r o m the cubic Aj = 

( i /20)^, i = 1, 20. I t should be noted that the first step in the simulation is effectively 

ignored as the solute is already present in the solvent. I n this method, the free 

energy difference between the two enantiomers is assumed to be small, for the in i t i a l 

insertion of the solute into the solvent. 5000 M C equilibration cycles and 25000 M C 

production cycles were employed at each value of A. 
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M e t h o d B : Free E n e r g y Differences by Scal ing G e o m e t r i c and Interact ion 
Parameters 

Following the arguments made in section 4.2.3, the free energy difference calculation 

should be carried out by scaling the size of the test-particle as well as its energy 

parameters. For this reason, simulations have also been conducted using the coupling 

parameter approach where the coupling parameter scales both the geometric and 

potential funct ion parameters of the solute molecule. I n effect the solute molecule 

is grown into the SRS solvent system f rom a point source. These simulations were 

carried out using 513 SRS solvent molecules at a reduced density of p* = 0.131857 

and a reduced temperature of T* = 1.3 which corresponds to a point in the middle 

of the nematic range in an untwisted solvent. Prior to the free energy calculations 

the solvent was well-equilibrated using 2 x 10^ Monte Carlo cycles. 20 A steps were 

carried out for each enantiomer (40 A steps in tota l for each material). 4000 M C 

equilibration cycles and 20000 M C production cycles were conducted at each value 

of A. A was scaled equally over the 20 A steps, where Aj = {i/20), i = 0, 20, so that 

the geometric and interaction parameters were simultaneously turned on by equal 

amounts throughout the simulation. This was achieved by using A to scale cr̂ *""* 

1 solute/solvent 
and CQ ' 

Resu l t s and Discuss ion 

The results of the free energy perturbation calculations for the solute molecules in 

figure 4.2 using methods A and B are given in tables 4.1 and 4.2 respectively. I n each 

case the free energy change is positive on account of the lack of attractive interactions 

in the model and the disruption in solvent structure caused by the growth of the 

solute molecule. This contrasts w i t h free energy perturbation calculations for growth 

in a Gay-Berne (GB) solvent^^ where the overall free energy change is negative. For 

G B particles the disruption in solvent structure is more than compensated for by 

the solute-solvent interaction, which is strongly attractive. 

In the case of each molecule a preference for one or other of the enantiomers in 

terms of the magnitude of AF is able to be detected. I n each case the smallest free 

energy change corresponds to the enantiomer that is predicted to induce a helical 
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Molecule A F / kJ m o l " ! A F / kJ m o r ^ 
for configuration in figure 4.1 for enantiomer 

A 13 .9±1.5 14 .5±1 .1 
B 6 .1±3.0 8 .6±1.2 
C 9 .0±1.2 9 .7±1 .3 
D 9 .5±1 .5 8 .5±1 .4 
E 10.7±1.4 10 .9±1 .4 

Table 4.1: Results f rom simulations using the method A free energy calculation 
technique and the SRS solvent. 

Molecule A F / kJ mol"^ A F / k j W P " 
for configuration in figure 4.1 for enantiomer 

A 20 .3±0 .4 20 .9±0 .5 
B 13 .0±0 .3 13 .9±0 .5 
C 13 .8±0 .3 15 .1±0 .4 
D 14.1±0.2 13 .8±0.2 
E 18.3±0.4 18 .3±0 .4 

Table 4.2: Results f rom simulations using the method B free energy calculation 
technique and the SRS solvent. 

twist in a nematic solvent w i t h the the same twist sense as the periodic box. The 

errors for A F are rather large for method A and this means that the errors associated 

w i t h the calculated values of Aji are large also. Calculated values for A/x are given 

in table 4.3 and 4.4 for methods A and B respectively, along w i t h H T P values f rom 

experiment. Because the SRS solvent is newly studied, there are (unlike the Gay-

Berne solvent) no calculations of the twist elastic constant available. Afj, values have 

been converted to absolute values of PM by choosing parameters for the molecular 

mass of the solvent and K2 such that they give the best fit to the experimental 

data. Calculated values of PM have been included in tables 4.3 and 4.4. Table 4.3 

also includes values obtained for a Gay-Berne solvent in the original Cook/Wilson 

s t u d y , u s i n g a calculated value for the Gay-Berne twist elastic constant. 

Graphs showing the tota l free energy change for the molecules in figure 4.2 and 

their enantiomers over the course of a simulation for methods A and B are presented 

in figures 4.3 and 4.4 respectively. 
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Molecule A / i / k J mor^ ^M(Comp. SRS) / / im- i 0M{Comp. G B ) / / i m - i /3M(Exp.) / / im 1 

for method A for method A 

A 0.6±1.8 + 1 1 ± 3 1 +99.3 + 104 

B 2.5±3.2 + 6 9 ± 8 8 +69.0 +58 

C 0.7±1.8 + 2 2 ± 5 2 +27.9 +24 

D -1.0±2.1 -30±64 -26.7 -21 

E 0.2±2.0 + 3 ± 4 5 0 +8 

Table 4.3: Results for and PM f rom simulations using method A. A value of 
K2 = 2.66 X 10-^1 J m - i and a solvent mass of 249.36 a.m.u. ( R . M . M . of 4-n-
pentyl-4'-cyanobiphenyl) was used to calculate the PM values. 

Molecule 

A 
B 
C 
D 
E 

A / i / k J mol"^ 
for method B 

^M(Comp. SRS) / / im- i 
for method B 

^ M ( E x p . ) / / / m - 1 

0.61±0.64 
0.97±0.56 
1.30±0.50 
-0.27+0.28 
0.02+0.55 

+17+18 
+43+25 
+61+23 
-13+14 
+1+20 

+104 
+58 
+24 
-21 

Table 4.4: Results for Afj. and PM f rom simulations using method B. A value of 
K2 = 1.63 X 10"^^ J m - i and a solvent mass of 249.36 a.m.u. ( R . M . M . of 4-n-
pentyl-4'-cyanobiphenyl) was used to calculate the PM values. 
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Figure 4.3: Graphs showing the tota l free energy change for molecules A-E and 
their enantiomers throughout the simulation where A scales the interaction param­
eter, e*'''"*̂ /*"'''̂ "*̂  only (method A ) . The triangles represent the enantiomer which 
produces a right-hand twist in the twisted nematic phase and the circles represent 
the enantiomer which produces a left-hand twist in the twisted nematic phase. 
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Figure 4.4: Graphs showing the total free energy change for molecules A - E and 
their enantiomers throughout the simulation where A scales the geometric and in­
teraction parameters, â *""* and g^"'"*^/""'"^"* (method B ) . The triangles represent 
the enantiomer which produces a right-hand twist in the twisted nematic phase and 
the circles represent the enantiomer which produces a left-hand twist in the twisted 
nematic phase. 
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The results for molecule A using both methods is particularly poor. Subsequent 
studies in chapters 5 and 6 have shown that the HTP/chirality is highly dependent 
on the configuration of rings in these molecules (see sections 5.5.4 and 6.3.1). In 
general, the results for method A are slightly better than those from method B when 
compared with the experimental HTPs, although the statistical errors using method 
B are better than those from method A. The sources of statistical errors in the free 
energy techniques can be examined by analysing the forms of the total free energy 
change graphs in figures 4.3 and 4.4. 

For method A simulations, most of the total free energy change for the simu­

lations occur between A = ( ^ ) ^ —> (M)^ ^ ^ ^ ^ after this initial steep rise in free 

energy, the curve becomes very flat. This suggests that the initial steps in the sim­

ulation are the most important and also the most erroneous due to the large free 

energy changes involved between each step. The first step in all of these simulations 

appears to be particularly poor. This is probably due to inadequate sampling of the 

first forward step from A = ( ^ ) ^ OoY• method B simulations, the free 

energy change curves are much smoother and the different A steps appear to have 

equal importance in determining the overall free energy change for the insertion of 

the solute molecule into the SRS twisted nematic system. 

For the SRS solvent the predictions for the magnitude of are less impres­

sive than those for the Gay-Berne system using method A. This is most likely to 

be because the errors for the free energy calculations are much larger for the SRS 

solvent: the double-wide sampling technique used for a Gay-Berne solvent in refer­

encê ^ is not suitable for a harder SRS potential, and the errors in AF values must 

be addressed if this fluid is to be used to provide quantitative predictions for HTPs. 

In addition the work in reference^^ used double the number of A steps in the free 

energy calculation and the simulations were also run for longer at each A step. 

However, there are a number of factors which potentially make the SRS mesogen 

a good solvent for use in these free energy calculations. Firstly, the SRS potential is 

2-3 times computationally cheaper than the Gay-Berne potential. Secondly, the free 

energy changes for the SRS fluid are not complicated by the long-range attractions 

of the Gay-Berne potential. Thirdly, it is likely that values of A/u should be larger for 
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the SRS fluid than for GB particles in reference,because the longer spherocylinder 
particles should have a greater nematic twist elastic constant for the state-points 
studied. However, the latter could be remedied by use of longer Gay-Berne systems 
or parameterizations of the Gay-Berne potential with larger twist elastic constants. 
K2 has yet to be measured independently for the spherocylinder fluid, but could 
be obtained from monitoring of wavevectof-dependent fluctuations in the ordering 
tensor. 

The SRS solvent does have several disadvantages when compared to the GB 

solvent. Firstly, the GB solvent is able to maintain a more uniform twist over the 

ful l length of the simulation box. Secondly, the SRS solvent system is prone to 

untwisting during simulations when a chiral molecule is inserted. This occurred 

in approximately one in every three simulations, resulting in the simulations being 

abandoned and re-run. Here it should be noted that the twisted nematic phase is 

only meta-stable and the lowest free energy state at the temperatures and densi­

ties studied is the nematic phase. This is also the case for the GB solvent but, 

over a number of simulations, the SRS system has been found to be much less sta­

ble. Thirdly, the GB mesogen contains longer-range attractive forces that could be 

important in ordering liquid crystal molecules around a chiral dopant and in the 

transmission of chirality from the chiral molecule to the mesophase. 

4.4.2 Alternative Methods for Calculating the Free Energy 

Difference 

In order to investigate the optimum pathway for the free energy calculations and to 

try and reduce the statistical error in the simulations, further studies were carried 

out using the GB solvent system originally used by Cook and Wilson.^^ Three 

alternative methods are attempted and the findings are applied to a final set of 

simulations using the SRS solvent. 
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Method C : Free energy differences by linear scaling of the geometric and 
interaction parameters 

This method is analogous to that used in method B of the SRS solvent simulations, 

with the main difference being the separate scaling of the geometric and interaction 

parameters over different halves of the simulation. Of particular interest in these 

simulations was which steps gave rise to the largest errors in the free energy difference 

calculations. 

To scale the geometric and interaction parameters in the potential two different 

lambda parameters were used, Af and Af respectively. I f there are n lambda-steps 

in the simulation then Aj = i / n at lambda-step i. Af and A- can then be defined as: 

0, i = 0 

K = { 2Xi, 1^1^ n/2 , (4.32) 

1, n/2 ^ i ^ n 

0, i = 0 

Â  = <j 0.01, . (4.33) 

2Ai_n/2, n/2 n 

These can then be used to scale the geometric parameters in equation 4.27 by 

= Xy^\ (4.34) 

and the interaction parameters in equation 4.28 by 

eJ-^/^^(z) = A.̂ eS'̂ /̂ .̂ (4.35) 

The simulations were carried out using 512 GB solvent molecules at a reduced 

density of p* = 0.32 and a reduced temperature of T* = 0.95 which corresponds 

to a point in the middle of the nematic range in an untwisted solvent. Prior to 

the free energy calculations the solvent was well-equilibrated using 2 x 10^ Monte 

Carlo cycles. 40 A steps were carried out for each enantiomer (80 A steps in total 

for each material). 5000 MC equilibration cycles and 50000 MC production cycles 
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were conducted at each value of A. Chiral molecules B to E in figure 4.2 were 
studied (molecule A was not used as work conducted in chapter 5 showed that small 
changes in the conformation of this molecule can give rise to very different values of 
chirality/HTP). 

Method D: Free energy differences by linear scaling of the geometric and 

quadratic scaling of the interaction parameters 

This method follows the approach of method C with the only difference being the 

values of A-" and Â  used to control the insertion of the chiral dopant. In this method 

the following values were used: 

0, i = 0 

2Xi, , (4.36) 

1, n/2 ^ i ^ n 

0, i = 0 

A- = i 0.0025, • (4.37) 

_ 2(A^_„/2)^ n/2 ^ O n 

In this approach a very small value of A- is used during the growth of the a^-^ 

parameter (equation 4.34) to minimise the error in the first step of the simulation. 

Quadratic scaling of the Â  parameter is used during the second half of the simulation 

in an attempt to minimise the errors in the initial increase of \ \ . The same simulation 

conditions were used as in method C. 

Method E : Free energy differences by linear scaling of the geometric and 

interaction parameters using backward simulation steps 

In this method, to improve the equilibration of the solvent molecules around the 

solute the simulation is carried out in a reverse process. Prior to the free energy 

difference calculations the solute molecule is inserted into the solvent and the so­

lute/solvent system is equilibrated for 100000 MC steps. Now, instead of the simu­

lation proceeding from A-step n = 1, the simulation begins at n = 40 and is carried 
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out in reverse. The following parameters were used for and A-

0, z = 0 

1, n/2 ^ i ^ n 

(4.38) 

0, i = 0 

0.001, 1 ^ O n/2 . 

2Ai_n/2, n/2^i^ n 

Again the same simulation conditions were used as in methods C and D. 

(4.39) 

Method F : S R S solvent using backward simulation steps 

This approach combines method B and method E for the SRS solvent system. As in 

method E, a solute molecule is inserted into the solvent and the solute/solvent system 

is equilibrated for 100000 MC steps prior to the free energy difference calculations. 

The simulation then proceeds from n = 40 to n = 1 but the linear scaling approach 

of method B is used. 40 A-steps for each enantiomer are used in the calculations 

and 2000 MC equilibration cycles and 32000 MC production cycles are conducted 

at each value of A. For n = 40 ^ 35 and n = 1, 64000 MC production cycles 

are conducted as these steps have the largest free energy differences associated with 

them. Molecules B-D are studied along with two bridged biaryl molecules (labelled 

1 and 7) whose structures can be seen below in figure 4.5. 

Figure 4.5: Structures of molecules 1 and 7 studied using method F. 
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Results and Discussion 

The results from the simulations using methods C, D, E and F can be seen below in 

tables 4.7 to 4.10. The results for methods C, D and E are extremely poor, with the 

wrong sign of twist predicted for some molecules. This suggests that these methods 

to determine the free energy differences are a bad choice for the GB solvent and 

that the 'double-wide sampling' method of Jorgensen and Ravimohan,^^° as used by 

Cook and Wilson,^^ should be applied to this solvent system. For methods C and 

D, the first step in the simulation had a particularly large error associated with it 

(average error of ±0.285 kJ mol^^). This error in the first step was vastly reduced 

in method E to an average error of ±0.020 kJ mol"^. The large errors in method E 

mainly occur during A-step n = 21 of the simulation when A- is increased from 0.001 

to 0.05 (average error of ±0.24 kJmol"^). Potentially, method E could be used if 

the scaling of A- were to be improved (for example by using a quadratic form for 

the increase of Af). The simulation could also be altered to run for longer MC steps 

at A-steps with particularly large errors. The errors encountered for methods C-E 

using the GB solvent are clearly far too large to provide any reasonable prediction of 

PM- As the difference in the chemical potential of the two enantiomers is expected 

to be no greater than 0.6 kJmol~\ these errors are clearly unacceptable. 

Molecule A F / k J mol-i for 

config. in figure 4.1 

A F / kJ mol-i 

for enantiorner 

A/i /kJ mol^l 

for method C 

^M(Comp. GB) / / im- l 

for method C 

^M(Exp.)//im 1 

B 26.58±0.58 26.48±0.54 -0.10±0.79 -18.8±148.7 +58 

C 26.94±0.48 28.71±0.53 1.77±0.72 +348.7±141.9 +24 

D 27.75±0.47 27.32±0.54 -0.43±0.72 -88.8±148.8 -21 

E 30.47±0.63 32.75±0.68 2.28±0.92 +353.0±142.5 +8 

Table 4.7: Results for the free energy difference calculations using method C and 
the GB solvent. 

Results from method F are far more encouraging. The statistical errors are much 

better than those for methods A and B using the SRS solvent and the experimental 

value of is predicted with an average error of ±17 jivaT^ (incidentally, this is also 

the average statistical error in the predicted value of 13M)- Compared to the original 
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Molecule A F / k J mol-i for A F / kJ mol-i A/ i /kJ mol-i 

config. in figure 4.1 for enantiomer for method D 

3M(Comp. GB) / / im- i 

for method D 

/3M(Exp.)//xm-i 

B 

C 

D 

E 

25.20±0.48 

27.65±0.51 

26.49±0,46 

31.06±0.49 

26.38±0.46 

27.36±0.50 

26.66±0.48 

31.11±0.65 

1.18±0.66 

-0.29±0.71 

0.17±0.66 

0.05±0.81 

+221.8±124.1 

-57.1±139.9 

+35.1±136.3 

+7.7±125.4 

+58 

+24 

-21 

+8 

Table 4.8: Results for the free energy difference calculations using method D and 
the GB solvent. 

Molecule A F / k J mol-i for A F / kJ mo\-^ 

config. in figure 4.1 for enantiomer 

B 

C 

D 

E 

A/ i /kJ mol-' ^M(Comp. G B ) / ^ m - l 

for method E for method E 

/9M(Exp.)//im-

25.78±0.46 

27.52+0.40 

26.99+0.42 

30.73+0.41 

26.06+0.39 

27.45+0.52 

26.73+0.38 

31.86+0.40 

0.28+0.60 

-0.07+0.66 

-0.26+0.57 

-1.12+0.58 

+52.6+112.8 

-13.8+130.0 

-53.7+117.7 

-172.5+89.3 

+58 

+24 

-21 

+8 

Table 4.9: Results for the free energy difference calculations using method E and 
the GB solvent. 

Molecule A F / k J mol-i for 

config. in fig. 4.1 and 4.5 

A F / kJ mol-' 

for enantiomer 

A/j /kJ mol~l 

for method F 

^M(Comp. SRS)/ / im-i 

for method F 

B 13.46+0.09 14.15±0.10 0.69+0.13 +77.5±14.5 +58 

C 14.76±0.09 14.85+0.11 0.09+0.14 + 10.5+16.0 +24 

D 13.98+0.10 13.87+0.11 -0.11+0.15 -13.0+17.9 -21 

1 14.13+0.09 14.38±0.10 0.25±0.14 +28.6+16.1 +69 

7 15.06+0.11 15.85+0.12 0.78+0.16 +78.6+16.0 +80 

Table 4.10: Results for the free energy difference calculations using method F and 
the SRS solvent. A value of K2 = 6.50 x lO^^^ j j ^ - i ^nd a solvent mass of 249.36 
a.m.u. (R.M.M. of 4-n-pentyl-4'-cyanobiphenyl) was used to calculate the /3M values. 
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Cook/Wilson approach, the simulations are approximately four times quicker, but 
the accuracy is not as good {/3M is predicted with an average error of ±7 iJ,m~^ using 
the Cook/Wilson approach for molecules A-E). 

4.5 Conclusions 

The results presented in this chapter suggest that using the chemical potential dif­

ference between enantiomers in a twisted nematic solvent is a useful theoretical 

approach for the calculation of helical twisting powers. For the materials studied, 

the correct sign of the helical twisting power has been calculated for the molecules 

studied, which is an important prediction in its own right. The results obtained 

for PM using the optimised free energy pathway and the SRS solvent are not quite 

as impressive as those from the original Cook/Wilson approach but the results are 

obtained at 25% of the computational cost (simulation time for the calculation for 

each enantiomer is approximately two days on a workstation CPU using the SRS 

solvent). Errors in the magnitude of the calculated /3M using this method are still 

too large to provide an accurate magnitude of the HTP and require further investi­

gations to improve them to the point where the method could be used for predictive 

purposes. In addition, the simulation time and the instability of the twisted ne­

matic solvent system are undesirable factors when considering the method for uses 

in sifting through large databases in search of molecules with high predicted values 

of PM-

This method is also unsuitable for the study of relatively flexible chiral dopant 

molecules where a number of molecular conformations are likely to influence the over­

all HTP observed experimentally. The simulation time would become prohibitively 

long as accurate conformational sampling of the solute molecule would need to occur 

at each intermediate point in the simulation (>2 million MC steps for each A-step). 

It would also be interesting to investigate the effects specific solvents and the tem­

perature have on the HTP. When the nature of the nematic solvents used for HTP 

measurements are chemically different, particularly with reference to differences in 

their electrostatic interactions, researchers have been able to detect solvent-induced 
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differences in HTP values. I t is even, in extreme cases, possible to obtain different 
signs for PM-'^^'^^'^ In these cases solvent/solute interactions clearly have an influence 
on HTPs. A likely scenario here is that particular conformations are chosen pref­
erentially in different solvents and that different conformations can have different 
PM values. Investigation of these effects would not be possible using the current 
method due to the enormous computational cost involved in such a task. For all of 
these reasons, alternative methods of calculating /3M for chiral molecules have been 
investigated in chapters 5-7. 



Chapter 5 

Predictions of Molecular Chirality 

and Helical Twisting Powers Using 

Chiral Measures: Rigid Molecules 

5.1 Introduction 

Chapter 1 introduces the concept of chirality and the helical twisting power (HTP) 

and in chapter 4, computer simulations are employed that can calculate a predicted 

HTP from the chemical potential difference between enantiomers. However, these 

simulations are time consuming (calculations take several days for each enantiomer), 

have large errors, and require excellent statistics to provide a reasonable prediction 

of the HTR In this chapter the scaled chiral index of Neal and co-workers '̂'"^^ and 

the chirality order parameter approach of Nordio et a/. 27-30,153-156 applied to 

chiral molecules. These are single molecule techniques that, for a given molecular 

conformation, can provide a rapid calculation of chirality/HTP. Due to their com­

putational cheapness, these methods are of great interest as they could be used to 

rapidly screen large numbers of chiral molecules for high HTP values prior to syn­

thesis. Previous work by Nordio, Ferrarini and co-workers^^"^°'^^^~^^^ has shown that 

the chirality order parameter is able to make reasonable predictions of the helical 

twisting power for a number of relatively rigid chiral molecules, but the scaled chiral 

index has not previously been applied to predictions of HTPs. 

88 
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The chapter is arranged as follows: in section 5.2 the surface chirality model and 
the chirality order parameter are presented, and in section 5.3 the scaled chiral index 
is introduced. Computational details for the calculation of the two chiral measures 
for different molecules are given in section 5.4. The results for the application of 
the chiral measures to various molecules are presented and discussed in section 5.5. 
Finally, in section 5.6 conclusions are drawn. 

5.2 Surface Chirality Model and the Chirality Or­

der Parameter 

In the surface chirality model developed by Nordio, Ferrarini and co-workers^^"^°'^^^"^^^ 

the helical twisting power, at a temperature T, is obtained from 

RTsx , . 
27rK22t^m 

where e, Vm and K22 are respectively, the strength of the orienting potential, the 

molar volume of the nematic solution and the twist elastic constant of the solvent. 

The quantity x is defined as the chirality order parameter and describes the coupling 

between the chiral surface of the molecule and its orientational ordering. Positive 

values of x lead to a right handed twisted nematic being induced in the liquid 

crystal host. The theory is based upon the assumption that the alignment of a 

solute molecule in a locally nematic environment can be determined purely from 

the molecular shape of the solute, and that the chiral shape of a molecule is able to 

exert a torque on the local nematic director over distances many times its molecular 

length due to the elastic properties of the nematic phase. 

X can be obtained for any molecule from a calculation of 3 tensors, the surface 

tensor, T , the helicity tensor, Q, and the ordering matrix, S. Given a molecular 

surface made up from a number of points (surface elements), numerical integration 

over surface points yields the surface tensor 

_ -2, SgSjSjdS + S5ij 
T., - , (5.2) 
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where 5ij is the Kronecker delta, s is a unit vector along the outer normal of the 
molecular surface element dS and S is the total surface area. Diagonalization of 
T yields the components {T^^x, Tyy, T^z) that define the tendency of the molecular 
principal axes to align parallel (T^z) and perpendicular {T^x, Tyy) to the nematic 
director. Numerical integration over the molecular surface also yields the helicity 
tensor ^ 

where £ijk is the Levi-Civita symbol and r is a vector from the origin of the molecular 

axis to a surface element dS. The helicity centre, r^, can be calculated from Q (see 

reference^°), and the helicity tensor recalculated using as the origin in equation 

5.3. Finally, Q can be calculated in the principal axis system of the T tensor and 

the diagonal components {Qxx, Qyy, Qzz) are used in the calculation of 

The orientational behaviour of the solute molecule within the liquid crystal phase 

can be calculated by defining an orienting potential 

= e j P2{n.s)dS, (5.4) 

where U{Q,) is the orienting potential at the molecular orientation Q, P2 is the 

second Legendre polynomial and n is the nematic director (taken along the Z-axis). 

Equation 5.4 is analogous to the surface anchoring potential which has been used to 

determine the orientations of liquid crystal molecules in bulk nematics.^^''~^^° The 

Cartesian components of the ordering matrix S can be obtained by calculating 

5, 

where Izi is the cosine of the angle between the Z laboratory axis and the i molecular 

axis and P{0,) is the orientational distribution function defined by 

_ eM-Ui^)/kBT] 
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Finally, the chirality order parameter can be obtained as 

X^-(^iy (<3xx5.. + QyySyy + Q , , 5 , , ) , (5.7) 

where the components Su are obtained by expressing S in the principal axis system 

of the surface tensor T . 

5.3 Scaled Chiral Index 

The scaled chiral index is based on a mathematical description of molecular chirality 

proposed by Osipov et al.^^ In this formulation they define an isotropic chirality 

index, Go, where: 

Co = ^ y dridr2dr3dr4p{ri)p{r2)p{r3)p{T4) x 
(ri2 X r34).ri4] (ri2.r23)(r23.r34) 

(ri2r23T-34)"r^| 

and r, ranges over the volume occupied by the molecule, p can be a quantity asso­

ciated with the molecule, rjj = rj - r^, r ĵ = ^ and n and m are arbitrary integers. 

Neal et al. extended this formulation for general molecular structures by calculating 

a scaled chiral index,^^ defined as: 

1 4! 
Gos - g ^ G o , 

that converges towards a fixed value with increasing number of points, A'̂ . The 

discrete form of the isotropic scaled chiral index is given by: 

1 4! N 

LOiUjCOkUJi 
.i,j,k,l=l 

{Tjj X Tkl) .Til] [Tjj.Tjk) (Tjk.Tkl) 
(5.8) 

where the sum includes the contribution of all permutations of four points (atoms), 

r, is the position of atom i, Tij = Vi-Tj, N is the number of atoms, and the weighting 

factors u)ij^i-,i can be a physical quantity associated with the point/atom. The case 

where n = 2 and m = 1 is considered, corresponding to a dimensionless index, and 

the weighting factors are set to uJi,j,k,i = !> although alternatively they could be set 
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to any representative physical quantity to give extra weight to certain points. GQS 
is invariant under rotation and translation, changes sign on reflection and is zero for 
achiral objects. 

5.4 Computational 

For each of the chiral molecules studied in this chapter, the CAChe molecular mod­

elling package^^^ is used to calculate the energy minimised structure in the MM3 

force-field.^^ Given an energy minimised structure, the chirality order parameter 

and the scaled chiral index are then calculated using the methods described in sec­

tions 5.4.1 and 5.4.2 respectively. The results and comparisons with experimental 

helical twisting powers for a variety of chiral molecules are presented in section 5.5. 

5.4.1 Calculation of the chirality order parameter 

The calculation of the chirality order parameter is a multi-step process that requires 

the calculation of several tensors, namely the surface and helicity tensors and the 

ordering matrix. The practical considerations required in the determination of each 

of these quantities are detailed below and the FORTRAN90 code used to calculate 

the chirality order parameter is included in appendix A (section A.2.1). 

Calculation of the surface tensor 

The surface tensor, T , is defined in equation 5.2 and represents the anisometry of the 

molecular surface. In order to calculate T it is necessary to represent the molecular 

surface by a number of discrete points on the surface, each point represented by a 

vector, r, from the origin of the molecular axes and a corresponding unit vector along 

the outer normal of the molecular surface, s. To determine the molecular surface, 

with corresponding vector normals to the surface, from an input co-ordinate file, 

the Simple Invariant Molecular Surface (SIMS) routine of Vorobjev and Hermans^^^ 

is used that has been shown to produce good representations of molecular surfaces. 

The SIMS routine also calculates the area on the surface that each dot represents, 

dS. Given these values the calculation of the 3x3 T matrix from equation 5.2 is 
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simple. Diagonalization of the T matrix yields the values T^^^ Tyy and T^z along 
with three corresponding eigenvectors which are grouped in a 3x3 eigenvector matrix 
which are denoted Tguec- These are now defined as the molecular principal axes. The 
choice of which value corresponds to the x, y or z molecular axis is arbitrary for 
the calculation of the chirality order parameter. However, as a standard, the largest 
positive diagonalized element represents the molecular axis with the most tendency 
to align along the nematic director and is denoted as T^z-

Calculation of the helicity tensor 

The helicity tensor, Q , defined in equation 5.3, is dependent on the origin used to 

define the position of each point on the molecular surface, r. For comparison between 

many different molecules it is therefore vital to have a standard origin defined in all 

cases. The origin that is used is known as the helicity centre, H. In order to define 

the helicity centre it is necessary to define the helicity tensor as: 

Q = y f ( q + q ) , (5.9) 

where 

q=-Jrxs^sdS, (5.10) 

q = J s^sxrdS. (5-11) 

Now the tensor q can be decomposed into symmetric (q^) and antisymmetric ( q a ) 

parts: 

q , = ( q + q ) /2 , (5.12) 

q „ = ( q - q ) / 2 , (5.13) 

and i t can be shown that in every molecule there is a unique point that, if used as 

the origin to define r, the antisymmetric parts, q a , completely vanish. This point is 

termed the helicity centre, H. To determine H, qa is calculated using any origin, O, 

in the molecular frame. This is referred to as q^ . Now, the transformation law for 

and 
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translation of the origin from point O to point O' must also be noted and is given 
by: 

2q^ = 2qf ' + [(r°°' x t) + (t x r°^')' 

where 

~ J s^sdS, (5.14) 
's 

and T^^' is the vector from point O to point O'. As is zero for all components, 

by definition, then three equations with three unknowns can be set up and solved 

to find r*^ .̂ These equations are: 

2(q - q ) , , = {r^^tzy - r f % y ) + (txzV^^ - i . . r f ^ ) , (5.15) 

2(q - q)x. = {r^"tzz - r'^^tyz) + {tx.r^'' - txyr^% (5.16) 

2(q - q ) , . = { r f ^ t x z - r^^'tzz) + ( ty . r j^^ - tyyV^"). (5.17) 

These equations were solved to find r^^, and ^ using the Maple mathematical 

computer package^^^ and the solutions can be found in appendix A (section A . l ) . 

Having found r*^^, and thus H, the origin can be set at the helicity centre and the 

helicity tensor, Q , can be calculated. The helicity tensor in the principal frame of 

the surface tensor, Q p r m ; is found from: 

QpHn = (Teuec) ^Q{T^evec} (5.18) 

and the diagonal components of Qprin yield Qxx, Qyy and Qzz required for the 

calculation of the chirality order parameter. 

Calculation of the ordering matrix 

The calculation of the ordering matrix, S, is done using the formula in equation 5.5. 

This requires an evaluation of the orienting potential, U{Q), at various molecular 

orientations, il. Following reference,^" in a twisted nematic phase with a helical 

pitch P, and wavevector q = 2TT/P in a laboratory reference frame (X, F, Z) , 

where the Y and Z axes are defined as parallel to the helical axis and the nematic 
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director respectively, the orienting potential in equation 5.4 becomes: 

{^^^ Y.^Zi{T,, - qQ,^)lz,, (5.19) 

where Izi is the cosine of the angle between the Z laboratory axis and the i molecular 

axis. For each molecular orientation equation 5.19 is used to calculate the orienting 

potential, setting the wavevector g = 0 for the l i m i t of the pitch of the cholesteric 

phase being much larger than the dimensions of the molecule studied, and using Tij 

already calculated f rom equation 5.2. To evaluate P{^) (equation 5.6), and hence 

S , a double integration over the /3 and 7 Euler angles is performed using 1000 points 

for each angle.̂ ^"^ Calculation of lzi,j is simple given a specific molecular orientation. 

Finding the ordering mat r ix in the principal axis system of the surface tensor, Sprm> 

is found as in equation 5.18: 

Sprin — (Teuec) S(Tet;ec)) (5.20) 

and its diagonal components are S^x^ Syy and Szz-

Determinat ion of x 

The chirality order parameter, x, is calculated f rom equation 5.7 as Qxx^ Qyy and 

Qzz have been determined f rom equation 5.18 and Sxx, Syy and Szz f rom equation 

5.20. I t is noted that x is positive for a right handed chiral molecule and negative for 

a left handed chiral molecule and its value is directly proportional to the magnitude 

of the HTP, /3M-

Parameter i sa t ion of model 

The value of the chirali ty order parameter, for a given molecular conformation, is 

dependent on the molecular surface. In the SIMS r o u t i n e , t h e molecular surface is 

generated by a roll ing sphere algorithm. Here, a solvent probe sphere w i t h a radius 

rprobe is rolled over the van der Waals sphere representation of the molecule and 

the probe sphere maps out the solvent-excluded volume of the molecule. There are 
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two parameters that can be used to vary the molecular surface generated for a fixed 
molecular conformation, namely the number of points used to represent the surface 
and the value of Vprote-

Values of x were calculated at a number of surface point densities f rom 1 to 12 

for a number of molecules. Convergence of x was found to occur for all molecules 

at surface point densities between 6 and 8 A~̂ . I n order to ensure an accurate 

molecular surface is generated for all molecules, a surface point density of 10 

(typically >2000 surface points per molecule) is employed in all the calculations 

carried out in this chapter. 

The rol l ing probe sphere maps out a solvent accessible molecular surface. There­

fore, a value of Vprobe should be chosen that represents realistic nematic solvent 

molecules. Ferrarini et al. have studied the effect of changing rprobe on X-^^^ They 

comment that a value of 2.5 < Vprobe > 5.0 A should be used to represent the roll ing 

sphere. They jus t i fy this value by considering the typical size of substituents in ne­

matic solvents, such as the methyl group, and also because the value of the ordering 

matr ix , S , has only a weak dependence on Vprobe in this range. The latter point is 

important as the order parameter (closely related to S ) for nematic solvents should 

not be dependent on the value of Vprobe used. For the calculations in this chapter, a 

value of rprobe = 2.5 A is used. 

5.4.2 Calculation of the scaled chiral index 

Compared w i t h the determination of the chirality order parameter, the scaled chi­

ral index is relatively simple to calculate. Given an energy minimised molecular 

structure, where the exact positions of the atoms are known, G05 is calculated f rom 

equation 5.8. I t is noted that GQS is negative for right-handed molecules. Therefore, 

values of -Gqs are quoted throughout this chapter. The FORTRAN90 code used 

to calculate the scaled chiral index is included in appendix A (section A.2.2). 
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5.5 Results and Discussion 

To provide a quantitative comparison between the two ciiiral measures, and to exam­

ine tl ieir applicability to the prediction of helical twist ing powers for l iquid crystalline 

chiral dopants, a number of chiral molecules are studied. I n section 5.5.1 the two 

chiral measures are applied to the chiral molecules previously studied in chapter 4. 

A more extensive study of a series of r igid molecules: bridged biaryP^^ and helicene 

derivatives^^"*' is undertaken in section 5.5.2. These are molecules where one par­

ticular molecular conformation dominates and their experimental helical twisting 

powers show l i t t le temperature dependence. For these reasons, they are an excellent 

choice to test the theoretical methods used here and w i l l provide a good comparison 

w i t h experimental results. In section 5.5.3 a theoretical study of the dependence of 

the chiral measures on the inter-ring angle in the 1,1' binaphthyl molecule is carried 

out and in section 5.5.4 the conformational dependence of the chiral measures is 

further examined for the case of a T A D D O L (a, a, a', Q;'-tetraaryl-l,3-dioxolan-4,5-

dimethanol) derivative. 

5.5.1 Chiral dopants A - E 

The first set of molecules that the chirality order parameter and the scaled chi­

ral index are applied to are the chiral molecules studied in the chemical potential 

difference calculations of chapter 4, whose structures are given in figure 4.2. The 

results are shown below in table 5.1 and are encouraging. The correct sign of twist 

is predicted in all five molecules for both methods. From a small sample size of only 

five molecules i t is diff icul t to assess how well each method predicts the magnitude 

of the HTP. For this reason, this question is addressed later using a larger sample 

size in section 5.5.2. 

Of interest in the results is the large difference in Szz for molecule B compared 

to the others, indicating that there is much better ordering of this molecule along 

the nematic director. Also of note are the large helicity values for molecule A. W i t h 

greater ordering of molecule A in a nematic solvent, the chirali ty order parameter 

would be even larger in magnitude. 
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Molecule Qyyl 0«/A3 X / A 3 -Gos X 10'' /9M/ ' 

A -142 185 -43 0.06 -0.34 0.28 +69.0 +60.4 +104 
B -1 25 -24 -0.23 -0.38 0.61 +19.3 +84.4 +58 
C -58 57 1 0.13 -0.35 0.23 +22.3 +29.6 +24 
D 67 -26 -40 0.09 -0.28 0.19 -5.2 -56.4 -21 
E -89 69 20 -0.04 -0.40 0.44 + 12.4 +1.3 + 8 

Table 5.1: Diagonal components of the helicity tensor Q , and the ordering matr ix 
S , chirality order parameter x, scaled chiral index Cos, and the experimental helical 
twist ing powers (3M for chiral dopants A - E whose structures are shown in figure 4.2. 

Molecule A has a certain degree of flexibility and is studied further in section 

5.5.4 to examine the conformational dependence of the two methods. 

5.5.2 Bridged biaryl and helicene derivatives 

I n this section the results f rom a study of a series of r igid bridged biaryl and rela­

tively r igid helicene derivatives are presented. Bridged biaryl derivatives have been 

studied experimentally by Gottarel l i et al}^^ and are of specific theoretical interest 

as their molecular structures are effectively locked by the ringed structures formed 

by the 2,2' substituents. I t should be noted that open derivatives, where the 2,2' sub-

stituents are not bonded together, have also been studied experimentally and have 

been found to have much lower HTPs than the bridged derivatives.^^* This effect is 

discussed further in section 5.5.3. Helicene der ivat ives^^ '* 'are also relatively r igid 

structures that have a helical shape caused by the steric repulsion between overlap­

ping substituents at either end of the molecule, and so they are also useful for a 

theoretical comparison of the two methods w i t h experimental results. The bridged 

biaryl and helicene derivatives studied are shown in figure 5.1 and the results are 

presented in table 5.2. 

To calculate predicted values of /3M in figure 5.2 a scaling factor is used. For the 

surface chirality model T , e and K22 are taken to be unchanged for all dopants and 

at low dopant concentrations v^n tends towards the molar volume of the solvent, so 
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w 
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Figure 5.1: Structures of the bridged biaryl (1-8) and helicene derivatives (M1-M4) 
studied. 
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Molecule Qxx / Qyy/ ^yy X / A 3 -Gos X 10* /3M/ fim 1 

1 -103 79 24 0.05 -0.37 0.31 +21.9 +74.7 +69 
2 90 -67 -23 0.06 -0.38 0.31 -19.2 -109.4 -65 
3 24 -85 62 0.03 -0.33 0.31 -39.1 -144.6 -71 
4 125 -101 25 -0.02 -0.32 0.35 -17.1 -65.9 -55 
5 92 -63 -29 0.12 -0.38 0.26 -22.4 -100.6 -21 

6 -116 92 25 0.02 -0.35 0.33 +21.6 +97.8 +85 
7 -137 93 45 0.06 -0.31 0.26 +21.0 +118.3 +80 
8 -124 67 57 0.14 -0.33 0.19 +23.4 +148.8 +79 

M l 69 -68 -1 0.04 -0.39 0.36 -23.6 (-36) -106.6 -55 
M2 61 -44 -17 -0.04 -0.37 0.40 -5.8 (-12) -17.8 -9 
M3 37 -55 18 0.05 -0.39 0.34 -23.8 (-43) -86.4 -20 
M4 41 -50 9 -0.01 -0.39 0.40 -18.2 (-25) -31.0 -13 

Table 5.2: Diagonal components of the helicity tensor Q , and the ordering matr ix 
S , chirality order parameter x, scaled chiral index Gos, and the experimental heli­
cal twist ing powers /3M, taken f rom Ref.^^^'^^'' for the bridged biaryl and helicene 
molecules in figure 5.1. Values of x f r o m Ref.^^^ using a probe radius of 0 A are 
included in brackets for comparison for molecules M l to M4. 

f rom equation 5.1 a predicted PM is determined as: 

(5.21) 

where 
RTe 

D = (5-22) 

Here a value of £> = 2.351 jimT^ is found f rom a best fit to experimental 

data.^^^'^^'' A predicted /3M for Gos is also predicted as: 

PM — —JGi OS (5.23) 

where J is a constant found f rom a best fit to experimental data. Here a value of 

J — 0.523 fj,Tn~^ is used. 

The results i n figure 5.2 show good agreement w i t h experimental findings. As 

reported r e c e n t l y , a similar level of agreement between the GQS and x methods is 

found. The sign of PM is correctly predicted in each case for each method, and the 



5.5. R e s u l t s and Discuss ion 101 

100-

E 50H 
=1 

•D 0-

^ -50-

-100-

-Gos 
• X 

-50 0 

(exp . ) / fim' 
100 

Figure 5.2: The predicted H T P for the bridged biaryl and helicene derivative 
molecules in figure 5.1 using the chirality order parameter (squares), x defined 
in equation 5.7), and the scaled chiral index (triangles), - G 0 5 (as defined in equation 
5.8), compared to the experimental HTP. 

magnitude of PM is predicted w i t h an average error of ± 1 7 [j,m~^ using the scaled 

chiral index and ± 2 2 / i m " ^ using the chirality order parameter. Ferrarini et al}^'^ 

have also studied helicene molecules M 1 ^ M 4 . The results presented here differ 

slightly f rom those in the previous work due to the size of the probe radius used 

to generate the molecular surface. I t should be noted that when the molecules are 

considered as an assembly of van der Waals spheres (probe radius of 0 A) the results 

obtained are almost identical to those in the Ferraini et al. study. 

A feature of the scaled chiral index is that the contribution that each point 

(atom in this case) makes to the final value of —GQS can be monitored. Figure 5.3 

demonstrates this for the case of molecule 1 where the shade of the atom represents 

its contribution to -GQS (shading f rom blue (low contribution) to red (large positive 

contribution). I n this case the atoms furthest away f r o m the centre of the molecule 

in the naphthyl rings have the largest contribution to the scaled chiral index. 
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Figure 5.3: Individual atom contributions to -Gos for bridged biaryl molecule 1 in 
figure 5.1 (red shade denotes a high contribution and blue shade a low contribution). 

5.5.3 The l,l'-binaphthyl molecule 

A theoretical study of the l , l ' -binaphthyl molecule, which is shown in figure 5.4, 

was undertaken to examine the influence of the torsional angle, t?, on the value of 

the chirality order parameter, %, and the scaled chiral index, —GQS-

The results from the study can be seen in figure 5.5. There are significant 

differences between the two approaches, most obviously in the sign of —GQS between 

0 and 40 degrees and 90 to 180 degrees. I t is clear that the scaled chiral index 

method adopted here using the positions of atoms in the molecule as a basis for 

describing chirality does not agree wi th the method used by Ferrarini et al., which 

uses a molecular surface tensor. Neal et al}^^ have recently commented that the 

scaled chiral index is sensitive to different aspects of chirality than the chirality order 

parameter. However, i t is interesting that the two methods agree in the handedness 

of chirality in all cases for the bridged biaryl derivatives studied in section 5.5.2. I t 

should be noted that the structures studied for the l , r -b inaphthyl molecule at i? 

angles close to 0 degrees are physically unrealistic due to the steric repulsion caused 

by overlapping hydrogen atoms, and i t is at small i? angles that the handedness of 

the two methods disagree (i9 angles for the bridged biaryl derivatives are typically in 
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Figure 5.4: The torsional angle (shown towards positive) in the l , r - b i n a p h t h y l 
molecule. 

the range 35° < d > 65° and none are in the range d > 90° where the two methods 

also disagree on the sign of chirali ty). 

I t should be noted that the HTPs of binaphthol derivatives where the 2,2' sub­

stituents are not bridged is much lower than for the bridged biaryl derivatives studied 

in section 5.5.2. As the inter-ring angle is not fixed in the unbridged structure then 

a large number of different conformations are likely to be sampled and contribute 

to an overall HTP. In a simple approach, i f all conformations between 0° and 180° 

are sampled w i t h the same probability then the overall average ch i ra l i ty /HTP is 

expected to be very small for the chirality order parameter. The magnitude of chi-

r a l i t y / H T P is expected to be slightly larger for the scaled chiral index, but s t i l l not 

as large as for a structure where the inter-ring angle is locked between 35° < > 65°. 

5.5.4 Conformational dependence of chirality in a TADDOL 

molecule 

To examine further the effect of conformational change on chirality and the helical 

twist ing power, molecule A f rom chapter 4 and section 5.5.1 is studied more exten­

sively here. Molecule A has considerable structural f lexibi l i ty around eight internal 

dihedral angles (see figure 5.6), and consequently has an extremely complex confer-



5.5. Resu l t s and Discuss ion 104 

a) 

b) 

0 

0 

45 90 135 

1 degrees 

180 

45 90 135 

1̂  / degrees 

180 

Figure 5.5: a) Scaled chiral index, —Gas, as a funct ion of the torsional angle, 
b) chirality order parameter, x , as function of the torsional angle, i9, for the 1,1'-
binaphthyl molecule. 
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mational potential energy surface w i t h many local minima. I n this study, twenty 

Figure 5.6: Structure of molecule A. Diagram shows the eight dihedral angles, </>i_8, 
which give the molecule its structural flexibility. 

conformations that are very close in energy (wi th in 1 kcal mol~^) in the M M 3 force-

field are considered. In each conformation, intra-molecular hydrogen bonding occurs 

(01 and (j}^ are both approximately 180°), and the main differences between the con­

formations is due to torsional angles <;63_4j_8 (</»2 and determine the positions 

of the hydrogens in the O H groups, but these do not significantly alfect the calcu­

lated values of chiral i ty) . Table 5.3 shows results of calculations of the two chiral 

measures, as well as the energy of the conformation in the M M 3 force-field and the 

values of torsional angles (^3,4,7,8-

The results show a very good correlation between the sign and the magnitude 

of the two chiral measures for each different conformation. There is also a direct 

correlation between dihedral angles 03,4,7,8 and the chirality of the conformation. 

High values of x and - G 0 5 are calculated for all conformations where both ^4 and 

08 are approximately 0° or 180° (noting that due to the symmetry of phenyl rings, 

torsional angles of 0° and 180° are equivalent for ^3,4,7,8) and low chirality is found 

for al l other conformations. Molecule A has an experimental = 104 / /m"^ and so 

i t is possible that high chirality conformations wi th 04,8 ~ 0°, 180° are preferentially 

selected in a nematic l iquid crystalline solvent. 
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Conformation X/A3 -Gos X 10̂  E/kcal mor^ •As/deg. </>4/deg. </)7/deg. <^8/deg. 

A l -1.1 +0.2 58.47 324 248 113 358 
A2 -5.3 -2.1 58.52 324 246 115 178 
A3 -10.7 -1.2 59.36 323 245 112 177 
A4 +68.4 +60.1 59.45 281 1 102 346 
A5 +52.6 +62.3 59.36 283 0 102 349 
A6 +33.8 +59.4 58.92 288 12 102 350 
A7 +90.2 +52.2 58.86 286 338 108 343 
A8 +3.1 +1.8 58.51 321 258 106 353 
A9 -6.2 -2.6 58.42 321 244 120 178 

AlO -4.4 -3.9 58.40 323 244 120 179 
A l l +3.0 -0.2 58.39 323 266 100 166 
A12 -5.5 -1.7 58.48 322 246 116 354 
A13 -9.0 -2.7 58.43 323 244 116 177 
A14 -1.0 -3.3 58.78 323 246 119 179 
A15 -7.3 -2.6 58.40 323 244 115 178 
A16 +68.0 +60.4 59.52 283 0 100 347 
A17 +65.1 +62.4 59.40 284 0 97 349 
A18 -4.7 +1.4 58.58 320 75 103 176 
A19 +72.5 +60.6 59.50 280 355 104 349 
A20 -8.2 -3.7 58.48 323 244 120 178 

Table 5.3: Chiral i ty order parameter, x, scaled chiral index, —GQS, energy in the 
M M 3 force-field of the conformation, and values of the torsional angles 04 and (̂ g 
for twenty different conformations of the T A D D O L molecule in figure 5.6. 
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This example clearly illustrates the problem of calculating the chirality of a 
flexible molecule. Conformations that have very similar potential energies can have 
completely different values of chirality (and hence predicted values of the H T P ) . 
For flexible molecules, the macroscopic experimentally measured helical twisting 
power w i l l be a statistical mechanical average of helical twist ing powers resulting 
f rom thousands of different conformations sampled by the flexible chiral dopant in 
the l iquid crystalline nematic solvent. This last point is just i f ied by experimental 
results of doping nematic materials w i t h mixtures of two or more chiral compounds 
w i t h known HTPs^^o where the H T P is given by: 

/^M^^x.^Mi, (5.24) 
i 

where Xi and PMI are the mole fract ion and H T P of dopant i respectively. Flexible 

molecules, including T A D D O L derivatives, are studied in detail in the following 

chapter where a simulation approach is used to calculate average values of chirality 

f r o m a statistically significant and independent number of conformations for a chiral 

molecule. 

5.6 Conclusions 

Calculations of the chirality order parameter, x, and the scaled chiral index, —Gos, 

have been performed for a range of relatively r igid chiral molecules. The results f rom 

this chapter have demonstrated that, for the molecules studied, x and —Gos show 

good agreement w i t h both the sign and magnitude of experimental helical twist ing 

powers for chiral dopant molecules. Coupled w i t h their rapid calculation t ime ( ~ 1 

s for X and ~ 10 s for -Gos ) this makes the methods extremely promising for uses 

in searching for molecules w i th high HTPs and for the study of structure-property 

relationships in r igid structures. 

A study of a flexible chiral molecule has shown that different conformations can 

have vastly different associated chiralities and that many different conformations are 

likely to contribute to an overall experimentally measured HTP. I n order to make 



5.6. Conclus ions 108 

an accurate prediction of the H T P in flexible molecules, all of these conformations 
must be taken into account. 



Chapter 6 

Predictions of Molecular Chirality 

and Helical Twisting Powers Using 

Chiral Measures: Monte Carlo 

Simulations of Flexible Molecules 

6.1 I n t r o d u c t i o n 

In the previous chapter, the chirality order parameter, Xi of Nordio et o/.2''-30.i53-i56 

and the scaled chiral index of Neal and co-workers,^''"^^ - G Q S , were shown to pro­

vide good predictions of the sign and magnitude of experimental helical twisting 

powers (HTPs) when appUed to a range of chiral molecules. However, the approach 

described in chapter 5 is only applicable to relatively r igid structures where only one 

particular molecular conformation is likely to be adopted in the l iquid crystalline 

solvent. 

In order to study a range of flexible chiral molecules, the chirality order parameter 

(section 5.2) and scaled chiral index (section 5.3) measures, used in the previous 

chapter, are combined w i t h Monte Carlo simulation studies in this chapter. In the 

description of the chiral measures, equations 5.1 to 5.7 and 5.21 for the surface 

chirality model and equations 5.8 and 5.23 for the scaled chiral index, are given 

for a single conformation. However, equations 5.1, 5.21 and 5.23 are equally valid 

109 
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to calculate an average % or —GQS f rom a statistically significant and independent 
number of conformations of a molecule. 

The chapter is organised as follows: the simulation approach used is described in 

section 6.2. I n section 6.3, results for a series of T A D D O L (a, a, a', Q: '-tetraaryl-l,3-

dioxolan-4,5-dimethanol) derivatives (section 6.3.1), a chiral photochromic dopant 

w i t h variable H T P (section 6.3.2), a l iquid crystalline material that undergoes a 

temperature induced twist inversion in the cholesteric phase (section 6.3.3), and a 

series of achiral banana molecules that have been found to act as chiral dopants 

when added to a cholesteric l iquid crystal (section 6.3.4) are presented. In section 

6.3.5 a predictive study is carried out to aid in future synthetic strategies for the 

design of new molecules w i t h high HTPs. Finally in section 6.4, conclusions are 

drawn as to the strengths and weaknesses of the method, and possible extensions to 

the work are presented and discussed. 

6.2 Computa t iona l 

To take into account the conformational dependence of x and —GQS an internal 

coordinate Monte Carlo (MC) technique is used, where molecules are represented 

by a Z-matrix. A n augmented fo rm of the MM2^^ force field is used that is taken 

f rom an in i t i a l energy minimisation using the CAChe p r o g r a m . F u l l details of the 

internal co-ordinate M C program are given in reference^^^ and are also discussed in 

section 2.4.1. Sampling of x and —Gos is carried out at intervals of 200 M C steps 

w i t h a new molecular surface generated for each sample. For each molecule and 

each temperature studied, runs i n excess of 2x10^ M C steps are carried out. Checks 

for convergence of the mean steric energy, x and —GQS values, and of dihedral angle 

distributions are carried out in each case. In most cases convergence of averages 

occurs wi th in 5x10^ M C steps. 

I t should be noted that the chirality order parameter is an order of magnitude 

less expensive to calculate than the scaled chiral index for the systems studied and 

increases w i t h the approximate square of the number of atoms, A'̂ , as opposed to 

A'̂ '' for —Gos- The former is therefore better suited for the thousands of individual 
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calculations required in a f u l l Monte Carlo study of a flexible molecule. Therefore, 
for the large flexible molecules studied in sections 6.3.3 to 6.3.5 the work includes 
only calculations of x values and not —GQS values due to the computational expense 
of calculating — Cos-

Prior to calculations on flexible chiral molecules, a study of the achiral hexane 

molecule was carried out. Using the approach described above, (x) = (—0.00017 ± 0.00619) 

and ( -Gos) x 10'* = -0.316 ± 0.178. Essentially the molecule was found to be 

achiral using both methods. 

6.3 Simulation, Results and Discussion 

6.3.1 TADDOL Derivatives 

The T A D D O L family of molecules are based on the structural core shown in fig­

ure 6.1a. T A D D O L derivatives have a wide variety of HTPs ranging f rom around 

20 ij,m~^ to an extraordinarily large 300/xm"^ and are relatively soluble in polar 

solvents making them good candidates for use as chiral dopants. ^^ '̂̂ ^^ They exhibit 

a high degree of flexibility around torsional angles 0 i_8 (shown in figure 6.1a) giving 

them considerable conformational freedom. Three T A D D O L derivatives are studied 

w i t h widely different HTPs (figure 6.1b). The simulations are carried out at three 

temperatures between 300 K and 350 K for each of the molecules using the M C 

approach described in section 6.2. 

Chirality Order Parameter Results and Discussion 

Following Ferrarini et al}^^ the ordering strength parameter, e, is approximated 

to vary as l / f c ^ T and its value is set as e = 0.05 at T = 300 K . Results are 

presented in figure 6.2 w i t h the simulation value of (3M determined as in section 

5.4.2 usmg D = 2.351 A"^ fj,m ^. For comparison, results for the case where e = 

0.05 A"^ at all temperatures are also presented. The magnitude of the H T P in 

figure 6.2 is predicted to a good accuracy and the trend of decreasing H T P wi th 

increasing temperature is also observed, although the effect is not as pronounced in 

the simulation. For T A D D O L s A and B, the drop in H T P can part ly be at tr ibuted 
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Figure 6.1: a) Basic T A D D O L structure showing the flexibility around dihedral 
angles 0 i (ps, b) T A D D O L derivatives A, B , C where the structures shown are 
the A r y l substituents in figure 6.1a. 
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to the decrease in e w i t h temperature, but another effect comes f r o m conformational 

changes (see below). 

250-1 
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^ i o o H 
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• 
Simulation 1 
Simulation 2 
Experimental^ 

J . . . . . . 
C 

275 300 325 350 

T / K 

Figure 6.2: Predicted HTPs f rom simulation results w i t h a constant ordering 
strength (1) (circles) and wi th an ordering strength w i t h a I/UBT dependence (2) 
(triangles) as a funct ion of temperature compared to experimental findings (squares) 
f rom Ref.^'''^ for T A D D O L derivatives A (solid line), B (dashed line) and C (dotted 
line). 

I t is important to realise that the technique used samples molecular conforma­

tions in the gas phase, and not in the l iquid crystal phase where solute-solvent in ­

teractions are likely to influence the relative weight of different conformations. ̂ ^ '̂̂ ^^ 

However, the model can be used to determine what conformations give rise to par­

ticularly high chirali ty order parameters (and hence HTPs) and also examine how 

a change in temperature influences the selection of these conformations. Figure 

6.3a shows how the chirality order parameter varies w i t h the dihedral angle 08 for 

structure B at 350 K . (Noting that the behaviour of (p^ is identical to that of ^ 4 . ) 

For <̂ 8 (and 04) the chirality order parameter varies as a cosine wave w i t h a pe­

r iod of TT. Conformations wi th high chirality are observed at ~ 0 ° [a conformations, 

315° -)> 45°) and ^ 1 8 0 ° (7 conformations, 135° - 4 225°) and low chirality at ~ 9 0 ° 

[15 conformations, 45° 135°) and ~ 2 7 0 ° {5 conformations, 225° -> 315°). These 

are consistent w i t h the results i n section 5.5.4 for molecule B ( i t should be noted 

that T A D D O L molecule B is the same as molecule A f r o m chapters 4 and 5). I f 
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conformations a and 7 are preferentially selected at lower temperatures compared 

to j5 and 6, then this would explain the temperature dependence observed in the 

simulation and potentially in the experimental system. Table 6.1 shows the rela­

tive populations of a, ^ , 7 and 5 conformations for structure B between 300 K and 

350 K . Table 6.1 clearly shows a trend of decreasing populations of high chirality 

conformations and increasing populations of low chirality conformations as the tem­

perature decreases. As the temperature increases eventually all conformations w i l l 

become equivalent. However, i t is of interest that high chirali ty conformations in 

these T A D D O L derivatives dominate in the temperature regime of typical nematic 

l iquid crystalline materials. 

(̂ 8 dihedral angle population / % 
T / K a 7 5 a; -1- 7 

300 43.5 4.5 44.8 7.2 88.2 11.8 
325 34.5 9.0 45.6 10.9 80.1 19.9 
350 33.8 10.9 43.5 11.8 77.3 22.7 

Table 6.1: Relative populations of low and high chirality conformations for structure 
B. 

Dihedral angles (pi and 05 are also of interest. The variation of the chirality or­

der parameter w i t h rotat ion about ^5 for structure B at 350 K can be seen in figure 

6.3b. For conformations w i t h ^5 and (f)i ^ 180° intramolecular hydrogen bonding 

w i l l occur. For other conformations (~60° and ~300° ) intramolecular hydrogen 

bonding is not possible. Figure 6.3b demonstrates that structures w i t h intramolecu­

lar hydrogen bonding generally have greater values of x than non-hydrogen bonding 

conformations. For the non-hydrogen bonding conformations of structure B, (x) ~ 6 

whereas for hydrogen bonding conformations {x) ~ 55 A^. In the simulations 

there is also a trend of increasing non-hydrogen bonding conformations as the tem­

perature increases. For example, for structure B at 300 K 95.9% of structures are 

intramolecular hydrogen bonding conformations, compared to 93.4% at 325 K and 

90.4% at 350 K . In experimental systems the preference of selection of hydrogen 

bonding conformations in different solvents (for example the preferential selection 
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Figure 6.3: Variat ion of chirality order parameter for structure B at 350 K w i t h a) 
dihedral angle (f)s, b) dihedral angle (j)^. 
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of these conformations in organic non-polar solvents) is expected to have a large 

impact on the observed HTPs of these systems. 

In the experimental system i t is likely that the decrease in molecular order of 

the solvent w i t h temperature w i l l also lead to a decrease in e, as e is predicted 

to be proportional to the order parameter. ̂ ''̂  Together w i t h the solvent effect on 

conformation, this is likely to contribute most to the difference between experimental 

and predicted values. 

Comparison betw êen x ^iid —Go5 

The scaled chiral index, —G05, is also calculated at a number of different tempera­

tures for T A D D O L derivative B using the 10000 independent conformations found 

f rom the Monte Carlo simulations and at 300 K for derivatives A and C. Results 

showing the average value of — Gos for the different derivatives compared w i t h x â re 

shown in table 6.2. For T A D D O L derivative B the agreement between the methods 

T A D D O L T / K (x)/A^ 
A 300 102.09±0.59 43 .28±0 .19 
B 300 53 .31±1 .05 47 .88±1 .08 
B 325 50 .52±1.74 43 .13±2 .43 
B 350 46 .86±1 .91 40 .82±1 .88 
B 450 34 .21±2.56 28 .85±2.44 
C 300 18.75±1.52 -4 .57±0 .29 

Table 6.2: Comparison between the chirality order parameter, x, and the scaled 
chiral index, - G 0 5 , for T A D D O L derivatives A, B and C. 

is very good. This is even more apparent when comparing the values of the chirality 

measures as a funct ion of dihedral angles 0 i 08-

Figure 6.4 shows x and -Gas as a funct ion of 0 i 08 for derivative B at 450 K . 

The high temperature is used in order to ensure excellent conformational sampling 

to facilitate a graphical comparison of the methods. The agreement between x and 

—Gos is remarkable, w i t h almost identical behaviour being observed in figure 6.4. 

However, for T A D D O L derivatives A and C the agreement is not as impressive. Of 

interest is that the scaled chiral index does not appear to be influenced by molecular 
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Figure 6.4: The chirality order parameter, x (calculated using e = 0.05 A"^), and 
the scaled chiral index, -GQS, as a function of dihedral angles 08 for T A D D O L 
derivative B at 450 K . 
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extension, unlike the chirality order parameter where longer molecules might be 
expected to have better ordering in a l iquid crystal solvent. Experimentally the 
H T P of derivative A is approximately twice as large as for derivative B, whereas the 
scaled chiral index does not vary significantly between the two structures. This is 
an important weakness i f the intention of the calculations is to predict HTPs. I t is 
also curious that the two methods disagree on the sign of chirali ty for derivative C. 
This may be due to the different planes of chirality that the two methods sample 
(see 1,1' binaphthol comparison in section 5.5.3). A n important difference in the 
structure of derivative C compared w i t h A and B is that the rings connected to the 
T A D D O L core are not planar. The comparison between x ^-^d — GQS is continued 
in section 6.3.2. 

6.3.2 Chiral Photochromic Molecule with Variable Helical 

Twisting Power 

I n a recent experimental paper by Bobrovsky et alP^ detailed work was conducted 

on a photosensitive chiral dopant (figure 6.5). The synthesised dopant molecule was 

found to have an experimental H T P of ~ 45 / /m~^ However, upon exposure to 

ultra-violet (UV) light the H T P of the dopant was found to decrease significantly. 

Here, photoisomerisation w i l l occur around a C = C bond forming the Z-E isomer, 

which can further photoisomerise around the other C = C bond to give the Z-Z isomer 

(see figure 6.5). The experimental paper does not quote the percentages of each 

isomer present, but an accurate theoretical study should be able to predict a drop 

in the H T P as the E-E isomer is photoisomerised. 

Gas phase, flexible molecular Monte Carlo simulations are performed on the E-E, 

the Z-E, and the Z-Z isomers at 400 K . The relatively high temperature ensures ex­

cellent conformational sampling, and i t should be noted that the calculated value of 

(x) does not vary significantly w i t h temperature for these structures. A n orienting 

strength parameter e — 0.05 A~^ is used to determine the expected HTPs of each 

of these structures using 10000 conformations f rom the simulations to calculate an 

average chirality order parameter, (x). The average scaled chiral index, (—Gos), is 

also calculated for each isomer and the results are shown in table 6.4. The results 
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Figure 6.5: Photoisomerisation of an isosorbide chiral dopant when exposed to U V 
light. Top: Structures of isomers. Bot tom: Snapshots f r o m simulation. 

Isomer (x)/A^ i-Gos) X 10^ 
E-E 49 .7±1 .6 414 .9±3 .5 
Z-E 8 .0±0.9 94 .7±3 .2 
Z-Z 13.8±0.9 42 .4±2 .0 

Table 6.4: Average values of the chirality order parameter and scaled chiral index 
calculated f r o m simulations for the E-E, the Z-E and the Z-Z isomers of the pho-
tochromic isosorbide dopant. 
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demonstrate that the E-E isomer is theoretically predicted to have a much higher 
chirality order parameter, and hence HTP, than the Z-E and the Z-Z isomers and 
therefore explains the drop in H T P upon exposure to U V light. However, the dif­
ferences between the two methods of calculating chirality is stark and represents a 
major failure of the scaled chiral index when applied to predicting HTPs. While the 
chirality order parameter values are of approximately the same order of magnitude 
as the HTP, the scaled chiral index values are approximately an order of magnitude 
too high. This contrasts w i t h the results f r o m the r igid molecule study in sections 
5.5.2 where the —GosxlO^ values were of approximately the same order of magnitude 
as the HTP. 

I t is interesting that the two theories agree well in certain cases (for example, for 

the case of the r igid bridged-biaryl and helicene derivatives in section 5.5.2 and the 

remarkable agreement between the two theories for T A D D O L derivative B in section 

6.3.1) but differ markedly for other systems. There are several reasons why the scaled 

chiral index may be overestimating the ch i r a l i ty /HTP observed experimentally for 

the photoisomers studied here. Firstly, the theory does not include any solvent 

dependent parameters, whereas the surface chirality model is based on a solvent 

accessible surface w i t h the orienting strength of the medium taken into account in 

the e parameter. Secondly, i t is possible that the scaled chiral index is sampling 

planes or aspects of chirality in these systems that do not contribute to the HTP. 

Thirdly , the index may not be scaling correctly as N becomes large. Recent work^^'' 

has found that contributions to the index f rom sets of four atoms where one of the 

atoms is a long distance away f rom the other three atoms is particularly large. This 

leads to the intr iguing possibility of introducing a cut-off in the calculation of the 

scaled chiral index. 

The remaining studies in this chapter have been conducted using only the sur­

face chirality model to predict ch i ra l i ty /HTPs as all the structures contain a high 

degree of flexibility and have large A'̂  so, not only w i l l the —GQS calculations be 

computationally expensive, they are also likely to suffer f rom the same inaccuracies 

in comparison to the experimental H T P as have been found in the study of the 

photochromic dopant in this section. 
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6.3.3 Temperature Dependent Twist Inversion Molecule 

In 1992, Goodby et al}"^^ published experimental findings on the l iquid crys­

talline material S-2-chloropropyl 4'-(4"-n-nonyloxyphenylpropioloyloxy)biphenyl-4-

carboxylate which contains a single chiral centre and whose structure is shown in 

figure 6.6. Their results were surprising and demonstrated that the material under­

went an inversion of the helical twist sense in the chiral nematic phase f rom a left 

handed twist at lower temperatures to a right handed twist at higher temperatures. 

They suggested that the helix inverts due to changes in the populations of conforma­

tional isomers at different temperatures. However, they were unable to determine 

the twist senses of individual conformations to confirm their theory for the origin of 

the twist mechanism.^''^ Here the Monte Carlo technique is applied to the material 

and an attempt to recreate the temperature dependence of the twist-sense and to 

explain why i t occurs are made. 

yO Chiral centre 

Figure 6.6: Structure of S-2-chloropropyl 4'-(4"-n-
nonyloxyphenylpropioloyloxy)biphenyl-4-carboxylate showing the single chiral 
centre of the molecule. The boxed structure indicates the fragment molecule used 
in the ab initio calculations (a single hydrogen atom is added to the phenyl r ing of 
this structure to complete valence). 

A n in i t ia l investigation into the 0-C-C-Cl dihedral angle, around the chiral cen­

tre of the molecule, is required as i t is known that the M M 2 force field does not 

model dihedral angles of this type correctly. The dihedral angle energy is calculated 

using density functional theory (DFT) at the B3LYP/6-31G* level for the fragment 

molecule shown in figure 6.6 and the results are depicted in figure 6.7. The torsional 

angle is studied at intervals of 15° and geometry optimisations are carried out at all 

points. A further geometry optimisation is conducted in each of the three potential 

wells to ensure the energies of the minima are calculated correctly. The conforma-
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t ion w i t h the CI atom trans to the core of the molecule ( T ) is found to be the most 

stable, followed by the Me group trans to the core (G-), w i t h the H atom trans to 

the core {G+) being the minima w i t h the highest energy conformations and thus the 

least favoured of the three potential minima. The calculations differ significantly 

f rom those of Goodby et al}''^ who found that the H trans conformation was more 

stable than the Me trans conformation. However, the latter was carried out using 

the cruder force field representation wi th in the program CHARMm.^^'^^ 
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Figure 6.7: Calculated torsional energies for the 0-C-C-Cl dihedral angle f rom D F T 
calculations at the B3LYP/6-31G* level. 

Using the D F T data, the M M 2 force field is augmented to reproduce the dihedral 

angle energy for the 0-C-C-Cl dihedral. To do this the dihedral fitting procedure 

of Cheung et a/.̂ ^ can be followed, to fit to the torsional terms in the force field. 

Gas phase, flexible molecular Monte Carlo simulations are then carried out on the 

molecule at a number of temperatures, and the average chirali ty order parameter is 

calculated, along w i t h its standard error, f rom 10000 conformations f rom the simu­

lation. In these simulations the orienting strength, e, is kept constant and its value 

set to 0.05 A~^ so that changes in the chirality order parameter w i t h temperature 

can be studied purely as a funct ion of changes in conformational sampling. The re­

sults are presented in figure 6.8, and show a twist inversion for the cholesteric l iquid 

crystalline material. The simulations predict the twist inversion to occur at ~530 



6.3. Simulation, Results and Discussion 123 

K whereas in the experimental system the twist inversion occurs at ~414 K. The 

likely discrepancy here is caused by ignoring the infiuence of changes in the l iquid 

crystalline environment on conformations and on e. Despite this, prediction of a 

sign change in x is impressive and suggests that the twist inversion can be explained 

by conformational changes alone. 

600 

Figure 6.8: The chirality order parameter, x> as a funct ion of temperature for S-2-
chloropropyl 4'-(4"-n-nonyloxyphenylpropioloyloxy)biphenyl-4-carboxylate. 

I t is now possible to examine the origin of chirality in this molecule and attempt 

to explain why the twist inversion occurs. A statistical analysis of data for the O-

C-C-Cl dihedral at selected temperature points is shown in table 6.5. The relative 

populations of the trans, and two gauche states about the 0-C-C-Cl dihedral angle 

are presented along w i t h the average chirality order parameter, x> for each of the 

three main states. 

From this data i t is possible to determine the origin of the twist inversion. A t 

low temperatures, conformations w i t h the 0-C-C-Cl dihedral angle i n the T position 

tend to dominate. As these conformations have a net negative chirali ty associated 

w i t h them then the overall twist sense of the system is negative. A t higher tem­

peratures the population of the T position decreases and those of the G- and G+ 

positions increase, as expected f rom the D F T . results. The net chirality of the G-

conformations is strongly positive and of greater magnitude than the negative con-
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Population / % (x) / 
T / K G- T G+ G- T G+ 

200 18.0 75.4 6.6 7.3 -5.9 -3.9 
400 27.3 59.2 13.5 6.5 -4.1 -4.9 
550 30.6 53.6 15.8 6.6 -3.4 -2.4 
600 31.9 49.5 18.6 5.4 -2.3 -1.4 

Table 6.5: Relative populations and chirality order parameters for the three 
main conformations of the 0-C-C-Cl dihedral angle i n S-2-chloropropyl 4'-(4"-
n-nonyloxyphenylpropioloyloxy)biphenyl-4-carboxylate (0 -C-C-Cl dihedral angles 
0" < G - > 120°, 120" <T> 240°, 240° < G-f > 360°). 

t r ibutions to chirality of the T and G+ conformations. Thus, as the temperature 

increases, the negative contribution to chirality f r o m the T conformations decreases, 

the negative contribution f rom the G+ conformations increases slightly and the pos­

itive contributions f rom the G- conformations increases strongly. Eventually this 

leads to a helical twist inversion f rom a left hand (negative x) twist at lower tem­

peratures to a right hand (positive x) twist at higher temperatures. Another trend 

is also apparent in table 6.5. The magnitude of the average chirali ty arising f rom the 

G-, T and G+ conformations decreases as the temperature increases. This effect 

can be explained by a reduction in the orientational order of the molecule at higher 

temperatures. 

I t is apparent f rom this study that the helix twist inversion can be explained 

by the different weighting of certain molecular conformations, w i t h their associated 

chiralities, at different temperatures. Emelyanenko^^^ and Osipov et al}^^ have 

developed molecular theories of the helical sense inversion based upon the competi­

t ion between dispersion and steric interactions in these systems and the biaxiali ty 

of molecules. I t is noted that while the model used here does nOt explicit ly take into 

account any of these effects i t is s t i l l able to account for the helical twist inversion 

purely on the basis of conformational change. 
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6.3.4 Achiral Banana-Shaped Molecules 

I n a recent experimental study, Watanabe et al?'^ found that a series of achiral 

banana-shaped molecules w i t h dodecyl ta i l groups (figure 6.9), when added to a 

cholesteric l iquid crystal, enhanced the twist ing power of the chiral nematic phase. 

I n effect the achiral banana-shaped molecules were acting as chiral dopants. The 

experimental paper proposes that in a chiral nematic l iquid crystal the banana-

shaped molecules preferentially select chiral conformations w i t h the same handed 

twist as the chiral phase, and thus enhance the twist of the cholesteric phase in the 

same way that a normal chiral dopant would. Here, the three molecules in figure 

6.9 are simulated. For these larger systems 4 mi l l ion Monte Carlo steps are required 

for convergence of average quantities, and the calculations are carried out at 400 K 

w i t h an orienting strength parameter e = 0.05 A~^. 20000 conformations are used 

to determine an average chirality order parameter. 

S-12-0-PIMB 

o rj- Y ^ ° 

C „ H „ 0 

1 1 ° " " ° 

P-12-0-PIMB 

Q r ^ ^ o 

0 ^ 0 

N-12-0-PIMB 

OC. -H 

Figure 6.9: Chemical structures of the three achiral banana molecules studied. 

As expected, each of the molecules is found to be achiral w i th in the statistical 



6.3, Simulation, Results and Discussion 126 

error of the results ((x) = (0.05 ± 6.58) A^ for S-12-0-PIMB, (x) = (0.25 ± 3.93) 
A^ for P-12-0-PIMB and (x) = (-1.99 ± 11.49) A^ for N-12 -0 -P IMB) . However, 
during the simulations the molecules adopted a number of conformations w i t h ex­
tremely high magnitudes of chirality associated w i t h them. For example, ~20% of 
the conformations adopted have |x| > 500 A^ and ~ 2 % of the conformations have 
xl > 1000 A^. I t should be noted that x is not a funct ion of molecular size and 

that a conformation w i t h x ~ 500 A^ corresponds to /?M ^ 1000 jim"^, which is 
much higher than any helical twisting power that has been measured experimen­
tal ly for chiral systems. Even a small increase in the proportion of left-handed or 
right-handed chiral conformations sampled by these banana-shaped molecules in the 
twisted nematic l iqu id crystal phase would have a relatively large effect on the twist 
of the system due to the extremely high HTPs of the chiral conformations. Thus, 
i t seems likely in the experiments that the chiral nematic phase is preferentially 
selecting chiral conformations that twist in the same direction. 

6.3.5 Predictive studies of the twisting power of bridged biaryl 

derivatives to aid in future synthetic strategies 

Bridged b iaryl /b inaphthyl derivatives have been extensively used as chiral dopants 

that can induce highly twisted nematic mesophases.'^^^ The origin of chirality in 

these molecules comes f rom l imited rotation about the 1,1' torsional angle between 

the two naphthyl planes. Bridging of the molecules effectively locks the torsional an­

gle to approximately 40-60°, making the molecules chiral. Bridged biaryl /b inaphthyl 

derivatives have been found to have much higher HTPs than unbridged structures, 

whose 1,1' torsional angles are unconstrained and preferentially adopt conformations 

where the dihedral angle ^ 90°. A theoretical study by Ferrarini et al?^ and the 

results in section 5.5.3 for the 1,1' binaphthyl molecule have shown that structures 

w i t h 1,1' dihedral angles ^ ± 4 5 ° or ± 1 3 5 ° are expected to have higher helical twist­

ing powers, ^M, than other dihedral angles. Recent experimental and theoretical 

work^^^'^^^ has also found that the H T P of these bridged derivatives increases as the 

length of substituents on the 6,6' positions of the molecule increases. A rigorous the­

oretical analysis of the longer and more flexible derivatives was unable to be carried 
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out in the previous study^^^ however, due to the large number of conformations that 

the molecules are able to adopt. The Monte Carlo simulation approach described 

previously is ideal for the study of these structures. In this section the effects of 

adding substituents to the 4,4', the 6,6', and the 7,7' positions of the bridged biaryl 

molecule in figure 6.10 are examined. 

Figure 6.10: Bridged biaryl molecule studied with arrows showing the locations of 
the 4,4', the 6,6' and the 7,7' positions. 

Figure 6.11 shows the substituents studied and table 6.6 gives the details of which 

substituents are attached in each position for the molecules simulated. The simu­

lation procedure detailed above in section 6.2 is used and 10000 conformations for 

each molecule contributed to an average chirality order parameter. Results for each 

of the molecules is shown in table 6.7. The results demonstrate that substitution of 

the 6,6' position can greatly affect the HTPs of bridged biaryl derivatives. Of par­

ticular note are molecules E5 and E6, where substitution of the 6,6' position results 

in an average chirality order parameter approximately three times larger than the 

unsubstituted molecule. Molecules E2 and E4 show a reduction in x compared to 

the unsubstituted molecule. These molecules differ from the others in the study in 

that the substitution is generally out of the plane of the naphthyl ring. This shows 

that molecular extension is not the only factor to take into account when considering 

the effect on the HTP of adding substituents to bridged biaryl molecules. Also of 
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Substituent Structure 
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B 
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D \ 
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F 

Figure 6.11: Derivatives added in various positions to the bridged biaryl molecule 
in figure 6.10. 
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Molecule 
Position 

Molecule 4,4' 6,6' 7,7' 
EO 
E l A 
E2 B 
E3 C 
E4 D 
E5 E 
E6 F 
E7 A A 
E8 E 
E9 E E 

Table 6.6: Bridged biaryl derivatives studied. Each molecule has the core struc­
ture shown in figure 6.10 with substituents from figure 6.11 added to the positions 
marked. 

Molecule (x)/A^ 
EO -39.1 
E l -70.5±0.7 
E2 -38.3±10.6 
E3 -53.0±1.0 
E4 -21.3±2.6 
E5 -117.6±1.1 
E6 -119.0±1.1 
E7 -87.3±1.7 
E8 -79.9±2.1 
E9 -15.5±4.6 

Table 6.7: Average chirality order parameter, x, obtained from simulations for the 
nine bridged biaryl molecules whose structures are given in table 6.6. EO is the rigid 
unsubstituted molecule. 
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interest is the effect of substitution in the 4,4' and 7,7' positions. Molecule E8 shows 
that substitution of the 7,7' position increases x, but comparison with molecule E5 
indicates that substitution of the 6,6' position results in even higher values of x-
molecule E7, substituents are added to the 4,4' and 6,6' positions. Comparison with 
molecule E l demonstrates that for the particular substituent studied, additional 
substitution of the 4,4' position increases x- However, for the case of molecule E9, 
substitution of the 4,4' position in addition to the 7,7' position resulted in a large 
decrease in x-

Future work on this class of molecule would clearly be of interest, given the results 

found here. In particular, results from experimental work would be invaluable. The 

direction of future theoretical and experimental work on this class of molecule should 

concentrate on substituents of greater length, look further at the effects of 4,4' 

substitution and examine the effects of combining 6,6' and 7,7' substitution. With 

regard to new substituents, biphenyl derivatives of substituents E and F in table 

6.11 may be good candidates, not only because of the increase in overall length, but 

also as they would help order the molecule within the liquid crystalline environment 

and may improve solubility in a liquid crystal solvent. 

6.4 Conclusions and Further Work 

In this chapter a molecular Monte Carlo simulation approach, coupled with calcu­

lations of the chirality order parameter and the scaled chiral index, has been used 

to study a range of chiral molecules and systems. The method has been successful 

in predicting helical twisting powers for flexible chiral dopants, in predicting the 

temperature dependence of HTPs, and has demonstrated a temperature induced 

helical twist inversion. Extraordinarily high HTP values for some conformations 

exhibited by achiral banana molecules have been shown. This in turn suggests that 

chiral conformations with the same twist sense as the twisted nematic phase are 

being preferentially selected. The method has also been used in predictive studies 

of compounds that have not yet been synthesised, and points to possible routes for 

future synthetic studies. 
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This work has been restricted to simulations of molecules in the gas phase due 
to the computational cheapness of this approach and the excellent conformational 
sampling that can be achieved. It is important to note that a liquid crystalline 
solvent would be expected to affect the relative weighting of conformations sam­
pled by the molecule, and thus influence the chirality of the system. Indeed, 
these solute-solvent effects may account for the exaggerated temperature depen­
dence of the HTP in the experimental system compared to the simulations for 
the TADDOL derivatives and may also explain differences in the predicted and 
experimental temperatures for helical twist inversion for S-2-chloropropyl 4'-(4"-n-
nonyloxyphenylpropioloyloxy)biphenyl-4-carboxylate. The method used here could 
be adapted to more complicated systems where a liquid crystalline solvent (either 
coarse-grained''^'''* or fully atomistic) could be included in the simulations. In these 
cases, different conformations (with different chiralities) are expected to be preferen­
tially selected in different solvents, thus accounting for solvent dependent HTPs. By 
including a fully atomistic liquid crystal solvent it would then be possible to study 
the role of electrostatic interactions on the helical twisting power of chiral dopants. 



Chapter 7 

Calculations of Molecular Chirality 

from Intermolecular Torques 

7.1 Introduction 

In a previous computational study by Germano et al.,^^ systems of liquid crystalline 

chiral Gay-Berne (GB) particles were examined. The model potential for the GB 

particles was comprised of an achiral part from the standard Gay-Berne potential^^ 

(section 2.2.4) and a chiral part using the form proposed by Memmer and Kuball.^^ 

They found that values of intermolecular torques in these systems could be directly 

related to the chiral strength of the constituent molecules. In this chapter, the 

approach of Germano et al.^^ is extended to systems of achiral liquid crystalline 

particles doped with a single chiral molecule, and the values of intermolecular torques 

measured in the systems are related to the helical twisting powers of the chiral dopant 

molecules. 

7.2 Theory 

Following Germano et al.^^ one can define the total potential energy of a system 

as U\, so that i t depends on a chirality parameter, A. A is a measure of chirality 

in a system and it is noted that an achiral system has A = 0 and enantiomeric 

systems have opposite signs of A. The equilibrium pitch wave-number of a system 
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can similarly be defined as: 

5. = % P.i) 
^ 0 

Comparison with equation 4.1 in chapter 4 shows that q\ is directly proportional to 

the microscopic helical twisting power, /3, of a chiral dopant molecule: 

= ^ - i V - ] , (7.2) 

where V is the volume of the system and N± are the number of dopant molecules, 

of opposite handedness, added to the system. Now, following A l l e n , i f a uniformly 

twisted nematic with a wavevector k = 27r/P, is doped with small numbers of chiral 

dopants {N±) then the elastic contribution to the free energy arising from distortions 

to the uniformly twisted state is 

Fk,x = \vK2{k-qx)\ (7.3) 

where K2 is the twist elastic constant. Now, the free energy difference between 

enantiomeric phases with equilibrium pitch wave-numbers q±x = ±q\ is 

AFfc,±A = Fk,\ - Fk-\ 

= lVK2[{k-q,f-ik + q,r] (7.4) 

-2VK2qxk. 

This expression is equivalent to equation 4.2 that is evaluated in chapter 4 using 

thermodynamic perturbation theory to calculate the helical twisting power (HTP) 

of a chiral dopant molecule, where k is the wavevector imposed on the system by 

twisted periodic boundary conditions. 

An alternative method can also be used to calculate qx, and hence ^, that is based 

on intermolecular torques. Following de Genneŝ ^^ and Allen and M a s t e r s , t h e 

free energy density gives rise to a torque density, and the torque per unit area can 

be expressed microscopically as: 

^ = ( n . . ) M ' (7-5) 
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where the helical axis is chosen along the z axis and the tensor 11^^ is defined as: 

where a,/3 = x,y,z; rija = r^a — Vja is the a component of the centre of mass 

separation of particles i and j, and Tij^ is the ^ component of the torque exerted by 

particle j on particle i. 

Following Germano et al.,^^ comparison of equation 7.6 with equation 7.3 gives: 

= (7.7) 

Utilising equation 7.5, the case where k = 0 leads to the equation 

V 

and the case where k 0 leads to 

V 

Thus, K2 and qx can be determined from 

K2qx = h,, (7.8) 

K2{qx-k). (7.9) 

K2 = ^ < " - ) o , A ^ ( ^ ^ Q ) 

Equation 7.10 was used by Allen and Masters'̂ *^ to calculate K2 in fluids of achiral 

molecules. However, the quantity of interest in this chapter is the microscopic HTP, 

P, that is directly proportional to qx- From equation 7.8, a single simulation of 

a chiral molecule in an untwisted nematic {k = 0) will yield hx, which is directly 

proportional to qx, and thus /3. 
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7.3 Computational and Simulation Details 

The approach utilised in this chapter to calculate HTPs for chiral dopant molecules 

is to use equation 7.8 to determine the factor K^qx by calculating IJ1ZZ)Q \ from a 

simulation of a chiral molecule in a nematic solvent. 

In this chapter, fully atomistic, rigid, energy minimised structures of chiral 

molecules are simulated in a Gay-Berne liquid crystalline solvent. The solute and 

solute-solvent model is identical to the one described in chapter 4 for the combined 

solute-Gay-Berne system. The Gay-Berne (GB) solvent used uses the parameters 

2 and 1^ = 1, which were previously studied by de Miguel and 

co-workers.As in chapter 4, the simulation constants are set to cr^^ = 5.7 A , and 

= 3.32576 kJ/mol, and a reduced density of p* = 0.33 is used that corresponds 

to a stable nematic liquid crystalline phase with an order parameter ^2 ~ 0.7 at a 

temperature T = 400 K. A solvent system of 243 GB particles is used. Throughout 

this chapter, Monte Carlo (MC) simulations in the NVT ensemble are used as the 

simulation technique. 

The simulations proceed as follows: the solute molecule is initially 'grown' into 

the solvent using the insertion technique developed in chapter 4, and the system is 

then equilibrated for 1-2x10^ MC steps to ensure that the solvent is well ordered 

around the chiral solute molecule. Production runs of 1.6-2.5x10'' MC steps are then 

performed and the tensor H^^ is calculated (see below) at each step. Averages are 

calculated over blocks of 5x10^ MC steps, so that between 32 and 50 independent 

block averages contribute to the overall (H^^) for each system studied. 

is determined from equation 7.6. The torque between GB particles is calcu­

lated as 

T^, = - e , X (7.12) 

where — - ^ is the perpendicular component of the 'gorque' acting on particle i from 

particle j. The torque on the solute molecule is determined as: 

•T, = ^ d , x f i , (7.13) 
1=1 
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where n is the number of atoms in the molecule, dj is the position of atom i in 
relation to the centre of mass of the molecule, and fj is the force acting on molecule 
i. Equation 7.13 can easily be decomposed into contributions to the torque from 
individual GB particles for use in equation 7.6, and the torque acting on a GB 
particle from the molecule is determined from the 'gorque' as in equation 7.12. 

In order to improve the averaging of I I ^ ^ , the nematic director is constrained 

to be perpendicular to the z axis. Following Germano et al.^^'^^^ the director is 

constrained to the xy plane by adding a term proportional to {Ql^ + Qy^) to the 

total energy of the system, Ux, where Q is the order tensor given by: 

i=l ^ 

where ê  is a unit vector along the main molecular axis of particle is the number 

of particles, and 6 is the Kronecker delta function. 

The chiral molecules studied are molecules 1, 4, 7, M l and its enantiomer, and 

M4. These molecules are studied using chiral measures in chapter 5 and their struc­

tures are shown in figure 5.1. A pure Gay-Berne solvent system containing no chiral 

dopant is also studied to check that an achiral system has {llzz)o o ~ 

7.4 Results and Discussion 

The results from the study are shown in figure 7.1 where (II^^),,^ is plotted against 

the experimental helical twisting power of the chiral dopants. As predicted from 

equation 7.8, (n^^)^ has the opposite sign to the helical twisting power (and hence 

qx). In each case, the correct sign of twist is predicted using the method and there 

is a trend of higher values of (̂ ^̂ )o_;̂ ^ at larger HTP values. The results for the 

achiral system containing no chiral dopant molecules is also shown in figure 7.1, 

and within statistical errors, the system was found to be achiral using the method 

((n,,)o^, =-0 .18 ±1.78). 

The results from this study show that the calculation of intermolecular torques 

in liquid crystalline systems doped with chiral molecules can be used to predict 
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Figure 7.1: (n^j)^ ^ plotted against for six different chiral dopants in a Gay-Berne 
solvent and for a purely achiral system (PM = 0). 

the handedness of the twist induced by a chiral molecule and can also yield an 

approximate measure of the magnitude of the twist. However, the method is subject 

to large statistical errors. The size of the error in (H^^) depends critically on the 

system size and the length of the simulation. The liquid crystalline solvent system 

must be small enough to allow the chiral molecule to have a measurable impact on the 

system above the background 'noise' caused by normal fluctuations in H^^. However, 

fluctuations in U^z are larger for smaller system sizes so the choice of system size 

used requires careful consideration. The computational cost must also be taken 

into account in this consideration. Larger system sizes are more computationally 

expensive, and therefore the collection of statistics is more time consuming. The 

system size used in this study; namely 243 GB solvent particles and one atomistic 

chiral molecule, was chosen in an attempt to provide the best balance between these 

factors. 

In the previous computational study by Germano et al.,^^ systems of 1024 and 

2048 chiral GB particles were examined. However, chirality was imparted on all 
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molecules in the study and the strength of the chiral potential used was in most cases 
one or two orders of magnitude larger than would be expected for real molecules. 
For this reason, much shorter simulation runs could be used in the previous study 
compared to those presented in this chapter where only one molecule is chiral (6x 10^ 
MC steps in the previous study compared to 1.6 2.5 x 10'̂  MC steps in this 
chapter). 

I t should be noted that the general method is extremely flexible and allows for 

the use of many different system sizes and types. A system that includes several 

chiral dopant molecules in a generic liquid crystalline solvent of Gay-Berne''^ or soft 

repulsive spherocylinder'*^ particles could be used and would produce a larger, and 

more measurable twist than the system utilised in this study but would result in 

an increase in the computational cost caused by simulating another fully atomistic 

molecule (electrostatic interactions between molecules would also have to be con­

sidered). The approach could be extended to allow the chiral molecule to change 

conformations by utilising the computational methods used and discussed in chap­

ter 6. In addition, the method could also be applied to systems where the liquid 

crystalline solvent is represented by molecules with atomistic detail. Although these 

studies would be far too computationally expensive to be considered given the com­

putational power currently available, they may become accessible in the future and 

would allow studies of solvent dependent helical twisting powers to be undertaken. 

7.5 Conclusions 

The method of calculating intermolecular torques in liquid crystalline systems con­

taining chiral dopant molecules has been shown to correctly predict the handedness 

of twist induced by the chiral molecules. The general method could be adapted to 

systems containing many chiral dopant molecules in a liquid crystalline solvent. To 

provide a reliable quantitative measurement of the helical twisting power for a chiral 

dopant molecule, the method requires further refinement to improve the statistical 

error in the results and to find the optimum ratio of chiral dopant molecules to liquid 

crystalline molecules used in the simulation system. 



Chapter 8 

Conclusions 

The work presented in this thesis has used computational and theoretical techniques 

to provide predictions of molecular chirality and helical twisting powers for liquid 

crystalline chiral dopant molecules. 

The first technique used to predict helical twisting powers (HTPs) for liquid crys­

talline chiral dopants employed Monte Carlo free energy calculations. The work was 

based on an original computational technique proposed by Cook and Wilson, which 

involved simulating a chiral nematic phase using a Gay-Berne solvent in a simula­

tion box subject to twisted periodic boundary conditions. A series of Monte Carlo 

simulations were used to grow an atomistic model of a chiral dopant into this solvent 

and statistical perturbation theory was used to measure the free energy change for 

this process. Comparison of the free energy difference obtained from this calcula­

tion for a particular enantiomer and its mirror image allows a calculation of the 

HTP of the chiral dopant to be made. For some initial test molecules this technique 

was found to correctly predict the sign of the induced twist and, when compared 

with with experimental work, calculated HTPs with a reasonable degree of accuracy. 

One of the main problems of the existing technique was its high computational cost. 

This was mainly due to the computationally expensive Gay-Berne solvent-solvent 

interactions involved in the simulations. The work presented in chapters 3 and 4 

of this thesis concentrated on reducing the computational costs of the method by 

examining a solvent system with a much cheaper computational model, namely the 

Soft Repulsive Spherocylinder (SRS) system. Simulations of SRS particles were de-
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scribed in chapter 3 and constitute the first detailed study of the SRS potential. 
The isotropic, nematic and smectic-A phases were found in the phase diagram of 
SRS particles with a total length to breadth ratio of 5:1 {L/D = A). In chapter 4, 
the first of the four techniques used for calculating the HTPs of liquid crystal chi­
ral dopants in this thesis was presented. This chapter also includes work that was 
conducted on improving the accuracy and efficiency of the free energy calculations 
used in the technique and describes the results of the simulations using a SRS and 
Gay-Berne solvent. The final simulations conducted using an optimised free energy 
pathway and the SRS solvent were able to correctly predict the handedness of twist 
for the chiral dopant molecules studied and provided reasonable estimates of the 
magnitude of the HTR Although these are not as impressive as the results from the 
original Cook/Wilson technique, the computational cost of the method is four times 
cheaper. The approach has several drawbacks including the computational cost (~ 2 
days for each molecule), the instability of the simulation system, the large statistical 
errors involved in the approach and the limited applicability of the method (it is 
only applicable for relatively rigid chiral molecules). 

In chapters 5 and 6, the chirality order parameter and the scaled chiral index were 

applied to a number of chiral dopant molecules and systems. These chiral measures 

are single molecule techniques that, for a given molecular conformation, can provide 

a rapid calculation of chirality/HTR Due to their computational cheapness, these 

methods are of great interest as they could be used to rapidly screen large numbers of 

chiral molecules for high HTP values prior to synthesis. In chapter 5, both the scaled 

chiral index and the chirality order parameter were found to show a good.correlation 

with experimentally determined helical twisting powers for a range of relatively 

rigid bridged biaryl and helicene derivative molecules. In chapter 6, the two chiral 

measures were incorporated in Monte Carlo simulations of flexible chiral molecules. 

The method was applied to a number of systems and, using the chirality order 

parameter, i t was possible to successfully predict helical twisting powers for flexible 

chiral dopants. The method was also used to predict the temperature dependence of 

HTPs, to demonstrate a temperature induced helical twist inversion, show extremely 

high HTP values for some conformations exhibited by achiral banana molecules, and 
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was used in a predictive study to aid in future synthetic strategies of bridged-biaryl 
molecules. Of all the techniques used in this thesis, this has been the most successful. 
Its relatively cheap computational cost (approximately 2-3 hours for each flexible 
molecule and ~ 1 s for a rigid structure) makes i t particularly attractive for uses in 
screening chiral dopant molecules prior to synthesis. 

In chapter 7 a new approach was used that directly measures the impact of a 

chiral molecule on a liquid crystal solvent. Using statistical mechanics it is possible 

to relate the torque a chiral molecule induces in a solvent, as chirality is transferred 

to the system, to the helical twisting power. These simulations, whilst being com­

putationally expensive and requiring excellent statistics, show that it is possible to 

predict the correct sign of induced twist for a chiral dopant molecule by measuring 

intermolecular torques. 
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Appendix A 

Solutions and Chiral Measure 

Programs 

A . l Solutions 

D e t e r m i n a t i o n of the helicity centre in the surface chiral i ty model 

The solution to find the vector f rom an arbitrary molecular origin to the helicity 

centre, r*^^, f r om the following three simulataneous equations: 

2(q - q ) , , = {r^'^t^y - r^%y) + {t,,r^" - t , , r f % (A.1.1) 

2(q - q )x . = {r^^'t,. - rf"ty,) + (t^^r^^ - t^yV^''), (A.1.2) 

2(q - q ) , , = {rf^t,, - r^"t,,) + {ty^r^^ - tyyr^% (A.1.3) 
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is given by: 

^x" = -'^.{-txztzz{<i-'^)xy + t^yta:z{q-q)xz+tyJxx{(l-'^)xz 

^tyziyxifl — q)xj/ + tzytyz{q ~ '^yz ~ ^22^xx(q ^ q)yz 

-tzztyyiq - q)yz " txztxx{<i " q)xy " ^ L I Q " ^)yz 

-txxtyyiq - q)yz + tyx^yyiq " q)iz) (A.1.4) 

~ {^zy^yz^zz "I" ^xz^'^z '^t^ztxxtyy "I" tyxtxx^xy ~l" ^yz^yx^xz 

-\-tyxtyytxy 4" ^zj/^xz^xj/ ~ ^^^^yy ^zy^yz^yy ~ ^zz^xx 

-1-+2 ^ _ f f 2 _ f 2 f _ f 2 f _ f 2 f \ 
'^XZ''XX ''Xx'^yy ''XX^yV ^XX^2Z ''ZZ^yy) ' 

= - 2 (i^j/(q - q)xz - ^ (̂q - q)?/zixy + tyytzz{q - q)xz 

+^si^j/?/(q ~ q)xz ~ ^xx(q ~ q)yzixy ~l~ ^xx^2z(q ~ q)xz 

~(q "~ qjxytyzizz ~ (q ~ q)xytxztxy ~ (q ~ q)xy'tyz'tyy 

-txztyziq - q)yz - t l M - q)xz) (A .1 .5) 

- (tzyt yz^zz zz "^^zz^xx^yy ~t" tyxtxxtxy 4" ^yz^yx^xz 

''ftyxtyytxy 4" ^21/^x2^x1/ ^ ^zz^yy + tzytyztyy ~ tzz^xx 

_,f2f _ f f 2 _ f 2 f - f 2 f - f 2 f \ 
'^XZ^XX ^Xxf'yy ''xx'^yy ''Xx'^^Z ''zZ^yV) ' 

= - 2 { t , y t y y { q - q ) x z - t z y { q - q } y z t x y + t,yt,^{q-q)xz 

-txztzz{q - '^yz - txztxx{q - q)yz + ^xz^yx(q - q)xz 

-^zz(q - q)xy - iyytxxiq - ^)xy + tyx{q " q)xy^xv 

-^zzixx(q - q)xy - tyyt^ziq - q)xy) (A. 1.6) 

~ if-zytyz^zz ^"xz^^^ ~ '^^zz^xx^yy tyx^xx^xy 4" tyztyx^xz 

~\~tyxtyytxy ~l" ^zj/^xz^xj/ ^zz^yy "I" ^zy^yz^yy ^zz^xx 

4_+2 J. __f +2 _4.2 4. _+2 f _ f 2 f \ 
^f'Xz'^XX ''Xx'^yy ''xX^Vy ''XX^ZZ ''zZ^yVj ) 

where each of the terms is described in section 5.4.1. 
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A.2 Chiral Measure Programs 
A.2.1 Chirality Order Parameter 

The following is the FORTRAN90 code to calculate the value of the chirality order 

parameter, x , for a molecule w i t h n atoms where the co-ordinates of atom i are given 

by x(i), y(i), z(i), and the van der Waals radius of atom i is given by radius(i). The 

parameter chirality is the value of the chirality order parameter i n A^. 

subroutine tensorcalc(n,x,y,z,radius,chirality) 

! subroutine to calculate the chirality order parameter 
! D J Earl 2002 
impl ic i t none 
integer!, j , n 
character*80 filename 
real*8 rx,ry,rz,chirality,chiralityalternate,chiralityTQT,chiralityTQTalternate 
real*8 dotprod2,Tdeter,a,b,c 
real*8,dimension(3,1000000):: dotcrd,dotnrm 
real*8,dimension(1000000):: dotarea 
real*8,dimension(3,3):: T,testQ,Tevec,littlet,Qa,QTevec,TinvQTevec,Tevc,Q 
real*8,dimension(3,3):: 
TQTevec, S ,Qevec, STevec, TinvSTevec,TSTevec,TinvTTevec , T i n v T 
real*8,dimension(3,3):: TTevec,Tco,Tcotrans,Tinv,TinvTevec 
real*8,dimension(3):: TQTeval,Seval,Qeval,cross_prod2,TSTeval 
integer :: ndots,nrot ,LDA 
real*8 tmpSl , tmpS2, tmpS3, tmpQl , tmpQ2, tmpQ3 
real*8,dimension(2000) :: x,y,z 
real*8,dimension(2000) :: radius 
chirality = O.OdO 
! ** calculate molecular surface using SIMS subroutine 
call surf_sims(n,x,y,z,radius,dotcrd,dotnrm,dotarea,ndots) 
if(ndots.gt.lOOOOO)then 
wri te(* ,*) ' ndots is greater than 100000' 
stop 
endif 
! ** calculate T tensor 
call calcT(ndots,dotnrm,dotarea,T,Tevec,littlet) 
rx = O.OdO 
ry = O.OdO 
rz = O.OdO 
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! ** calculate Q tensor 
call calcQl(ndots,dotnrm,dotcrd,dotarea,testQ,Tevec,rx,ry,rz,Qa) 
! ** calculate rx,ry,rz (vector f rom origin to helicity centre) 
call calcr(litt let,rx,ry,rz,Qa) 
! ** calculate Q tensor 
call calcQ2(ndots,dotnrm,dotcrd,dotarea,Q,Tevec,rx,ry,rz,Qa,Qeval,Qevec) 
cross_prod2(l)=(Qevec(2,l)*Qevec(3,3))-(Qevec(3,l)*Qevec(2,3)) 
cross_prod2(2)=-((Qevec(l,l)*Qevec(3,3))-(Qevec(3,l)*Qevec(l,3))) 
cross_prod2(3)=(Qevec(l,l)*Qevec(2,3))-(Qevec(2,l)*Qevec(l,3)) 
dotprod2=(cross_prod2(l)*Qevec(l,2))+(cross_prod2(2)*Qevec(2,2)) 
(cross_prod2(3)*Qevec(3,2)) 
Q T e v e c ( l , l ) = Q ( l , l ) * T e v e c ( l , l 
QTevec( l ,2 )=Q(l , l )*Tevec( l ,2 
QTevec( l ,3 )=Q(l , l )*Tevec( l ,3 
QTevec(2 , l )=Q(2 , l )*Tevec( l , l 
QTevec(2,2)=Q(2,l)*Tevec(l,2 
QTevec(2,3)=Q(2,l)*Tevec(l,3 
QTevec(3 , l )=Q(3 , l )*Tevec( l , l 
QTevec(3,2)=Q(3,l)*Tevec(l,2 
QTevec(3,3)=Q(3,l)*Tevec(l,3 
TinvQTevec (1,1) = T i n v ( 1,1) *QTevec 
TinvQTevec( l ,2 )=Tinv( l , l )*QTevec 
TinvQTevec( l ,3 )=Tinv( l , l )*QTevec 
TinvQTevec(2, l )=Tinv(2, l )*QTevec 
TinvQTevec(2,2)=Tinv(2,l)*QTevec 
TinvQTevec(2,3)=Tinv(2,l)*QTevec 
TinvQTevec(3, l )=Tinv(3, l )*QTevec 
TinvQTevec(3,2)=Tinv(3,l)*QTevec 
TinvQTevec(3,3)=Tinv (3,1) *QTevec 

)+Q(l ,2)*Tevec(2 , l 
)+Q(l,2)*Tevec(2,2 
)+Q(l,2)*Tevec(2,3 
)+Q(2,2)*Tevec(2,l 
)+Q(2,2)*Tevec(2,2 
)+Q(2,2)*Tevec(2,3 
)+Q(3,2)*Tevec(2,l 
)+Q(3,2)*Tevec(2,2 
)+Q(3,2)*Tevec(2,3 

+Q(l ,3)*Tevec(3 , l 
+Q(l,3)*Tevec(3,2 
+Q(l,3)*Tevec(3,3 
+Q(2,3)*Tevec(3,l 
+Q(2,3)*Tevec(3,2 
+Q(2,3)*Tevec(3,3 
+Q(3,3)*Tevec(3,l 
+Q(3,3)*Tevec(3,2 

Q(3,3)*Tevec(3,3 
(1.1) + T i n v ( l , 2 ) * Q T e v e c ( 2 , l ) + T i n v ( l , 3 ) 
(1.2) +Tinv( l ,2 )*QTevec(2 ,2 )+Tinv( l ,3 ) 
(1.3) +Tinv( l ,2 )*QTevec(2 ,3 )+Tinv( l ,3 ) 
(1.1) +Tinv(2,2)*QTevec(2, l )+Tinv(2,3) 
(1.2) +Tinv(2,2)*QTevec(2,2)+Tinv(2,3) 
(1.3) +Tinv(2,2)*QTevec(2,3)+Tinv(2,3) 
(1.1) +Tinv(3,2)*QTevec(2, l )+Tinv(3,3) 
(1.2) +Tinv(3,2)*QTevec(2,2)+Tinv(3,3) 
(1.3) +Tinv(3,2)*QTevec(2,3)+Tinv(3,3) 

*QTevec(3,l) 
*QTevec(3,2) 
*QTevec(3,3) 
*QTevec(3,l) 
*QTevec(3,2) 
*QTevec(3,3) 
*QTevec(3,l) 
*QTevec(3,2) 
*QTevec(3,3) 

! calculate the ordering matr ix S 
call scalc(T,S,Seval,ndots,dotnrm,dotarea) 
STevec( l , l )=S( l , l )*Tevec 
STevec(l ,2)=S(l , l)*Tevec 
STevec(l ,3)=S(l , l)*Tevec 
STevec(2,l)=S(2,l)*Tevec 
STevec(2,2)=S(2,l)*Tevec 
STevec(2,3)=S(2,l)*Tevec 
STevec(3,l)=S(3,l)*Tevec 
STevec(3,2)=S(3,l)*Tevec 
STevec(3,3)=S(3,l)*Tevec 
TinvSTevec( 1,1) = T i n v (1,1 
TinvSTevec( 1,2) = T i n v (1,1 
T i n v S T e v e c ( l , 3 ) = T i n v ( l , l 
T invSTevec(2 , l )=Tinv(2 , l 
TinvSTevec(2,2)=Tinv(2, l 
TinvSTevec(2,3)=Tinv(2, l 

1.1) +S(l ,2)*Tevec(2, l )+S(l ,3)*Tevec(3, l ) 
1.2) +S(l,2)*Tevec(2,2)+S(l,3)*Tevec(3,2) 
1.3) +S(l,2)*Tevec(2,3)+S(l,3)*Tevec(3,3) 
1.1) +S(2,2)*Tevec(2,l)+S(2,3)*Tevec(3,l) 
1.2) +S(2,2)*Tevec(2,2)+S(2,3)*Tevec(3,2) 
1.3) +S(2,2)*Tevec(2,3)+S(2,3)*Tevec(3,3) 
1.1) +S(3,2)*Tevec(2,l)+S(3,3)*Tevec(3,l) 
1.2) +S(3,2)*Tevec(2,2)+S(3,3)*Tevec(3,2) 
1.3) +S(3,2)*Tevec(2,3)+S(3,3)*Tevec(3,3) 
*STevec( l , l )+Tinv( l ,2 )*STevec(2 , l )+Tinv( l ,3 ) 
*STevec(l ,2)+Tinv(l ,2)*STevec(2,2)+Tinv(l ,3) 
*STevec(l ,3)+Tinv(l ,2)*STevec(2,3)+Tinv(l ,3) 
*STevec(l , l )+Tinv(2,2)*STevec(2, l )+Tinv(2,3) 
*STevec(l,2)+Tinv(2,2)*STevec(2,2)+Tinv(2,3) 
*STevec(l,3)+Tinv(2,2)*STevec(2,3)+Tinv(2,3) 

*STevec(3,l) 
*STevec(3,2) 
*STevec(3,3) 
*STevec(3,l) 
*STevec(3,2) 
*STevec(3,3) 
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TinvSTevec(3, l )=Tinv(3, l )*STevec(l , l )+Tinv(3,2)*STevec(2, l )+Tinv(3,3)*STevec(3, l ) 
TinvSTevec(3,2)=Tinv(3,l)*STevec(l,2)+Tinv(3,2)*STevec(2,2)+Tinv(3,3)*STevec(^ 
TinvSTevec(3,3)=Tinv(3,l)*STevec(l,3)+Tinv(3,2)*STevec(2,3)+Tinv(3,3)*STevec(3^ 
chirali ty=-((2.0dO/3.0dO)**0.5dO)*(TinvSTevec(l , l)*TinvQTevec(l , l)+ & 
TinvSTevec(2,2)*TinvQTevec(2,2)+TinvSTevec(3,3)*TinvQTevec(3,3)) 
return 
end 

subroutine calcT(ndots,dotnrm,dotarea,T,Tevec,littlet) 

impl ic i t none 

!** routine to calculate tensor T ** 
!** local variables 
integer i , j , k 
real*8 rt6inv,sum,kron,areasum,store,dotprod,dotprod2,size,sumt,size2 
real*8,dimension(3,100000):: dotnrm 
real*8,dimension(100000):: dotarea 
real*8,dimension(3,3):: T , Tevec, l i t t le t ,newT 
real*8,dimension(3):: Teval, cross_prod, store_vec, cross_prod2 
integer :: ndots,option,nrot 
!** open output file ** 
rt6inv = 1.0d0/(6.0d0)**0.5d0 
do i = l , 3 
d o j = l , 3 
T(i,j)=O.OdO 
littlet(i,j)=O.OdO 
if(i .eq.j)then 
kron=1.0dO 
else kron=O.OdO 
endif 
sum = O.OdO 
sumt = O.OdO 
do k = l , n d o t s 
sum = sum + (((3.0d0*dotnrm(i,k)*dotnrm(j,k))-kron)*dotarea(k)) 
sumt = sumt + ((dotnrm(i ,k)*dotnrm(j ,k))*dotarea(k)) 
enddo 
T( i J )=-sum*r t6 inv 
l i t t l e t ( i , j )= - sumt 
n e w T ( i , j ) = T ( i , j ) 
enddo 
enddo 
Idiagonalize matr ix 
call jacobi(newT,3,3,Teval,Tevec,nrot) 
Icross XX w i t h yy eigenvect and dot w i t h zz to see whether R H or L H 
land ensure that i t is always R H 
cross_prod(l)=(Tevec(2,l)*Tevec(3,2))-(Tevec(3,l)*Tevec(2,2)) 
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cross_prod(2)=-((Tevec(l,l)*Tevec(3,2))-(Tevec(3,l)*Tevec(l,2))) 
cross_prod(3)=(Tevec(l,l)*Tevec(2,2))-(Tevec(2,l)*Tevec(l,2)) 
Size=(cross_prod(l)**2.0d0+cross_prod(2)**2.0d0+cross_prod(3)**2.0d0)**0.5d0 
cross_prod2(l)=(Tevec(l,2)*Tevec(3,3))-(Tevec(l,3)*Tevec(3,2)) 
cross_prod2(2)=-((Tevec(l,l)*Tevec(3,3))-(Tevec(l,3)*Tevec(3,l))) 
cross_prod2(3)=(Tevec(l,l)*Tevec(3,2))-(Tevec(l,2)*Tevec(3,l)) 
size=(cross_prod(l)**2.0d0+cross_prod(2)**2.0d0+cross_prod(3)**2.0d0)**0.5d0 
Size2=(cross_prod2(l)**2.0d0+cross_prod2(2)**2.0d0+cross_prod2(3)**2.0d0)**0.5d0 
dotprod=(cross_prod(l)*Tevec(l,3))+(cross_prod(2)*Tevec(2,3))+ & 
(cross_prod(3)*Tevec(3,3)) 
dotprod2=(cross_prod2(l)*Tevec(2,l)) + (cross_prod2(2)*Tevec(2,2))+ & 
(cross_prod2(3)*Tevec(2,3)) 
return 
end 

I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

subroutine calcQl(ndots,dotnrm,dotcrd,dotarea,testQ,Tevec,rx,ry,rz,Qa) 

implicit none 
!** routine to calculate tensor T ** 
!** local variables 
integer i,j,k 
real*8 rt3o8,sumql,sumq2,kron,areasum,store,dotprod,size 
real*8 rx,ry,rz 
real*8,dimension(3,100000):: dotnrm,dotcrd,scrossr,rcrosss,dotcrdnew 
real*8,dimension(100000):: dotarea 
real*8,dimension(3,3):: testQ,Qs,Qa,Qevec,littleqsquiggle,littleq 
real*8,dimension(3,3):: test,Tevec,Qnew 
real*8,dimension(3):: Qeval, cross_prod, store_vec 
integer :: ndots,nrot 
rt3o8=(3.0d0/8.0d0)**0.5d0 
Isubroutine to calculate the helicity tensor, Q 
!calc. (s X r) terms 
do i=l,ndots 
scrossr(l,i) = (dotnrm(2,i)*dotcrd(3,i))-(dotnrm(3,i)*dotcrd(2,i)) 
scrossr(2,i)=-((dotnrm(l,i)*dotcrd(3,i))-(dotnrm(3,i)*dotcrd(l,i))) 
scrossr(3,i)=(dotnrm(l,i)*dotcrd(2,i))-(dotnrm(2,i)*dotcrd(l,i)) 
enddo 
!calc. (r x s) terms 
do i=l,ndots 
rcrosss(l,i) = (dotcrd(2,i)*dotnrm(3,i))-(dotcrd(3,i)*dotnrm(2,i)) 
rcrosss(2,i)=-((dotcrd(l,i)*dotnrm(3,i))-(dotcrd(3,i)*dotnrm(l,i))) 
rcrosss(3,i)=(dotcrd(l,i)*dotnrm(2,i))-(dotcrd(2,i)*dotnrm(l,i)) 
enddo 
!calc. integral of ((s x (s x r) + (s x r) x s)dS) 
do i = l , 3 
d o j = l , 3 
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testQ(i,j)=O.OdO 
Qs(i,j)=O.OdO 
Qa(i,j)=O.OdO 
littleq(i,j)=O.OdO 
littleqsquiggle(i,j)=O.OdO 
sumql = O.OdO 
sumq2 = O.OdO 
do k=l,ndots 

sumql = sumql - ((rcrosss(i,k)*dotnrm(j,k)*dotarea(k))) 
sumq2 = sumq2 + ((dotnrm(i,k)*scrossr(j,k)*dotarea(k))) 
enddo 
littleq(i,j)=sumql littleqsquiggle(i,j)=sumq2 
Qs(i,j)=(sumql+sumq2)/2.0d0 
Qa(i,j) = (sumql-sumq2)/2.0d0 
testQ(i,j)=Qs(i,j)*rt3o8*2.0dO 
Qnew(i,j)=testQ(i,j) 
enddo 
enddo 
Idiagonalize matrix 
call jacobi(Qnew,3,3,Qeval,Qevec,nrot) 
return 
end 

subroutine calcr(t,rx,ry,rz,q) 

implicit none 
real*8,dimension(3,3):: t,q 
real*8 rx,ry,rz,xx,xy,xz,yx,yy,yz,zx,zy,zz,qxx,qxy,qxz,qyx,qyy,qyz,qzx,qzy,qzz 
x x = t ( l , l ) 
xy=t( l ,2) 
xz=t(l ,3) 
yx=t(2 , l ) 
yy=t(2,2) 
yz=t(2,3) 
zx=t(3,l) 
zy=t(3,2) 
zz=t(3,3) 
qxx=q( l , l ) 
qxy=q(l,2) 
qxz=q(l,3) 
qyx=q(2,l) 
qyy=q(2,2) 
qyz=q(2,3) 
qzx=q(3,l) 
qzy=q(3,2) 
qzz=q(3,3) 
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rx=-2.0d0*(-xz*zz*qxy+zy*xz*qxz+yx*xx*qxz-yz*yx*qxy+zy*yz*qyz-zz*xx*qyz-
zz*yy*qyz-xz*xx*qxy-xx**2.0d0*qyz-
xx*yy*qyz+yx*yy*qxz) / (zy*yz*zz+xz**2.0d0*zz-
2.0d0*zz*xx*yy+yx*xx*xy+yz*yx*xz+yx*yy*xy+zy*xz*xy-
zz*yy**2.0d0+zy*yz*yy-zz**2.0d0*xx+xz**2.0d0*xx-xx & 
*yy**2.0d0-xx**2.0d0*yy-xx**2.0d0*zz-zz**2.0d0*yy) 

rz=-2.0d0*(zy*yy*qxz-zy*qyz*xy+zy*zz*qxz-xz*zz*qyz-xz*xx*qyz+xz*yx*qxz-
zz**2.0d0*qxy-yy*xx*qxy+yx*qxy*xy-zz*xx*qxy-
yy*zz*qxy) / (zy*yz*zz+xz**2.0d0*zz-
2.0d0*zz*xx*yy+yx*xx*xy+yz*yx*xz+yx*yy*xy-fzy*xz*xy-
zz*yy**2.0d0+zy*yz*yy-zz**2.0d0*xx+xz**2.0d0*xx-xx*yy**2.0d0-xx**2.0d0*yy-
xx**2.0d0*zz-zz**2.0d0*yy) 

ry=-2.0d0*(yy**2.0d0*qxz-yy*qyz*xy+yy*zz*qxz+xx*yy*qxz-
xx*qyz*xy+xx*zz*qxz-qxy*yz*zz-qxy*xz*xy-qxy*yz*yy-xz*yz*qyz-
xz**2.0d0*qxz)/(zy*yz*zz+xz**2.0d0*zz-
2.0d0*zz*xx*yy+yx*xx*xy+yz*yx*xz+yx*yy*xy+zy*xz*xy-
zz*yy**2.0d0+zy*yz*yy-zz**2.0d0*xx+xz**2.0d0*xx-xx*yy**2.0d0-xx**2.0d0*yy-
xx**2.0d0*zz-zz**2.0d0*yy) 

return 
end 

I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

subroutine 

calcQ2(ndots,dotnrm,dotcrd,dotarea,testQ,Tevec,rx,ry,rz,Qa,Qeval,Qevec) 

implicit none 
!** routine to calculate tensor T ** 
!** local variables 
integer i,j,k 
real*8 rt3o8,sumql,sumq2,kron,areasum,store,dotprod,size 
real*8 rx,ry,rz 
real*8,dimension(3,100000):: dotnrni,dotcrd,scrossr,rcrosss,dotcrdnew 
real*8,diniension(100000):: dotarea 
real*8,dimension(3,3):: testQ,Qs,Qa,Qevec,littleqsquiggle,littleq 
real*8,dimension(3,3):: test,Tevec,Qnew 
real*8,dimension(3):: Qeval, cross_prod, store_vec 
integer :: ndots,nrot 
rt3o8=(3.0d0/8.0d0)**0.5d0 
do i=l,ndots 
dotcrd(l,i)=dotcrd(l,i)-rx 
dotcrd(2,i)=dotcrd(2,i)-ry 
dotcrd(3,i)=dotcrd(3,i)-rz 
enddo 
!calc. (s x r) terms 
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do i=l,ndots 
scrossr(l,i) = (dotnrin(2,i)*dotcrd(3,i))-(dotnrm(3,i)*dotcrd(2,i)) 
scrossr(2,i)=-((dotnrm(l,i)*dotcrd(3,i))-(dotnrm(3,i)*dotcrd(l,i))) 
scrossr(3,i) = (dotnrm(l,i)*dotcrd(2,i))-(dotnrm(2,i)*dotcrd(l,i)) 
enddo 
!calc. (r x s) terms 
do i=l,ndots 
rcrosss(l,i) = (dotcrd(2,i)*dotnrm(3,i))-(dotcrd(3,i)*dotnrm(2,i)) 
rcrosss(2,i)=-((dotcrd(l,i)*dotnrm(3,i))-(dotcrd(3,i)*dotnrm(l,i))) 
rcrosss(3,i)=(dotcrd(l,i)*dotnrm(2,i))-(dotcrd(2,i)*dotnrm(l,i)) 
enddo 
!calc. integral of ((s x (s x r) + (s x r) x s)dS) 
do i = l , 3 
d o j = l , 3 
testQ(i,j)=O.OdO 
Qs(ij)=O.OdO 
Qa(i,j)=O.OdO 
littleq(i,j)=O.OdO 
littleqsquiggle(i,j)=O.OdO 
sumql = O.OdO 
sumq2 = O.OdO 
do k=l,ndots 
sumql = sumql - ((rcrosss(i,k)*dotnrm(j,k)*dotarea(k))) 
sumq2 = sumq2 + ((dotnrm(i,k)*scrossr(j,k)*dotarea(k))) 
enddo 
littleq(i,j)=sumql 
littleqsquiggle (i J) =sumq2 
Qs(i,j) = (sumql+sumq2)/2.0d0 
Qa(i,j) = (sumql-sumq2)/2.0d0 
testQ(i,j)=Qs(i,j)*rt3o8*2.0dO 
Qnew(i,j)=testQ(i,j) 
enddo 
enddo 
Idiagonalize matrix 
call jacobi(Qnew,3,3,Qeval,Qevec,nrot) 
return 
end 

I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

subroutine scalc(T,S,Seval,ndots,dotnrm_orig,dotarea) 
I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

IMPLICIT NONE 
real*8,dimension(3,100000):: dotnrm,dotnrm_orig 
real*8,dimension(100000):: dotarea 
real*8,dimension(3,3) :: T, Tnew, S, nominatorsum, Sevec,rotate,Snew 
real*8,dimension(3) :: Seval,theta,lz,molx,moly,molz,Tnewlz,cross_prod2 
real*8 beta,gamma,magmol,maglab,epsilon,rt6over3,diff,expusum,lzTnewlz 
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real*8 negu,expu,delta,molxlsum,molx2sum,molx3sum,dotprod2 
integer i,j,k,l,points,ndots,nrot 

Iz is the cosine of the angle between the laboratory z and molecular axes 
rot is matrix to rotate axis by Euler angles beta and gamma 
points is the number of points from 0 to 360 degrees for beta and gamma 
that we wish to use to calculate S, the ordering matrix 
molecular axes set to lab. axes for alpha=beta=gamma=0 

maglab = l.OdO 

rt6over3 = (6.0d0**0.5d0)/3.0d0 
Tnew(:,:) = T(:,:) * rt6over3 
epsilon = 0.05 !units of this are per square Angstrom 
expusum= O.OdO 
molxlsum=O.OdO 
molx2sum=0.0d0 
molx3sum=0.0d0 
do i = l , 3 
d o j = l , 3 
nominatorsum(i,j)=O.OdO 
enddo 
enddo 
points = 1000 
diff = 2*3.141592654d0/dble(points) 
do i=l,points 
beta=O.OdO 
beta = diff * dble(i) 
do j=l ,points 
gamma=O.OdO 
gamma = diff * dble(j) 
lzTnewlz=O.OdO 
do k= l ,3 
Tnewlz(k)=O.OdO 
do 1=1,3 
rotate(k,l)=O.OdO 
enddo 
enddo 
rotate(1,1)=(cos(gamma)) *cos(beta) rotate(1,2) =sin(gamma) 
rotate(l,3)=-(cos(gamma))*sin(beta) rotate(2,l)=-(sin(gamma))*cos(beta) 
rotate(2,2)=:cos(gamma) rotate(2,3)=(sin(gamma))*sin(beta) 
rotate(3,l)=sin(beta) rotate(3,2)=0.0d0 rotate(3,3)=cos(beta) 
molx(l)=1.0dO*rotate(l,l) molx(2)=1.0d0*rotate(l,2) molx(3)=1.0d0*rotate(l,3) 
moly(l)=1.0d0*rotate(2,l) moly(2)=1.0d0*rotate(2,2) moly(3)=1.0d0*rotate(2,3) 
molz(l)=1.0d0*rotate(3,l) molz(2)=1.0d0*rotate(3,2) molz(3)=1.0d0*rotate(3,3) 

calculate cos of angles between lab. z and molecular axes 
as magnitude of lab. and mol. axes vectors are both 1 then just do dot prod 
lz(l) is the cos of angle between the lab. z and molecular x axis 

lz(l)=1.0d0*molx(3) 
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!as lab z axis = (0,0,1) 
lz(2)=1.0d0*moly(3) 
lz(3)=1.0d0*molz(3) 
! now multiply Tnew with Iz 
Tnewlz(l)=Tnew(l,l)*lz(l)+Tnew(l,2)*lz(2)+Tnew(l,3)*lz(3) 
Tnewlz(2)=Tnew(2,l)*lz(l)+Tnew(2,2)*lz(2)+Tnew(2,3)*lz(3) 
Tnewlz(3)=Tnew(3,l)*lz(l)+Tnew(3,2)*lz(2)+Tnew(3,3)*lz(3) 
! multiply Iz with Tnewlz 
IzTnewlz = lz(l)*Tnewlz(l) + lz(2)*Tnewlz(2) + lz(3)*Tnewlz(3) 
negu = epsilon*1.5d0*lzTnewlz 
expu = exp(negu) 
expusum — expusum + expu 
do k= l ,3 
do 1=1,3 
if(k.eq.l)then 
delta=1.0dO 
else delta=O.OdO 
endif 
nominatorsum (k,l) = nominatorsum(k,l) + ((3.0d0*lz(k)*lz(l)-delta)*expu) 
enddo 
enddo 
enddo 
enddo 
S(:,:) = nominatorsum(:,:) / (2.0d0*expusum) 
Snew(:,:)=S(:,:) 
call jacobi(Snew,3,3,Seval,Sevec,nrot) 
return 
end 

SUBROUTINE jacobi(a,n,np,d,v,nrot) 

[program from numerical recipes to diagonalize a matrix 
INTEGER n,np,nrot,NMAX 
REAL*8 a(np,np),d(np),v(np,np) 
PARAMETER (NMAX=500) 
INTEGER i,ip,iq,j 
REAL*8 c,g,h,s,sm,t,tau,theta,tresh,b(NMAX),z(NMAX) 
do i p = l , n 
do i q= l , n 
v(ip,iq)=0. 
enddo 
v( ip , ip)=l . 
enddo 
do i p = l , n 
b(ip)=a(ip,ip) 
d(ip)=b(ip) 
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z(ip)=0. 
enddo 
nrot=0 
do i=l ,50 
sm=0. 
do i p = l , n - l 
do i q= ip+ l , n 
sm=sm+abs(a(ip,iq)) 
enddo 
enddo 
if(sm.eq.O.)return 
if(i.lt.4)then 
tresh=0.2*sm/n**2 else tresh=0. 
endif 
do i p = l , n - l 
do i q = i p + l , n 
g=100.*abs(a(ip,iq)) 
if((i.gt.4).and,(abs(d(ip))+g.eq.abs(d(ip)))&; 
.and.(abs(d(iq))+g.eq.abs(d(iq))))then 
a(ip,iq)=0. 
else if(abs(a(ip,iq)) .gt.tresh)then 
h=:d(iq)-d(ip) 
if(abs(h)+g.eq.abs(h))then 
t=a(ip,iq)/h t = 1/(2 ) 
else 
theta=0.5*h/a(ip,iq) 
t = 1 . / (abs(theta) +sqrt (1.+theta* *2)) 
if(theta.lt.O.)t=-t 
endif 
c=l . /sqr t ( l+t**2) 
s=t*c tau=s/( l .+c) 
h=t*a(ip,iq) 
z(ip)=z(ip)-h 
z(iq)=z(iq)+h 
d(ip)=d(ip)-h 
d(iq)=d(iq)+h 
a(ip,iq)=0. 
do j = l , i p - l 
g=a(j,ip) 
h=a(j,iq) 
a(j,ip)=g-s*(h+g*tau) 
a(j,iq)=h+s*(g-h*tau) 
enddo 
do j = i p + l , i q - l 
g=a(ip,j) 
h=a(j,iq) 



A.2. Chiral Measure Programs 166 

a(ip,j)=g-s*(h+g*tau) 
a(j,iq)=h+s*(g-h*tau) 
enddo 

do j = i q + l , n 
g=a(ip,j)h=a(iq,j) 
a(ip,j)=g-s*(li+g*tau) 
a(iq,j)=h+s*(g-h*tau) 
enddo 
do j = l , n 
g=v(j,ip) 
h=v(j,iq) 
v(j,ip)=g-s*(h+g*tau) 
v(j,iq)=h+s*(g-li*tau) 
enddo 
nro t=nro t+l 
endif 
enddo 
enddo 
do i p = l , n 
b(ip)=b(ip)+z(ip) 
d(ip)=b(ip) 
z(ip)=0. 
enddo 
enddo 
pause 'too many iterations in jacobi' 
return 
END 

A.2.2 Scaled Chiral Index 

The following is the FORTRAN90 code to calculate the value of the scaled chiral 

index, GQS, for a molecule with n atoms where the co-ordinates of atom i are given 

by x(i), y(i), z(i). 

subroutine ch_ten(x,y,z,n,gOs_w,tensor) 
I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

implicit none 
[program to calculate the Osipov based chirality tensor for a 
Imolecule given an input pdb file 
IDavid Earl 2001 
integer n, i , j , k, 1, m 
real*8 x(*), y(*), z(*), ureal 
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real*8,dimension(5000):: w, tensor 
real*8,dimension(3):: vect_ij , vect_kl, vect_il, vect_jk, cross 
real*8 dot l , dot2, dot3, r _ i j , r _ k l , r _ i l , r _ j k 
real*8 denom, numerl, suml 
real*8 gOs_w, count real*8 chirall 
gOs_w=O.OdO 
suml=O.OdO count=O.OdO 
nreal=dble(n) 
if (n.gt.5000)then 
write(*,*)'ch_ten error - n is too big' 
stop 
endif 
do i = l , n 
tensor(i)=0.0d0 
w(i) = 1.0dO enddo 
!loop for calculating tensor 
do i = l , n 
do j = l , n 
do k = l , n 
do 1=1,n 
if(i.ne.j.and.i.ne.k.and.i.ne.l.and.j.ne.k.and.j.ne.l &:.and.k.ne.l)then 
vect_i j ( l )=x( i ) -x( j ) 
vect_ij(2)=y(i)-y(j) 
vect_ij(3)=z(i)-z(j) 
r_i j=sqrt((vect_i j( l )*vect_i j( l ))+(vect_i j(2)*vect_i j(2))+ & 
(vect_ij(3)*vect_ij(3))) 
!write(*,*)r_ij 
vect_kl(l)=x(k)-x(l) 
vect_kl(2)=y(k)-y(l) 
vect_kl(3)=z(k)-z(l) 
r_kl=sqrt((vect_kl(l)*vect_kl(l)) + (vect_kl(2)*vect_kl(2))+ & 
(vect_kl(3)*vect_kl(3))) 
!write(*,*)r_kl 
vect_i l( l )=x(i)-x(l) 
vect_il(2)=y(i)-y(l) 
vect_il(3)=z(i)-z(l) 
r_il=sqrt((vect_il( l)*vect_il( l))+(vect_il(2)*vect_il(2))+ k 
(vect_il(3)*vect_il(3))) 
!write(*,*)r_il 
vect_jk(l)=:x(j)-x(k) 
vect_jk(2)=y(j)-y(k) 
vect jk(3)=z( j ) -z(k) 
r_jk=sqrt((vect_jk(l)*vect_jk(l))+(vect_jk(2)*vect_jk(2))+ & 
(vect_jk(3)*vect_jk(3))) 
!write(*,*)r_jk 
!do the cross products and the scalar products 
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cross(l)=(vect_ij(2)*vect_kl(3))-(vect_ij(3)*vect_kl(2)) 
cross(2)=(vect_ij(3)*vect_kl(l))-(vect_ij(l)*vect_kl(3)) 
cross(3)=(vect_ij(l)*vect_kl(2))-(vect_ij(2)*vect_kl(l)) 
!write(*,*)cross 

dotl=dot_product(cross,vect_il) 
dot2=dot_product(vect_ij,vect_jk) 
dot3=dot_product(vect_jk,vect_kl) 
Iwork out numerator term in sum 
numerl=w(i)*w(j)*w(k)*w(l)*dotl*dot2*dot3 
!write(*,*)numerl 
Iwork out denominator term in sum 
denom=((r_ij*r_jk*r_kl)**2.0d0)*r_il 
denom = l.OdO / denom 
!write(*,*)denom 
chirall = numerl * denom 
!do the sum! 
suml=suml+chirall 
count=count+1.0dO 
tensor (i) =tensor (i) +chirall 
tensor(j)=tensor(j)+chirall 
tensor(k)=tensor(k)+chirall 
tensor(l)=tensor(l)+chirall 
else 
continue 
endif 
enddo 
enddo 
enddo 
enddo 
g0s_w=(8.0d0*suml)/(nreal*nreal*nreal*nreal) 
!write(*,*)' g0s_w = ',gOs_w 
!write(*,*)' count=',count 
!do i = l , n 
!wri te( l l ,*) ' tensor(',i,')= ',tensor(i) 
lenddo 
return 
end 
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Conferences, Presentations, Courses 

Seminars and Publications 

B . l Conferences and Presentations 

British Liquid Crystal Society Annual Conference 

University of Oxford, UK, 19th-21st March, 2001 

Work presented in poster format. 

7th Merck C A S E Conference 

Southampton, UK, 23rd-24th April, 2001 

Work presented in poster format. 

Materials Discussion 4: Molecular Topology in Liquid Crystals 

Grasmere, UK, llth-Uth September, 2001 

Work presented as a discussion paper (see J. Mater. Chem. 11, 2672 (2001)). 

C C P 5 Annual Conference: Liquids and Liquid Interfaces 

Warwick University, UK, 16th-19th September, 2001 

Work presented in poster format. 

Brit ish Liquid Crystal Society Winter Workshop 

Hull University, UK, 16th-18th December, 2001 
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8th Merck C A S E Conference 

Southampton, UK, 8th-9th April, 2002 

Work presented in a talk. 

International Liquid Crystal Conference 

Edinburgh, UK, 30th June-Sth July, 2002 

Work presented in poster format. 

C C P 5 Summer School on Molecular Simulation 

King's College London, UK, 8th-16th July, 2002 

Work presented in poster format. 

C C P 5 Annual Conference: Advances in Simulations of Molecules and 

Materials 

Durham University, UK, 9th-12th September, 2002 

Work presented in poster format. 

5th Liquid Matter Conference 

Konstanz, Germany, 14th-18th September, 2002 

Work presented in poster format. 

British Liquid Crystal Society Annual Conference 

Cambridge University, UK, 7th-9th April, 2003 

Work presented in a talk. 

Invited Talk at F O M Institute for Atomic and Molecular Physics 

( A M O L F ) 

Amsterdam, Netherlands, 10th April, 2003 

Work presented in a talk. 

New Challenges in Computational Chemistry 

Imperial College, London, UK, 11th April, 2003 

Work presented in poster format. 

Young Material Modeller's Forum 

Daresbury Laboratory, UK, 15th May, 2003 
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International School of Liquid Crystals 10th Workshop: Computational 
Methods for Polymers and Liquid Crystalline Polymers 

Erice, Sicily, Italy, 16th-22nd July, 2003 

Work presented in poster format. 

B.2 Courses 

Numerical Methods and Data Analysis 

Department of Chemistry, Durham University (2001) 

Practical Electronic Structure Calculations 

Department of Chemistry, Durham University (2001) 

Experimental Design 

Department of Chemistry, Durham University (2001) 

Diffraction and Scattering Methods 

Department of Chemistry, Durham University (2001) 

Introduction to U N I X 

Information Technology Service, Durham University (2001) 

F O R T R A N Programming 
Information Technology Service, Durham University (2001) 

B.3 Seminars 

11 October 2000: Recent Developments in Organic L E D Technology: Organolan-

thanide Phosphors 

Speaker: Dr. V. Christou 

1 November 2000: Label-free Detection of Interfacial Chemistry in 

Scanning Microprobe and Biosensor Formats 

Speaker: Professor M. Thompson 
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8 November 2000: Cosmic: a universal, DNA-based language for 
communicating with aliens and other intelligent lifeforms 

Speaker: Dr. J. P. L. Cox 

22 November 2000: Synthesis of Novel Dendrimers and Hyper Branched 

Polymers 

Speaker: Dr. W. Haynes 

6 December 2000: Dual Activation Approaches to Electroanalysis: 

Ultrasound, Microwaves and Laser Activation 

Speaker: Dr. R. Compton 

24 January 2001: Chemical Integrated Circuits: organic synthesis and 

analysis on a small scale 

Speaker: Dr. A. de Mello 

21 February 2001: Liquid Crystals of A l l Shapes and Sizes 

Speaker: Professor R. Richardson 

28 February 2001: Modelling Meso- and Molecular Scale Interactions in 

Polymeric Systems 

Speaker: Professor A. Balazs 

30 April 2001: The Effect of Flexibility on the Phase Diagram of Simple 

Molecular Models 

Speaker: Dr. C. Vega 

14 June 2001: Conjugated Rigid-Rods as Multifunctional Materials: 

Applications in Photonics and Molecular and Nanoscale Electronics 

Speaker: Professor T. Marder 



B.3. Seminars 173 

14 November 2001: Supermolecular liquid crystals multipodes and 
dendrimers 

Speaker: Prof. J. W. Goodby 

23 January 2002: Polymers as building blocks in nanotechnology 

Speaker: Dr. W. Huck 

20 March 2002: Simple and Complex Fluids Under Extreme Confinement 

Speaker: Prof. J. Klein 

8 May 2002: Covalent Effects in 'Ionic' Systems 

Speaker: Prof. P. Madden 

30 October 2002: Enzymes in Aromatic Degradation 

Speaker: Prof. T. Bugg 

6 November 2002: Modelling large uncrystallisable protein structures 

using X-ray and neutron scattering 

Speaker: Prof. S. Perkins 

15 January 2003: Planned and unplanned routes to bio-active target 

molecules 

Speaker: Prof. P. Bailey 

5 February 2003: Acetylenes in the Design of Phthalocyanine Analogues 

and Phenanthroline-based Ligand Systems 

Speaker: Dr. R. Faust 

19 March 2003: Polymer materials in tissue engineering 

Speaker: Prof. K. Shakesheff 

25 June 2003: Durham 3rd Year Postgraduate Symposia: Session 1 

2 July 2003: Durham 3rd Year Postgraduate Symposia: Session 2 

9 July 2003: Durham 3rd Year Postgraduate Symposia: Session 3 
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B.4 Publications 

[1] D. J. Earl, J. Ilnytskyi and M. R. Wilson, Computer simulations of soft 

repulsive spherocylinders, Mol. Phys. 99, 1719 (2001) 

2] M. R. Wilson and D. J. Earl, Calculating the helical twisting power of chiral 

dopants, J. Mater. Chem. 11, 2672 (2001) 

3] M. Solymosi, R. J. Low, M. Grayson, M. P. Neal, M. R. Wilson and D. J. Earl, 

Scaled chiral indices for ferroelectric liquid crystals, Ferroelectrics 277, 483 (2002) 

4] M. P. Neal, M . Solymosi, M. R. Wilson and D. J. Earl, Helical twisting power 

and scaled chiral indices, J. Chem. Phys. 119, 3567 (2003) 

5] D. J. Earl and M. R. Wilson, Predictions of molecular chirality and helical 

twisting powers, accepted for publication in J. Chem. Phys. (2003) 


