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Towards AMR Simulations of Galaxy Formation

Nigel Lewis Mitchell

Abstract

Numerical simulations present a fundamental building block of our modern theoretical understanding of the Universe. As such the work in this thesis is primarily concerned with understanding fundamental differences that lie between the different hydrodynamic schemes. In chapter 3 I outline the optimisations I make to the \textit{FLASH} code to enable larger simulations to be run. These include developing and testing a new FFT gravity solver. With these complete, in chapter 4 I present results from a collaborative code comparison project in which we test a series of different hydrodynamics codes against a suite of demanding test problems with astrophysical relevance. As the problems have known solutions, we can quantify their performance and are able to develop a resolution criteria which allows for the two different types to be reliably compared.

In chapter 5 we develop an analytic model for ram pressure stripping of the hot gaseous haloes of galaxies in groups and clusters. We test the model against a suite of hydrodynamic simulations in the SPH \textit{GADGET-2} code. To ensure that the spurious suppression of hydrodynamic instabilities by SPH codes does not bias our results, I compare our findings to those obtained with the \textit{FLASH} AMR code and find excellent agreement.

Chapter 6 presents work in which we unambiguously determine the origin of the difference between the entropy cores formed in AMR and SPH codes. By running mergers of model clusters we are able to systematically explore the various proposed mechanisms and determine that turbulent mixing generates the higher entropy cores within AMR codes but is suppressed in SPH codes.

The startling differences between the two hydrodynamic schemes presented in chapter 6 leads me to investigate their affect upon different sub-grid physical recipes. In chapter 7 I present the implementation of a sub-grid star formation recipe in \textit{FLASH} and find strong differences in the way the two codes model pressure laws. I extend the work in chapter 8 by implementing a kinetic supernova feedback mechanism in \textit{FLASH} and contrasting it with the results from the \textit{GADGET-2} code. I find that AMR codes dissipate energy much more efficiently than in SPH codes.
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1.1 Cross section of a shock wave travelling from left to right. Plotted are the density (top left), pressure (top right), velocity (bottom left) and internal energy (bottom right) of the gas. The shock front at $x = 0.6$ is responsible for thermalising large amounts of kinetic energy leading to the large jump in $\varepsilon_{int}$. Whilst the pressure and fluid velocity remain constant across the contact discontinuity at $x = 0.525$, the density sharply increases. The rarefaction between $x = 0.4 - 0.45$ corresponds to a sound wave travelling to the left away from the shock front. It leads to a gradual return of the density, velocity and pressure to the initial left hand gas state.

1.2 Image of a Kelvin-Helmholtz instability forming between two different continuous fluids with a velocity shear at the interface. The waves rising away from the interface give rise to mixing of the fluids in a fractal turbulent cascade.

1.3 Rayleigh-Taylor instability forming as a denser fluid (blue) falls under gravity through a less dense fluid shown at increasing times from left to right. As the lighter fluid is displaced by the denser one, both attempt to minimise their potential energies with the lighter fluid rushing into the void left behind by the denser material. As the lighter fluid rushes in it is drawn up behind the leading dense knot. As it penetrates the denser fluid, it disrupts the knot and mixes the two fluids. Due to the velocity shears, Kelvin-Helmholtz instabilities can also be seen forming at the interfaces of the two fluids. Image courtesy of Li and Li (2004), Los Alamos National Laboratory.
1.4 Cooling function $\Lambda(T)$ per unit number density squared, as a function of temperature. The contributions from hydrogen & helium (black-dashed), carbon (red), nitrogen (blue), oxygen (purple), neon (green), magnesium (orange), combined silicon, sulphur and calcium (cyan) and iron (yellow) are plotted separately with the combined total in black. The results are shown for solar abundances with $n_H = 0.1 \text{ cm}^{-3}$ and include the ionising effects of a meta-galactic UV/X-ray background shown here for $z=0$.

1.5 Hubble’s famous tuning fork diagram displaying the varying elliptical galaxy classes on the left with the two spiral classes on the right. The spirals are subdivided depending upon whether they posses a bar in the centre, how tightly the spiral arms are wound and how massive the central bulge is. Hubble incorrectly believed that galaxies evolved along the tuning fork from left to right. In addition to those shown, there is a separate class for irregular galaxies which fail to fit into the classes shown. Galaxy images courtesy of the Sloan Digital Sky Survey.

2.1 Flow of the directionally split hydrodynamics solver. By inverting the directions in which the hydrodynamics solver sweeps over cells, 2nd order accuracy in time and space can be regained.

2.2 Lagrangian view of the characteristic waves that influence the boundary between two cells when constructing the Riemann problem. The dashed lines represent waves that intersect with the boundary at $x_{i+1/2}$, at the next time step, $t^{n+1}$. Material within the regions $c_i \Delta t$ and $c_{i+1} \Delta t$ can affect the flux of material across the boundary, for $c_i$ and $c_{i+1}$ the sound speed of gas in those regions.

2.3 Eulerian view of the characteristic waves that influence the boundary between two cells when constructing the Riemann problem for a supersonic flow to the right. The cell boundary is located at $x_{i+1/2}$. The three dashed lines represent the ‘entropy wave’ with the fluid velocity, $u$, and the two sound waves $u \pm c$. The supersonic speed of the material passing from the left to the right ensures the $u - c$ sound wave passing towards the interface does not have time to contact material on the right of the cell boundary. Therefore material on the boundary’s right is unable to influence interactions at the boundary and all three characteristic waves lie to the left of the cell boundary.
2.4 Eulerian view of the characteristic waves that influence the boundary between two cells when constructing the Riemann problem for a subsonic flow to the right. The cell boundary is located at \( x_{i+1/2} \). The three dashed lines represent the ‘entropy wave’ with the fluid velocity, \( u \), and the two sound waves \( u \pm c \). The subsonic speed of the material passing from the left to the right allows the \( u - c \) sound wave passing towards the right to enclose a fraction of the material within the right cell. Thus material from both cells influences the flux of energy and material at the cell boundary. Sound waves reside on both sides of the boundary and the entropy wave can reside either side of the boundary depending upon the direction of the flow of material.

2.5 Examples of the \textit{FLASH} refinement tree in 2D (left panel) and 3D (right panel) with the refinement ‘lref’ levels marked. When a block refines it spawns additional blocks in place itself. Each dimension of the new child blocks is half the length of the parent. In 2D this leads to the creation of four new blocks every time we refine a single block (left panel) whilst in 3D this leads to an increase of eight. Those blocks which do not have children at higher levels of refinement are termed “leaf blocks.” Data on the highest refinement level is considered the most accurate and up to date. A layer of guardcells are located around each block and contain a copy of neighbouring block data or user defined boundary conditions when at the edge of the simulated volume.

3.1 Schematic diagram of a \textit{FLASH} grid section in one dimension. The gradients at the points marked \( \Delta \phi_1 \) and \( \Delta \phi_2 \) can be obtained by taking the difference between the two neighbouring grid point values and dividing by the grid spacing \( \Delta x \). An approximation to the second derivative of the potential at \( \phi_0 \) can then be obtained by taking the difference between these two gradients.

3.2 Schematic diagram of a \textit{FLASH} grid section (1D) displaying both the high and low resolution grids. A change in refinement brought about by a restriction or prolongation operation introduces a shift in the position of the new cell centres relative to the previous ones. Two fine cells lie between each pair of adjacent coarser grid cells. Interpolating functions need to be able to accommodate this non-uniform spaced mesh.
3.3 Schematic diagram of a FLASH grid section incorporating uneven spacing which arises when restricting or prolonging data between levels of refinement. The values of $\phi_-$ and $\phi_+$ (and their respective densities) reside upon the low resolution mesh whilst the value of $\phi_0$ which we are trying to find lies on the higher resolution mesh. The cell centres are marked with black squares. $\Delta x$ corresponds to the low resolution cell size while $\alpha$ represents the offset between the high and low resolution cells brought about when high resolution cells are averaged to produce the low resolution grid (see figure 3.2).  

3.4 Plot of the sinusoidal density field. The analytic density field is shown in black. Density fields using the mean analytic values (light blue) and the actual values (dark blue) are shown. The equivalent restricted density fields are shown, $\rho_{\text{mean}}^{\text{low}}$ in green and $\rho_{\text{actual}}^{\text{low}}$ in red. As expected the different conventions for assigning values lead to slightly different amplitudes for the generated function with the mean values being slightly lower than the actual values. Although this changes the magnitude of the function, it does not change the phase or general profile, so the resulting functions should be comparable. I therefore expect the two to maintain the relative amplitude difference when converted into potentials using the FFT technique.  

3.5 Plot of the potentials obtained through the Fourier technique. The high resolution potentials obtained directly from the high resolution density fields using the Fourier technique; $\phi_{\text{mean}}^{\text{high}}$ (light blue) and $\phi_{\text{actual}}^{\text{high}}$ (dark blue) are shown for comparison and show excellent agreement with the analytic profile shown in black. The two high resolution potentials transform exactly as would be expected, maintaining their relative phase and amplitudes as before in figure 3.4. The low resolution potentials, $\phi_{\text{mean}}^{\text{low}}$ (green) and $\phi_{\text{actual}}^{\text{low}}$ show the same relative amplitude and phase to each other as expected, however their amplitudes are much higher than what would be expected based on the high resolution potentials. This would appear to indicate that the Fourier transform has incorrectly interpreted the pure sine wave input function as a more complex series of multiple waves, resulting in a different potential output to that which we would expect.
3.6 Plot of the prolonged potential fields. The analytic profile is shown in black. The un-prolonged high resolution potentials as obtained directly from the high resolution density fields using the Fourier technique; \( \phi_{\text{high}}^{\text{mean}} \) (light blue) and \( \phi_{\text{high}}^{\text{actual}} \) (dark blue), are shown for comparison. The prolonged potentials as obtained from interpolating the low resolution potentials; \( \phi_{\text{prolonged}}^{\text{mean}} \) (green) and \( \phi_{\text{prolonged}}^{\text{actual}} \) (red) are plotted. The interpolation has produced consistent results between the two prolonged potentials which maintain the same relative amplitude differences and phases. However they still fail to agree with the expected high resolution potentials which have much smaller amplitudes and agree with the analytic profile.

3.7 The top frame displays the analytic potential as a function of position in black. \( \phi_{\text{prolonged}}^{\text{mean}} \) (green) and \( \phi_{\text{prolonged}}^{\text{actual}} \) (red) prolonged potentials are shown for comparison. The centre frame shows the deviations between the prolonged potentials and their respective high resolution equivalents. The bottom frame corresponds to the power spectrum of the deviations in the potential shown above in the central frame. Large scale fluctuations correspond to low values of \( k \) and small scale deviations are represented by large values of \( k \). The power spectrum is symmetrical about the origin. Interestingly despite the input wave function being a pure harmonic sine wave, there are two distinct peaks in the deviation power spectra. These clearly show that the potential is not modelled as a single wave and thus the FFT must have represented the input density fields with several wave functions instead of the one required. This has introduced large scale deviations between \( \phi_{\text{high}} \) and \( \phi_{\text{prolonged}} \). The power scale upon which these deviations occur in both the mean and actual valued potentials is the same implying that the choice of value type does not influence the results.
3.8 The top frame displays the prolonged potentials after relaxation: $\phi_{\text{mean}}^{\text{relaxed}}$ (green) and $\phi_{\text{actual}}^{\text{relaxed}}$ (red). The analytic potential is shown in black for comparison. Given the small deviation between the mean and actual based potentials after relaxation, only $\phi_{\text{mean}}^{\text{relaxed}}$ is visible in the first window. The central frame shows the deviations between the potentials which are derived from low resolution density fields, once they have been prolonged and relaxed, and the corresponding potential obtained by directly converting the high resolution density fields. The final box corresponds to the power spectrum of the deviations in the potential (central frame). Large scale fluctuations correspond to low values of $k$ and small scale deviations are represented by large values of $k$. The small scale deviations in the potential have been efficiently removed from the potential giving very good agreement with the correct potential. There still exists a large scale deviation since iterative techniques are very slow to remove these although it is near to the limits of numerical precision.

3.9 Plot of the different interpolation schemes acting upon $\phi_{\text{low}}$ (light blue) with $\phi_{\text{high}}$ (dark blue) shown for comparison. The analytic potential is shown in black. The interpolation schemes used are a simple linear interpolation scheme (yellow), a quadratic (green), a linear interpolation scheme with high resolution density correction factor (orange) and a linear interpolation scheme with weighed high resolution density correction factor (red). The results are shown in a histogram fashion in order to make it easier to differentiate between the performance of each with respect to $\phi_{\text{high}}$. Although some schemes initially perform better, none of them correct to give the actual potential. Thus it can be concluded that the effect of the interpolation scheme upon the performance of the multigrid scheme is limited and can not be responsible for the large scale deviations visible in figure 3.8.
3.10 The top frame shows a plot of the potentials resulting from different interpolation schemes acting upon a box car smoothed random density field. \( \phi_{\text{high}} \) is plotted in black. The resulting deviation between \( \phi_{\text{prolonged}} \) and \( \phi_{\text{high}} \) is shown in the bottom frame. Plotted are the simple linear interpolation scheme (orange), quadratic (blue), linear interpolation scheme with high resolution density correction factor (red) and a linear interpolation scheme with weighted high resolution density correction factor (green). There exists a distinct large scale deviation which is picked up by all of the interpolation schemes. This suggests that the large scale deviation observed for the smooth functions is also present for more random density fields but is more pronounced. Given the way in which the interpolation schemes all show comparable performance this effect can not be attributed to the interpolation method.

3.11 The effect of relaxation upon the deviations between the prolonged potentials and the high resolution potential. Plotted are different interpolation schemes; a quadratic (blue), the linear interpolation scheme with high resolution density correction factor (red) and the linear interpolation scheme with weighted high resolution density correction factor (green). The deviation is shown before relaxation, after 20 and 1000 Gauss Seidel iterations (smallest amplitude profile). The initial small scale deviations are quickly compensated for using only a few iterations, leaving a smoother deviation profile, though its amplitude is still fairly comparable. Only after a very large number of iterations does this large scale deviation decrease to leave a tiny deviation.

3.12 Logarithmic density slice through a galactic disk simulation including star formation and feedback. The refinement pattern of the mesh is superimposed over the top so that we can clearly see the spatial distribution of the different sized leaf blocks. Only \( \sim 34\% \) of the leaf blocks are at the highest level of refinement. The entire simulation is evolved in lock-step using the timestep from the finest refinement level. Thus a large number of blocks at lower levels are evolved with timesteps that are smaller than they need to be. This leads to inefficient evolution of many of the simulation blocks.
4.1 Example projections of the initial conditions for a three-dimensional Sod shock test. Black and white regions represent fluids of different densities. The left-hand image shows the shock face oriented along the [1,0,0] plane, while the right-hand image shows it oriented along the [1,1,0] plane. In actuality our second test is oriented in the [1,1,1] plane i.e. oblique to all the axes.

4.2 Projected density parallel to the shock front from the 3-dimensional shock tube test. Left-hand plots show results from the [1,0,0] shock set up, right-hand from the [1,1,1] set-up. Both are at \( t = 0.12 \). The bottom plots show a close-up of the shock front itself.

4.3 Projected data parallel to the shock front from the 3-dimensional shock tube test. The left hand column shows the results from the [1,0,0] shock front alignment, while the right hand column gives those from the [1,1,1] set-up. Top-to-bottom are plotted pressure, internal energy, velocity and entropy. As with figure 4.2 all the panels are from \( t = 0.12 \).

4.4 Comparison between data from *Enzo (PPM)* at different static grid sizes with *Hydra*’s run of 1 million particles. Results plotted show the projection of the density for the [1,0,0] set-up.

4.5 Density projections of the Sedov blast test performed using *Enzo (PPM)* at \( t = 0.025, 0.05, 0.075 \) and 0.1.

4.6 Results from the Sedov blast test for each code at \( t = 0.1 \). Clockwise from top left shows density, velocity, pressure and internal energy. The black solid line marks the analytical solution.

4.7 Density projections of the Sedov blast test at \( t = 0.1 \) for all codes, with the expected shock position marked by the red circle. Left to right shows *Enzo (PPM), Enzo (Zeus), Flash, Gadget2* and *Hydra*. The density ranges from \([10^{0.6}, 10^{1.23}]\).

4.8 For the Sedov blast test, from left to right; position of shock front over time, the maximum density value and the width of the shock front at half maximum.
4.9 Density projection showing the early evolution of the Sedov blast test at \( t = 0.01 \) for the AMR codes. Left to right shows \textit{Enzo (PPM)}, \textit{Enzo (Zeus)} and \textit{Flash}. The projected density range is \([10^{0.87}, 10^{1.1}]\). At this time, the asymmetry of the shock-front with \textit{Enzo (Zeus)} is clearly visible. Both SPH codes give spherically symmetric results.

4.10 Density profiles of the static King-model cluster run with \textit{Enzo (Zeus)} with increasing resolution. The solid line shows the 1D calculated numerical solution for the profile, with the red crosses and open blue boxes indicating the simulated profile at 0 Gyr and 1 Gyr, respectively. The number to the top right of each panel indicates the size of the root mesh and the number of refinements (i.e. the bottom right panel has eight levels of refinement each increasing in resolution by a factor of 2).

4.11 Profiles from the static King-model cluster after 1 Gyr. Left to right shows density, temperature and entropy. The black line shows the expected profile. In this test, \textit{Enzo} used an initial grid of \( 100^3 \) and 8 levels of refinement (minimum cell size, \( \Delta x_{\text{min}} \), of 0.12 kpc), \textit{Flash} used an initial grid of \( 128^3 \) with 7 levels of refinement (\( \Delta x_{\text{min}} = 0.18 \) kpc) and \textit{Gadget2} and \textit{Hydra} used 100,000 particles.

4.12 Density projections of the cluster over the course of 1 Gyr in which is moves once around the simulation box. Images taken at 0, 250, 500, 750, 1000 Myrs with projected density range \([10^{8.4}, 10^{16.5}] \) \( \text{M}_\odot \text{Mpc}^{-2} \). Yellow and red shows higher density regions than green while black is very low density. (Images produced with \textit{Enzo (Zeus)}).

4.13 Image subtractions of the density projections at the start and end of the translating cluster test. From left to right shows \textit{Enzo (PPM)}, \textit{Enzo (Zeus)}, \textit{Flash}, \textit{Gadget2} and \textit{Hydra}. The projected density range is \([10^{4}, 10^{18.6}] \) \( \text{M}_\odot \text{Mpc}^{-2} \).

4.14 Profiles from the translating King-model cluster after 1 Gyr. Left to right shows density, temperature and entropy. The black line shows the expected profile. In this test, \textit{Enzo} used an initial grid of \( 50^3 \) and 9 levels of refinement (minimum cell size, \( \Delta x_{\text{min}} \), of 0.12 kpc), \textit{Flash} used an initial grid of \( 128^3 \) with 7 levels of refinement (\( \Delta x_{\text{min}} = 0.18 \) kpc) and \textit{Gadget2} and \textit{Hydra} used 100,000 particles.
4.15 Density profile from the translating king model after 1 Gyr run with *Enzo* in parallel. Run on multiple processors, the spurious velocity motions cause the gas to become over-mixed and the cluster density to drop in the core and expand at the cluster edge. The black line shows the expected profile.

5.1 A schematic diagram of the ram pressure stripping of a spherically symmetric gas distribution. Here, the ram pressure force is directed from left to right and we consider the ratio of the ram pressure force to the gravitational restoring force per unit area for a projected annulus of width $dR$ at the outer edge (radius $R$) of the gaseous halo of the galaxy (reproduced from McCarthy et al., 2008b).

5.2 Gas density slices through the centre of the cloud at $t = 0.25, 1.0, 1.75$ and $2.5 \tau_{KH}$. From top to bottom we show Gasoline (SPH), GADGET-2 (SPH), Enzo (AMR), FLASH (AMR) and ART-Hydro (AMR). The grid simulations clearly show dynamical instabilities and complete fragmentation after $2.5 \tau_{KH}$, unlike the SPH simulations in which most of the gas remains in a single cold dense blob. Reproduced from figure 4, Agertz et al. (2007).

5.3 A comparison of the *GADGET-2* and *FLASH* results for the bound mass of gas for the uniform medium run. The solid blue curve corresponds to applying the default iterative bound mass algorithm described in § 5.3.1 to the *GADGET-2* run. The solid red curve are results of the *FLASH* code. The dashed blue curve corresponds to the case when we apply the same bound mass algorithm used for the *FLASH* run (see text) to the *GADGET-2* run. This demonstrates that when the *GADGET-2* and *FLASH* runs are treated on an equal footing the agreement between the two is excellent. (figure reproduced from figure 12, McCarthy et al., 2008b)
6.1 Plots demonstrating the entropy cores formed in idealised head on mergers of equal mass ($10^{15} M_\odot$) clusters in the FLASH and GADGET-2 simulations. The left hand panel shows the final radial entropy distribution, where the data points are the median entropy value in radial bins and the error bars correspond to the 25th and 75th percentiles. The right hand panel presents the results in a slightly different way: it shows the entropy as a function of enclosed gas mass $K(< M_{\text{gas}})$. This is constructed by simply sorting the particles/cells by entropy in ascending order and then summing masses of the particles/cells. The results have been normalised to the final distribution of the default GADGET-2 run (dashed black line). Clearly the results for both converge but on very different solutions.

6.2 Logarithmic entropy slices (i.e., thickness of zero) through the centre of the default FLASH merger simulation (with $l = 6$) at times 0, 1, 2, 3, 4, 5, 7 and 10 Gyr. The lowest entropy material is shown in blue, increasing in entropy through green, yellow to red. Each panel is 6 Mpc on a side. Significant entropy is generated at $t \approx 2$ Gyr when the cores collide and gas is squirted out, and again later on when this gas re-accretes.
6.3 Time-dependence of entropy generation in the default GADGET-2 and FLASH runs. The top left panel shows the ratio of $K(< M_{\text{gas}})$ in the FLASH run to that in the GADGET-2 run. The various curves represent the ratio at different times during the simulations (see legend). Top right panel shows the time evolution of the lowest-entropy gas only. Shown are $K(< M_{\text{gas}}/M_{\text{gas,tot}} = 0.03)$ (thick curves) and $K(< M_{\text{gas}}/M_{\text{gas,tot}} = 0.05)$ (thin curves) for the FLASH (long-dashed red curves) and GADGET-2 (solid blue curves) runs (i.e., having sorted the gas particles/cells by entropy, we show the evolution of the entropy that encloses 3% and 5% of the total gas mass). The curves have been normalised to their initial values at the start of the simulations. The short-dashed black curve represents the ratio of FLASH to GADGET-2 entropies enclosing 3% of the total gas mass. The bottom two panels show the $K(< M_{\text{gas}})$ distributions for the default FLASH and GADGET-2 runs separately, at different times during the simulation. Together, these plots illustrate that the difference in the final entropy distributions of the FLASH and GADGET-2 runs is primarily established around the time of core collision ($\sim 2-3$ Gyr). It is worth noting, however, that significant entropy generation continues after this time, but it occurs in nearly the same fashion in the AMR and SPH runs.

6.4 The ratio of FLASH to GADGET-2 final entropy distributions for equal mass mergers of varying initial orbital parameters. The solid blue curve represents the default setup (head on collision with an initial relative velocity of $V_{\text{circ}}(r_{200})$). The long-dashed green and short-dashed cyan curves represent head on collisions with initial relative velocities of $0.5V_{\text{circ}}(r_{200})$ and 0 (i.e., at rest initially). The dot dashed red curve represents an off-axis collision with an initial relative radial velocity of $\simeq 0.95V_{\text{circ}}(r_{200})$ and an initial relative tangential velocity of $\simeq 0.312V_{\text{circ}}(r_{200})$ (i.e., the total energy is equivalent to that of the default setup). Also shown (dotted magenta curve), is the entropy ratio of a run where one of the clusters is composed of dark matter only and the other of a realistic mixture of gas and dark matter (see text). All these simulations result in a comparable difference in entropy profile between the mesh code and the SPH code.
6.5 A plot comparing the resulting dark matter mass distributions for the default merger setup at 10 Gyr. The dark matter mass profiles have been normalised to the final dark matter mass profile of the default resolution \textit{GADGET-2} run. The \textit{FLASH} dark matter distribution converges to the \textit{GADGET-2} result when the numerical resolutions become similar: the observed differences in gas entropy are not due to differences in the underlying dark matter dynamics.

6.6 Testing the effects of Galilean non-invariance on the \textit{FLASH} merger simulations. Plotted is the final entropy distribution, normalised to the initial one, for the default \textit{FLASH} merger simulation and various different ‘takes’ on the default run. The solid black curve represents the default run, the short-dashed blue curves represents a merger where one cluster is held static and the other given a bulk velocity twice that in the default run (i.e., the relative velocity is unchanged from the default run), and the dotted blue curve represents this same merger but with the size of the time steps reduced by an order of magnitude. The dashed cyan, green, and red lines represent mergers that take place on an oblique angle to mesh at 33 degrees, 45 degrees with $l = 7$ and 45 degrees with $l = 8$, respectively. The default \textit{GADGET-2} simulation is shown for comparison (solid magenta line). This comparison illustrates that the effects of Galilean non-invariance on the resulting entropy distribution are minor and do not account for the difference in the entropy core amplitudes of the mesh and SPH simulations.
6.7 Testing the effects of pre-shocking due to artificial viscosity in the default GADGET-2 merger simulation. This plot shows the evolution of the central entropy (enclosing 3% of the gas mass) around the time of first core collision. The solid blue triangles represent the default GADGET-2 simulation. The solid cyan points, solid green points, and solid red points represent runs where the artificial viscosity is kept at a very low level ($\alpha_{\text{visc}} = 0.05$) until $t \approx 1.6, 1.7, 1.8$ Gyr, respectively, at which point the artificial viscosity is set back to its default value. The solid magenta squares represent a run with low artificial viscosity throughout, and the open triangles represent the default FLASH simulation. Reducing the value of the artificial viscosity parameter before the cores collide delays the increase in entropy (cyan, green and solid red), however as soon as the original value is restored, the entropy $K$ increases to a level nearly independent of when $\alpha$ was restored. Therefore pre-shocking has little affect on the post-shock value of $K$.  

6.8 Quantifying the amount of heating and mixing in the default GADGET-2 and FLASH merger simulations. Left: The entropy of particles (tracer particles in the case of FLASH) at time $t$ vs. the initial entropy of those particles. Right: The enclosed gas mass of particles (tracers particles in the case of FLASH) at time $t$ vs. the initial enclosed mass of those particles. The enclosed gas mass of each particle is calculated by summing the masses of all other particles (or cells) with entropies lower than the particle under consideration.  

6.9 The final spatial distribution of particles (tracer particles in the case of FLASH) with the lowest initial entropies (we select the central 5% of particles/tracer particles in both clusters). The blue points represent particles belonging to one of the clusters and the red points represent particles belonging to the other. Left: The low resolution GADGET-2 simulation. Right: The default FLASH simulation. There is a high degree of mixing in the mesh simulation, whereas there remain two distinct blobs corresponding to the infallen clusters in the SPH simulation. The difference arises immediately following core collision through the turbulent mixing that it drives.
6.10 Logarithmic projected entropy maps of the default \textit{GADGET-2} simulation and \textit{FLASH} simulation with \( l = 8 \) at \( t = 2.3 \) Gyr, just after the collision of the cores. The \textit{FLASH} entropy distribution is characterised by vortices on a range of scales, which mix gas with different entropies. These vortices are mostly absent in the \textit{GADGET-2} simulation.

6.11 Plots of the resulting entropy as a function of radius from different AMR and SPH codes from the Santa Barbara code comparison (left hand panel, figure 18 from Frenk et al., 1999) and for the same cluster run in the new \textit{AREPO} moving mesh code (right hand panel, figure 45 from Springel, 2010). The different symbols in the left hand panel (LHP) correspond to the entropy values obtained by different authors using different SPH and AMR codes (see legend). The green, red and dark blue lines in the right hand panel (RHP) show the “entropy-energy” implementation in \textit{AREPO} at different levels of resolution; \( 32^3 \), \( 64^3 \) and \( 128^3 \) cells respectively. Open blue circles represent the high resolution \( 128^3 \) run using the “total-energy” formalism whilst light blue diamonds represent the results obtained from the \textit{GADGET-2} SPH code using \( 128^3 \) particles.

6.12 A plot demonstrating the effect of running with and without a particle based dark matter component in \textit{FLASH} and \textit{GADGET-2}. The entropy of the enclosed gas mass at time \( t = 10 \) Gyr normalised to the initial entropy at time \( t = 0 \) Gyr as a function of enclosed gas mass is plotted. The blue line corresponds to the default \textit{FLASH} simulation containing a realistic mix of both gas and dark matter. The red and green lines correspond to \textit{FLASH} and \textit{GADGET-2} runs using clusters composed entirely of gas with no dark matter component. These have the same total mass, initial power-law entropy profile and collision setup but lack the addition of any particle components.

7.1 Surface star formation rate plotted against gas surface density from Kennicutt’s study of 97 spiral galaxies. The study shows the composite star formation law for normal disk (solid circles) and starburst (squares) galaxy samples. Open circles show the star formation rates and gas densities for the centres of the normal disk galaxies. Plot reproduced from figure 6 in Kennicutt (1998b).
7.2 Plot of star particle positions of all newly formed stars since the start of the simulation for the face on disk galaxy in FLASH. This plot demonstrates the ability of mass deficit tracer particles to remove any mesh dependencies upon star formation. The simulation in the left hand panel prevented stars from being created in cells that have insufficient mass to form them without reducing the density below $\rho_{\text{floor}}$. The resulting star formation is heavily dependent upon the properties of the mesh. The right hand panel incorporates mass deficit tracer particles and removes any mesh effects.

7.3 Temperature (left panel) and the pressure as a function of the critical pressure (right panel) are plotted against density for the default disk galaxy simulation. Black points represent material governed by the ideal gas law, blue - those on the polytropic equation of state and green points -those that have recently left the effective equation of state. The density threshold for star formation is plotted (red dot-dashed line) along with the pressure threshold (red dashed line). Although behaviour of the gas is well defined on the effective equation of state (marked in blue) at $n_H \geq 0.1 \text{ cm}^{-3}$, material can cool onto the effective equation of state across a multitude of different adiabats with different temperatures and pressures (see black points). As can be seen from the left hand panel, both the temperature and density thresholds must be obeyed in order to pass onto the effective equation of state.

7.4 Surface star formation rate over a single timestep as a function of surface density using varying star particle masses. The quality with which the input Kennicutt-Schmidt law and surface density threshold (red dot-dashed lines) is reproduced is very good for star particle masses between 1 and $10^4 M_\odot$. Clearly the numerical stability of the scheme is good until a minimum star particle mass threshold is surpassed after which sampling statistics are reduced and the quality of the fit rapidly degrades. These deviations are however restricted to short term localised deviations and when averaging over time as is shown in figure 7.5, they return the correct Kennicutt-Schmidt star formation law.
7.5 Surface star formation rate as a function of surface density. This characteristic Kennicutt-Schmidt plot exactly reproduces the input slope and threshold surface density at which star formation is observed to cut-off (red-dashed lines). The results come from a test grid of cells each with varying volume densities evolved in the absence of hydrodynamics to prevent gas and particle mixing.

7.6 Comparison of the initial and final dark matter profiles in the GADGET-2 fiducial wind simulation. The final configuration clearly shows excellent agreement with the initial profile with deviations only occurring below \( \sim 1\% \) of the virial radius. This clearly demonstrates that the dark matter profile can be well approximated by an analytic dark matter halo, removing the need for an extremely large simulation box to enclose the dark matter and thus allowing for a much more focused higher resolution simulation of the disk itself.

7.7 Global star formation as a function of time for the \( 10^{12} \ h^{-1} \ M_\odot \) galaxy with \( \gamma_{\text{eff}} = 4/3 \). The different lines correspond to different levels of peak resolution with levels ‘lref 4’ (black), ‘lref 5’ (red), ‘lref 6’ (blue), ‘lref 7’ (green) corresponding to effective mesh sizes of \( 128^3 \), \( 256^3 \), \( 512^3 \) and \( 1024^3 \) cells respectively giving peak spatial resolutions of 469, 234, 117 and 59 parsecs. The purple line corresponds to the equivalent SPH run. The FLASH runs clearly fail to converge upon a final solution, with increasing refinement driving the peak star formation up - particularly at late times between 200 and 300 Myrs. The dot-dashed orange line represents the same peak resolution as the Lref 6 run in blue but uses star particles with 1/8 the default particle mass. The orange and blue lines are in good agreement showing that lack of convergence is not related to particle mass. The dashed green line is equivalent to the lref 5 run (red) but uses the SmoothMapParticles routine to smooth the particle distribution when mapping it to the grid. Both lines show strong agreement indicating the mapping of discrete particle properties to the mesh is not responsible for the over-dense knots shown in figure 7.8.
7.8 Logarithmic face on projected gas density for the fiducial model disk galaxy in *GADGET-2* (top) and *FLASH* (bottom). The images show the galaxy at times 25, 100 and 250 Myrs heading from left to right. Both galaxies were run using a polytropic index of $\gamma_{\text{eff}} = 4/3$. Although the galaxies run in the two codes show some initial similarities up to 100 Myrs with similar spiral structure, the *FLASH* galaxy quickly develops very dense knots at later times. These form when the precessing spiral arms make contact with each other, the material sticking to form dense knots which disturb the spiral arms. These extremely dense knots raise the global star formation significantly and become denser as resolution is increased, preventing convergence. *GADGET-2* does not form dense knots when spiral arms come into contact.

7.9 Kennicutt-Schmidt plot of the surface star formation rate as a function of surface gas density for the $10^{12} h^{-1} M_\odot$ galaxy with a polytropic index of 4/3. The different points correspond to different resolution runs; $l_{\text{ref}}$ 4 (black), $l_{\text{ref}}$ 5 (red), $l_{\text{ref}}$ 6 (green) and $l_{\text{ref}}$ 7 (blue). The runs are converged and show good agreement with the input Kennicutt-Schmidt law and surface density threshold at which star formation ceases. Clearly the star formation recipe works well at all levels of resolution.

7.10 Kennicutt-Schmidt plots of the surface star formation rate per unit area against gas surface density at $t = 100$ Myr. Both *FLASH* (right hand panel) and *GADGET-2* (left hand panel) produce equally excellent fits to the input Kennicutt-Schmidt laws with only minor smearing of the threshold density at which star formation ceases due to binning effects.
7.11 Global star formation as a function of time for the $10^{12} \ h^{-1} \ M_\odot$ galaxy with $\gamma_{\text{eff}} = 5/3$. The different lines correspond to different levels of peak resolution with levels ‘lref 4’ (black), ‘lref 5’ (red), ‘lref 6’ (blue), ‘lref 7’ (green) and ‘Lref 8’ (cyan) corresponding to effective mesh sizes of $128^3$, $256^3$, $512^3$, $1024^3$ and $2048^3$ cells respectively giving effective peak spatial resolutions of 469, 234, 117, 59 and 29 parsecs. This plot demonstrates that the lack of convergence seen in the $\gamma_{\text{eff}} = 4/3$ case (figure 7.7) is unique to that polytropic index with the $\gamma_{\text{eff}} = 5/3$ case quickly converging upon a final solution by the relatively modest ‘lref 5.’ The GADGET-2 gamma$_{\text{eff}} = 4/3$ case is shown for comparison (purple dot-dashed line) and although the two runs use different polytropic indices, they yield very similar star formation rates with FLASH only showing a slightly higher level of star formation.

7.12 Logarithmic face on projected gas density images for the fiducial model disk galaxy in GADGET-2 (top) and FLASH (bottom). The images show the galaxy at times 25, 100 and 250 Myrs heading from left to right. The galaxies run in the two codes show almost identical spiral structure with the FLASH simulations resolving slightly more structure in the outer regions of the disk which is smoothed over and suppressed in GADGET-2. Despite identical disks being formed, the polytropic indices are different with GADGET-2 using $\gamma_{\text{eff}} = 4/3$ whilst FLASH adopts the higher value of $\gamma_{\text{eff}} = 5/3$ to provide greater pressure support against gravitational collapse, preventing the formation of extremely dense knots seen in figure 7.8.

7.13 Ratio of the minimum Jeans length in the densest cell to its cell size, plotted against gas density. The coloured points represent the outcome of the same simulation run at different levels of refinement with the following peak spatial resolutions; black - 468pc (lref 4), red - 234pc (lref 5), blue - 117pc (lref 6), green 58pc (lref 7) and cyan 29pc (lref 8). The dashed line connects points from the simulations run with $\gamma_{\text{eff}} = 4/3$ whilst the solid line connects simulations with $\gamma_{\text{eff}} = 5/3$. ...
7.14 Plots of the fraction of the total mass gas at a given density as a function of
density for the $10^{12} \, h^{-1} \, M_\odot$ galaxy with $\gamma_{\text{eff}} = 4/3$ (top) and $\gamma_{\text{eff}} = 5/3$
(bottom). The different lines represent increasing levels of refinement; ‘lref 4’ (black), ‘lref 5’ (red), ‘lref 6’ (blue) and ‘lref 7’ (green). As we tend to
higher resolutions for the lower polytropic index, material in the disk is
forced into much smaller denser structures, with the general density profile
showing no convergence to any given solution beyond densities comparable
to the star forming threshold $\rho_{g,c} \approx 2 \times 10^{-25} \, g/cm^3$ ($n_H = 0.1 \, cm^{-3}$) (red
dashed line). The mass distribution as a function of density can be seen
to converge when a higher polytropic index is used. Although an increase
in resolution leads to a slight increase in the densest cells, the bulk of the
mass remains in a set distribution.

7.15 Logarithmic face on projected gas density for the model disk galaxy in
GADGET-2 (top) and FLASH (bottom). The images show the galaxy at
times 25, 100 and 250 Myrs heading from left to right. The two codes use
different polytropic indices with FLASH using $\gamma_{\text{eff}} = 4/3$ and GADGET-2
using a lower index of $\gamma_{\text{eff}} = 1$. All images are shown with the spatial
same resolution, however as most of the mass in the SPH simulation is
swept up into the dense knots by 250 Myrs, the less dense regions appear
less resolved than in the FLASH code. Both codes show fragmentation and
form dense knots but they evolve earlier on in the SPH code.

8.1 Ratio of the mass kicked to that expected against time for different levels
of refinement in the FLASH code. The lines correspond to refinement lev-
els/peak spatial resolutions; $lref\,4 \equiv 468pc$ (black), $lref\,5 \equiv 234pc$ (red),
$lref\,6 \equiv 117pc$ (blue) and $lref\,7 \equiv 58pc$ (green). Initial deviations from the
expected kicked mass are due to the stochastic nature with which parti-
cles are kicked. As sampling statistics increase the imparted mass loading
quickly converges on the expected mass loading to within less than $\sim 1$
for refinement levels $lref\,6$ and above.
8.2 Global star formation rate as a function of time for different feedback models. The purple dot-dashed line corresponds to the \textit{GADGET-2} simulation without feedback whilst the dashed purple line corresponds to the \textit{GADGET-2} simulation with feedback. The red line corresponds to a near identical feedback prescription to that in \textit{GADGET-2} implemented into \textit{FLASH} and fails to show more than a 5% decrease in the star formation rate without feedback (black). The implementation of a thermal component to the model which allows the kinetic energy in the wind to thermalise is presented in blue. Although this improves the agreement with the SPH model, only when the cells are kicked orthogonal to the mid-plane do we fully recover the level of feedback efficiency seen in the SPH simulations.

8.3 Global star formation rate as a function of time. The purple dot-dashed line corresponds to the \textit{GADGET-2} simulation without feedback whilst the dashed purple line corresponds to the \textit{GADGET-2} simulation with kinetic feedback. The blue line corresponds to the feedback model in \textit{FLASH} that allows the winds to thermalise their kinetic energy. The other two lines correspond to runs with four times the injected supernova energy; $\eta = 2$, $v_w = 1200\text{ kms}^{-1}$ (red) and $\eta = 8$, $v_w = 600\text{ kms}^{-1}$ (green). The resulting star formation rate in \textit{FLASH} is surprisingly robust to an increase in feedback energy and neither of the two runs are able to replicate the level of efficiency seen in the \textit{GADGET-2} runs.

8.4 Edge-on (top) and face-on (bottom) logarithmic projected gas density for simulations Fm12ml2 (1\textsuperscript{st} column), Fm12nowind (2\textsuperscript{nd} column), Gm12ml2 (3\textsuperscript{rd} column) and Gm12nowind (4\textsuperscript{th} column) at time $t = 250$ Myr. All images use a common colour scheme for the density shown in the colour bars and are $45\ h^{-1}\ \text{kpc}$ on a side. The arrows correspond to the mean projected gas velocity and have peak lengths of $108\ \text{kms}^{-1}$ in Fm12ml2 and $292\ \text{kms}^{-1}$ in Gm12ml2, with the \textit{GADGET-2} simulation showing a much higher outflow velocity than in the AMR code for the same initial kick speed and mass loading.
8.5 Pressure plot for a slice taken through the galactic centre, tangential to the mid-plane of the disk at $t = 250$ Myr. The thermal pressure (black) and ram pressure (blue) that gas would have if it was kicked through supernova feedback are shown. The ram pressure exceeds thermal pressure resistance by at least an order of magnitude at all distances from the galactic plane and by up to nine orders of magnitude in the galactic core. The wind cannot therefore be confined to the disk by the building up of the gas halo.

8.6 Global star formation rate as a function of time for the $10^{12} h^{-1} M_\odot$ galaxy in *GADGET-2* (left panel) and *FLASH* (right panel). In the left panel, the simulations correspond to Gm12nowind (black), Gm12ml1 (red), Gm12ml2 (blue) and Gm12ml4 (green). In the right panel the simulations correspond to Fm12nowind (black), Fm12ml1 (red), Fm12ml2 (blue) and Fm12ml4 (green). Whilst both simulations Gm12ml1 and Gm12ml2 both converge upon a greatly reduced star formation rate, only the *FLASH* run with the greatest initial wind speed is able to match it (Fm12ml1), with the others agreeing well with the lowest wind speed *GADGET-2* run (Gm12ml4).

8.7 Mean density slice through the volume, orthogonal to the mid-plane of the disk in the $10^{12} M_\odot$ galaxy. The default feedback simulations Fm12ml2 in *FLASH* (black) and Gm12ml2 in *GADGET-2* are plotted. Whereas the *GADGET-2* disk is well defined with a sharp density drop at the edges, the *FLASH* disk is puffed out to much greater radii resulting in a smoother transition between the disk and the halo. The star formation threshold of $n_H = 0.1$ cm$^{-3}$ is marked as a red dashed line. Material above this is star forming.

8.8 Edge-on (top) and face-on (bottom) logarithmic projected gas density for simulations Fm10ml2 (1$^{st}$ column), Fm10nowind (2$^{nd}$ column), Gm10ml2 (3$^{rd}$ column) and Gm10nowind (4$^{th}$ column) at time $t = 250$ Myr. All images use a common colour scheme for the density shown in the colour bars and are $17.5 h^{-1}$ kpc on a side. The arrows correspond to the mean projected gas velocity and have peak lengths of 241 kms$^{-1}$ in Fm10ml2 and 244 kms$^{-1}$ in Gm10ml2 with both codes showing comparable wind speeds for the same initial kick speed and mass loading.
8.9 Global star formation rate as a function of time for the $10^{10} \, h^{-1} \, M_\odot$ dwarf galaxy in GADGET-2 (right panel) and FLASH (left panel). In the left panel, the simulations correspond to Gm10nowind (black), Gm10ml1 (red), Gm10ml2 (blue) and Gm10ml4 (green). In the right panel the simulations correspond to Fm10nowind (black), Fm10ml1 (red) and Fm10ml2 (blue). Whilst all GADGET-2 simulations converge upon a single solution, as the mass loading is increased in the FLASH simulations, the efficiency of the feedback increases drastically. The FLASH simulation with $\eta = 4$ proved to completely disrupt the disk, the result of which was too numerically unstable to run. Clearly the FLASH feedback prescription is much more efficient at removing gas in less tightly bound structures.

8.10 Mean density slice through the volume, orthogonal to the mid-plane of the disk in the $10^{10} \, M_\odot$ galaxy. The default feedback simulations Fm10ml2 in FLASH (black) and Gm10ml2 in GADGET-2 are plotted. Whereas the GADGET-2 disk is well defined with a sharp density drop at the edges, the FLASH disk is puffed out to much greater radii resulting in a smoother transition between the disk and the halo. As some of this material is above the star formation threshold of $n_H = 0.1 \, \text{cm}^{-3}$, marked as a red dashed line, this leads to a higher global star formation rate in FLASH.

8.11 The left panels show the net outflow mass (top) and outflow velocity (bottom) as a function of time for the $10^{12} \, h^{-1} \, M_\odot$ galaxy measured through a spherical shell at radius $r = 0.2 r_{\text{virial}}$. The right hand panels show the net outflow mass (top) and outflow velocity (bottom) as a function of radius at time $t = 400 \, \text{Myr}$. The black lines correspond to GADGET-2 and the red lines correspond to FLASH.

8.12 The left panels show the net outflow mass (top) and outflow velocity (bottom) as a function of time for the $10^{10} \, h^{-1} \, M_\odot$ galaxy measured through a spherical shell at radius $r = 0.2 r_{\text{virial}}$. The right hand panels show the net outflow mass (top) and outflow velocity (bottom) as a function of radius at time $t = 400 \, \text{Myr}$. The black lines correspond to GADGET-2 and the red lines correspond to FLASH.
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Preface

“Astronomy leads us to a unique event, a universe which was created out of nothing, one with the very delicate balance needed to provide exactly the conditions required to permit life, and one which has an underlying (one might say ‘supernatural’) plan.”

Arno Penzias (Nobel prize in physics for discovery of the Cosmic Microwave Background)

Thus it is that ever since Man first looked up into the heavens, fascinated by what he saw, he has striven to try and understand what forces govern and bind everything around us. In this, the study of astronomy is to many a way of gaining a deeper understanding of the way the “maker” thinks. With simple insight, Penzias highlights the underlying reason why we study cosmology - we wish to comprehend that supernatural plan, from its inception at the “Big Bang” to its ultimate and as of yet unknown grand finale.

Galaxy formation provides a remarkable tool with which to try and determine the answer to these questions. They are the building blocks of the Universe, providing the seeds for life and a laboratory for testing the most exotic physics. Even now the energies involved at the Universe’s birth are still well beyond even the most ambitious experiments by Man. Clusters of galaxies are the largest bound structures in the Universe, containing a myriad of different competing physical processes. The number of different galaxies and stars they contain of all different types and ages represents an average cosmological sample. Thus they are the closest we can get to looking in on the Universe from the outside and gaining that tentative glimpse of what is to come.
Chapter 1

Introduction

Numerical simulations underpin most modern theoretical advances in astronomy and provide a firm test bed for new and existing models. Despite their importance to the field, it is often unknown what affect the many different numerical implementations have upon the accuracy of the models they represent. When a new interesting effect is observed, is it a potentially key source of new physics or is it a numerical artefact? Throughout the work presented in this thesis I will attempt to approach various discrepant issues between theory and observation and investigate to what extent these conflicts can be resolved by improving the way numerical schemes are used. By contrasting the results from different numerical schemes we can gain an invaluable insight into the intricacies and limitations of these techniques and from this begin to develop superior next generation codes.

I begin in this chapter by outlining the building blocks of the Universe; its general composition (§ 1.1) and some of the many different physical processes that play key roles in galaxy formation. These include the effects of gravity and tidal stripping (§ 1.2) as well as hydrodynamic interactions (§ 1.3), including shocks (§ 1.3.1), turbulent instabilities (§ 1.3.2) and radiative cooling (§ 1.3.3).

Through § 1.5 I will present an outline of the inter-stellar medium and the difficulties presented when modelling it self-consistently in full cosmological simulations. I will describe the process of star formation (§ 1.5.1) and how they generate metals (§ 1.5.2). § 1.5.3 and § 1.5.4 will describe the two types of supernova and how they both heat and enrich the inter-stellar medium.

In § 1.6 I will summarise the basic observable properties of the different galaxy types including the Milky Way and other spirals (§ 1.6.1), ellipticals (§ 1.6.2), lenticulars (§ 1.6.3), dwarfs (§ 1.6.4) along with groups and clusters of galaxies (§ 1.6.5).

In § 1.7 I will then introduce the different numerical techniques that have allowed us to study processes as complex as galaxy formation, such as N-body simulations (§ 1.7.2), semi-analytics (§ 1.7.4) and full hydrodynamic simulations (§ 1.7.5).

I will round off with a summary of the current hierarchical paradigm (§ 1.8) and our view of galaxy formation (§ 1.8.1) including proposed solutions for the apparent
discrepancy between the number of satellite galaxies predicted through dark matter only simulations and those actually observed (§ 1.8.2). I will also describe the problems with the “cooling flow crisis” and the current lack of consensus on how cool cores and non-cool cores are made (§ 1.8.4). I will finish by outlining the structure of this thesis.

1. Introduction

1.1 Building Blocks of the Universe

The fundamental building blocks of the Universe can be grouped into three main categories; baryonic matter which constitutes around 4.4% of the total mass-energy of the Universe, dark matter which represents 22% and dark energy which accounts for the remaining 73% of the total mass-energy of the Universe (see, e.g., Bennett et al., 2003; Hinshaw et al., 2009). Despite representing a minor fraction of the total mass-energy in the Universe, baryonic matter is the most readily observable and has been used to infer the existence of the two more major contributors to the total mass-energy content. Both dark and baryonic matter are influenced by gravity with baryonic matter also being subject to the Strong, Weak and Electromagnetic interactions.

Dark matter has yet to be directly detected but a wealth of observational evidence is available to infer its existence. Fritz Zwicky first hypothesised its existence in 1933 when looking at the motions of nebulae within the Coma cluster (see Zwicky, 1933, 1937). By assuming that the cluster was in Virial equilibrium, he was able to relate the square of the kinetic energies of the galaxies within Coma to the gravitational potential energy of the system. He arrived at a much larger mass for the system than was observable in the form of gas and luminous stellar material concluding that there must be another unseen form of matter present, gravitationally binding the system together.

His initial hypothesis was later supported by studies of the rotation curves of stars within individual galaxies. Those at the edges of the galaxy are seen to move much faster than they should if they remain bound to the galaxy only through gravitational attraction to the other baryonic matter according to Newtonian mechanics. Thus there must be far more mass than is detected observationally otherwise stars and gas would have been thrown out of the galaxy a long time ago (see, e.g., Rubin et al., 1980; Rubin, 1983).

In addition the gravitational lensing of background objects by intervening massive galaxy clusters allows for an alternative means with which to measure the actual mass of galaxy clusters. All of these techniques have proven to infer much higher masses than
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that present in luminous baryonic matter.

The difficulty directly detecting dark matter in collisional detectors (e.g. UK Boulby
mine, Minnesota mine, Sudan and SNOLAB underground detectors) has led to the belief
that it possesses an extremely small cross section and is therefore effectively collisionless.

The third component, dark energy is still poorly understood and was invoked to
explain the current increase in the expansion rate of the Universe and is usually modelled
through the introduction of a cosmological constant or through a scalar field.

1.2 Gravity

Given the immense size of the cosmos it is often surprising how the relatively weak force
of gravity acting between two bodies can dominate interactions on the grandest of scales
so completely. The Strong nuclear force which binds quarks and gluons together, forming
the basic building blocks of baryonic matter is some $10^{39}$ times stronger than gravity.
The Weak interaction which mediates the decay of elementary particles is still $\sim 10^{37}$
times stronger. You would therefore expect gravity to be negligible and indeed it is over
sub-atomic scales, however as they both fall off rapidly beyond this, gravity can take
precedence on astronomical scales. Even the electromagnetic force which has an infinite
range and is some $10^{37}$ times stronger, fails to contribute to structure formation as unlike
gravity it can both attract and repel charged bodies and the Universe as a whole appears
neutral. Thus no force can quite compete with gravity in terms of its absolute influence
on the Universal large scale structure.

Newton’s law of gravitation states that the force of attraction between N bodies is
given by,

$$m_i a_i = \sum_{n}^{N-1} \frac{G m_i m_n}{r_{ni}^2} \hat{r}_{ni}$$

where the net acceleration vector $a_i$ for the $i^{th}$ particle is determined by summing the
individual contributions between itself and each of the other $N - 1$ particles. The masses
$m_i$ and $m_n$ represent the mass of the $i^{th}$ particle and the $n^{th}$ particle that we are summing
over with connecting position vector, $r_{ni}$. The above calculation is performed separately
for each of the $N$ particles in the simulation. Newton’s law of gravitation is found to
be a very good approximation to the behaviour of gravity on solar to cosmological scales
and only requires Einstein’s more complex description in General relativity in the close
vicinity of very compact massive objects such as black holes.
1. Introduction

1.2.1 Tidal Stripping

As galaxies pass by each other, stars, gas and dark matter can be preferentially stripped off the smaller object through gravitational attraction in a process referred to as tidal stripping.

For a test particle in a bound structure with a fixed gravitational potential, the escape velocity (equation 1.2) is dependent upon the host structure’s mass. The more massive an object, the higher the escape velocity and the more strongly bound material is.

\[ v_{\text{escape}} = \sqrt{\frac{2GM_{\text{galaxy}}}{r}} \] (1.2)

In the case of tidal stripping, the perturbing presence of other gravitating bodies can help accelerate particles out of their local gravitational minima within the galaxy, allowing them to either accelerate out into space or to fall into the deeper potentials of the more massive galaxies. This causes the gravitational potential to vary dynamically over time. A tidal radius, \( r_t \), beyond which material in the less massive galaxy is stripped away by the larger galaxy or group of galaxies can be defined as

\[ \frac{r_t}{R} = \left( \frac{M_{\text{gal}}(r_t)}{M_{\text{grp}}(R)(3 - d\ln M_{\text{grp}}/d\ln R)} \right)^{1/3} \] (1.3)

where \( R \) is the three dimensional group-centric radius of the galaxy, \( M_{\text{gal}}(r) \) is the total mass of the orbiting galaxy within radius \( r \), and \( M_{\text{grp}}(R) \) is the total mass of the larger galaxy, group or cluster within radius \( R \) (see King, 1966; Binney and Tremaine, 1987).

Structures that are too tightly bound to be stripped can still experience changes in morphology resulting from this gravitational harassment.

1.3 Hydrodynamics

Baryonic matter can occupy an enormous range of physical states, from simple ionised and molecular gases which can condense to form dust particles, to the dense planetary bodies and stars. A large fraction of the baryonic mass in the Universe is in the form of gas, the behaviour of which can be described using the Euler hydrodynamic equations. These are relatively simple to derive analytically. I start by first defining a flux as the amount of a given quantity (mass, momentum, energy) which passes through a given surface over a unit of time.

For a given surface, \( \partial V \), with unit normal, \( \mathbf{n} \), I can define a mass flux as

\[ \rho \mathbf{v} \cdot \mathbf{n} dA \] (1.4)
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a momentum flux due to transport of material and the acceleration due to a pressure force, $P$ along the normal as

$$\left[\rho v v \hat{n} + P \hat{n}\right]dA \quad (1.5)$$

and a total energy flux due to the transport of material and the work done by the pressure force as

$$\rho \left[\varepsilon + P\right] v \cdot \hat{n}dA \quad (1.6)$$

For a fixed volume the only change to the conserved quantities of mass, momentum and energy can occur through the flux of material through the surface $\partial V$. Thus integrating the equations over space and time gives

$$\int_V \rho(x, t_1) \, dV - \int_V \rho(x, t_0) \, dV = - \int_{t_0}^{t_1} \oint_{\partial V} \rho v \cdot \hat{n} \, dA \, dt \quad (1.7)$$

$$\int_V \rho v(x, t_1) \, dV - \int_V \rho v(x, t_0) \, dV = - \int_{t_0}^{t_1} \oint_{\partial V} \rho v v \cdot \hat{n} \, dA \, dt \quad (1.8)$$

$$\int_V \rho \varepsilon(x, t_1) \, dV - \int_V \rho \varepsilon(x, t_0) \, dV = - \int_{t_0}^{t_1} \oint_{\partial V} \rho \varepsilon \cdot \hat{n} \, dA \, dt \quad (1.9)$$

rearranging equation 1.7 allows it to be written as:

$$\int_V \left[\rho(x, t_1) - \rho(x, t_0)\right] \, dV + \int_{t_0}^{t_1} \oint_{\partial V} \rho v \cdot \hat{n} \, dA \, dt = 0 \quad (1.10)$$

Taking equation 1.10 and dividing through by $(t_1 - t_0)$ gives

$$\int_V \frac{\rho(x, t_1) - \rho(x, t_0)}{(t_1 - t_0)} \, dV + \frac{1}{(t_1 - t_0)} \int_{t_0}^{t_1} \oint_{\partial V} \rho v \cdot \hat{n} \, dA \, dt = 0 \quad (1.11)$$

Now taking the limit at which $t_1 \to t_0$ and assuming that the derivative $\frac{\partial \rho}{\partial t}$ exists for all $x$ implies,

$$\int_V \frac{\partial \rho}{\partial t} \, dV + \oint_{\partial V} \rho v \cdot \hat{n} \, dA = 0 \quad (1.12)$$

Applying Gauss’s theorem to convert the surface integrand to a volume integrand gives:

$$\int_V \frac{\partial \rho}{\partial t} \, dV + \int_V \nabla \cdot \rho v \, dV = 0 \quad (1.13)$$

By merging the two integrands I come to

$$\int_V \left(\frac{\partial \rho}{\partial t} + \nabla \cdot \rho v\right) \, dV = 0 \quad (1.14)$$

As this has to be true for all (even small) volumes, I can conclude that the integrand has to be zero, giving me the differential form of the mass transport equation.

$$\frac{\partial \rho}{\partial t} + \nabla \cdot \rho v = 0 \quad (1.15)$$
Following the same approach equations 1.8 and 1.9 can be re-written in similar form:

$$\frac{\partial \rho v}{\partial t} + \nabla \cdot (\rho v v) + \nabla P = \rho g \quad (1.16)$$

$$\frac{\partial \rho E}{\partial t} + \nabla \cdot [(\rho E + P) v] = \rho v \cdot g \quad (1.17)$$

These Euler hydrodynamic equations allow us to determine the way in which compressible fluids evolve over time from some initial state and form a vital tool for modern astrophysical simulations.

1.3.1 Hydrodynamic Shocks

Shocks are formed when a pressure discontinuity arises. In gases this normally occurs when material is travelling faster than the local sound speed in the gas, $c_s$. For a gas, the adiabatic sound speed is defined as,

$$c_s = \sqrt{\frac{\gamma P}{\rho}} \quad (1.18)$$

where $\gamma$ is the adiabatic index, $P$ the pressure and $\rho$ is the density. As information in a fluid can only be transmitted at the sound speed, a shock wave that travels above the sound speed does not influence material in front of it. Thus the medium does not react to its presence until they spatially coincide. This can lead to a discontinuity in both the pressure and density. A shock wave acts to return the system to a new pressure equilibrium, driving a wave of higher pressure towards the lower pressure region.

The shock wave that forms can be broken down into three components; the shock front, a contact discontinuity and a rarefaction (see figure 1.1). At the shock front the density jumps as material just before the shock is instantaneously compressed by the leading edge of the shock wave. This results in a sharp jump in the density, pressure and velocity. The shock front corresponds to the current interface between gas in the pre and post-shock states.

At the contact discontinuity the density changes abruptly but the pressure remains constant. From the back of the contact discontinuity passes a rarefaction sound wave which travels in the opposite direction to the shock wave. As we pass along the rarefaction, the velocity of the medium, the pressure and density smoothly return to the values they possessed on the higher pressure side before the shock wave was generated. The rapid change in density and pressure at the shock front results in rapid thermalisation of kinetic energy.
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Figure 1.1: Cross section of a shock wave travelling from left to right. Plotted are the density (top left), pressure (top right), velocity (bottom left) and internal energy (bottom right) of the gas. The shock front at $x = 0.6$ is responsible for thermalising large amounts of kinetic energy leading to the large jump in $\varepsilon_{\text{int}}$. Whilst the pressure and fluid velocity remain constant across the contact discontinuity at $x = 0.525$, the density sharply increases. The rarefaction between $x = 0.4 - 0.45$ corresponds to a sound wave travelling to the left away from the shock front. It leads to a gradual return of the density, velocity and pressure to the initial left hand gas state.
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Shocks are often characterised using a Mach number which gives their velocity relative to the sound speed. Those travelling much faster than the sound speed are termed “supersonic” whereas weak shocks that are just above the sound speed with a Mach number of around one are termed “transonic.”

1.3.2 Turbulent Instabilities and Ram Pressure Stripping

1.3.2.1 Kelvin-Helmholtz Instabilities

When the interface between two different but continuous fluids is subject to a velocity shear, Kelvin-Helmholtz instabilities can arise. These normally appear as small waves rising out away from the interface and can lead to mixing of material in the near vicinity of the interface. As time progresses, the amplitude of these instabilities increases and forms swirling vortices like those shown in figure 1.2 until the interface between the fluids becomes smeared out and material in the two effectively mixed. The formation of Kelvin-Helmholtz instabilities can be suppressed if there exists additional surface tension or if the media are particularly viscous.

The timescale over which Kelvin-Helmholtz instabilities form is given by (see, e.g. Nulsen, 1982; Price, 2008),

$$\tau_{KH} \equiv \frac{2\pi}{\omega} \quad (1.19)$$

where

$$\omega = k \frac{(\rho \rho')^{1/2} v_{rel}}{(\rho + \rho')} \quad (1.20)$$

with $\rho$ and $\rho'$ the densities of lighter and denser mediums, $k$ is the wave number of the instability and $v_{rel}$ is the relative shear velocity of the two fluids. When calculating the time required to completely disrupt an object it is worth noting that the wave responsible for its destruction is typically of order the same size. Therefore for a fluid stream of length, $r'$, the wavelength responsible for completely disrupting it would be $k \sim 2\pi/r'$,

Figure 1.2: Image of a Kelvin-Helmholtz instability forming between two different continuous fluids with a velocity shear at the interface. The waves rising away from the interface give rise to mixing of the fluids in a fractal turbulent cascade
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thus equations 1.19 and 1.20 reduce to give,

\[
\tau_{KH} \approx \frac{\rho'}{v_{rel}} \left(\frac{\rho'}{\rho}\right)^{1/2}
\] (1.21)

1.3.2.2 Rayleigh-Taylor Instabilities

Another form of hydrodynamic instability is the Rayleigh-Taylor instability which is formed whenever two fluids of different densities force upon each other. Figure 1.3 reproduced from Li and Li (2004) shows the time evolution of a Rayleigh-Taylor instability as a denser fluid (blue) falls under gravity through the lighter medium (yellow). As the lighter fluid is displaced by the leading end of the dense fluid, it is drawn into the void left behind. As the two compete to minimise their potentials, the lighter fluid is pulled down behind the dense leading knot by convective currents and pierces into it, disrupting and mixing the two media. Due to the velocity shear along the fluid interfaces, many Kelvin-Helmholtz instabilities are also seen forming. As the dense knot passes through the less dense medium it can also become subject to ram pressure stripping. Due to its motion relative to the lighter fluid, the dense gas can be preferentially stripped off. Ram pressure stripping can be reduced in media where strong magnetic fields are present, the gas is highly viscous or in the case of gravitationally bound structures - the gravitational field strength is high. However in smaller less tightly bound structures such as dwarf galaxies, such ram pressure stripping may be an important physical effect.

Both Kelvin-Helmholtz and Rayleigh-Taylor instabilities are important for driving mixing of material in a cascading turbulent flow. Despite being a potentially important mechanism in galaxy formation both for the redistribution of high mass elements from star formation and for the redistribution of entropy, the nature of turbulence is still relatively poorly understood. It is not yet known upon which scales the turbulent cascade terminates - whether at macroscopic scales or if it continues down to atomic scales. The work of Kolmogorov (1941) theorised that there is a scale invariant level upon which any turbulent cascade dissipates energy. If this is true then turbulence should produce a predictable Kolmogorov power spectrum in the velocity and density fluctuations and only a finite level of resolution should be necessary to fully resolve the turbulent cascade.

1.3.3 Metal Dependent Cooling

As gas collapses into gravitational potential wells, it compresses and shocks. Before it can continue to collapse it must dissipate this excess energy and as a result the cooling
Figure 1.3: Rayleigh-Taylor instability forming as a denser fluid (blue) falls under gravity through a less dense fluid shown at increasing times from left to right. As the lighter fluid is displaced by the denser one, both attempt to minimise their potential energies with the lighter fluid rushing into the void left behind by the denser material. As the lighter fluid rushes in it is drawn up behind the leading dense knot. As it penetrates the denser fluid, it disrupts the knot and mixes the two fluids. Due to the velocity shears, Kelvin-Helmholtz instabilities can also be seen forming at the interfaces of the two fluids. Image courtesy of Li and Li (2004), Los Alamos National Laboratory.
rate directly affects structure formation and the rate of star formation. Radiative cooling can occur via three pathways; free-free, free-bound and bound-bound transitions. 

Free-free transitions involve the emission of a photon of electromagnetic radiation as an electron is accelerated through the electrostatic field of an ion. This Bremsstrahlung emission occurs in highly ionised plasmas at temperatures above $\sim 10^7$ K in regions such as the hot gas in the haloes of galaxy clusters - the intra-cluster medium (ICM) or around Active Galactic Nuclei (AGN).

Below temperatures of $\sim 3 \times 10^7$ K heavier nuclei begin to recombine with free electrons resulting in free-bound emission. Bound-bound transitions occur as electrons decay from one quantised energy state to a lower bound energy state. As the energy states within an atom, ion or molecule are quantised, the photons emitted form a spectra which is unique to that particular species. These spectra have allowed the chemical composition of stars and light emitting gas to be determined, providing a wealth of information about astrophysical environments. The presence of higher mass elements than helium, collectively referred to as “metals,” increases the cooling rate since they present more excitation states with which to allow free-bound and bound-bound transitions. The presence of neutral gas between an emitting object and the observer can result in an absorption line or feature as the neutral gas is excited, reducing the transmission of energy at wavelengths equivalent to the quantised energy levels within the absorbing gas.

Calculating the cooling due to the different free-free, free-bound and bound-bound interactions for a multitude of species with different relative abundances, densities and temperatures can be a demanding task. Consequently tables of the cooling function $\Lambda(T)$ are often calculated by dedicated numerical schemes and then tabulated (see for example the CLOUDY code of Ferland et al., 1998). Numerical simulations can then determine the energy loss by finding the corresponding value of $\Lambda(T)$ as a function of density, metallicity and temperature. An example of the cooling function as a function of temperature is plotted in figure 1.4 for $n_H = 0.1$ cm$^{-3}$ and includes the ionising effects of a Haardt and Madau (2001) meta-galactic UV/X-ray background. The contributions to the cooling function are plotted separately for hydrogen & helium (black-dashed), carbon (red), nitrogen (blue), oxygen (purple), neon (green), magnesium (orange), combined silicon, sulphur and calcium (cyan) and iron (yellow) relative to the total rate for solar abundances (black). The contribution due to the higher mass elements becomes more important as the temperature drops below $\sim 10^7$ K and they begin to recombine. Above this the cooling function is dominated by Bremsstrahlung as all species are fully ionised.
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Figure 1.4: Cooling function $\Lambda(T)$ per unit number density squared, as a function of temperature. The contributions from hydrogen & helium (black-dashed), carbon (red), nitrogen (blue), oxygen (purple), neon (green), magnesium (orange), combined silicon, sulphur and calcium (cyan) and iron (yellow) are plotted separately with the combined total in black. The results are shown for solar abundances with $n_H = 0.1 \text{ cm}^{-3}$ and include the ionising effects of a meta-galactic UV/X-ray background shown here for $z=0$.

Inverse-Compton scattering also plays an important role at very high temperatures as fast moving, high energy electrons impart energy when they collide with low energy photons in the Cosmic Microwave Background (see § 1.8). At temperatures below $10^7 \text{K}$ the higher mass elements such as iron, neon and oxygen recombine to dominate the cooling function until we reach very low temperatures at which point hydrogen dominates.

The cooling function $\Lambda(T)$ is highly sensitive to the density and typically scales as the number density squared, $n_H^2$. As the density increases sharply as we tend towards the core of most astrophysical structures such as the cores of galaxy clusters, the cooling rate accelerates rapidly leading to a runaway cooling effect.
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1.4 The Jeans Criterion and Gravitational Instability

The Jeans criterion defines the point at which the hydrodynamic pressure of the fluid is no longer able to oppose gravitational collapse. In a system that is in hydrostatic equilibrium,

$$\frac{dP}{dr} = -\frac{G\rho M_{\text{enclosed}}}{r^2}$$

(1.22)

small deviations in the pressure or density can be damped down providing that they are small enough, smoothing them out and maintaining equilibrium. However when the magnitude of the perturbation is sufficiently large enough, it becomes amplified causing the cloud to fragment and collapse. This happens when the free fall time (equation 1.23) is less than the time taken for sound waves (equation 1.18) within the medium to act against the perturbation by increasing the pressure gradient.

$$t_{ff} = \sqrt{\frac{1}{G\rho}}$$

(1.23)

Thus by combining the two equations it is possible to determine the Jeans length - the minimum scale over which density perturbations can grow; $\lambda_J$.

$$\lambda_J = c_s \sqrt{\frac{1}{G\rho}}$$

(1.24)

At this point the thermal pressure within the medium resulting from release of gravitational energy during collapse is no longer sufficient to oppose the cloud’s own self-gravity and it collapses.

1.5 The Multi-Phase Interstellar Medium (ISM)

The interstellar medium (ISM) consists of a tenuous mixture of gas and dust which lies between the stars. It is predominantly gas ($\sim 99\%$) with the remaining 1% representing dust - grains of condensed gas and molecules which form complex fractal structures (Zeilik and Gregory, 1998).

As light from other galaxies outside of our own - the Milky Way, must pass through the intervening ISM, understanding the way in which it processes light is fundamental in ensuring that we do not misinterpret observations. As light travels from some distant emitting source, the intervening gas and dust preferentially absorbs and scatters light at the higher energy end of the continuum. As a result light that was originally emitted in the Ultra-Violet frequency band is absorbed and re-emitted at longer infra-red wavelengths.
This leads to a reddening of light due to dust extinction which must be accounted for when studying distant sources (see, e.g. Calzetti, 2001; Calzetti et al., 1994).

Absorption and emission spectra from the ISM can tell us a great deal about the local environment. The ISM provides the fuel for forming new stars and the rate at which it is accreted/blown out of galaxies, groups and clusters will directly affect their star formation rates. As stars eject metals formed during and at the end of their lives, the metal content of the ISM can tell us a lot about the previous star formation history. The return of metals from early generations of stars also leads to more rapid cooling, accelerating future star formation.

Modelling the ISM has proved however to be exceptionally difficult. The ISM is effectively a multi-phase medium that can be split into a warm/hot phase \((10^4 - 10^6 \text{K})\) and a cold dense molecular cloud phase \((T \sim 10 - 100 \text{K})\). The cooling of gas and its collapse into large dense molecular clouds signifies the beginning of star formation. These dense clouds shield the interior from the radiation from nearby stars and stellar winds that are driven as particles are pushed away under radiative pressure.

Molecular clouds can span to be a few parsecs across, containing between \(10^4 - 10^6 \text{M}_\odot\) of metals and molecular hydrogen. The densities within these stellar nurseries typically range from \(10^2 - 10^3 \, n_H \, \text{cm}^{-3}\) but within the cores of the most massive giant molecular clouds, densities can reach \(10^6 \, n_H \, \text{cm}^{-3}\) (see Ferrière, 2001). This vast dynamic range requires considerable resolution and precision to self-consistently track all phases at once.

The cores of molecular clouds become ever denser through accretion of mass until they become Jeans unstable. The exact mass at which molecular clouds fragment and form proto-stars is uncertain as physical effects other than the Jeans instability influence fragmentation and collapse. For instance there is much observational evidence for the existence of turbulence within the ISM. Observations of variations in the intensity of HI spectral features have revealed a scale invariant Kolmogorov power spectrum (see § 1.3.2) ranging from molecular cloud to galactic scales (Dutta et al., 2008, 2009a,b; Roy et al., 2008).

The effects of this turbulence upon the ISM are currently a point of contention between the academic community. Turbulence could increase the thermal pressure, resisting collapse and thereby increasing the Jeans mass. This would lead to an increase in the star formation efficiency as denser molecular clouds form (see, e.g. Elmegreen and Efremov, 1997; Elmegreen, 2002). In particular, Dutta et al. (2009b) has observed a correlation between the level of turbulence and star formation rate implying that a more turbu-
lent medium does indeed result in greater star formation. Alternatively turbulence could lead to increased fragmentation as it enhances density perturbations resulting in smaller effective Jeans masses (see Offner et al., 2008; Klessen, 2001; McKee and Ostriker, 2007).

The ISM is also highly magnetised with Heiles and Troland (2005) finding that Arecibo 21 centimetre absorption line data of the Milky Way ISM indicates median magnetic field strengths of $6.0 \pm 1.8 \mu G$. Within the cores of galaxy clusters, magnetic field strengths of the intra-cluster medium (ICM) can escalate to several $10 \mu G$ (McKee and Ostriker, 2007).

Our current theoretical understanding of the impact that such strong magnetic fields has upon the collapse of molecular clouds to form proto-stars is still limited. A series of theoretical studies have shown that due to the stretching and folding of magnetic field lines by turbulence, the energy stored in the magnetic field can be greatly amplified (see, e.g. Dubois et al., 2009; Zhang et al., 2009). Authors such as Stone and Zweibel (2009) and Hosking and Whitworth (2004) claim that gas is channelled along magnetic field lines, smoothing the flow and preventing it from fragmenting down to form stars. This can lead to magnetic fields regulating the level of turbulence. Conversely this stabilisation of the flow could prevent the formation of a single central over-density, instead allowing for the formation of multiple smaller stellar cores and accelerating the fragmentation process (see, e.g. Boss, 2009; Li et al., 2009; Boss, 2002). Ultimately the complex interplay of these different processes determines the initial mass function of stars (IMF) - the number of stars that are produced of a given mass (for example see Hennebelle and Chabrier, 2008). Hence these issues can directly influence many other observable galaxy properties.

To a large extent the current lack of understanding of the ISM is due to the inherent difficulty in modelling all of these physical interactions self-consistently over such a large dynamic range. Magneto-hydrodynamic simulations are extremely demanding and the exceptionally high resolution which is needed to resolve the different phases of the ISM means that most galaxy formation simulations lack the power to resolve ISM physics. To overcome this many codes implement sub-grid physical recipes which use simple analytic prescriptions to describe processes which occur below the resolution limit. However it is not yet clear whether identical sub-grid prescriptions behave identically in different hydrodynamic codes. Agertz et al. (2007) clearly highlights the differences in the ability of different hydrodynamic schemes to resolve the formation of fluid instabilities. In chapter 6 I give recent evidence that one branch of hydrodynamic codes, SPH, artificially suppresses turbulence leading to a difference in the temperatures and densities of gas within the cores.
of simulated galaxy clusters. In light of this difference, in chapter 7 I investigate the effect that different hydrodynamic implementations have upon the properties of a model disk galaxy using identical sub-grid implementations.

### 1.5.1 Formation of Stars

When molecular clouds fragment, the release of massive amounts of gravitational energy combined with the extreme densities and pressures initiates hydrogen fusion via the Proton-Proton reaction chain (equations 1.25). First single hydrogen nuclei are fused to produce a Deuteron atom nucleus along with a positron and electron neutrino. The chain continues with the immediate annihilation of the positron with an electron to generate at least two photons. The combination of the Deuteron and an additional proton produces the helium nucleus, \( ^{3}_{2}He \), along with another photon.

\[
\begin{align*}
\frac{1}{1}H + \frac{1}{1}H & \longrightarrow \frac{2}{2}D + e^+ + \nu_e + 0.42\text{MeV} \\
e^- + e^+ & \longrightarrow 2\gamma + 1.02\text{MeV} \\
\frac{2}{2}D + \frac{1}{1}H & \longrightarrow ^{3}_{2}He + \gamma + 5.49\text{MeV}
\end{align*}
\]  

(equation 1.25)

For stars that are equally or less massive than the Sun, with core temperatures in the range of 10 to 14 mega Kelvin, the final reaction phase proceeds as

\[
^{3}_{2}He + ^{3}_{2}He \longrightarrow ^{4}_{2}He + 2\frac{1}{1}H + 12.86\text{MeV}
\]  

(equation 1.26)

There are additional reaction paths available to those that can reach higher temperatures. For instance, at temperatures in the range 14 to 23 mega Kelvin, the PPII branch becomes dominant with the energy production in the second stage being dependent upon whether \(^{7}_{3}Li\) is in a ground or excited state (Zeilik and Gregory, 1998).

\[
\begin{align*}
^{3}_{2}He + ^{4}_{2}He & \longrightarrow ^{7}_{2}Be + \gamma \\
^{7}_{2}Be + e^- & \longrightarrow ^{7}_{3}Li + \nu_e + 0.861\text{MeV}/0.383\text{MeV} \\
^{7}_{2}Be + \frac{1}{1}H & \longrightarrow 2\frac{1}{2}He
\end{align*}
\]  

(equation 1.27)

When the star has used up the hydrogen in the core for burning, fusion stops. This causes a radical drop in the energy output. Without thermal pressure to resist further collapse it once again contracts under its own gravity. This has a two fold effect, it increases the heat in and around the core, igniting a hydrogen burning shell around it. This then raises the core to a temperature sufficient to ignite the next step in the generation of higher mass elements - helium burning.
The ignition of helium burning boosts the star’s energy output dramatically, causing the outer envelope to puff up out to much larger radii. This can cause disruption of the outer layers, shedding mass as a stellar wind. The increase in the star’s surface area causes the surface temperature to drop even though the total energy output of the star has increased. This leads to the emission shifting to lower frequencies at the redder end of the spectrum, thus the star becomes a red giant. Through this mechanism young stars appear much bluer than the older redder stellar populations.

1.5.2 Creation of Metals Within Stars

When the helium fuel supply in the core is exhausted, the star repeats the process of collapse leading to the ignition of new reaction chains within the core; helium to carbon, carbon to neon, oxygen and finally silicon. Each stage increasing the number of shells burning around the core, giving the star an onion like construction. This continues up until silicon burns to form nickel, $^{56}_{28}Ni$ which decays to form cobalt, $^{56}_{27}Co$ which then decays to form iron, $^{56}_{26}Fe$. Iron, $^{56}_{26}Fe$, represents the most strongly bound of all nuclei with higher level fusion processes becoming endothermic and thus energetically unfavourable. In practice the half-life of $^{56}_{28}Ni$ is significantly longer than the remaining life-time of the massive star. Fusion thus stops once nickel is reached. Only the most massive stars can reach this stage, stars the size of the Sun stop at helium whilst smaller stars fizzle out after hydrogen burning stops.

As more massive stars generate higher temperatures and pressures through their gravitational contractions, they burn through their fuel sources faster than smaller stars even though there is more of it. This means that although the Sun can expect a lifetime of around 10 billion years (a significant fraction of the current age of the Universe) a star ten times more massive lives for a factor of a thousand times less.

Regardless of whether the star stops at hydrogen burning or continues right up to nickel, it must eventually stop. At this point depending upon the mass of the star, it either collapses gradually to form a white dwarf or undergoes cataclysmic core collapse supernova.

The threshold mass for core collapse supernova is determined by the Chandrasekhar mass limit (Chandrasekhar, 1931, 1935). This specifies the maximum mass of a star which supported by electron degeneracy pressure can support itself against gravity. As the Pauli exclusion principal requires that no two fermions can occupy the same quantum state at the same time, when electrons are forced close enough together that their quantum states
begin to coincide, one must be forced into a higher energy state. This requires an input of energy which acts like a resistive pressure to the further compression of matter. This acts in addition to the standard electrostatic repulsion of electrons.

Although gravitational collapse during the formation of a star can initially increase the density, squeezing out the empty space between atoms, eventually it reaches a point at which the electrons are compressed close enough that their quantum states begin to overlap. At this point a structure that is less massive than the Chandrasekhar mass limit can support itself indefinitely from gravitational collapse. The mass limit depends upon the relative proportion of electrons to nucleons (both protons and neutrons). In low mass stars that stop at Carbon fusion, the ratio is \( \sim 1/2 \) leading to a Chandrasekhar mass of \( 1.44 \, M_\odot \) (Ferris, 1991; Mazzali et al., 2007).

For stars less massive than \( 8 \, M_\odot \), the last death throws of the star will shed the outer layers, leaving it at a mass low enough for the core to support itself through electron degeneracy pressure. The remnant, a white dwarf, will continue to glow through the gradual emission of trapped thermal energy until the star eventually cools down and fades out of the observable spectrum.

### 1.5.3 Core Collapse Supernova

Stars greater than \( 8 \, M_\odot \) complete the fusion cycles up to nickel within 30 million years and then terminate. As energy generation within the star’s interior dramatically shuts off, a series of events that unravel in less than a second seal the star’s fate and convert a cataclysmic implosion into an explosion that can be observed billions of light years away.

Prior to collapse, the fusion of silicon at the edge of the dense nickel core continues to increase its mass, oblivious to the lack of energy generation that now takes place within the core. Instead of fusion driven thermal pressure, electron degeneracy pressure is now the mechanism resisting core collapse. When the core’s mass exceeds the Chandrasekhar mass limit, fuelled by the rapid burning of silicon to nickel, it can no longer support itself against gravity and it collapses down. The core at this point has a mass in the region of \( 1.2 \) to \( 1.5 \, M_\odot \).

As the core collapses, gravitational potential energy is released, heating the core, resulting in the dissociation of a small fraction of the Iron nuclei. Although this increases the number of free nucleons and thereby the pressure they create, the energy required to overcome the binding energy comes from the electrons. In addition, the presence of free protons and electrons at such high densities drives “electron capture” whereby an electron...
and proton combine to form a neutron and a neutrino. The neutrino escapes from the
dying star taking with it some energy whilst the neutron increases the ratio of nucleons
to electrons, reducing the electron degeneracy pressure and Chandrasekhar mass. As the
pressure support comes predominantly from the electron degeneracy pressure, this simply
acts to reduce overall pressure support and accelerate the implosion.

When the core reaches a density of 400 billion grams per cubic centimetre it becomes
opaque to neutrinos, trapping them inside and preventing further energy escape. At this
point the Chandrasekhar mass takes on a new meaning, from being the maximum mass
which can support itself against gravity to the total mass which can collapse as a single
homologous unit. The homologous collapse enforces the condition that the infall velocity
is proportional to the radius, which as the density decreases with radius ensures that the
sound speed (equation 1.18) decreases with increasing radius. This configuration allows
sound waves travelling outwards away from the core to come to a stand still at the “sonic
point,” where the infall velocity equals the sound speed in the medium. At the sonic
point sound waves begin to build up.

When the core is compressed to a density of $2.7 \times 10^{14} \text{ g cm}^{-3}$ nuclear pressure steps
in and suddenly halts the collapse. Although the core now stops rapid contraction, its
momentum as well as that of the material above it forces it beyond nuclear densities.
Eventually the core bounces back and the stored energy is released as a sound wave that
propagates outward to the sonic point. Once it arrives at the sonic point it combines with
the sound waves generated by material outside of the core striking the interface, creating
a massive pressure discontinuity. This pressure differential slows material falling into the
core, creating a velocity discontinuity. It is this velocity discontinuity which constitutes
a shock. Unlike sound waves, shocks can irreversibly change the medium they travel
through, altering the density, pressure and entropy. But their most significant feature
is that whilst sound waves are limited by definition to the sound speed in the medium,
shock waves are not. This allows the shock to travel out past the sonic point and through
the outer layers of the star.

After passing through 100 to 200 kilometres of stellar material the shock wave stalls
due to the dissipation of energy as it dissociates nuclei, particularly those of Iron around
the core. This presented a problem for astronomers until James R. Wilson of the Lawrence
Livermore laboratory realised that the shock is later resurrected by the release of neutrinos
from the core. During the collapse, neutrinos are imparted approximately half of the
gravitational energy released during the collapse. As the core releases them, roughly one
in a thousand collides with nuclei in the outer regions of the star, leading to dissociation and an increase in pressure. It is this that refreshes the shock wave and disrupts the remains of the dying star, casting off the majority of the mass into the depths of space. Any remaining material that is still gravitationally bound, falls back onto the remnant. What is left behind is visible as a gaseous nebula enriched with the products of the star’s lifetime of fusion reactions, within which lies either a neutron star or black hole depending upon the star’s initial mass (Heger et al., 2003).

1.5.4 Type Ia Supernova

Although stars less massive than $8M_\odot$ cannot undergo core-collapse supernova, some are still able to go supernova through the accretion of material from a binary partner. The binary consists of two main sequence stars, the primary star more massive than its secondary partner. The more massive primary quickly evolves off the main sequence, into a red giant until it sheds off its outer layers and reverts to a white dwarf, its collapse prevented purely by electron degeneracy pressure. The secondary star eventually follows, evolving off the main sequence to become a red giant. The loss of mass by both stars through stellar winds helps remove angular momentum from the system, drawing the two bodies closer together until material from the red giant begins to fill the Roche Lobe. Accretion of mass from the Roche Lobe by the white dwarf steadily increases its mass, adding a layer of hydrogen to its otherwise carbon and oxygen dominated surface. Whereas increased burning in a conventional star leads to stellar expansion of the outer layers, permitting the increased energy to be radiated, white dwarfs are too massive and tightly bound to expand. As electron degeneracy pressure is independent of temperature, the white dwarf is unable to regulate fusion processes that occur within its core, leading to a runaway reaction. As its Carbon core ignites, the shock wave spreads to the surface where due to gravitational confinement, it burns rapidly across the face of the star in a massive deflagration wave. When the wave reaches the opposite side of the star to that which it broke through, it collides with itself, projecting material both into space and back into the core (Jordan et al., 2007). This causes complete disruption of the star, releasing as much energy in a few months as the Sun emits in a billion years (Ferris, 1991).

As all white dwarfs have a peak mass defined by the Chandrasekhar mass limit and are constrained to ignite carbon deflagration at the same mass, they all create supernova with similar luminosities. In addition, radioactive decay of nickel ($^{56}\text{Ni}$) produced in the supernova shock, to give cobalt ($^{56}\text{Co}$) and then iron ($^{56}\text{Fe}$) causes their emission to have
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A characteristic gradual decline over time, allowing for easier light curve calibration. This has allowed studies of type Ia supernova light curves to be used as “standard candles” in distance and recession velocity determinations. Through the work of authors like Riess et al. (1998) and Perlmutter et al. (1999) the pioneering work of Edwin Hubble proving the expansion of the Universe, has been enhanced to determine Omega matter (the mass density contrast) and Lambda (the cosmological energy constant), providing evidence for the existence of dark energy.

1.5.5 How Supernova Shock Waves Enrich the ISM

Once the shock wave escapes from the supernova’s surface, casting off the outer envelope, it expands adiabatically. This continues until radiative losses become important at which point it switches to a momentum conserving “snow plough” phase, decelerating as it sweeps up material. Where several supernova bubbles converge, they can form giant superbubbles between 100 to 200 parsecs across. Providing this supernova driven wind travels faster than the galaxy’s escape velocity (equation 1.2), material may be able to leave the galaxy. The ejection of gas available for star formation can restrict the star formation rate and for more massive galaxies, this material can rain back in on the galaxy, stimulating late bursts of star formation. The efficiency with which supernova are able to regulate the flow of gas available for star formation is currently a hot topic in astronomy and may provide an ideal means by which to control so called cooling flows and the over-production of stars which occurs without it (White and Frenk, 1991).

Shock waves from supernova are also an important site for the nucleosynthesis of the heaviest elements in the Universe (i.e. all those beyond Iron). Although shortly after the Big Bang, there was a brief period of time whereby the densities and pressures were optimum for fusion of hydrogen to produce deuterium, helium and trace amounts of lithium, rapid expansion would have terminated nucleosynthesis before higher mass elements were produced. Therefore the observed abundances of high mass elements must have come from supernova. The primordial abundances predicted by the Big Bang cosmological model are in exceptional agreement with those observed, something which is considered one of the great triumphs of modern astronomy.

The presence of these light primordial elements but initial absence of any other metals means that the cooling of gas to form the first stellar populations (population III) would have been relatively slow. This in turn would have allowed for the formation of massive stars, far greater than those left today. These would have ended their short lives
in spectacular core collapse supernova, enriching the ISM from which the next generation of stars would be formed (Population II). This helps explain why although the oldest observable stars today are extremely metal poor they still contain some metal content above that expected from Big Bang nucleosynthesis. More recent stellar populations, including the latest population I, are much smaller than their ancestors, arising from the more efficient metal cooling allowing smaller mass stars to form quicker. In addition, the presence of metals can catalyse the fusion of hydrogen through the CNO cycle (equations 1.28), making younger stars burn through their fuel faster. This mechanism which uses carbon, nitrogen and oxygen, is responsible for the extremely high luminosities of the main-sequence young and most massive blue supergiants.

\[
\begin{align*}
\frac{1}{4}H + 12C &\rightarrow 13N + \gamma \\
\frac{1}{7}N &\rightarrow 13C + e^+ + \nu_e \\
\frac{1}{4}H + 13C &\rightarrow 14N + \gamma \\
\frac{1}{4}H + 14N &\rightarrow 15O + \gamma \\
\frac{1}{8}O &\rightarrow 15N + e^+ + \nu_e \\
\frac{1}{4}H + 15N &\rightarrow 12C + \frac{1}{2}He
\end{align*}
\] (1.28)

Observationally supernova offer a wealth of information on star forming environments and other energetic phenomena through the metal absorption and emission peaks that appear in spectra.

1.6 Observed Properties of Galaxies

Although each galaxy is as individual as a snow flake, they can be drawn into generalised categories using Hubble’s tuning fork classification scheme (figure 1.5). Hubble believed that all galaxies started out as spheroidal galaxies and that as they evolved, they became more elliptical, unravelling to display dazzling spiral arms. Because of this, those at the left of the Hubble sequence are referred to as “early-type galaxies” whilst those to the right are “late type galaxies”. Since observations showed that spiral galaxies existed both with and without a bar in the central region, Hubble classed this as two separate states that the galaxy could potentially evolve into, giving his evolutionary tree a tuning fork appearance.

Galaxies typically consist of between tens of millions \((10^7)\) to trillions of stars \((10^{12})\) spread across galaxies that are between 100 to 100,000 parsecs across. Most galaxies are
Figure 1.5: Hubble’s famous tuning fork diagram displaying the varying elliptical galaxy classes on the left with the two spiral classes on the right. The spirals are subdivided depending upon whether they posses a bar in the centre, how tightly the spiral arms are wound and how massive the central bulge is. Hubble incorrectly believed that galaxies evolved along the tuning fork from left to right. In addition to those shown, there is a separate class for irregular galaxies which fail to fit into the classes shown. Galaxy images courtesy of the Sloan Digital Sky Survey.

then separated by millions of parsecs. It is estimated that there are more than 125 billion galaxies in the observable Universe (Rubin, 1983) with around 77% of those observed found to be spirals, 20% elliptical and 3% irregulars (Zeilik and Gregory, 1998). These values however are subject to observational biases, as spirals represent the most luminous galaxies and are observable out to great distances.

Massive galaxy redshift surveys such as the 2MASS galaxy redshift catalogue (Skrutskie et al., 2006), the Sloan Digital Sky Survey (Abazajian et al., 2005), the 2-Degree Field Galaxy Redshift Survey (Colless, 1999) and CfA redshift survey (Falco et al., 1999) have confirmed earlier work by authors such as Abell (1965) that galaxies cluster on large
scales into discernible web like structures interconnected through a series of filaments up to around 20 mega-parsecs long (see, e.g. Doroshkevich et al., 2004). Such large scale structure has formed a key observable with which to develop and test cosmological theory.

As the evolutionary timescales over which galaxies form is vast, the only way to piece together galaxy formation is by using large surveys to obtain sufficiently large statistical samples of the galaxy populations during the different epochs.

1.6.1 The Milky Way & Properties of Spiral Galaxies

Orbiting our Sun, lying around 8.5 kpc from the galactic centre we can observe the great disk of our own galaxy - the Milky Way, as described by the ancient Greek, Claude Ptolemy (90-168 AD), “a zone as white as milk” which runs as a band across a clear night’s sky. Shapley was able to determine the location of the galactic centre based upon the roughly spherical distribution of globular clusters - compact groups of around $10^5 - 10^7$ stars. He assumed correctly that these would naturally orbit around the galactic centre (see, e.g., Shapley, 1939).

We now know that the Milky Way is a spiral type galaxy and consists of a thin disk of stars and gas with radius $\sim 25 - 30$ kpc and effective thickness $\sim 400 - 600$ pc. An older stellar population occupies a spherical stellar bulge of radius $\sim 2 - 3$ kpc around the galactic centre and an extended gaseous halo stretches out to more than 30 kpc (Ferrière, 2001). Stars within the disk have been found to follow roughly circular orbits, which at the Sun’s radius gives a velocity of $v_\odot \approx 220$ kms$^{-1}$ (Kerr and Lynden-Bell, 1986) implying a rotational period of around 240 million years. The total mass of the Milky Way has been estimated at $7 \times 10^{11} M_\odot$. The spiral arms themselves are sites for continual star formation and as a result often appear very blue.

Direct observations of the orbits of stars around the galactic centre have led to evidence for the existence of a super-massive black hole of order $4 \times 10^6 M_\odot$ (Ghez et al., 2008, 2005, 1998) located within a dusty torus. Hubble space telescope maps of Paschen-$\alpha$ emission indicate strong magnetic fields from the presence of fine linear gas filaments channelled around the field lines and diffuse emission tangential to the torus suggests an outflow from the region (Wang et al., 2010). The galactic centre is also found to be a region of strong star formation with many gaseous “planetary nebulae” being formed by gas thrown off in strong stellar winds.

There now exists strong evidence to suggest that most massive galaxies have super-massive black holes at their centres with a strong correlation between the black hole mass
and the bulge luminosity (Kormendy and Richstone, 1995; Marconi and Hunt, 2003),
mass (Haring and Rix, 2004) and velocity dispersion (Gebhardt et al., 2000; Ferrarese
and Merritt, 2000). Spirals can be broken into two categories; those with and without a
central bar. The majority are found to posses a bar structure which blends smoothly into
the spiral arms and is believed to funnel gas into the core, fuelling growth of the black hole
at the centre. In some cases this can result in the formation of jets of highly relativistic
particles expelled from the poles, tangential to the galactic disk as large amounts
of gravitational potential energy is released by accreting gas (Zeilik and Gregory, 1998).
Galaxies that possess such Active Galactic Nuclei (AGN) are often amongst the most
luminous persistent sources in the Universe and they are believed to be the origin of the
extremely luminous, very distant Quasi-stellar radio sources (quasars). At least nineteen
quasars have been confirmed at redshifts greater than $z = 6$, emitting the same energy
as around ten trillion suns - more than a thousand times the total energy output of the

Morphologically, spiral galaxies are found to undergo an increase in the size of the
galactic bulge in terms of its radius and mass as they evolve from early type to late type
galaxies. This is also accompanied by a reduction in the surface-brightness and luminosity
of the bulge. The disk however tends to maintain a more consistent profile as we pass
between the different galaxy types suggesting that the bulge may form separately to the
disk (Oohama et al., 2009). In this way the processes which form the bulge may resemble
those that form ellipticals more than those of the disk.

1.6.2 Elliptical Galaxies

The key properties of elliptical galaxies are their lack of gas and significant star forma-
tion (see, e.g., Binney and Tremaine, 1987). Ellipticals are classified according to their
ellipticity, with E0 being almost spherical whilst E7 are highly elongated. Referred to
as early-types based upon Hubble’s hypothesised evolutionary sequence they include the
largest observed galaxies. With their smooth density profiles and no disk component they
contain very old and red stellar populations. Most of these stars are found to already be
in place by early times between redshifts two and one, with around $\sim 80\%$ of all stellar
mass in place by redshift $z = 1$ (see, e.g., López-Corredoira, 2010; Cimatti et al., 2008;
Arnouts et al., 2007; Abraham et al., 2007; Daddi et al., 2005)

Their surface brightness is found to die off smoothly as a function of radius until they
blend into the sky background. This often makes determining their true sizes precariously
difficult but measurements of the radius within which half their luminosity is contained gives values in the region of 20kpc for giants such as M87 to 0.2kpc for the dwarf M32 galaxy (Binney and Tremaine, 1987).

Unusually most large highly luminous ellipticals show no strong signs of rotation which is normally present in most other self-gravitating masses and in disk galaxies whilst smaller less luminous ellipticals often do show some signs of rotation (see, e.g. Lee et al., 2010). Bulges in disk galaxies are often referred to collectively as “spheroids” although their shapes may not be spherical.

Like disk galaxies, ellipticals can also be subject to periods of AGN feedback which can drive morphological changes as gas is heated and expelled from the core, disrupting the galaxy’s density profile (see, e.g., Diehl and Statler, 2008).

1.6.3 Lenticular Galaxies

Lenticulars or S0 galaxies according to the Hubble sequence, share many of the properties of spiral galaxies with the presence of a rotating disk, bulge and stellar halo. Though like elliptical galaxies they are extremely gas poor. The lack of gas leads to very low star formation rates and as a result an absence of spiral arms. As they are found in abundance in cluster environments where they can represent up to half of the galaxies present, it suggests that they may be spiral galaxies which have fallen in and had their gas removed through ram pressure stripping or tidal processes within the cluster (van Gorkom, 2004).

1.6.4 Dwarf Galaxies

Despite the prominence of very large spiral and elliptical galaxies, the majority of galaxies actually fit into the dwarf galaxy category; galaxies about one hundredth the size of the Milky Way and containing only a few billion stars. Some ultra-compact dwarf galaxies have been found that are only $\sim 100$ pc across.

Although recent observations have made considerable headway in detecting the satellite dwarf galaxies around the Milky Way, they are few in number and present a considerable challenge with current observational equipment (see, e.g., Mateo, 1998; Willman et al., 2005a,b; Zucker et al., 2006b,a; Belokurov et al., 2010).

Dwarf galaxies are found to be extremely gas and metal poor, $-2.3 \lesssim [Fe/H] \lesssim -1.5$ (see, e.g. Belokurov et al., 2010; Irwin et al., 2007) and possess no recent population I stars brought about through the lack of gas with which to fuel star formation.
Observations of the dynamics of the star clusters within dwarf galaxies such as the Small and Large Magellanic Clouds have indicated that there must exist modest amounts of non-baryonic dark matter although less than would typically be found in most larger galaxies. Velocity dispersions show that the galaxies possess a high degree of rotation; $17 \pm 2\text{km s}^{-1}$ for NGC 147 and $15 \pm 5\text{km s}^{-1}$ for NGC 185 and also indicate a slight flattening of the profile at larger radii at what could potentially hint at the remnants of a stellar disk (Geha et al., 2010).

1.6.5 Galaxy Groups and Clusters

Just as stars cluster into globular clusters so too do galaxies into groups and clusters. The largest clusters contain many thousands of galaxies and have total masses including dark matter of between $10^{14} - 10^{15} M_\odot$. They are the largest bound structures in the Universe and can even influence the local Hubble flow with a dipole being detected in the WMAP data indicating a global motion of the local group in which the Milky Way resides, towards the “Great Attractor.” This colossal agglomeration of galaxy clusters including the Norma supercluster, leads to a 600 km s$^{-1}$ motion towards the Hydra constellation.

As these structures have such deep gravitational potential wells, they tend to keep hold of their gas with any winds and AGN activity ultimately only being able to expel material from the core for a limited period of time before it falls back in. As such they can be treated in many respects as closed boxes retaining information of prior galactic processes (Voit, 2005).

There is a marked increase in the fraction of elliptical galaxies and a reduction of disk galaxies as we tend towards more densely clustered galaxies. This is combined with an increase in the luminosity of the spheroidal component with increasing density (see, e.g., Dressler, 1980; Andreon, 1998). The increase in S0 and reduction in spiral type galaxies is found to be most pronounced in galaxy clusters where the galaxy velocity dispersion is lower ($\sigma < 750 \text{km s}^{-1}$) and at lower redshift ($z < 0.5$) implying that the population of S0 galaxies may arise through galaxy-galaxy interactions which are more efficient in these regimes (Just et al., 2010). Isolated spirals in the field can constitute up to 60% of all luminous galaxies but this can drop to less than 10% in dense cluster environments.

In large clusters the most luminous galaxy often displays unique properties. They are often static and sit at the centre of the cluster’s gravitational potential well, are several times more luminous than other galaxies within the cluster and have a dim stellar halo that extends up to a megaparsec from their core. These galaxies are termed the Brightest
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Cluster Galaxies or BCG (Binney and Tremaine, 1987).

The presence of large extended HI tails trailing behind galaxies that have passed through cluster environments in the Virgo, Centaurus and Coma clusters suggests that galaxies within the cluster may be subject to extensive ram pressure stripping forces, an effect which may strongly determine the morphology of cluster members (Koopmann et al., 2008; Chung et al., 2007; Higdon et al., 2006).

Many galaxy clusters have been found to display very high X-ray surface brightness within the core regions, a strong indication of hot gas reservoirs cooling through Bremsstrahlung emission. As the cooling time is much shorter than the Hubble time and less than 300 Myr in the cores, this allows gas to cool and flow inwards as the pressure drops. This formation of a sub-sonic mass inflow of cooling gas is referred to as a cooling flow (see, e.g., Fabian and Nulsen, 1977; Fabian, 1994). As the gas cooling rate is a function of density squared, the inflow of mass should further accelerate the cooling process leading to a runaway cooling effect. This would lead to the creation of large cold gas reservoirs with which to form stars however the star formation rates are found to be negligible compared to the mass inflow rates (O’Connell and McNamara, 1989; Johnstone et al., 1987).

Additionally observational studies have shown that clusters can be split into those with “cool” cores and those with “non-cool” cores. Cool core clusters are found to possess much cooler, denser cores and have peaked metal distributions within the core. Non-cool core clusters on the other hand have much hotter, less dense cores with a more uniform metal distribution throughout the cluster (see, e.g. Fukazawa et al., 2000; De Grandi and Molendi, 2001; Matsushita et al., 2002; Schmidt et al., 2002; Churazov et al., 2003; De Grandi et al., 2004; Tamura et al., 2004). These differences are often defined using the concept of entropy. Material that is cool and dense possesses much lower entropy than that with higher temperatures and lower densities. Entropy is in essence a measure of the probability of a state and the potential for disorder that it shows. Higher entropy systems are those that display the most chaotic behaviour. The second law of thermodynamics states that the entropy of any given isolated system will tend to increase. Decreases in the overall entropy of the system are forbidden. The physical origin of the differences between these two cluster types is currently unknown although there are a number of competing theories which I cover in § 1.8.3 and § 1.8.4.
1.7 Computer Modelling

To date there exist a variety of simple problems with direct relevance to galaxy formation for which elegant analytical solutions have been derived, the accretion of gas onto a point mass perturbation (Bertschinger, 1985) being a prime example. However even these groundbreaking works lack many of the fundamental physical processes which we observe to be important for galaxy formation. It is generally accepted that true galaxy formation is mediated by a complex interplay of gravitational and non-gravitational heating and cooling processes on an enormous range of scales. The shock heating of gas as it undergoes collapse and the ram pressure stripping of smaller sub-structures as they fall into larger haloes are strongly driven by gravity. Alternatively, star formation and supernova present mechanisms in which nuclear processes can inject energy into the surrounding environment, driving further shock waves through the ISM. Such stellar feedback enriches the ISM with higher mass elements known collectively as ‘metals,’ which can accelerate its cooling, leading to further collapse and star formation. In this way atomic and molecular processes can also strongly contribute. Analytic works have attempted to extend the work of Bertschinger to include the effects of cooling usually through the use of simple power law cooling curves (see Bertschinger, 1989; Abadi et al., 2000) but solutions which self-consistently describe the interaction of all these forces have yet to be found. This comes about in part by their highly non-linear evolution and complex interdependence.

Modern astronomy has been able to overcome this impediment by implementing each of the necessary physical processes into numerical codes which evolve the system from some initial given state, in a series of smaller steps. This often involves applying the effects of each physical process separately, one after the other in a process known as operator splitting and has the advantage of permitting different physical mechanisms to be decoupled from each other. Using this technique, numerical simulations have come to form a firm test bed with which to compare current theory to observations. Through simulations, astronomers have been able to observe various phenomena that normally play out over the course of millions to billions of years instead over more human timescales, such as the formation of the large scale structure of the universe or the swallowing of stellar material by super-massive black holes. These insightful wonders have opened the eyes of many to the magnificence of the Universe and the joys of physics. As such they are of fundamental importance to modern astronomy and have led to our current theoretical understanding which I outline in § 1.8.
1.7.1 Concept of Order and Consistency

A measure of the consistency of a numerical scheme is often measured in terms of its “order.” Assuming that a numerical technique makes no initial errors in following the behaviour of the system and thus it initially agrees with the system it is tracing, the order is a measure of the error made in the subsequent step.

For a step size $h$ and a difference $\delta_{n+k}^h$ between the analytic solution and the result obtained using the numerical technique over $k$ steps past the $n^{th}$ step, consistency is obtained if

$$\lim_{h \to 0} \frac{\delta_{n+k}^h}{h} = 0$$

i.e. the system is said to converge upon a single solution that matches the analytical result. Even if the analytical result is not known, convergence upon a fixed solution when using progressively smaller step sizes is usually used as a good test of the performance of a given code. A robust code will converge whilst a code which fails convergence may lack the necessary resolution or may be numerically unstable.

The scheme is said to have order, $p$, if

$$\delta_{n+k}^h = O(h^{p+1}) \quad \text{as } h \to 0$$

As a consistent solution is one that converges upon the analytical result as the step size progressively decreases, it must have order greater than zero to converge. An order of zero would imply that the deviation remains constant as the step size decreases and thus the scheme is inconsistent with the analytic solution. Increasing orders result in a more rapidly declining error as the step size tends to zero.

1.7.2 N-Body Simulations

N-body simulations were amongst some of the earliest cosmological simulations to be performed, allowing the motion of a series of self-gravitating particles to be followed over time (see, e.g. Aarseth, 1985; Davis et al., 1985; Efstathiou et al., 1985). As these systems are governed purely by Newton’s law of gravity they proved to be relatively simple to code up (see § 1.7.3 for the equations of motion) and initial simulations featured between a thousand and $32^3$ particles. Since then the scale of N-body codes has massively accelerated, part driven by the advances in hardware capabilities and partly due to improvements in gravitational algorithms (see chapters 2.5 and 3.3).

As the backbone upon which merger trees and halo mass functions for many semi-analytic models are built, the Millennium N-body simulation has revolutionised the way
astronomers work (Springel et al., 2005b). Offering an unprecedented cosmological sample of many hundreds of thousands of galaxy groups and clusters, it has allowed the evolution of large scale structure according to a $\Lambda CDM$ cosmogony to be realised. At 2.23 billion light year across the $500 \, h^{-1} \, \text{Mpc}^3$ box contained $2160^3$ dark matter particles allowing the detailed formation of dark matter structure to be followed from $z = 127$ to present day. In addition the outputs are often used by simulators to carefully select initial conditions that will result in cosmic structures in line with their experimental needs.

The Aquarius project aims to take the results from the Millenium to even higher resolution (Springel et al., 2008). By using the same cosmological parameters as the Millenium simulation but now enclosing a much smaller volume into which a Milky Way like halo will form, the aim is to be able to provide much greater insight into the rich sub-structures that should be present in our galaxy. In this way we can determine the number of dwarf galaxies that should exist based on the numbers of bound sub-structures. If there exists a discrepancy between the observed number of galaxies of a given mass and the number with that corresponding dark matter halo mass in the N-body simulations then it may highlight the need to include more complex gas physics. Such gas physics can be incorporated at a relatively modest computational cost using semi-analytic models with the N-body simulation’s dark matter results providing the necessary framework (see § 1.7.4). Another competing group have launched the Via Lactea INCITE simulation which also simulates a galaxy sized halo with one billion particles but using different initial conditions to the Millenium run (Kuhlen et al., 2008). This offers a unique opportunity to contrast and validate results.

Thanks to the success of these massive N-body simulations, a firm theoretical understanding of the assembly of collisionless dark matter is now established allowing the more complex task of understanding the baryonic component to be approached. As dark matter has yet to be directly detected, baryonic physics remains the best means for understanding the cosmos, however unlike dark matter which interacts purely through gravity, the hydrodynamic interactions are far more complex.

### 1.7.3 Time Integration and the Leapfrog Method

When evolving a given particle, we could take the initial position relative to the rest of the particles to calculate the force and thus acceleration, $\mathbf{a}$, acting upon it using equation 1.1. For a given step size, $\Delta t$, velocity, $\mathbf{v}_n$, and assuming the acceleration is constant we can...
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calculate its new position as

\[ x_{n+1} = x_n + v_n \Delta t \]  
(1.31)

and then update the velocity to give

\[ v_{n+1} = v_n + a_n \Delta t \]  
(1.32)

At this point the new gravitational acceleration is computed and the process is repeated. As this Euler integration scheme takes no account of the change in acceleration as the particles move during the timestep, it is only accurate to first order. To increase its accuracy in space and time it is necessary to offset the velocities by half a timestep from the positions and accelerations. As this uses positions and velocities that are interleaved in time, they effectively “leapfrog” over each other as they are updated:

\[
\begin{align*}
    x_{n+1} &= x_n + v_{n+1/2} \Delta t \\
    v_{n+1/2} &= v_{n-1/2} + a_n \Delta t
\end{align*}
\]  
(1.33)

The off-setting of positional and velocity components allows the leapfrog method to regain accuracy to second order in space and time (see Press et al., 1992) making it vastly more appealing than the simple Euler scheme.

1.7.4 Semi-Analytic Models

Given the wealth of information from massive N-body simulations in terms of structure formation and the assembly histories of mass, it is possible to construct predictions for the baryonic properties of galaxy populations using semi-analytic modelling techniques. Semi-analytic models, using the merger trees and halo mass functions of dark matter only runs which describe the way in which dark matter builds up into structures, assume that gas traces the dark matter and apply simplified prescriptions to describe the gas physics. In this way both quiescent processes such as star formation, gas cooling and enrichment of the ISM by supernova can be modelled along with ram pressure stripping, merger induced heating, star bursts and periods of AGN activity (see, e.g., Baugh, 2006). Their high modularity allows for easy addition of new physics or the improvement of existing routines. The most powerful feature of semi-analytic models is their ability to provide results for a cosmologically representative sample of the Universe at an extremely modest cost relative to a full hydrodynamic simulation. In fact they can be run many times over in the time needed to run a single direct hydrodynamic simulation. This permits a much
wider parameter space to be systematically explored, allowing semi-analytic models to play a key role in furthering our understanding.

Physical recipes implemented by semi-analytic models often feature a series of adjustable “free” parameters which can be varied to fit observational results when the underlying physics is poorly understood. A good example is that of AGN feedback in which direct simulations are hampered by the extremely high spatial and temporal resolution needed to model a complete jet in situ with an active cosmological cluster. This leaves the manor in which a jet couples to the ICM uncertain. To tackle this, authors such as Croton et al. (2006) and Bower et al. (2006) have developed semi-analytic models that simulate the probable effects of AGN but permit the varying of unknown parameters. The Bower et al. (2008) model ejects a fraction of the central X-ray emitting gas from within the cluster core when AGN feedback becomes active and adds it to the halo gas. To determine when the AGN becomes active they add the variable parameter $\alpha_{\text{cool}}$ which specifies a ratio between the free fall and cooling times. This determines the point at which the halo is quasi-hydrostatically cooling, a condition they believe is necessary for the radiatively inefficient accretion phase to form and fuel a jet. Other parameters include the efficiency of star formation and the time scale upon which ejected gas cools to become available again for star formation. These parameters are varied until the model matches observational constraints such as the break in the luminosity function - a basic property of all galaxies and clusters that describes the relative abundances of galaxies with different luminosities. The resulting best fit parameters can then provide us with some insight into the workings of these physical processes and help us tailor full hydrodynamic simulations to use the most appropriate values.

Despite their advantages, semi-analytic models still need to be calibrated through the use of direct hydrodynamic simulations. Although a new analytic prescription may give reasonable agreement with observation, it does not guarantee that it is physically justified. Because of this, semi-analytics and full hydrodynamic simulations are seen as complimentary techniques that advance hand-in-hand. A prime example being the calibration of ram pressure stripping in the Durham Galform model (Font et al., 2008) using suites of full hydrodynamic simulations by McCarthy et al. (2008b, see chapter 5).

1.7.5 Full Hydrodynamic Simulations

Thanks to the success of massive N-body simulations, a firm theoretical understanding of the mass assembly of dark matter is now established allowing the emphasis to switch
towards understanding the more complex baryonic component. As dark matter has yet to be directly detected, baryonic physics remains the best means for understanding the cosmos. Unlike collisionless dark matter which can be dealt with using simpler N-body techniques, the modelling of baryonic physics presents a far greater challenge. In addition to the need to model the evolving hydrodynamic properties of one or more gas phases by solving the hyperbolic differential equations for compressible fluid dynamics (equations 1.15, 1.16 & 1.17), it is necessary to include the effects of other physical mechanisms such as radiative cooling, star formation and supernova feedback.

There exist two distinct main categories for approaching the modelling of the fluid flow: Smooth Particle Hydrodynamics (SPH) which models the continuous fluid as a series of discrete particles of a given mass that advect with the fluid flow, and Eulerian mesh codes which map the properties of the fluid to a discrete mesh and solve for the fluxes through the cell walls. I will discuss these two different implementations in greater detail in chapter 2.

Unlike semi-analytic codes, full hydrodynamic simulations do not require pre-compiled halo merger trees to describe the mass assembly over time. Instead they incorporate (often fewer) physical processes that are all self-consistently evolved together in time. The effects of each one being able to influence the outcome of all others. This allows full hydrodynamic simulations to give us a much greater insight into the coupling of different physical mechanisms which can often be lost in semi-analytic techniques.

As full hydrodynamic simulations are much more demanding in terms of computation and memory consumption, it is often necessary to limit the resolution range and the size of the volume being simulated. As many processes such as star formation and supernova feedback in cosmological simulations take place over scales below the finest level of resolution, it is necessary to model them using sub-grid prescriptions in a similar fashion to semi-analytic models. For instance my sub-grid implementation for star formation based upon the recipe of Schaye and Dalla Vecchia (2008) is calibrated using empirical observation (see chapter 7). Other processes such as radiative cooling (see § 1.3.3) for which accurate cooling rates can be determined for given densities, temperatures and compositions but at great computational expense, often use pre-tabulated look-up tables which speed up the evolution of the cosmological simulation.

Current state-of-the-art full hydrodynamic simulations include the Galaxies-Intergalactic Medium Interaction Calculation project (GIMIC, see Crain et al., 2009) which features all of the fundamental gas physics for galaxy formation; metal dependent cooling in the
presence of an ionising UV background, star formation and supernova feedback. By carefully selecting five different regions with mean over-densities of \(-2\), \(-1\), \(0\), \(+1\) and \(+2\)\(\sigma\) from the \textit{Millenium} simulation (Springel et al., 2005b), all regions of scientific interest are covered from the most massive clusters to the deepest voids. Each spherical region has a radius between 18 and 25 \(h^{-1}\) Mpc ensuring that high spatial and mass resolution can be achieved whilst the use of the \textit{Millenium} simulation for initial conditions also ensures that the time dependent boundary conditions are known. As each of the \textit{GIMIC} simulations present a considerable investment in computing time, they only use one set of parameters, concentrating more on the environmental effects of various physical phenomena. They therefore lack the ability to determine the effects of varying features such as the IMF or stellar feedback. To compliment \textit{GIMIC} the Over Whelmingly Large Simulations project (\textit{OWLS}, see Schaye et al., 2010) presents a suite of over fifty large cosmological simulations in which the effects of differing the implemented sub-grid physics is investigated.

The \textit{Horizon-Mare Nostrum} project offers a complimentary approach to that of the \textit{GIMIC} and \textit{OWLS} simulations. Whereas \textit{GIMIC} and \textit{OWLS} are run in an SPH code, the \textit{Horizon-Mare Nostrum} project adopts the AMR framework. As these two codes differ fundamentally in their construction, the way in which sub-grid physics is implemented will too. More importantly, recent works have highlighted fundamental differences in the performance of the actual hydrodynamic implementations. The first cosmological comparison of the formation of a cluster by Frenk et al. (1999) revealed that different cluster core properties were obtained using different hydrodynamic implementations. Agertz et al. (2007) followed on from this by demonstrating that SPH codes artificially suppress the formation of Kelvin-Helmholtz and Rayleigh-Taylor instabilities. AMR codes on the other hand are able to resolve these features. These are important for effects such as ram pressure stripping and the mixing of metals generated through star formation. Understanding these differences between the various hydrodynamic implementations is fundamental to our understanding of results from large cosmological simulations and as such is the key motivation for the work presented in this thesis.

1.8 Theoretical Understanding of the Universe

The current paradigm depicts a young homogeneous Universe around thirteen and a half billion years ago into which small quantum scale fluctuations naturally arise. As inflation in the early Universe sets in, these small fluctuations are blown up to macroscopic scales
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from which they begin to grow, accreting mass from their surroundings. As these small structures develop, they attract each other through their self-gravity and merge to form larger structures. As these continue to merge with ever larger structures in a hierarchical mode of formation, close passages by other bodies can impart angular momentum and set them spinning (see, e.g. White and Frenk, 1991).

As dark matter structures begin to collapse, baryonic gas is drawn into their deep potential wells. As this gas falls in, it is squeezed to higher densities at which point it can shock, converting its gravitational and kinetic energy of motion into thermal energy. In order for the gas to continue to collapse into the dark matter potential well, it must radiate away this thermal energy, usually through the emission of Bremsstrahlung radiation.

This view of hierarchical structure formation has been supported by a wealth of observational evidence with the most significant being provided by the detection of the Cosmic Microwave Background (CMB). The CMB arises from the emission of electromagnetic radiation at the last scattering surface when radiation and matter first decoupled. The serendipitous detection of the CMB by Arno Penzias and Robert Woodrow Wilson of Bell Laboratories in 1965 has been one of the greatest achievements of modern cosmology, with its existence predicted by George Gamow, Ralph Alpher and Robert Herman as early as 1948.

The CMB offers an unprecedented insight into the large scale structure of the Universe and the conditions shortly after the Big Bang which created it. Since early detections by the COBE satellite (Smoot et al., 1992), its power spectrum has been accurately mapped across the entire sky by the Wilkinson Microwave Anisotropy Probe (WMAP: see Bennett et al., 2003). The CMB has an almost perfect black body spectrum, consistent with the Big Bang hypothesis.

At an almost uniform temperature of 2.725 Kelvin, the small fluctuations within the CMB arise due to the effects of structure present at the last scattering surface. Although matter and radiation were in almost perfect equilibrium prior to decoupling, small over-densities in the mass distribution led to variations in the gravitational potential. As photons travelled away from the last scattering surface, those caught within deeper potential wells needed to expend more energy to escape, causing them to redshift. This process is referred to as the Sachs-Wolfe effect (Sachs and Wolfe, 1967) and has provided information on the primordial power spectra.

There are also contributions to the CMB power spectrum which occur between the last scattering surface and the observer. In a matter dominated Universe, the change in
a cluster’s potential in the time taken for a CMB photon to enter and leave the cluster is negligible. Thus the energy spent leaving the cluster is equivalent to that gained entering it with the net result being no noticeable wavelength change. If however the Universe is dominated by radiation or dark energy, then the expansion of space in between the photon’s time of entry and exit would reduce the late potential. Hence the energy needed to leave would be less than that gained passing into the cluster. This would lead to a net blue-shifting of CMB photons as they pass through galaxy clusters, referred to as the integrated Sachs-Wolfe effect. Additional non-linear growth in non-virialised structures can also lead to very small shifts in the CMB power spectra termed the Rees-Sciama effect. The Sunyaev-Zel’dovich effect also allows for the boosting of CMB photons via inverse-Compton scattering off of very energetic electrons within the cluster, exacerbating the effect.

The integrated effect of these processes over the distance between the last scattering surface and the observer has been successfully observed, a significant accomplishment presenting firm support for the Big Bang cosmology (Granett et al., 2008).

1.8.1 Formation of Galaxies

Despite the elegance of Hubble’s initial proposed evolutionary sequence, recent observations along with results from large cosmological N-body dark matter and full hydrodynamic simulations, have refuted it. Spiral galaxies are now believed to form as cold gas flows down through large scale filaments into a dark matter halo. Close encounters by neighbouring bodies exert gravitational torques on the proto-galaxy, causing it to gain angular momentum and spin. This causes the material to collapse down and flatten into a disk (Binney and Tremaine, 1987). When the galaxy halo stabilises, allowing a stable shock to propagate outwards, the gas flowing down the filaments is shocked heated to the virial temperature. The gas must then radiate this energy before collapsing onto the disk, providing a slow and steady fuel source for ongoing star formation.

The formation of spiral arms is still a poorly understood mechanism. They are observed to be differentially rotating, with material towards the galactic core taking less time to complete a full period revolution. Consequently the arms should wind up within a very small amount of time compared to the age of the galaxy, leaving a more elliptical galaxy as the end product. One possible solution is that the spiral arms are the aggregation of multiple local density fluctuations which result in a temporary spiral arm being formed. As dense regions continually build up and then fragment, forming bright new stars, they
could be sheared out to produce a spiral arm. This could happen many times throughout the lifetime of the galaxy, constantly creating new spiral arms to replace those that fade when young stars die out. Alternatively spiral arms could be the result of a violent disturbance from a recent merger, stimulating bursts of star formation as the gas reservoirs increase and gas is crushed to higher densities. Despite these events being relatively rare, they could play a role in the most massive and luminous spiral galaxies (see Binney and Tremaine, 1987). More permanent spiral arms could be maintained through a supernova driven detonation wave that spreads around the disk. As stars die, supernova shocks squeeze gas in neighbouring regions to densities high enough to promote new star formation, these then go supernova and the wave processes around the galaxy. The presence of a bar in spirals is most likely due to the temporary effects of recent tidal interactions, generating a gravity wave that spreads out from the centre of the spiral galaxy (Bournaud and Combes, 2002).

Elliptical galaxies however are believed to represent a morphological change due to the disruption of galaxies through mergers or tidal interactions. The lack of gas but the presence of a stellar disk in S0 type galaxies may be explained through ram pressure stripping which removes gas as spirals fall into dense cluster haloes (see, e.g., Niemi et al., 2010; Kormendy et al., 2009; Ciotti, 2009; Khalatyan et al., 2008; Rickes et al., 2008). This would help explain the above average abundances of spheroids in group and cluster environments as isolated field galaxies will be disturbed less, providing them with the necessary time to flatten and develop spiral arms.

The very red stellar populations in massive elliptical galaxies can be created by regulating the star formation rate and the accretion of gas onto the galaxy. Processes such as AGN feedback and strong stellar winds Croton et al. (2006); Bower et al. (2006, 2008) can heat cold gas and expel the fuel for star formation from the galaxy. This limits the amount of new stars formed, leaving the current populations to age and turn off the main sequence (Khalatyan et al., 2008). This inclusion of a feedback cycle to regulate star formation has been a key advancement in recent cosmological models. It was first necessitated to counter the phenomenon of “cosmic downsizing” in which most stellar mass was already in place by early times at $z \sim 1$, contrary to the hierarchical predictions of a more gradual buildup of mass (Cowie et al., 1996). As the FLASH code does not come supplied with any star formation or supernova feedback routines, I implement the models of Schaye and Dalla Vecchia (2008) and Dalla Vecchia and Schaye (2008), comparing their performance to those in the GADGET-2 SPH code in chapter 7.
1.8.2 Dwarf Galaxies

As many cosmological dark matter only simulations predict many hundreds of thousands of sub-structures to be orbiting in and around the halo of central bright galaxies (see Springel et al., 2005b, 2008; Kuhlen et al., 2008) we naturally expect that there should be many smaller dwarf galaxies present. This dominant population of dwarf galaxies has been extremely hard to locate, with only a few being detected after concerted efforts (Mateo, 1998). It may be that most of these dwarf galaxies are simply far too faint to be detected. However this “missing satellite problem” has resulted in many mechanisms being proposed to reduce their expected abundances. These range from the suppression of small scale power in the primordial mass power spectrum and warm dark matter whereby free streaming leaves perturbations on small scales unconfined, to the suppression of accretion onto low mass haloes after re-ionization.

The lack of spiral arms in observed dwarf galaxies suggests that they may have undergone processes which removed gas from the galaxy and are now mere husks of their original selves. Ram pressure stripping of their gas as they pass through the hot gaseous haloes of larger galaxies may be the dominant mechanism responsible, leaving behind the stellar population. Without the addition of new young stars, those left will quiescently age, becoming red giants and then later small white dwarfs with very low combined luminosities.

In this way the delicate spiral arms could be shredded and tidal interactions could disrupt the stellar component of the disk as it passes through the halo. The large extended HI tails observed trailing behind galaxies that have passed through cluster environments in the Virgo, Centaurus and Coma clusters would appear to add credence to this theory (Koopmann et al., 2008; Chung et al., 2007; Higdon et al., 2006).

Early semi-analytic models used the instantaneous gas stripping approximation where the gas was instantly removed from satellites as they entered into the parent halo. As this rapidly truncated star formation it resulted in satellite galaxy populations that were too red. In chapter 5 we perform full hydrodynamic simulations in order to derive a more accurate analytic prescription for the ram pressure stripping of the hot gaseous halos of galaxies in groups and clusters. When implemented into semi-analytic models this allows for a more gradual removal of the galaxy gas and greatly improves agreement between theory and observation (see Font et al., 2008). The majority of the simulations are performed in the SPH code GADGET-2. Although this allows for large suites of
full hydrodynamic simulations to be run in a feasible period of time, it is known that SPH codes tend to spuriously suppress the formation of hydrodynamic instabilities which exacerbate the stripping of gas. These instabilities are fully resolved in Eulerian codes (see, e.g., Agertz et al., 2007). Despite the simulations being tailored to deal with satellite galaxies that are sufficiently massive for the Kelvin-Helmholtz formation timescale to be large compared to the free-fall time, I confirm the validity of the results using the Eulerian mesh code \textit{FLASH}. I find that the \textit{FLASH} simulations show excellent agreement with the \textit{GADGET-2} simulations. However I note that stripping of gas will most likely be more severe for smaller dwarf galaxies in the AMR codes when the Kelvin-Helmholtz timescale is much shorter.

1.8.3 The Cooling Flow Problem in Galaxy Clusters

One of the great conflicts between theory and observation arises when studying cooling flows in clusters of galaxies. As radiative hydrodynamic simulations show that large cooling flows should be established early on but are not observed, nor are the high star formation rates that should accompany them, it has led to the need to implement some form of thermal feedback.

Although star formation can be regulated in lower mass galaxies through supernova feedback, driving winds out of the galaxy and removing material for further star formation, it is insufficient to offset the cooling present in massive galaxy clusters for which the gravitational potential is too deep.

One currently favoured means is that of Active Galactic Nuclei (AGN). AGN may be able to drive large bubbles in the ICM which will expand and buoyantly rise, redistributing the energy and metals throughout the cluster in a way that could offset cooling (see Dalla Vecchia et al., 2004; Roediger et al., 2007). However there still exist many questions about AGN heating mechanisms such as whether mixing of hot material in the jet is efficient enough for a single dominant AGN to offset cooling or whether the jets remain highly collimated and leave the cluster via narrow channels without much mixing?

1.8.4 Formation of Cool and Non-Cool Cores

Although the origin of cool core clusters can easily be understood in terms of a cooling flow, the production of a non-cool core is less well defined. Many attempts have been made at understanding how higher entropy non-cool core clusters are made using different
numerical techniques but large discrepancies often arise between different groups using different codes.

The large cosmological AMR (ENZO code) simulations of Burns et al. (2008) indicate that mergers at high redshift play an important role in the establishment of present-day entropy cores whilst those of Nagai et al. (2007) and Kravtsov et al. (2005) (ART AMR code) are in disagreement, yielding large cooling flows at late times. In contrast, SPH simulations seem to consistently produce cool cores (Kay et al., 2004; Borgani et al., 2006). Poole et al. (2006) in particular uses a suite of model SPH merger simulations to systematically test the affects of different merger scenarios on the resulting cluster core. He finds that cool cores are far too resilient to the effects of mergers with a fresh cooling flow establishing itself quickly, returning it to a cool core state.

These differences are most likely due to the different cooling, star formation and stellar feedback recipes implemented. However as the Santa Barbara code comparison of Frenk et al. (1999) highlighted differences in the cluster core entropy profiles obtained when using different hydrodynamic schemes, it is highly likely that fundamental differences in these hydrodynamic schemes will also affect the outcome.

The apparent complexity of the issue is further compounded by our current lack of understanding of other phenomena related to cluster evolution including whether the ICM is turbulent, allowing material to mix efficiently (Schuecker et al., 2004; Churazov et al., 2004; Rebusco et al., 2005, 2006), or viscous (Fabian et al., 2005, 2003b,a).

A turbulent ICM would allow metals formed in the core to be redistributed more effectively by merger driven turbulent mixing, matching observations for non-cool core metallicity profiles. Alternatively it would also imply that the observed HI tails seen around clusters, believed to be the relics of stripped satellite galaxies would be more susceptible to disruption. A more viscous ICM would favour their continued existence however there is a limit to its viscosity as a very viscous ICM would cause the orbits of satellite galaxies within cluster environments to decay rapidly, opposite to what is seen.

This current lack of understanding of both physical phenomena and numerical effects makes it extremely difficult to ascertain whether important physical processes are at play when an interesting result is obtained, or whether it is simply a numerical artefact. The work presented in this thesis is an attempt at understanding simulations of galaxy formation and the underlying properties of the different hydrodynamic implementations so that we can begin to answer some of these questions.
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1.9 Structure of Thesis

With a wealth of observational data available, contrasting it with suites of simulations has allowed for large leaps forward in our theoretical understanding to be made. As such numerical simulations now underpin much of modern theory. As authors such as Frenk et al. (1999) and Agertz et al. (2007) clearly show that substantial discrepancies exist between the different hydrodynamic implementations, it is essential that we attempt to understand them. By exploring the way in which these codes differ and understanding why we can ultimately begin to quantify what affects these may have upon our current theoretical understanding of the Universe.

I begin by describing the two fundamental hydrodynamic implementations along with a description of their gravity solvers in chapter 2. As some of the work presented in this thesis presents a significant computational challenge, it was necessary to optimise several of the FLASH code modules with particular emphasis upon the gravity solver which dominates the run time. In chapter 3 I discuss the working of the current gravity solver and the new Fourier technique which we implement. Tests of the new algorithm’s performance along with my other optimisations are also presented.

In chapter 4 I begin my investigation with a comparison of different SPH and AMR codes using a suite of demanding problems with astrophysical relevance. As analytic solutions exist to these problems it makes it possible to quantitatively compare them. The comparison allows us to both determine the level of agreement between different codes that use the same hydrodynamic implementation as well as to contrast the performance of the two different hydrodynamic formulations.

In order to improve the description of the ram pressure stripping of the hot gaseous haloes of galaxies in groups and clusters we derive a simple analytic formula which can be calibrated using hydrodynamic simulations and implemented into semi-analytic models. In chapter 5 I present the derivation of our analytic formula and summarise the suite of SPH simulations which we use to validate it. As Agertz et al. (2007) has shown that SPH codes spuriously suppress the formation of hydrodynamic instabilities which could accelerate the stripping process, I perform identical runs in the FLASH AMR code to guarantee that our results are robust.

The results shown thus far indicate good agreement between the two hydrodynamic implementations, providing sufficient resolution is used. However the Santa Barbara code comparison of Frenk et al. (1999) clearly shows that the core entropy profiles are sub-
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Substantially higher in galaxy clusters formed using AMR codes. SPH codes on the other hand give rise to denser, cool cores. In order to resolve this discrepancy, I use a suite of mergers between simplified model clusters to systematically explore all of the potential mechanisms which could lead to this deviation. As these simulations lack the complexity of true cosmological simulations, we are able to conclusively show that turbulent mixing in the AMR codes, which is suppressed in SPH, is responsible for the higher entropy cores. Although these simulations lack the additional physics present in cosmological simulations; star formation, supernova feedback and cooling, the results still have significant consequences for current and future simulations of galaxy formation. The efficient mixing of hot and cold gas through merger induced turbulent motions could be sufficient to help offset cooling flows and form the observed populations of non-cool core clusters. In SPH codes, their formation requires a combination of very large amounts of feedback and the use of preheating at high redshift.

The next generation of state-of-the-art cosmological simulations is currently underway. These include all the essential ingredients for galaxy formation; metal dependent cooling, star formation and supernova feedback, thus it is necessary to determine what affect the underlying hydrodynamic schemes have upon the sub-grid recipes. As the default distribution of FLASH lacks these vital physical mechanisms I choose to implement the same sub-grid recipes for star formation and supernova feedback as used in the OWLS and GIMIC SPH simulations, into the FLASH AMR code. Using model disk galaxies I am able to contrast the performance of the star formation recipes, the polytropic pressure laws that accompany them and the supernova feedback efficiency in the GADGET-2 SPH and FLASH AMR codes. In chapter 7 I reveal interesting differences in the effects of the polytropic equation of state in the two different codes and how it affects the resulting morphology of the galaxy. Although I can adjust the pressure law to gain agreement in the star formation rate and galaxy morphology, it becomes clear that FLASH requires more pressure support against gravitational collapse than in GADGET-2. In chapter 8 I also find that the feedback efficiency is much lower in the AMR code, with energy in the wind being dissipated far too quickly to make a substantial impact upon the star formation rate. With current cosmological simulations nearing completion, these effects show that there may be strong variation between their results. With this in mind, the work undertaken in this thesis will prove invaluable for aiding in their interpretation and comparison.
Chapter 2

SPH and AMR, the Theorist’s Tool Box

2.1 Introduction

The properties of a given continuous fluid can be represented numerically in one of two main fashions. Mesh codes aim to model the fluid by mapping its spatially averaged quantities to a set of discrete points on a mesh. Most mesh codes fix the mesh spatially and then adjust the value of the mesh mapped variables by determining the amount of mass, momentum and energy which advects through the cell surfaces according to the Eulerian equations for compressible hydrodynamics (see 1.3).

Particle based codes on the other hand aim to represent the fluid flow by breaking it up into a series of discrete masses represented by particles which advect with the fluid flow. As these particles are not spatially fixed these codes are naturally Galilean invariant with the behaviour of the fluid being independent of the chosen inertial frame.

My doctoral thesis has made extensive use of the FLASH code, an ideal example of an Adaptive Mesh Refinement code (AMR) which follows the Eulerian mesh example. In addition to this much of my work has also involved the use of, and comparison to another family of hydrodynamics codes known collectively as Smooth Particle Hydrodynamics (SPH) which use the particulate representation of the fluid. In this chapter I aim to cover the fundamental components of both families of code, providing the reader with an understanding of terms and techniques which will be discussed in later chapters.

I begin in § 2.2 by outlining the principles used to model the fluid flow in Eulerian mesh codes including the use of a Riemann solver (§ 2.2.1). I will include those implementation specific parameters adopted in FLASH. I will then contrast it in § 2.3 with the hydrodynamic scheme used in Smooth Particle Hydrodynamics including components specific to the GADGET-2 SPH code which features prominently in my work.

In § 2.4 and § 2.5 I will outline the numerical approaches that AMR and SPH codes
adopt to solve for the gravitational potential on the mesh.

I will then outline in more detail the \textit{FLASH} code architecture in \S \ref{sec:amr} including the different refinement schemes implemented (\S \ref{sec:amr-refinement}) and the changes that must be incorporated when working in a cosmological context (\S \ref{sec:cosmo}).

\section{Eulerian Mesh Hydrodynamics}

Eulerian mesh codes model the fluid flow of an ideal gas by solving Euler’s three parabolic hydrodynamic equations for compressible gas dynamics. In conservative form these are the mass (\ref{eq:mass}), momentum (\ref{eq:momentum}) and energy (\ref{eq:energy}) equations (see \S \ref{sec:hydro} for their derivation).

\begin{equation}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \tag{2.1}
\end{equation}

\begin{equation}
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) + \nabla P = \rho \mathbf{g} \tag{2.2}
\end{equation}

\begin{equation}
\frac{\partial \rho E}{\partial t} + \nabla \cdot [(\rho E + P) \mathbf{v}] = \rho \mathbf{v} \cdot \mathbf{g} \tag{2.3}
\end{equation}

where \(\rho\) is the gas density, \(\mathbf{v}\) is the fluid velocity, \(P\) is the pressure, \(E\) is the sum of the internal and kinetic energy per unit mass given by,

\[E = \varepsilon_{\text{int}} + \frac{1}{2} |\mathbf{v}|^2 \tag{2.4}\]

\(\mathbf{g}\) is the acceleration due to gravity and \(t\) represents the system time. The three equations provide the resulting density, velocity and total energy of the gas. The pressure of the fluid can then be obtained from the density and internal energy through the use of a suitable equation of state. The standard equation of state for an ideal gas with ratio of specific heats \(\gamma = 5/3\), takes the form

\[P = \rho \varepsilon_{\text{int}} (\gamma - 1) \tag{2.5}\]

If the kinetic energy greatly exceeds the internal energy of the gas, then incorrect pressures and temperatures can result, primarily due to truncation errors. These arise from limited numerical precision when using \(\varepsilon_{\text{int}} = E - \frac{1}{2} |\mathbf{v}|^2\) to obtain the internal energy. To circumvent this the internal energy can be separately evolved when it is less than a given fraction of the kinetic energy (specified by the runtime parameter \texttt{eint_switch} = 10^{-4} by default in \textit{FLASH}, the value of which has been ascertained based on numerical tests.
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with the PPM solver, proven to reduce truncation errors without adversely affecting the dynamics) according to

$$\frac{\partial \rho_{\text{int}}}{\partial t} + \nabla \cdot [(\rho_{\text{int}} + P)\mathbf{v}] - \mathbf{v} \cdot \nabla P = 0$$  \hspace{1cm} (2.6)

Reactive flows with several different chemical species, essential if we are to model chemical dependent cooling and metal mixing in star forming environments, require the solving of a separate mass advection equation for each chemical or nuclear species being traced,

$$\frac{\partial \rho X_l}{\partial t} + \nabla \cdot (\rho X_l \mathbf{v}) = 0$$  \hspace{1cm} (2.7)

where $X_l$ is the mass fraction of the $l^{\text{th}}$ species.

In addition to being able to follow individual chemical species, *FLASH* can also advect “mass scalars” with the fluid. These can be used to trace the movement of material throughout the simulation and are a key tool when following star forming material and the mixing of metals throughout a galaxy. They are advected with the gas density and follow the form of equation (2.8) where $\phi_l$ is the $l^{\text{th}}$ mass scalar. All mass scalars are constrained to lie between 0 and 1 but unlike mass fractions, each mass scalar is independent of the others and therefore they are not re-normalised to sum to one. Using this technique it is possible to independently trace the dispersion of wind and star forming material as is done in chapter 7.

$$\frac{\partial \rho \phi_l}{\partial t} + \nabla \cdot (\rho \phi_l \mathbf{v}) = 0$$  \hspace{1cm} (2.8)

The version of *FLASH* I used throughout this thesis (v2.5) adopts a second-order accurate directionally split Strang-state hydrodynamics algorithm. This allows the more complex Euler equations in three dimensional space to be divided into a series of simpler problems that can be solved separately for the x, y and z-directions.

If all solvers are second-order accurate, then this would result in the overall solution being only first-order accurate. However the splitting scheme of Strang (1968) recovers second-order accuracy by reversing the call of the directionally split solvers every other step. Therefore each pass through the simulation’s evolution routine actually performs a double step in time (see figure 2.1).

The Strang methodology has the advantage that the output solution for one of the solvers is the input for the next, thereby ensuring that only a single solution needs to be stored in memory at any one time. Splitting errors can be further reduced by ordering
subroutine evolve( )
    hydro (x-sweep)
    hydro (y-sweep)
    hydro (z-sweep)
    source terms
    particle modules
    gravity

    hydro (z-sweep)
    hydro (y-sweep)
    hydro (x-sweep)
    source terms
    particle modules
    gravity
end subroutine evolve

Figure 2.1: Flow of the directionally split hydrodynamics solver. By inverting the directions in which the hydrodynamics solver sweeps over cells, 2\textsuperscript{nd} order accuracy in time and space can be regained.

calls with preference upon solving the least “stiff” differential equation first and ending with the most stiff. A stiff differential equation is defined as one which under certain numerical methods used for solving differential equations, can become unstable and lead to lack of convergence. It is mentioned for the reader’s interest that the most recent version, \textit{FLASH} 3., also includes an unsplit hydrodynamics solver although it is not tested in this thesis.

The Euler equations are solved using a modified version of the \textit{Piecewise Parabolic Method} (PPM) of Colella and Woodward (1984), descended from the PROMETHEUS code (Fryxell et al., 1989). PPM is a higher-order version of the earlier scheme by Godunov (1959) which treated the fluid flow as a series of discrete slabs, each occupying a single cell on the mesh. The fluid properties at the cell interfaces are used as the input conditions for Riemann’s shock tube problem. The Riemann problem describes two uniform states initially separated by a discontinuity. The values of pressure, density and velocity are normally used to describe the Riemann problem which over time will lead to the formation
of a shock and a rarefaction heading in opposite directions away from the initial contact discontinuity (see § 1.3.1). The solution to Riemann’s shock tube problem which is solved at each cell interface gives the fluxes through the cell faces. The conserved quantities; mass, momentum and energy are then advected through the cell faces according to these fluxes by solving finite-difference equations. Given that the fluid is treated as a series of constant value slabs at each timestep, this restricts the scheme to being accurate to first-order. PPM improves upon this by reconstructing the fluid values at the cell boundaries using piecewise parabolic interpolants. These require stencils with nine interpolating points - four either side of the interface and one in the cell, hence the need for four guardcells at the edge of each block of data (zones filled with either boundary data or copies of the data from neighbouring blocks, see § 2.6). The use of a Riemann’s solver, an algorithm used to solve Riemann’s shock tube problem, introduces explicit non-linearity into the difference equations and allows for the calculation of sharp shock fronts and contact discontinuities, a key advantage over SPH codes.

In addition to using parabolic interpolants, PPM also implements monotonicity checking to prevent oscillations in the fluid flow along with intelligent dissipation algorithms, removing the need for artificial viscosity terms. The parabolic interpolations that are used do not necessarily interpolate the central values in the cells as these represent mean properties over the cell. Instead a considerably more complex interpolating function is used to ensure that its average value integrated over the cell is equal to that of the cell mean. This allows the PPM interpolations to recover the actual values of the fluid properties at the interface and not the mean values that are normally stored in the cells. PPM implements contact discontinuity steepening to correct for numerical diffusion of sharp structures as they advect across the mesh and PPM also flattens shock fronts which become thinner than a single cell. This can occur due to the exceptionally low dissipation in the PPM scheme and the natural self-steepening of shocks. This is done in order to prevent artificial oscillations in the fluid flow that can otherwise result behind the shock as it becomes poorly resolved by the mesh.

Despite PPM having the potential to be accurate to third-order, such an improvement is found to yield only a small improvement in accuracy but at a much greater computational cost (Fryxell et al., 2000). The most critical elements of the code however are kept at third or fourth-order accuracy to ensure that the code is both efficient and more accurate than many other codes that are formally accurate to second-order. For an in-depth description of the PPM algorithm I refer the reader to Fryxell et al. (2000).
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2.2.1 The Riemann Solver

The most powerful feature of AMR codes is their use of a Riemann solver to model the behaviour of the fluid in the presence of sharp shocks and contact discontinuities. It allows steep density and pressure changes to be accurately tracked using only a few resolution elements, meaning that they can offer exceptionally good resolution whilst operating at modest levels of refinement. They remove the need for artificial viscosity terms which can lead to smoothing of shock fronts over many cells as is common in SPH codes and naturally enable turbulent fluid motions such as Kelvin-Helmholtz and Rayleigh-Taylor instabilities to be tracked.

The Riemann problem itself describes the evolution of two constant states that are initially separated by a discontinuity. As the initial states generated above by the PPM describe two states with parabolic distributions, it is necessary to construct effective states that fit the Riemann problem. Although suitable values would be the zone averaged central values, this would yield an identical setup to the Godunov scheme and thus the higher order-accuracy of the PPM would be lost. Higher accuracy can instead be attained given that the signals within the gas propagate at a finite speed (equation 1.18), thus not all of the material within a cell necessarily influences the boundary. Suitable simulation timesteps are chosen by calculating the shortest time taken for a signal to propagate across a given fraction of the cell based upon the gas sound speed and the cell size. The maximum fraction covered in a timestep $dt$ is determined by the Courant-Friedrichs-Lewy condition and is fixed at 0.8, the default for FLASH based upon numerical experiment. This ensures that material cannot traverse more than eighty percent of the cell in a given timestep and thus helps ensure the numerical stability of the Riemann scheme in time.

In the Lagrangian approach shown in figure 2.2, only material enclosed by the two dashed lines corresponding to sound waves travelling away from the interface at speed, $c$, can intersect with the interface at timestep $n+1$. Thus, only material enclosed within this space can affect the outcome at the boundary.

Added complications arise when moving to a spatially fixed Eulerian grid as there are now three signal speeds able to affect the fraction of material which influences the boundary over the timestep; $u - c$, $u$ and $u + c$ for a fluid velocity on the mesh, $u$. Furthermore, whereas in the Lagrangian model, the sounds waves were constrained to move away from the boundary, now these three waves can lie either side of the interface. For a supersonic flow to the right as is shown in figure 2.3, all three characteristic waves
Figure 2.2: Lagrangian view of the characteristic waves that influence the boundary between two cells when constructing the Riemann problem. The dashed lines represent waves that intersect with the boundary at $x_{i+1/2}$, at the next time step, $t^{n+1}$. Material within the regions $c_i \Delta t$ and $c_{i+1} \Delta t$ can affect the flux of material across the boundary, for $c_i$ and $c_{i+1}$ the sound speed of gas in those regions.
Figure 2.3: Eulerian view of the characteristic waves that influence the boundary between two cells when constructing the Riemann problem for a supersonic flow to the right. The cell boundary is located at $x_{i+1/2}$. The three dashed lines represent the ‘entropy wave’ with the fluid velocity, $u$, and the two sound waves $u \pm c$. The supersonic speed of the material passing from the left to the right ensures the $u - c$ sound wave passing towards the interface does not have time to contact material on the right of the cell boundary. Therefore material on the boundary’s right is unable to influence interactions at the boundary and all three characteristic waves lie to the left of the cell boundary.

lie to the left of the boundary at $x_{i+1/2}$. Only material from the left cell can influence the flux of mass and energy through the cell face as the supersonic gas speed prevents the $u - c$ sound wave from reaching the material in the right cell before the next time step at $t^{n+1}$. For a subsonic flow as shown in figure 2.4 there will be one sound wave characteristic on either side of the boundary so that material from both cells can contribute to the interactions at the boundary. In addition the entropy wave associated with the fluid velocity, $u$, can lie either side of the interface depending upon the direction of the fluid flow.
Figure 2.4: Eulerian view of the characteristic waves that influence the boundary between two cells when constructing the Riemann problem for a subsonic flow to the right. The cell boundary is located at $x_{i+1/2}$. The three dashed lines represent the ‘entropy wave’ with the fluid velocity, $u$, and the two sound waves $u \pm c$. The subsonic speed of the material passing from the left to the right allows the $u - c$ sound wave passing towards the right to enclose a fraction of the material within the right cell. Thus material from both cells influences the flux of energy and material at the cell boundary. Sound waves reside on both sides of the boundary and the entropy wave can reside either side of the boundary depending upon the direction of the flow of material.
To solve the Riemann problem, an initial guess at which of the above regimes we are operating in is made based upon the average values for the fluid velocity either side of the zone interface and the material enclosed within each sound wave. This is then corrected for by determining the amount of material in each wave which will not reach the interface due to the pressure of the other waves. Riemann’s problem is then solved by performing successive Newton-Raphson iterations to obtain the post-shock pressures and fluid velocities at the cell boundaries. These in turn then give the post-shock density either side of the interface. The end result is a conversion of the initial Riemann problem inputs which correspond to spatial averages, into zone averages over the time interval $t$ to $t + \Delta t$. These are then used to determine the flux of material through the cell walls ensuring second order accuracy is maintained in time.

Galaxies in cosmological simulations often have bulk velocities of up to $\sim 1000\text{km} \cdot \text{s}^{-1}$. Galilean invariance requires that the application of a bulk velocity does not affect interactions in the rest frame of the galaxy. However as the relative velocities on either side of the spatially fixed mesh are used to determine the nature of Riemann’s shock tube problem, the addition of a bulk velocity can prove problematic. If a large bulk velocity is applied to the gas in the same direction as a shock, it could strengthen its intensity. Alternatively if the bulk velocity is applied in the opposite direction to the propagation of the shock, it may reduce the shock’s strength. This could present a major limitation to Eulerian techniques and therefore in chapters 4 and 6, I present numerical tests in which different bulk velocities are applied to a system and the outcome is observed. Fortunately, although the application of a bulk velocity does indeed alter the resulting galaxy cluster profile, I will show that its affects are relatively small, quantifiable and are still found to converge upon the static solution. Indeed recent work by Robertson et al. (2010) has shown that AMR simulations ultimately converge upon a fixed solution regardless of the bulk velocity providing that sufficient resolution is used, restoring Galilean invariance.

Clearly the use of a Riemann solver increases the complexity of AMR schemes. With the need for these calculations to be performed for every cell face at each timestep, the routine increases the computational overhead required to model the hydrodynamics. However the work presented later in this thesis clearly highlights major differences between the results from simulations run using SPH and AMR methodologies, ensuring that AMR codes maintain an essential part of the theorists tool box, particularly when independently validating the results from other codes with different hydrodynamic implementations.
2.3 Lagrangian Smooth Particle Hydrodynamics

An alternative to the Eulerian mesh approach is to adopt a fully Lagrangian technique such as Smooth Particle Hydrodynamics. In SPH the fluid is modelled by a series of particles each with a fixed discrete mass. Values for other variables can be obtained by interpolating between neighbouring particles within a “smoothing length.” For instance the density can be obtained by looping over a set number of nearest neighbouring particles, integrating their masses and dividing through by the volume they occupy. This tends to lead to smoothing of sharp density perturbations such as shock fronts and contact discontinuities over the smoothing length but has been shown to result in accurate reproduction of large scale fluid flow properties (see, e.g., Springel, 2005).

The SPH hydrodynamic equations that describe the evolution of conserved quantities; mass (2.9), momentum (2.10) and energy (2.11) are shown below (Monaghan, 1992):

\[
\frac{d\rho_a}{dt} - \sum_b m_b v_{ab} \cdot \nabla_a W_{ab} = 0 \quad (2.9)
\]

\[
\frac{dv_a}{dt} + \sum_b m_b \left( \frac{P_b}{\rho_b^2} + \frac{P_a}{\rho_a^2} \right) \nabla W_{ab} = 0 \quad (2.10)
\]

\[
\frac{dE_a}{dt} - \frac{1}{2} \sum_b m_b \left( \frac{P_b}{\rho_b^2} + \frac{P_a}{\rho_a^2} \right) v_{ab} \cdot \nabla_a W_{ab} = 0 \quad (2.11)
\]

where \( m_b \) corresponds to the mass of particle \( b \), \( E_a \) the energy of particle \( a \) for a pressure \( P \), density \( \rho \) and velocity difference \( v_{ab} = v_a - v_b \). Once initial densities and pressures are determined, these equations allow the new particle velocities and energies to be calculated. Once the velocities are updated, the particle positions can be evolved using conventional particle leapfrog techniques (see e.g. § 1.7.3) and then the process is repeated for each timestep.

The heart of SPH techniques lie in the interpolation method which can be used to express any variable in terms of its values at a series of disordered points - the particle positions. The integral interpolant of any function \( A(r) \) is defined as

\[
A_f(r) = \int A(r')W(r - r', h)dr'
\]

where the integration is over the entire space and \( W \) is a function referred to as the “Kernel.” The Kernel has two main properties, firstly the volume enclosed by it is normalised to one and in the limit of the smoothing length, \( h \), tending to zero, the Kernel behaves as a Dirac delta function, i.e. \( \lim_{h \to 0} W(r - r', h) = \delta(r - r') \). For numerical work this
integral is approximated by the summation over all particles,

$$A_S(r) = \sum_b m_b \frac{A_b}{\rho_b} W(r - r_b, h)$$  \hspace{1cm} (2.13)

Here each particle with index, $b$, position, $r_b$, density, $\rho_b$, velocity, $v_b$ and mass, $m_b$, can determine the value of any property $A$ at its position to be given by $A_b$. In GADGET-2, a spline Kernel is adopted of the form (Springel, 2005),

$$W(r, h) = \frac{8}{\pi h^3} \begin{cases} 
1 - 6 \left( \frac{r}{h} \right)^2 + 6 \left( \frac{r}{h} \right)^3, & 0 \leq \frac{r}{h} \leq \frac{1}{2} \\
2 \left(1 - \frac{r}{h} \right)^3, & \frac{1}{2} \leq \frac{r}{h} \leq 1 \\
0, & \frac{r}{h} > 1
\end{cases}$$  \hspace{1cm} (2.14)

As the Kernel is constructed such that only particles within the smoothing length, $h$, can contribute, it is only necessary to sum over the nearest neighbouring particles in equation (2.13) when computing variables.

The Kernel is constructed so as to be differentiable, thereby ensuring that interpolating functions between the particle positions are also differentiable. Thus to obtain the derivative of $A$ we use

$$\nabla A(r) = \sum_b m_b \frac{A_b}{\rho_b} \nabla W(r - r_b, h)$$  \hspace{1cm} (2.15)

or to ensure higher accuracy

$$\rho \nabla A = \nabla (\rho A) - A \nabla \rho$$  \hspace{1cm} (2.16)

These provide the fundamental tools necessary to arrive at the SPH hydrodynamic equations. By using the mathematical relation between direct and partial derivatives (Monaghan, 1997),

$$\frac{d}{dt} = \frac{\partial}{\partial t} + v \cdot \nabla$$  \hspace{1cm} (2.17)

I can rewrite the Eulerian continuity equation (2.1) in total differential form,

$$\frac{d\rho}{dt} - v \cdot \nabla \rho + \nabla \cdot (\rho v) = 0$$  \hspace{1cm} (2.18)

which using equation (2.16) can be simplified to give

$$\frac{d\rho}{dt} = -\rho \nabla \cdot v$$  \hspace{1cm} (2.19)

Therefore using equation (2.15), I can determine the SPH continuity equation to be

$$\frac{d\rho}{dt} = -\rho \nabla \cdot v_{ab} = -\sum_b m_b v_{ab} \cdot \nabla W(r_a - r_b, h) = -\sum_b m_b v_{ab} \cdot \nabla W_{ab}$$  \hspace{1cm} (2.20)
The momentum equation can be derived by taking similar steps to obtain Euler’s momentum equation in the form,
\[
\frac{d\mathbf{v}}{dt} = -\nabla \frac{P}{\rho}
\]  
(2.21)

As I can write the gradient of the pressure as
\[
\nabla \frac{P}{\rho} = \nabla \left( \frac{P}{\rho} \right) + \frac{P}{\rho^2} \nabla \rho
\]  
(2.22)

then the change in velocity and thus momentum can be written as
\[
\frac{d\mathbf{v}_a}{dt} = -\sum_b m_b \left( \frac{P_b}{\rho_b^2} + \frac{P_a}{\rho_a^2} \right) \nabla a W_{ab}
\]  
(2.23)

The SPH momentum equation is a realisation of Newton’s third law whereby in a medium where the pressure is constant between sets of particles, each set of particles exerts equal and opposite forces upon each other. Hence there exists no net force and no acceleration.

As the equation for the rate of change of thermal energy per unit mass, \(E_{\text{int}}\), (Monaghan, 1992)
\[
\frac{dE_{\text{int}}}{dt} = -\left( \frac{P}{\rho} \right) \nabla \cdot \mathbf{v}
\]  
(2.24)

can be written for particle \(a\) in the form,
\[
\frac{dE_{\text{int}}}{dt} = \left( \frac{P_a}{\rho_a^2} \right) \sum_b m_b \mathbf{v}_{ab} \cdot \nabla a W_{ab}
\]  
(2.25)

Then by noting that
\[
\frac{dE_{\text{int}}}{dt} = -\nabla \cdot \left( \frac{P\mathbf{v}}{\rho} \right) + \mathbf{v} \cdot \nabla \left( \frac{P}{\rho} \right)
\]  
(2.26)

the thermal energy equation for particle \(a\) can be re-written in the form
\[
\frac{dE_{\text{int}}}{dt} = \sum_b m_b \left( \frac{P_b}{\rho_b^2} \right) \mathbf{v}_{ab} \cdot \nabla W_{ab}
\]  
(2.27)

By taking the average of equations 2.25 and 2.27 it is possible to rewrite the energy equation in a similar format to the momentum equation 2.10 including the contributions from both particle \(a\) and the other particles,
\[
\frac{dE_a}{dt} = \frac{1}{2} \sum_b m_b \left( \frac{P_b}{\rho_b^2} + \frac{P_a}{\rho_a^2} \right) \mathbf{v}_{ab} \cdot \nabla a W_{ab} = 0
\]  
(2.28)

Though derived in similar but not identical fashion to the Euler hydrodynamic equations, in theory they should provide an identical prescription of the fluid flow. One key area in which Eulerian mesh codes differ from SPH codes is that SPH codes lack the ability to implement shock physics through the use of a Riemann solver. To mimic the behaviour
of shocks an artificial viscosity is implemented in place. This additional term is added to the momentum and energy equations,

\[
\frac{dv_a}{dt} = -\sum_b m_b \left( \frac{P_b}{\rho_b^2} + \frac{P_a}{\rho_a^2} + \Pi_{ab} \right) \nabla W_{ab}
\]

\[
\frac{dE_a}{dt} = \frac{1}{2} \sum_b m_b \left( \frac{P_b}{\rho_b^2} + \frac{P_a}{\rho_a^2} + \Pi_{ab} \right) v_{ab} \cdot \nabla_a W_{ab}
\]

where \(\Pi_{ab}\) is given by

\[
\Pi_{ab} \begin{cases} 
-\frac{\alpha \bar{c}_{ab} \mu_{ab}}{\rho_{ab}} & v_{ab} \cdot r_{ab} < 0 \\
0 & v_{ab} \cdot r_{ab} > 0 
\end{cases}
\]

(2.31)

with \(\bar{c}_{ab}\) being the mean sound speed at the positions of particles \(a\) and \(b\), with

\[
\mu_{ab} = \frac{h v_{ab} \cdot r_{ab}}{r_{ab}^2 + \eta^2}
\]

(2.32)

This technique ensures that the artificial viscosity is zero except for when particles are approaching each other in space. When present, the viscosity acts as an excess resistive pressure, thermalising the kinetic energy of the colliding gas and thus mimicking the behaviour of a shock. As long as energy is thermalised in the vicinity of a shock then the large scale flow properties will remain unaffected. The advantages of such an approach include that it is fully Lagrangian, it vanishes for the rotation of rigid bodies and conserves total angular momentum. The values for \(\alpha\) and \(\beta\) are set based upon numerical tests and typically take values around two and one respectively. The effect of varying them is explored in chapter 6 when dealing with entropy generation in pure hydrodynamic simulations of cluster mergers and is found to have little affect on the resulting entropy generation in shocks.

As the resolution is effectively determined by the magnitude of the smoothing length and the number of particles it encloses, it is normally altered to enclose a given number of nearest neighbours or in the case of variable mass particles, a given amount of mass. The convention adopted in GADGET-2 is to fix the Kernel volume so that it encloses a constant amount of mass for the estimated density, thus

\[
\frac{4\pi \rho_b h^3}{3} = N_{sph} \bar{m}
\]

(2.33)

where \(N_{sph}\) is the typical number of nearest smoothing neighbours and \(\bar{m}\) is the mean particle mass being smoothed over. This formalism ensures that the smoothing length decreases and thus the effective resolution increases as the density increases. This is an
extremely desirable outcome for astrophysical simulations which aim to follow cosmic structure formation, allowing resolution to be concentrated in regions with the most mass. However it does limit the SPH technique to only being able to refine based upon the density, thus regions of low density that would benefit from the use of high resolution to model shocks such as in black hole powered jets or supernova ejecta are better modelled with AMR techniques.

Due to its robustness and reliability when implementing new physics modules, SPH has proven to be an extremely versatile tool for modern astronomers. The use of an artificial viscosity to induce the entropy generation in shocks, in place of the more computational demanding Riemann solver has also made SPH codes much faster and more memory efficient. This has allowed them to be used for some of the largest, most ambitious simulations to date (e.g. OWLS & GIMIC simulations, see chapter 1). However as the origin of the hydrodynamic equations is slightly different between the AMR and SPH implementations we should nevertheless test their performance using a series of simple test problems for which known solutions exist. To this end the work I present in chapter 4 aims to approach this.

2.4 Gravity Solvers in AMR Codes

Gravity dominates the large scale structure of the Universe and is fundamentally important in almost all astrophysical processes. From the merging of galaxy clusters to the collapse of material to form stars, the energy input from gravitational interactions is enormous. Because of this, accurate modelling of gravitational forces is of paramount importance.

AMR codes solve for the gravitational potential on the mesh using Poisson’s equation (3.3) which relates it to the density. It is a simple step to then take the potential and difference it across cells to produce the gravitational acceleration that gas within a cell should experience.

$$\nabla^2 \phi = 4\pi G \rho$$

(2.34)

I defer a detailed description of the algorithms used to solve Poisson’s equation in \textit{FLASH} to chapter 3. There I discuss the multigrid method and the benefits yielded from combining it with fast Fourier techniques.

The \textit{FLASH} code permits the tracking of collisionless particles with discrete masses,
including their gravitational effects, by mapping their masses via a cloud-in-cell approach to a separate variable on the adaptive mesh, \texttt{pden}. The cloud-in-cell assigns the otherwise point mass particle a volume equivalent to that of a mesh cell and weights the density mapped to each cell according to how much of the particle cloud resides within it (see equation 2.35). This allows the particle mass to be mapped to several neighbouring cells. This is an improvement upon simply counting the number of particles in a cell which can lead to a much noisier density field with sharp density contrasts between adjacent cells.

\[ \rho_{i,j,k} = \frac{m_{\text{particle}}}{\Delta x \Delta y \Delta z} \frac{(P_x - x_{i,j,k})}{\Delta x} \frac{(P_y - y_{i,j,k})}{\Delta y} \frac{(P_z - z_{i,j,k})}{\Delta z} \]  

(2.35)

where for a cell with indices i, j, k, the density \( \rho_{i,j,k} \) is a function of the cell’s position \((x_{i,j,k}, y_{i,j,k}, z_{i,j,k})\) and the particle position \((P_x, P_y, P_z)\). \( \Delta x, \Delta y, \Delta z \) correspond to the cell size in the x, y and z-direction respectively and \( m_{\text{particle}} \) is the particle mass.

Once the particle contribution is mapped to the mesh, it is then added to the gas density which is used to determine the gravitational potential. As particles are stored on the processor holding the block which they reside in and a copy is not kept by all processors, it is possible for the mass of a particle to be mapped into guardcells which represent internal cells on neighbouring blocks. As this information needs to be communicated to neighbouring blocks and can entail cross processor communication, the \texttt{MapParticlesToMesh} routine presents a substantial strain on hardware.

The use of particles to represent a smooth dark matter distribution is common place in many types of code, however problems with their use in AMR codes may arise when mapping discrete particle properties such as their mass to an overly refined mesh. What may be intended as a smooth dark matter distribution could end up appearing overly concentrated in a few cells instead of smoothly distributed throughout the mesh. To overcome this, Paul Ricker (University of Illinois at Urbana-Champaign) developed a \texttt{SmoothMapParticlesToMesh} module. This performs a restriction operation on the leaf block once the particle masses have been mapped to it and checks to see if the parent block on the level below has any cells that are empty. If there are empty cells then the parent restricts the mapped particle density to the next level below and again checks the cell densities. This is repeated until all of the cells within a block contain mass mapped from the particles. At this point the particle density is prolonged back up the mesh, thereby filling empty cells with a representative amount of mass from the particle distribution. This technique accurately represents the initially discrete particles as a smooth distribution with the same properties. It was adopted in the work presented in chapters 6
and 7 as a check to ensure that the particle distribution is adequately sampled relative to the mesh size. It was not used for all runs as adverse sampling effects where found to be negligible and the prolongation and restriction operations require communication up and down the tree which can entail timely cross processor communication.

2.4.1 Solving for the Evolution of Particles

The time dependent evolution of particles in *FLASH* follows a second order accurate variable timestep leap frog method. Particles are advanced from timestep $n$ to $n+1$ with step size $\Delta t$ using the following difference equations:

$$
\begin{align*}
x_i^{n+1} &= x_i^n + v_i^n \Delta t^n \\
v_i^{n+1/2} &= v_i^{n-1/2} + C_n a_i^n + D_n a_i^{n-1} \\
x_i^{n+1} &= x_i^n + v_i^{n+1/2} \Delta t^n
\end{align*}
$$

with coefficients $C_n$ and $D_n$:

$$
\begin{align*}
C_n &= \frac{1}{2} \Delta t^n + \frac{1}{3} \Delta t^{n-1} + \frac{1}{6} \left( \frac{(\Delta t)^2}{\Delta t^{n-1}} \right) \\
D_n &= \frac{1}{6} \left( \Delta t^{n-1} - \frac{(\Delta t)^2}{\Delta t^{n-1}} \right)
\end{align*}
$$

(2.37)

In addition to active particles (those with mass), tracer particles which advect with the fluid flow can be incorporated. These are advected using the forward Euler scheme (equation 2.38) with the velocity, $v$, being obtained by interpolation from the velocity of the fluid on the mesh.

$$
x_i^{n+1} = x_i^n + v_i^n \Delta t^n
$$

(2.38)

2.5 Gravity Solvers in SPH Codes

SPH codes can tackle the issue of calculating the gravitational interaction in a variety of ways. One of the most common and powerful is that of the “tree”. The net acceleration experienced by the $i^{th}$ particle due to the gravitational interactions between itself and each of the $N - 1$ other particles can be calculated through the direct summation:

$$
\dot{v}_i = \sum_{n}^{N-1} \frac{G m_n}{r_{ni}} r_{ni} 
$$

(2.39)

This summation is performed separately for each of the $N$ particles. Although simple to code up, it offers poor scaling with $N - 1$ direct summations being required for each
particle in the simulation. Time can be saved by considering that the attraction between each pair of particles is equal and opposite, thus when calculating the force exerted by particle \( n \) on particle \( i \), the value can be stored in memory and used when calculating the effect of particle \( i \) on \( n \), reducing the required calculations by a factor of two. However in order for large N-body structure formation simulations to be feasible a superior alternative must be sought.

The hierarchical multipole expansion technique, commonly referred to as a “tree” algorithm involves splitting the overall particle distribution into increasingly larger sub-groups. For each sub-group the local gravitational forces can be calculated by looping over neighbouring particles within the sub-group using equation (2.39). The large scale gravitational forces however are calculated by performing the summation over whole sub-groups, with each group representing their collective masses, each with a single centre of mass. This forms a hierarchical tree with the large scale gravitational forces being calculated for a few massive sub-groups from which the results can be extended down the tree to increasingly smaller scales and sub-groups until we reach individual particles.

Although this ultimately induces small inaccuracies into the gravitational calculation, the error can be controlled by ensuring that particles within each sub-group are sufficiently far enough apart before splitting the sub-group up further. Placing particles which are close to each other into different sub-groups exacerbates the errors incurred.

The tree opening criteria (equation 2.40) defines the point at which the force error induced by using a larger sub-grouping of particles becomes unacceptable and a greater number of integrations over the smaller sub-groups it contains is necessary. The tree opening criteria is chosen such that

\[
\frac{GM}{r^2} \left( \frac{l}{r} \right)^2 \leq \alpha |\dot{\mathbf{v}}|
\]  

(2.40)

where \( M \) is the mass of the sub-group with an extension of \( l \) at a distance, \( r \), from the particle for which the acceleration is being calculated. \( \dot{\mathbf{v}} \) represents the particle’s acceleration at the last timestep and \( \alpha \) is a tolerance parameter. If the left hand term of equation 2.40 is greater than the right hand term then the tree is opened up to include integrations over the smaller sub-groups within the current grouping. This helps minimise the force error introduced in each particle–sub-group interaction by comparing a rough estimate of the truncation error with the size of the total expected force.

The repeated grouping of particles has the advantage of keeping the gravitational integrations local over several particles instead of many thousands. The large scale gravi-
tational terms can then be applied down the tree, from the large scale super-groups to the smallest sub-groups, greatly accelerating the overall process. This results in a technique that scales more closely to $O(N\log(N))$ instead of the $N^2$ calculation required for the direct summation over all particles.

In addition to the use of a tree, the particle distribution can be mapped to a mesh, similar to that done in the AMR codes. The gravitational force is then solved for using either iterative schemes or more commonly, fast Fourier transforms to obtain the potential (see chapter 3). Hybrid schemes which use the mesh to accelerate the calculation of large scale gravitational terms but then incorporate the use of a tree to recover small scale gravitational accuracy benefit from the advantages of both approaches.

As interactions in very dense regions such as the cores of galaxies occur over much smaller spaces of time than those in the sparser outer regions like the halo, vast amounts of computation can be wasted by evolving all particles in lock-step. To overcome this, individual adaptive time-stepping can be adopted, ensuring each particle is only evolved with the necessary timesteps they require. The forces acting on the particles within each sub-group in the gravitational tree can be broken into a long range force component due to the other sub-groups and a short range component due to particles within the sub-group. By performing multiple short range particle kicks to every large scale kick, the frequency at which the tree is rebuilt and the number of multipole calculations can be drastically reduced without sacrificing accuracy. For simplicity and to ensure that the scheme remains synchronised, timesteps are typically kept to a power of two smaller than those on the scale above.

2.6 FLASH - an Adaptive Mesh Refinement Code

FLASH was developed at the Alliances Center for Astrophysical Thermonuclear Flashes under contract to the US Department of Energy as part of the Accelerated Strategic Computing Initiative (ASCI). As such the code is highly modular, massively parallel and has been run on some of the largest distributed memory machines in existence including the Blue Gene/P supercomputer with 65,536 cores at the Argonne National Laboratory. The goal of the Flash Center is to significantly advance understanding of thermonuclear flashes which occur in and around white dwarfs and neutron stars.

The code is highly modular in construction with the user being able to include additional physics modules simply by adding the phrase `#REQUIRES ‘module name’` to the
setup’s Config file. This has allowed me to implement additional modules for star formation, stellar feedback, metal dependent cooling and a new improved gravity solver which was developed in collaboration with Dr. Tom Theuns (Durham University & University of Antwerp).

The FLASH code adopts a Eulerian block structured mesh approach which is able to actively refine and de-refine. The mesh is fixed spatially and the simulation volume fits within the “level one refinement” block. Each block is sub-divided into a series of cells, the number of which are specified at runtime. In 3-Dimensions (3D) FLASH adopts an octree with a quadtree being used in 2D. When refining the region of space occupied by a block, additional “child” blocks are created in place with each dimension being half as long as those of the larger “parent” block that they cover. In this way a refinement will increase the number of blocks in a 3D simulation by 8 (or 4 in 2D, see figure 2.5). These child blocks can then further refine up to higher levels in the same manner, spawning child blocks of their own. Blocks at the highest level of refinement for that region of space, with no children of their own are termed “leaf” blocks and the data they contain is considered to be the most up to date. The user is able to stipulate a minimum, “lrefmin” and a maximum, “lrefmax,” level of refinement.

In 3D, each block is split into $n_{xb}$, $n_{yb}$ and $n_{zb}$ cells in the x, y and z-direction respectively with an additional four cells either side termed “guardcells”. These guardcells contain a copy of the information mapped from neighbouring blocks or if the block edges lie on the simulation boundary, boundary conditions are mapped into them. These guardcells are vital for the exchange of information to neighbouring blocks and for the interpolation which takes place when refining a region and copying parent cell data to new children – a process termed “prolongation.” They are also required when calculating pre-shock conditions at the edges of the block in the PPM solver (see § 2.2). The addition of guardcells allows a block to be evolved in parallel with other neighbouring blocks whilst minimising the amount of expensive cross processor communication needed to determine boundary values for a given block face. No two neighbouring blocks are permitted a difference in level of refinement greater than one.

The user stipulates whether the simulation should have outflow - zero gradient boundary conditions which allow shocks to leave the domain, reflective - non-penetrating zero gradient boundaries which reflect the fluid’s transverse velocity, periodic boundary conditions which wrap around to the opposite side of the simulation box or user defined conditions. For the simulations within this thesis I adopt periodic boundary conditions
Figure 2.5: Examples of the *FLASH* refinement tree in 2D (left panel) and 3D (right panel) with the refinement ‘lref’ levels marked. When a block refines it spawns additional blocks in place itself. Each dimension of the new child blocks is half the length of the parent. In 2D this leads to the creation of four new blocks every time we refine a single block (left panel) whilst in 3D this leads to an increase of eight. Those blocks which do not have children at higher levels of refinement are termed “leaf blocks.” Data on the highest refinement level is considered the most accurate and up to date. A layer of guardcells are located around each block and contain a copy of neighbouring block data or user defined boundary conditions when at the edge of the simulated volume.

unless stated otherwise.

Compared to a uniform mesh, an adaptive mesh requires additional overhead to support the octree but excels when very large dynamic ranges need to be simulated. In this case regions which are of particular importance such as sharp shock fronts and contact discontinuities can be highly refined by recursively placing down finer blocks. Whereas the memory overhead which would come from highly resolving regions of relative inactivity on a uniform mesh can be reduced by de-refining them. *FLASH* also supports a uniform mesh mode which removes the need for the octree overhead but was found to be of limited use given the high levels of refinement needed for the simulations I present in chapters 4, 5 and 6.
2. SPH and AMR, the Theorist’s Tool Box

2.6.1 Refinement Schemes

A major advantage of AMR codes is their ability to tailor the refinement based upon any user specified criteria, unlike their SPH counterparts which refine purely on the local density field. A careful choice of refinement scheme is necessary to ensure that we resolve regions with sufficient resolution to accurately solve the hydrodynamic equations whilst not expending resources on over-refining regions when it is not necessary.

The different criteria I used in this thesis include that developed by Löhner (1987). The Löhner criteria works by taking the modified second derivative of a user defined variable and normalising it by the average gradient over a computational cell.

\[ E_i = \frac{| u_{i+1} - 2u_i + u_{i-1} |}{| u_{i+1} - u_i | + | u_i - u_{i-1} | + \epsilon (| u_{i+1} | - 2| u_i | + | u_{i-1} |)} \] (2.41)

Here \( u_i \) is the refinement test variable’s value in the \( i^{th} \) cell. The last term in the denominator is a filter which prevents the refinement of small ripples and can be adjusted by varying the value of \( \epsilon \) (which is set to 0.01 by default). When extended to three dimensions it has the form:

\[ E_{i_1,i_2,i_3} = \left\{ \frac{\sum_{pq} \left( \frac{\partial^2 u}{\partial x_p \partial x_q} \Delta x_p \Delta x_q \right)^2}{\sum_{pq} \left( \left| \frac{\partial u}{\partial x_p} \right|_{i_1+1/2} + \frac{\partial u}{\partial x_p} \right|_{i_1-1/2} \Delta x_p + \epsilon \left| \frac{\partial^2 u}{\partial x_p \partial x_q} \right|^2 \Delta x_p \Delta x_q \right)^2} \right\}^{1/2} \] (2.42)

where the sums are over coordinate directions, \( p, q = 1, 2, 3 \). The resolution is adaptively increased when \( E > E_{\text{refine}} \) and decreases when \( E < E_{\text{derefine}} \). The runs presented in this thesis adopt the defaults of \( E_{\text{refine}} = 0.8 \) and \( E_{\text{derefine}} = 0.2 \) unless otherwise stated. This technique has the advantage of being an entirely local calculation to the cells within a block and does not require global communications. It can be applied to any variable or combination of them with nodependence upon systems of units making it an ideal refinement criteria for a variety of different astrophysical phenomena.

In addition to the Löhner criterium, I have also implemented a series of additional refinement criteria tailored specifically to the problems presented in this thesis.

For my runs featured in chapter 4 I implement a refinement criteria based upon the maximum mass that a cell has within a block. This routine calculates the individual masses of each of the cells within a block using the density on the mesh and the known block size and then compares the mass of the most massive cell to a set of criteria. If the mass is above a user defined threshold value (\( 10^8 M_\odot \) for the gravitational tests shown)
then the region is refined, if the maximum mass drops below a given cutoff \((5 \times 10^7 M_\odot)\) in this case) then the region is de-refined. This was used in place of the Löhner criteria which tends to over refine sharp cut-offs at the edge of a given density profile. At these points, the density may be extremely low and there may be very little physical activity, thus resources may be better tailored to those regions where the greatest amount of mass resides. Small fluctuations in these dense regions will yield the greatest deviations to the final King profile and thus resolution is best concentrated there.

In order to fully resolve collapsing regions and prevent artificial fragmentation, the star formation routines in chapter 7 required the code to resolve the Jeans length at all points with a minimum number of cells (up to the maximum permitted level of refinement, \(l_{refmax}\)). This required the determination of the Jeans length (equation 1.24) which was then compared to the cell size. If the cells were found to be larger than a given fraction of the Jeans length then their block was refined providing that it would not exceed the maximum imposed level of refinement. If a reduction in the level of refinement would not result in under-resolving the Jeans length then the block was permitted to be de-refined providing that this did not conflict with the requirements of other refinement schemes.

In addition to these refinement schemes, the runs performed in chapters 6 and 7 made use of a minimum density refinement threshold. Below the threshold, refinement was reduced to the minimum, providing that any jumps in refinement between neighbouring blocks did not exceed one. This was imposed in order to remove unwanted refinements in very low density regimes which were outside of the region of interest and had a negligible effect upon core galaxy properties. It also helped control excessive refinements which the Löhner refinement scheme would place down where the galaxy density profile was sharply truncated. Refinements otherwise would have been focussed around the edges of the disk or clustered in regions of relative physical inactivity. I ensured that running with this criteria did not adversely affect simulation results by contrasting them with those run without it. The deviations were found to be negligible for all simulations concerned. Resolution checks in §6.4.1 show that results from the simulations run with this refinement criteria trace those using a uniform grid of equivalent peak resolution, demonstrating that all physical processes are correctly resolved.

2.6.2 The Cosmology Module

In order to allow the hydrodynamics module to operate without the need for separate modifications when running in a cosmological context, the interpretation of quantities on
the mesh is altered. Coordinates instead correspond to the comoving quantity, \( \mathbf{x} \), related to physical distances through \( \mathbf{x} = \mathbf{r}/a(t) \) where \( a(t) \) is the time dependent cosmological scale factor. The gas velocity, \( \mathbf{v} \), is replaced by the comoving peculiar velocity, \( \dot{\mathbf{x}} \). The hydrodynamic quantities; density, pressure, temperature and energy are represented by their comoving variants, related to their proper physical quantities (marked with a tilde) as follows,

\[
\rho \equiv a^3 \tilde{\rho} \tag{2.43}
\]

\[
P \equiv a \tilde{P} \tag{2.44}
\]

\[
T \equiv \frac{\tilde{T}}{a^2} \tag{2.45}
\]

\[
\varepsilon \equiv \frac{\tilde{\varepsilon}}{a^2} \tag{2.46}
\]

This convention allows the equation of state to remain identical to that in a non-expanding universe. The Euler equations for hydrodynamics can thus be written in the form:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \tag{2.47}
\]

\[
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) + \nabla P + 2 \frac{\dot{a}}{a} \rho \mathbf{v} + \rho \nabla \phi = 0 \tag{2.48}
\]

\[
\frac{\partial \rho E}{\partial t} + \nabla \cdot [(\rho E + P) \mathbf{v}] + \frac{\dot{a}}{a} \left[ (3\gamma - 1)\rho \varepsilon + 2\rho v^2 \right] + \rho \mathbf{v} \cdot \nabla \phi = 0 \tag{2.49}
\]

\[
\frac{\partial \rho \varepsilon}{\partial t} + \nabla \cdot [(\rho \varepsilon + P) \mathbf{v}] - \mathbf{v} \cdot \nabla P + \frac{\dot{a}}{a} (3\gamma - 1)\rho \varepsilon = 0 \tag{2.50}
\]

The terms involving \( \dot{a} \) are implemented in the \texttt{RedshiftHydro} module, separate to the main hydrodynamics routines.

Poisson’s equation in comoving form is,

\[
\nabla^2 \phi = \frac{4\pi G}{a^3} (\rho - \bar{\rho}) \tag{2.51}
\]

where \( \bar{\rho} \) is the mean comoving matter density. Thus it is necessary for the gravitational routines to explicitly divide the source terms on the right hand side by \( a^3 \).

The value for the expansion factor, \( a \), is obtained by solving the Friedmann equation (equation 2.52) given the value for the Hubble constant \( H_0 \) at present day (not to be confused with the Hubble parameter \( H(t) \)) along with the density contrasts for the present
day matter, radiation and cosmological constant. The density contrast being defined as its density relative to the critical density, $\rho_{\text{crit}}$.

\[
H^2(t) \equiv \left( \frac{\dot{a}}{a} \right) = H_0^2 \left( \frac{\Omega_m}{a^3} + \frac{\Omega_r}{a^4} + \Omega_\Lambda - \frac{\Omega_c}{a^2} \right) \tag{2.52}
\]

\[
\rho_{\text{crit}} = \frac{3H^2}{8\pi G} \tag{2.53}
\]

With $\Omega_c \equiv \Omega_m + \Omega_r + \Omega_\Lambda - 1$ representing the contribution to the overall spatial curvature of the Universe.

### 2.7 Conclusion

Within this chapter I have described the two dominant approaches to solving the evolution of compressible hydrodynamic fluid flow; the particle approach common to SPH techniques and the Eulerian mesh approach adopted in AMR codes. A clear understanding of these techniques and their differences is essential for the material presented in later chapters. I have outlined the different hydrodynamic equations used in the two different implementations and shown that although derived using different approaches, they are both grounded in sound theoretical concepts. I have shown how the use of a Riemann solver can be used in mesh based codes to determine the post-shock conditions based upon Riemann’s problem and shown how SPH tries to mimic the entropy generation in shocks through the use of an artificial viscosity. I have highlighted the potential limitation to the static mesh approach which can lead to Galilean non-invariance through the Riemann solver and I will investigate this issue in more detail in chapters 4 and 6. By comparing the two different means for calculating the gravity in AMR and SPH codes it is clear that SPH typically attains much higher gravitational force resolution than its AMR counterparts but with sufficient resolution they will converge upon the same solution.
Chapter 3

Optimisations: Galaxy Formation in a Flash

3.1 Introduction

Astrophysical simulations involve a multitude of complex inter-dependent interactions that occur over an enormous range of scales. Whilst star formation takes place on scales less than a few parsecs across, the formation of galaxy clusters can span millions. Thus any astrophysical simulation can present a large number of problems to software developers. With most simulations requiring many Gigabytes of memory and trillions of calculations, the demand on hardware is enormous. The advent of parallel supercomputing has made such simulations viable but in order to obtain the best performance from these expensive machines, codes must make use of complex parallel algorithms making the development and testing of these codes often difficult.

Initial work with the FLASH code revealed a series of limitations that would render it inappropriate for the more ambitious galaxy formation simulations. Firstly the memory consumption was found to be very high making it impractical to run very large high resolution simulations. This is partly to be expected as AMR codes generally are more memory intensive than SPH codes which do not include the use of “guard cells” (see chapter 2.6) or explicitly track variables such as the temperature. The temperature can instead be derived from the other hydrodynamic variables. However upon close investigation the memory consumption in FLASH was found to be far higher than expected based on the number of variables stored in memory, a problem which I address in § 3.2.

Increased memory consumption can degrade performance as distributed computers are divided into a series of “nodes” each of which can possess more than one Central Processing Unit (CPU) and a finite amount of memory. In order to supply larger amounts of memory more nodes must be used, requiring cross processor communication. Although communication performed between CPUs on the same motherboard is relatively inexpen-
sive, communication between different nodes installed on different racks can incur large time penalties. This arises from the small overhead required to establish and begin a communication (often referred to as the “latency”) and limitations on the communications bandwidth. Because of this, increasing the amount of memory needed for a simulation, increases the number of nodes it must be divided across and thus the time spent engaging in expensive cross node communication.

Secondly, the gravity solver was found to present a severe bottleneck to any self-gravitating simulation. Previous runs performed by my predecessors attempted to overcome this limitation by restricting their work to phenomena where the change in the gravitational potential over the duration of the simulation was considered negligible (for example Dalla Vecchia et al., 2004). This allows for the adoption of simple analytic potentials, a practice which is still common place amongst FLASH users when modelling phenomena such as AGN jets (e.g. Brueggen and Scannapieco, 2009; Roediger et al., 2007) and the ram pressure stripping of disk galaxies (e.g. Roediger and Brüggen, 2007, 2008). However as gravitational collapse is of key significance in the formation of individual galaxies, driving Jeans unstable fragmentation and star formation, a superior solution is required.

In § 3.2 I describe how reductions in the memory consumption have been incorporated into the FLASH code without adversely affecting its performance.

In § 3.3 I outline the importance of developing an efficient gravity algorithm and then outline in § 3.4 the drawbacks of simple iterative techniques.

In § 3.5 I describe the operation of the multigrid gravitational solver that comes supplied as one of the default algorithms, along with its limitations. I then present work done in collaboration with Dr. Tom Theuns (University of Durham, University of Antwerp) on the implementation of a Fast Fourier Transform (FFT) technique used to vastly accelerate the gravitational calculation in § 3.6. I perform preliminary tests on the accuracy of the technique in § 3.6.1. In § 3.7 I derive a simple linear interpolation scheme that works with uneven grid spacing and makes use of the known high resolution density field, a tool necessary for the following work in § 3.8. In § 3.8 I carefully analyse the robustness and accuracy of new FFT technique and outline any potential limitations with the scheme. I conclude my findings on the new hybrid FFT-multigrid solver in § 3.8.4.

I then finish by mentioning potential future optimisations that could be made to improve the performance of the FLASH code for future astrophysical simulations in § 3.9.
3. Optimisations: Galaxy Formation in a Flash

3.2 Memory Reductions

The goal of the Flash Center is to significantly advance understanding of thermonuclear flashes which occur in and around white dwarf and neutron stars. As a direct consequence of this, many modules contain elements pertinent to this original goal such as the ability to simultaneously follow multiple ideal fluids. This necessitates from the need to model the complex equations of state which are believed to govern a neutron fluid at extremely high densities ($\gg 10^6 \text{ g cm}^3$) and pressures. This requires the use of many separate values for the adiabatic index, $\gamma$. The code by default, explicitly tracks two adiabatic indices as part of the method of Colella and Glaz (1985) used to handle general equations of state. The first is necessary to calculate the adiabatic sound speed and is given by

$$\gamma_1 = \frac{P}{\rho} \frac{\partial P}{\partial \rho}$$

whilst the second is needed to relate the pressure to the energy

$$\gamma_4 = 1 + \frac{P}{\rho \varepsilon}$$

Such a complex equation of state however is not necessary for simulations of the gas present in galaxies, groups and clusters which do not resolve such compact objects. This allows me to remove all references to the two separate adiabatic indices and replace them with a fixed value for the ratio of specific heats appropriate for an ideal gas. This is supplied by the user at run time and by default has the value, $\gamma = 5/3$. This removes the need for two variables to be stored in memory for each cell, cutting both the memory overhead and the storage space required for checkpoint files. By using a single value of gamma it also dramatically simplifies the workings of the Riemann solver. Previously as the value for the ratio of specific heats could vary between cells, it was necessary to combine a series of interpolations and iterations to determine its value at the zone interface. With a single value however there is no variation between cells and thus the Riemann solver can be vastly simplified. As these calculations were performed for each cell, over all directions at every timestep, it has reduced the overhead of the hydrodynamics solver by almost a factor of two. The resulting solver was tested by directly comparing the resulting density, pressure and internal energy profiles from a Sedov blast problem (see 4.4.2 for more details, Sedov, 1959) run with the reduced memory version of FLASH and the default release. The results from the two codes were identical to within rounding precision (relative deviations $\leq 10^{-16}$).
3. Optimisations: Galaxy Formation in a Flash

When closely inspected, it was found that the memory consumption for a single block was much higher than expected based upon the total number of cells and variables stored on the mesh. This results from the static allocation of work arrays which are used during specific routines such as the hydro solver to temporarily store data. The \textit{FLASH} developers initially chose to use static memory allocation for these memory segments as it allows the compiler to perform better memory optimisations. However I opt to dynamically allocate these memory segments upon entry to the necessary subroutines and then de-allocate them upon leaving. This ensures that temporary memory required in routines such as the hydro and gravity solvers does not cumulatively add up, reducing the total simulation memory overhead. Although this prevents the compiler from performing more efficient memory optimisations at compile time, I argue that the reduction in cross processor communication as the code fits onto less nodes greatly outweighs the losses.

An additional memory saving can be made by not storing the temperature. This removes the need to store it for each cell on the mesh, providing a sizable memory saving. Although its removal does imply that any routine requiring its use must calculate it on demand from the other hydrodynamic variables, this occurs at few points throughout the code (e.g. checking the temperature for star formation, see chapter 7) and thus does not detrimentally affect the codes performance. As the temperature is not used when solving the Euler equations in the Riemann solver its absence does not influence the accuracy of the numerical scheme.

3.3 Solving Gravity in a FLASH

In § 1.2 I highlighted the cosmological importance of gravity which drives the collapse of gas to form stars, clusters of stars, galaxies, groups and clusters. As such it is necessary to self-consistently follow gravity in any model that attempts to understand such phenomena. Experience has shown that this is not an easy task however. The force experienced by any particle in space is subject to the attractive force exerted by all other \( N \) bodies (see § 1.2) and thus requires an integration that scales as \( O(N^2) \). This poor scaling makes tackling large numbers of particles (or cells) increasingly difficult. In addition, the fact that gravity exerts its affect upon all bodies in the simulated volume at all times means that large distributed supercomputer simulations require considerable communication for every timestep. This has led to gravity being a common bottleneck to the run time performance of most astrophysical simulations. To try and overcome this limitation, many
different techniques have been adopted including the SPH “tree” technique as outlined in § 2.5. In mesh based codes a different approach is often implemented in the form of the multigrid technique. The multigrid approach makes use of Poisson’s equation (3.3) to solve for the gravitational potential using the density mapped to the mesh. It is a simple step to then take the potential and difference it across cells to produce the gravitational acceleration that material within a cell should experience.

$$\nabla^2 \phi = 4\pi G \rho$$  \hspace{1cm} (3.3)

Work with \textit{FLASH} at the ICC revealed that the inbuilt Poisson solver module was heavily inefficient and simulations which featured self-gravitation were bottle-necked by the speed of the gravity calculations. As a direct consequence, much of the prominent work done with \textit{FLASH} to date has used simple predetermined gravitational potential fields (recent examples including Roediger and Brüggen, 2007; Roediger et al., 2007; Roediger and Brüggen, 2008; Brueggen and Scannapieco, 2009). Due to the relative limitations of static or analytic potentials when studying more complex structure formation, I have placed a strong emphasis upon developing and validating a more efficient gravity solver for \textit{FLASH}.

### 3.4 Relaxation Schemes

When applying an iterative scheme to an initial approximation, the result is said to “relax” as it converges almost asymptotically towards the “true” solution. One such iterative scheme (of particular importance to the multigrid technique, see § 3.5) is the Gauss Seidel scheme.

In \textit{FLASH} values are represented by a discrete set of points on a mesh as is shown for the simple one dimensional case in figure 3.1. The gradients at the intermediate points marked $\Delta \phi_1$ and $\Delta \phi_2$ can be obtained by taking the difference in the two adjacent grid point values and dividing by the grid spacing $\Delta x$. An approximation to the second derivative of the potential at $\phi_0$ can then be obtained by taking the difference between these two adjacent gradients. This allows for Poisson’s equation to be discretised,

$$\nabla^2 \phi = \frac{\partial^2 \phi(0)}{\partial x^2} \approx \frac{\Delta \phi_2 - \Delta \phi_1}{\Delta x^2} = \rho(0)$$  \hspace{1cm} (3.4)

thus,

$$\nabla^2 \phi \approx \frac{\phi(+) - \phi(0)}{\Delta x^2} - \frac{\phi(0) - \phi(-)}{\Delta x^2} = \rho(0)$$  \hspace{1cm} (3.5)
Figure 3.1: Schematic diagram of a FLASH grid section in one dimension. The gradients at the points marked $\Delta \phi_1$ and $\Delta \phi_2$ can be obtained by taking the difference between the two neighbouring grid point values and dividing by the grid spacing $\Delta x$. An approximation to the second derivative of the potential at $\phi_0$ can then be obtained by taking the difference between these two gradients.

where $\phi(-)$ and $\phi(+)\) are the values of the potential at mesh points immediately before and after the potential at position $\phi(0)$ for which we are evaluating the second differential.

This equates to:

$$\frac{\partial^2 \phi(0)}{\partial x^2} \approx \frac{\phi(+) + \phi(-) - 2\phi(0)}{(\Delta x)^2} = \rho(0) \quad (3.6)$$

Generalising Poisson’s equation to a two dimensional potential and density field, it can be rewritten in the form,

$$\frac{\partial \phi}{\partial t} = \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} - \rho \quad (3.7)$$

Thus using discrete differencing, equation (3.7) can be approximated as:

$$\frac{\phi_{j,l}^{n+1} - \phi_{j,l}^n}{\Delta t} = \frac{\phi_{j+1,l}^n + \phi_{j-1,l}^n - 2\phi_{j,l}^n}{(\Delta x)^2} + \frac{\phi_{j,l+1}^n + \phi_{j,l-1}^n - 2\phi_{j,l}^n}{(\Delta x)^2} - \rho_{j,l} \quad (3.8)$$

where $j$ and $l$ are the cell indices on the grid, $n$ represents the step number and $\Delta$ represents the cell size (assuming a uniform mesh). This simplifies to

$$\phi_{j,l}^{n+1} - \phi_{j,l}^n = \frac{\Delta t}{(\Delta x)^2} (\phi_{j+1,l}^n + \phi_{j-1,l}^n + \phi_{j,l+1}^n + \phi_{j,l-1}^n - 4\phi_{j,l}^n) - \rho_{j,l} \Delta t \quad (3.9)$$

Forward Centre Time Space (FTCS) differencing (see pg. 827ff. Press et al., 1992) states that the time step in a numerical scheme must not exceed $\frac{\Delta t}{(\Delta x)^2} \leq \frac{1}{2D}$ where $D$ is the number of dimensions, in order for the solution to remain stable and converge. In two dimensions this gives $\frac{\Delta t}{(\Delta x)^2} \leq 1/4$. Therefore setting the iterative step size to its maximum value results in Jacobi’s iterative scheme:

$$\phi_{j,l}^{n+1} = \frac{1}{4} (\phi_{j+1,l}^n + \phi_{j-1,l}^n + \phi_{j,l+1}^n + \phi_{j,l-1}^n) - \frac{\rho_{j,l}(\Delta x)^2}{4} \quad (3.10)$$
Equation (3.10) allows us to take an initial approximation to the potential at an initial step, \( n = 1 \), and update it to that at step \( n = 2 \) which will more closely approximate the true potential. By running repeated iterations, each time using the solution from the previous step as the input solution to the next, we converge upon the true potential. It may be necessary to perform many iterative steps at each individual timestep in \textit{FLASH} to reach a solution which is sufficiently well converged.

Jacobi’s scheme can be improved upon to give the Gauss-Seidel scheme (equation 3.11) by using the updated values of \( \phi \) on the right hand side (RHS) of equation (3.10). Thus storing values from previous iterative steps is not necessary and the cell averaging can instead be done in place. Thus the Gauss-Seidel scheme often takes a checker-board pattern or “red-black” ordering as the even cells (red tiles on a checker board) are updated and then the odd (the black tiles), repeating this until satisfactory convergence is obtained. This is important for the multigrid technique as it both conserves memory and constitutes a moderate speed up in the performance of the code.

\[
\phi_{j,l}^{n+1} = \frac{1}{4} (\phi_{j+1,l}^n + \phi_{j-1,l}^n + \phi_{j,l+1}^n + \phi_{j,l-1}^n) - \frac{\rho_{j,l} (\Delta x)^2}{4}
\] (3.11)

Simple to implement, iterative schemes like the Gauss-Seidel scheme described tend to remove small scale fluctuations quickly. Unfortunately, as information about neighbouring cells is only passed across one cell at a time, they achieve large scale convergence very slowly. As the mesh size increases, the number of iterations needed to pass information from one side of the mesh to the other increases. This reduces the convergence rate. This scheme is therefore poorly suited to obtaining an accurate potential on a mesh with a uniform level of refinement. However as I will show in § 3.5, the multi-layered properties of AMR codes allows them to accelerate the process by solving for different scale deviations on different refinement levels of the mesh, greatly accelerating the process.

### 3.5 The Multigrid Solver

The multigrid technique acknowledges the fact that iterative schemes converge very slowly on the large scale (low frequency) terms but are quick to remove small scale (high frequency) deviations between the actual and current potential.

As large scale terms on a fine mesh appear as small scale terms on a coarser mesh, it is possible to solve for these large scale terms on the coarser blocks and then prolong the correction required to higher levels of refinement. The application of iterations at
each higher level can then relatively quickly remove successively smaller scale deviations between the current and actual potential. This allows all spatial scales to converge at similar rates.

The multigrid technique makes use of four fundamental quantities to determine the actual potential. For a given true potential, $\phi$, we start with an initial approximation, $\tilde{\phi}(x)$. A measure of the deviation between the actual and current potential is then defined in terms of a “residual”,

$$R(x) \equiv \nabla^2 \phi(x) - \nabla^2 \tilde{\phi}(x)$$

(3.12)

where the term $\alpha \rho(x)$ is the “source” ($\alpha = 4\pi G$ in the case of gravity), $S(x)$. The residual satisfies the equation

$$\nabla^2 C(x) = R(x)$$

(3.13)

whose solution $C(x)$ is the “correction”

$$C(x) \equiv \phi(x) - \tilde{\phi}(x)$$

(3.14)

This means the multigrid solver must store an additional four variables in memory. The differential operator $\nabla^2 \phi_{ijk}$ is discretised on the mesh at a given level of refinement, $l$, in the same fashion as in § 3.4:

$$\nabla^2 \phi_{ijk}^l = \frac{\phi_{i+1,j,k}^l + \phi_{i-1,j,k}^l - 2\phi_{i,j,k}^l}{\Delta^2_{i,l}} + \frac{\phi_{i,j+1,k}^l + \phi_{i,j-1,k}^l - 2\phi_{i,j,k}^l}{\Delta^2_{j,l}} + \frac{\phi_{i,j,k+1}^l + \phi_{i,j,k-1}^l - 2\phi_{i,j,k}^l}{\Delta^2_{k,l}}$$

(3.15)

where $i, j, k$, represent the cell indices and $\Delta$ is the linear cell size in the respective direction. At each step the multigrid solver is initialised as follows:

1. Upon first calling the solver we zero the solution, residual and correction across the mesh, but for subsequent calls we use the previous solution as an initial guess.

2. Compute the residual, $R^l_{ijk} = S^l_{ijk} - \nabla^2 \phi_{ijk}^l$, on all leaf blocks. Compute the discrete L2 norm of the residual and the source (e.g. Source L2 norm = $|\rho|^2 = \langle \rho|\rho \rangle$).
The multigrid solver then performs the following V-cycle as it traverses down and then back up the refinement tree:

1. Zero the correction on the highest level of refinement, $C_{ijk}^{l_{\text{max}}}$.

2. For each level, $l$, from $l_{\text{max}}$ down to $l = 2$:
   
   (a) Copy the solution $\phi_{ijk}^l$ to a temporary variable $\tau_{ijk}^l$
   
   (b) Zero the correction on the level below, $C_{ijk}^{l-1}$.
   
   (c) Apply the relaxation operator several times to the solution on level $l$: $\nabla^2 C_{ijk}^l = R_{ijk}^l$
   
   (d) Add correction at the current level, $C_{ijk}^l$ to the potential, $\phi_{ijk}^l$
   
   (e) Compute the residual of the correction equation on all blocks on level $l$. Restrict this residual to the level below; $R_{ijk}^{l-1}$.
   
   (f) Compute residual of the source equation (3.12) on all leaf blocks of level $l - 1$ and leave result in $R_{ijk}^{l-1}$.

3. Solve the correction equation on the coarsest level, applying external boundary conditions. Correct the solution on the coarsest level.

4. For each level $l$ from $l = 2$ back up to $l_{\text{max}}$:
   
   (a) Prolongate the correction from the level below and add result to $C_{ijk}^l$
   
   (b) Replace $R_{ijk}^l$ with the residual of the correction equation.
   
   (c) Zero second temporary variable, $\nu_{ijk}^l$ on levels $l - 1$ and $l$.
   
   (d) Apply the relaxation operator several times $\nabla^2 \nu_{ijk}^l = R_{ijk}^l$
   
   (e) Add $\nu_{ijk}^l$ to the correction $C_{ijk}^l$
   
   (f) Copy $\tau_{ijk}^l$ back into $\phi_{ijk}^l$ on all leaf blocks.
   
   (g) Add the correction $C_{ijk}^l$ to the solution $\phi_{ijk}^l$ on all leaf blocks.

5. Compute the residual $R_{ijk}^l = S_{ijk}^l - \nabla^2 \phi_{ijk}^l$ on all leaf blocks. Compute the discrete L2 norm of the residual.

At the end of the V-cycle we compare the ratio of the residual and source norms to a defined threshold value. If the ratio drops below the threshold (default $1 \times 10^{-6}$) or we exceed a given number of cycles (default = 100) then we accept the solution, if not then we repeat the V-cycle.
As the multigrid technique uses the previous solution for the next timestep’s initial guess, it operates most efficiently when the potential fluctuates very little between steps. In addition, increasing the number of refinement levels in a simulation, increases the number of intermediate steps and therefore iterations within the V-cycle. Thus as the total number of refinement levels increases so too does the run time. Therefore the multigrid solver works optimally for slowly evolving systems with a limited number of refinement levels. However the Universe is characterised as spanning an immense range of scales with shocks and contact discontinuities being a common feature of galaxy forming processes. Very sharp density contrasts can cause the relaxation technique to converge very slowly, even with the increased rate of convergence the multigrid offers for large scale terms. This was evident in the cluster tests presented in chapter 4 (§ 4.5) where the sharp truncation of the King density profile required many V-cycles to accurately converge upon a solution. Small changes in the density profile would lead to either expansion or further collapse, quickly altering the gravitational potential and rendering the solution of little use at the next timestep. A combination of this sharp density change at the edge of the profile and the high number of refinement levels needed to resolve the core (11 in total) produced a crippling timestep of 31 minutes for gravity alone. Clearly this is impractical for simulations that require many tens of thousands of timesteps and thus a superior gravity solver was required to complete these tests. To this end in collaboration with Dr. Tom Theuns, the FFT gravity solver was implemented into Flash.

### 3.6 Application of an FFT technique

The need to perform multiple V-cycles along with many iterations at each refinement level presents a significant problem to the multigrid technique. However the need to perform many V-cycles can be entirely removed if instead we are able to determine the exact potential on a given level. The resulting potential at this “pm level” could then be prolonged to higher levels of refinement and relaxed to compensate for small scale fluctuations that were previously unresolved. The potential on levels below the pm level could be obtained through restriction. Overall such a technique would remove the need for many iterations at many levels and result in a dramatic speed up to the gravity calculation.

To achieve the accurate determination of the potential at a level of refinement higher than the base refinement level, we can make use of Fast Fourier Transforms (FFT) and
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the application of a Green’s function. A Green’s function is an integral Kernel used to solve inhomogeneous differential equations subject to boundary conditions. In this section I outline the principles of the Fast Fourier Transform technique and evaluate its performance in § 3.8 using both smooth analytic and random density functions.

Fourier transforms allow for a function that varies in space to be replicated using a series of separate harmonic frequencies which when combined would form a wave with the same spatial distribution as the input function. Thus the Fourier transform of a function gives information on the power in each harmonic frequency. These include both high frequency components, corresponding to small scale fluctuations in the input function and the low frequency components which represent the large scale fluctuations.

For a continuous function \( f(x) \), the Fourier transform is given by:

\[
\mathcal{F}(f(x)) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x) e^{-ikx} dx = g(k)
\] (3.16)

where the inverse Fourier transform is:

\[
\mathcal{F}^{-1}(g(k)) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} g(k) e^{ikx} dk = f(x)
\] (3.17)

However when the function \( f(x) \) is sampled by taking \( N \) points and mapping them to the grid, the Discrete Fourier Transform (DFT) describing it becomes:

\[
\mathcal{F}(f(x)) = \frac{1}{N} \sum_{x=0}^{N-1} f(x) e^{-i2\pi ux/N} = g(u)
\] (3.18)

with an inverse DFT of:

\[
\mathcal{F}^{-1}(g(u)) = \sum_{u=0}^{N-1} g(u) e^{i2\pi ux/N} = f(x)
\] (3.19)

Thus by this convention, \( k \equiv (2\pi u/N) \). Note that the change in sign of the exponent in the DFT compared to its inverse is only a convention, as is the normalisation factor of \( 1/N \) which could instead be written in terms of a factor of \( \frac{1}{\sqrt{N}} \) in front of both the forward and inverse DFT. In numerical terms however the single factor of \( 1/N \) is more efficient than multiple fractional powers after both the DFT and its inverse.

I begin by considering the discrete difference approximation to Poisson’s equation,

\[
\frac{\partial^2 \phi(x)}{\partial x^2} \approx \frac{\phi(x + \Delta) + \phi(x - \Delta) - 2\phi(x)}{\Delta^2} = -\rho(x)
\] (3.20)

Now as the Fourier transform of the potential \( \phi(x) \) can be written:

\[
\phi(x) = \sum_k \phi(k) e^{ikx}
\] (3.21)
then this allows the Fourier transform of equation (3.20) to be written in the form
\[
\frac{1}{\Delta^2} \sum_k \phi(k)[e^{ik(x+\Delta)} + e^{ik(x-\Delta)} - 2e^{ikx}] = - \sum_k \rho(k)e^{ikx}
\] (3.22)
which simplifies to give
\[
\frac{1}{\Delta^2} \phi(k)[e^{ik\Delta} + e^{-ik\Delta} - 2] = -\rho(k)
\] (3.23)
Thus we can now relate the potential in Fourier "k" space to the density in k space;
\[
\phi(k) = -\frac{\Delta^2}{(2\cos(k\Delta) - 2)}\rho(k)
\] (3.24)
This allows us to define a term known as the Green’s function \((G(k))\), given for the 1D case in equation 3.25) which directly relates the Fourier transformed density field to the gravitational potential in Fourier space. Thus by taking the Fourier transform of the density on the mesh and convolving it with the Green’s function, the resulting product can be inverse Fourier transformed to give the exact gravitational potential on the mesh. The gravitational acceleration can then be obtained by differencing the potential on the mesh.
\[
G(k) = \frac{-\Delta^2}{2\cos(k\Delta) - 2}
\] (3.25)
Initially the use of large Fourier transforms would not offer any advantages over the multigrid technique as they normally involve taking a matrix vector product which scales as \(O(N^2)\). However Fast Fourier Transforms (FFT) operate by breaking down the DFT of size \(N = N_1N_2\) into many smaller sized DFTs of size \(N_1\) and \(N_2\) with \(O(N)\) multiplications by complex roots of unity. This enables them to scale as \(O(N\log(N))\) making them highly scalable and computationally appealing since they lack the need for many V-cycles inherent in the standard multigrid technique.

Since FFTs work by splitting the transform into two pieces of size \(\frac{N}{2}\) at each step, they are often optimised to work with powers of two. Although they can be modified to perform with arbitrary powers at the expense of lower performance I choose to restrict my simulations to use blocks were the number of cells is equal to a power of two.

3.6.1 Testing the Green’s Function and FFT
A simple test to confirm that the Green’s function allows us to obtain the analytically expected potential can be performed by considering an initial input density profile. For instance using a simple sine wave density profile of the form
\[
\rho(x) = A\sin(2\pi k_0 x)
\] (3.26)
the corresponding analytic potential from Poisson’s equation (dropping the factor of $4\pi G$ for convenience) can be obtained by integrating the density field twice to obtain:

$$\phi(x) = -\frac{A}{4\pi^2k_0^2} \sin(2\pi k_0 x) = -\frac{1}{4\pi^2k_0^2} \rho(x) \quad (3.27)$$

As the Taylor series expansion of $\cos(x) = 1 - \frac{x^2}{2} + \frac{x^4}{4!} - \frac{x^6}{6!} + \ldots$, then by truncating it to include only the significant first two terms and substituting into the Green’s function derived in equation (3.25), allows us to express the Green’s function as

$$G(k) \approx -\frac{\Delta^2}{2(1 - \frac{(2\pi k_0 \Delta)^2}{2}) - 2} \quad (3.28)$$

which simplifies to give

$$G(k) \approx -\frac{1}{4\pi^2k_0^2} \quad (3.29)$$

As the inverse Fourier transform of a Fourier transformed function, $f(x)$, returns the original function, i.e.

$$\mathcal{F}^{-1}(\mathcal{F}(f(x))) = f(x) \quad (3.30)$$

then this implies that as the Green’s function in this case is a constant

$$\phi(x) = \mathcal{F}^{-1}(G(k)\mathcal{F}(A\sin(2\pi k_0 x))) = -\frac{1}{4\pi^2k_0^2} A \sin(2\pi k_0 x) = -\frac{1}{4\pi^2k_0^2} \rho(x) \quad (3.31)$$

Thus we are able to reconcile the analytically expected result with that obtained when the density field in Fourier space is multiplied by the Green’s function and then inverse Fourier transformed. This confirms that the potential can be accurately determined through the use of FFT techniques and a suitable Green’s function.

To ensure that the technique holds up when using discrete numerical operations including the use of Fast Fourier techniques, routines were written in IDL to perform the conversion between the density and potential fields using the Green’s function and IDL’s inbuilt FFT routine.

Initially I tested the ability of IDL’s FFT to perform a series of Fourier transforms on a given set of analytic functions with known solutions. Thorough testing using Sine, Cosine, Dirac Delta, boxcar and comb functions yielded the desired results exactly as would be expected, ensuring the numerical FFT works as expected. Furthermore, when a given function was Fourier transformed and then converted back using an inverse Fourier transform, the difference between the initial and final function was less than $\sim 10^{-15}$. As double precision numbers are able to store up to 16 significant figures then this is in agreement with expected cumulative numerical rounding errors. I can therefore confirm...
that IDL’s FFT is able to accurately Fourier transform and inverse Fourier transform a
given input function without substantial degradation of the input function.

Next, when I Fourier transformed a test high resolution density field, multiplied the
result with the Green’s function and then performed an inverse Fourier transform, the
result agreed well with analytical predictions. Initial results yielded root mean squared
(RMS) deviations of order $10^{-14}$ which decreased as the resolution increased. These
low level deviations are relatively minor and most likely arise due to the finite number of
frequencies available to the FFT with which to model some of the more complex functions
on the grid such as the boxcar function.

From these simple tests I can confirm that at a given level of refinement the use of
the Green’s function and FFT allows for the potential to be obtained to a high degree of
accuracy. I will now expand this investigation to test the accuracy of the technique when
applied to a multigrid system in which there can be many levels of refinement and for
which the potential cannot necessarily be obtained on the highest level owing to memory
restrictions.

### 3.7 Linear Interpolation Scheme with Uneven Grid Spacing

and Density Correction Factor

The adaptive mesh in *FLASH* requires the potential to be determined at several different
levels of resolution. However memory limits often restrict the maximum size of the FFTW
that can be performed. To overcome this it is necessary to prolong and restrict the poten-
tial to different levels of refinement. The restriction and prolonging of cells introduces
an offset in the cell centres at different levels (see figure 3.2). Hence each point on the
low resolution grid is out of phase with the higher resolution grid by either $1/2$ or $3/2$
cell spacings on the fine mesh. Therefore an interpolation scheme which can deal with
non-uniform spacing is required.

In the following sections I investigate the effect that different interpolation schemes
have upon the potential. As an intermediary between the simple linear and more complex
quadratic interpolation schemes, I derive below an interpolation scheme which combines a
linear interpolation of the potential with the benefit of the multigrid’s high resolution den-
sity field. If such a scheme provides adequate accuracy but at a lower computational cost
than the more expensive quadratic scheme used in PPM, it may be worth implementing
it into the gravity module.
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Figure 3.2: Schematic diagram of a FLASH grid section (1D) displaying both the high and low resolution grids. A change in refinement brought about by a restriction or prolongation operation introduces a shift in the position of the new cell centres relative to the previous ones. Two fine cells lie between each pair of adjacent coarser grid cells. Interpolating functions need to be able to accommodate this non-uniform spaced mesh.

Considering equation (3.5) with uneven grid spacing as shown in figure 3.3, we can derive the relation

\[ \frac{\partial^2 \phi}{\partial x^2} \approx \frac{\phi(+) - \phi(0)}{\Delta x - \alpha} - \frac{\phi(0) - \phi(-)}{\Delta x} \]

which simplifies to give

\[ \phi(0) = \frac{\alpha}{\Delta x} \phi(+) + \frac{(\Delta x - \alpha)}{\Delta x} \phi(-) - \frac{\alpha(\Delta x - \alpha)}{2} \rho(0) \]  \hspace{1cm} (3.33)

The first two terms on the RHS correspond to a linear interpolation between the two adjacent points whilst the third term is a correction factor applied using the high resolution density field. The phase difference between the centres of the high and low resolution cells is compensated for by the factors \( \frac{\alpha}{\Delta x} \) and \( \frac{(\Delta x - \alpha)}{\Delta x} \).

3.8 Testing the Multigrid Technique

Now that I have confirmed the potential can be obtained upon a given mesh using a suitable Green’s function and FFT, it is necessary to extend this work to ensure that restriction and prolongation operations in an AMR code can reliably extend the potential to other refinement levels. In order to simulate the processes undertaken in the multigrid method, a high resolution 1D grid consisting of 128 cells was generated, with a series of different test functions applied across it.

I begin by generating a high resolution sinusoidal density field (equation 3.26), \( \rho_{\text{high}} \), across the 128 point fine mesh. \( \rho_{\text{high}} \) was then restricted by averaging every pair of values to obtain \( \rho_{\text{restricted}} \). \( \rho_{\text{restricted}} \) was then Fourier transformed, multiplied by the
Green’s function and inverse Fourier transformed to yield the low resolution potential $\phi_{\text{low}}$. $\phi_{\text{low}}$ was then interpolated up to give $\phi_{\text{prolonged}}$ and twenty Gauss Seidel iterations were performed on the resulting function to yield $\phi_{\text{relaxed}}$. $\phi_{\text{prolonged}}$ and $\phi_{\text{relaxed}}$ can also be translated back, using either the FFT or the $\nabla^2$ operator to give the density field that would be obtained from those given functions.

As §3.6.1 confirmed that the use of a Green’s function and FFT produces an accurate potential, I adopt the direct conversion of the high resolution density field into the potential, $\phi_{\text{high}}$, as proxy to the true analytic solution. Ideally any robust numerical scheme which restricts or prolongs the results should still trace these high resolution potentials.

As there are a series of variables which may affect the performance of the multigrid technique, I explore each of them in turn. I begin by testing the accuracy of the scheme using a simple, smooth analytic function for which an analytic potential is known. As there are two ways of representing the data on the mesh, the actual value that the density function holds at a given mesh point and the mean value across the cell, I will simultaneously investigate the results for both schemes in §3.8.1. I will then investigate the effect of changing the interpolation scheme in §3.8.2 and finally I will test the new hybrid multigrid scheme with randomly generated density profiles in §3.8.3.
Figure 3.4: Plot of the sinusoidal density field. The analytic density field is shown in black. Density fields using the mean analytic values (light blue) and the actual values (dark blue) are shown. The equivalent restricted density fields are shown, $\rho_{\text{mean}}^{\text{low}}$ in green and $\rho_{\text{low}}^{\text{actual}}$ in red. As expected the different conventions for assigning values lead to slightly different amplitudes for the generated function with the mean values being slightly lower than the actual values. Although this changes the magnitude of the function, it does not change the phase or general profile, so the resulting functions should be comparable. I therefore expect the two to maintain the relative amplitude difference when converted into potentials using the FFT technique.

3.8.1 Mean Vs. Actual Values On the Grid

As the variables in a \textit{FLASH} cell represent the mean value across the cell, whilst my analysis so far has assumed the FFT interprets them as actual values, it is constructive to investigate the difference this makes. As can be seen from the plot of the amplitude of the density field against position in figure 3.4, the choice between actual and mean density values can make a modest difference in the magnitude of the values passed to the FFT. As expected the high resolution “mean” densities, $\rho_{\text{high}}^{\text{mean}}$, shown in light blue are naturally lower than the “actual” density values, $\rho_{\text{high}}^{\text{actual}}$ shown in dark blue. The analytic density
field is plotted in black for comparison. Despite the slight differences in their amplitudes, the two high resolution density profiles have the same phase and general profile and thus I would expect them to behave the same.

When restricting the high resolution density fields, the $\rho_{low}^{mean}$ (green) and $\rho_{low}^{actual}$ (red) values are found to accurately interpolate between the pairs of their respective high resolution density profiles, thus the relative difference in profile amplitudes is maintained. This allows a high resolution density or potential field to be restricted to a lower level of resolution and yet still represent the original spatial function it was derived from. When Fourier transforming to obtain the potentials, both low resolution density functions should return low resolution potentials with the same phase and relative amplitudes. This is clearly observed to be the case for figure 3.5 in which the low resolution potentials; $\phi_{low}^{mean}$ (green) and $\phi_{low}^{actual}$ (red) are plotted as a function of position. The corresponding high resolution potentials as obtained from direct Fourier conversion of the high resolution density fields; $\phi_{high}^{mean}$ (light blue) and $\phi_{high}^{actual}$ (dark blue) are plotted for comparison and are in excellent agreement with the analytic potential as would be expected. The two low resolution potentials should interpolate their corresponding high resolution potentials as in the density field case but this apparently does not occur. Both display a much greater amplitude than their expected $\phi_{high}$ equivalents. This would suggest that the FFT has recreated their wave forms with values of $k_0$ that are smaller than they should be analytically or alternatively that the Fourier transform has interpreted the input single sine wave function as a composition of numerous different waves of differing spatial frequencies. This may not be a problem when dealing with more complex signals which require multiple waveforms to reconstruct them and thus I will investigate this effect in more detail for random density fields in § 3.8.3.

Figure 3.6 shows the low resolution potentials in figure 3.5 after being interpolated up to the higher level of refinement using the simple linear interpolation scheme with density correction factor (equation 3.33). The resulting potential using the mean values, $\phi_{prolonged}^{mean}$, is shown in green and that using actual values, $\phi_{prolonged}^{actual}$, is shown in red. Clearly there still exists a large unexpected deviation between the amplitude of the expected and obtained potentials with an RMS deviation between $\phi_{high}^{mean}$ and $\phi_{prolonged}^{mean}$ of 0.61. Although the potentials do not accurately reflect their expected values, both mean and actual value implementations possess the same problem. Thus it is unlikely to arise from the interpolation scheme although I investigate the effect different interpolation schemes can have in § 3.8.2.
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Figure 3.5: Plot of the potentials obtained through the Fourier technique. The high resolution potentials obtained directly from the high resolution density fields using the Fourier technique; \( \phi_{\text{mean}}^{\text{high}} \) (light blue) and \( \phi_{\text{actual}}^{\text{high}} \) (dark blue) are shown for comparison and show excellent agreement with the analytic profile shown in black. The two high resolution potentials transform exactly as would be expected, maintaining their relative phase and amplitudes as before in figure 3.4. The low resolution potentials, \( \phi_{\text{mean}}^{\text{low}} \) (green) and \( \phi_{\text{actual}}^{\text{low}} \) show the same relative amplitude and phase to each other as expected, however their amplitudes are much higher than what would be expected based on the high resolution potentials. This would appear to indicate that the Fourier transform has incorrectly interpreted the pure sine wave input function as a more complex series of multiple waves, resulting in a different potential output to that which we would expect.
Figure 3.6: Plot of the prolonged potential fields. The analytic profile is shown in black. The un-prolonged high resolution potentials as obtained directly from the high resolution density fields using the Fourier technique; $\phi_{\text{high}}^{\text{mean}}$ (light blue) and $\phi_{\text{high}}^{\text{actual}}$ (dark blue), are shown for comparison. The prolonged potentials as obtained from interpolating the low resolution potentials; $\phi_{\text{prolonged}}^{\text{mean}}$ (green) and $\phi_{\text{prolonged}}^{\text{actual}}$ (red) are plotted. The interpolation has produced consistent results between the two prolonged potentials which maintain the same relative amplitude differences and phases. However they still fail to agree with the expected high resolution potentials which have much smaller amplitudes and agree with the analytic profile.
Figure 3.7: The top frame displays the analytic potential as a function of position in black. $\phi^\text{mean}_{\text{prolonged}}$ (green) and $\phi^\text{actual}_{\text{prolonged}}$ (red) prolonged potentials are shown for comparison. The centre frame shows the deviations between the prolonged potentials and their respective high resolution equivalents. The bottom frame corresponds to the power spectrum of the deviations in the potential shown above in the central frame. Large scale fluctuations correspond to low values of $k$ and small scale deviations are represented by large values of $k$. The power spectrum is symmetrical about the origin. Interestingly despite the input wave function being a pure harmonic sine wave, there are two distinct peaks in the deviation power spectra. These clearly show that the potential is not modelled as a single wave and thus the FFT must have represented the input density fields with several wave functions instead of the one required. This has introduced large scale deviations between $\phi_{\text{high}}$ and $\phi_{\text{prolonged}}$. The power scale upon which these deviations occur in both the mean and actual valued potentials is the same implying that the choice of value type does not influence the results.
By taking the Fourier transform of the deviation between each potential and the analytical potential (figure 3.7), it is possible to analyse the phase space distribution of the fluctuations and thereby determine upon which scales the deviations have arisen.

The first frame displays the potential as a function of position across the full mesh with \( \phi_{\text{mean}} \) prolonged plotted in green, \( \phi_{\text{actual}} \) prolonged in red and the analytic potential in black. The central frame shows the deviation between \( \phi_{\text{prolonged}} \) and \( \phi_{\text{high}} \) for both the mean values (green) and actual values (red) as a function of position. The bottom frame shows the Fourier transform of the deviation power spectrum (equation 3.34) in logarithm plotted against the wave-vector \( k \).

\[
\Im(f(x)) = \frac{1}{\sqrt{2\pi}} \sum_{x=0}^{N-1} f(x)e^{-i2\pi u x/N} = g(u) \tag{3.34}
\]

Here \( f(x) \) represents the deviation in the potential sampled using \( N \) points. \( g(u) \) represents the power spectrum with wave vectors \( k \equiv (2\pi u/N) \). The central, zero wave vector \( k_0 \) represents fluctuations on the largest scale whilst increasingly larger values in \( k\text{-space} \) represent higher frequency terms that correspond to fluctuations on smaller scales. The power spectrum by definition is symmetrical about the origin.

Interestingly despite the input wave function being a pure harmonic sine wave, there are two distinct peaks in the deviation power spectra. These clearly show that the potential is not modelled as a single wave which for some reason has a greater amplitude than expected. Instead the FFT must have represented the input density field with more than the one wave function required. This has introduced large scale deviations between the expected high resolution potentials and the potentials obtained by prolonging low resolution potentials. The power scale upon which these deviations occur in both the mean and actual valued potentials is the same, implying that the choice of value type does not influence the deviation power spectrum. In order to emphasise this large scale deviation I increase the number of periods of the input sine wave represented on the grid whilst maintaining the same effective resolution per cycle. The second panel highlights how the large scale variation in the deviation can be clearly seen for both the mean and actual valued potentials, confirming what is shown in the Fourier power spectrum. Although most of the power in the deviation power spectrum is located at around \( k \approx 1 \), equivalent to variations over a few cells, there is some power - albeit small in the lowest frequency component.

Since the restriction operator will smooth over small scale structure, it is predictable
that there will be small scale deviations in the recovered potential, $\phi_{\text{prolonged}}$, which will show up at high frequencies in the power spectrum. In order to remove these deviations in the potential it is necessary to perform a series of iterations upon the prolonged potentials. Reassuringly, after twenty Gauss Seidel iterations, the prolonged potentials reduce to give RMS deviations of the order of $\sim 10^{-14}$, almost in line with permissible rounding errors. At this point both the mean and actual value based potentials display strong convergence upon their $\phi_{\text{high}}$ equivalents. This provides strong evidence that the multigrid technique works well with such smooth functions regardless of the choice of mean or actual based values. Considering that as you tend towards an infinitely fine grid the mean values will tend towards the actual values, this appears to be reasonable.

The large scale deviation in the prolonged potential in figure 3.7 on the other hand was unanticipated. Ideally I would not expect the restriction operator to interfere with the low frequency, large scale components of the signal, especially as the low resolution density field was shown to accurately interpolate the high resolution density field. In order to determine whether these large scale deviations have been removed from the relaxed potential, $\phi_{\text{relaxed}}$, and if so to what extent, I plot the equivalent plot to figure 3.7 using the final relaxed potentials after twenty Gauss Seidel iterations, $\phi_{\text{relaxed}}$.

The first window in figure 3.8 displays $\phi_{\text{relaxed}}$ as a function of position across the full simulation volume, with the analytic solution shown in black. Only the mean based values are visible (green) since the difference between the mean and actual based potentials is so small. The second window shows the deviation between $\phi_{\text{relaxed}}$ and $\phi_{\text{high}}$ using both the mean values (green) and actual values (red) as a function of position. A very clear, almost sinusoidal large scale deviation is still visible for both conventions, although it is vastly smaller than the fluctuations upon the small scales which previously dominated the signal.

The final window shows the Fourier transform of the deviation power spectrum in logarithm plotted against the wave-vector $k$. The large peaks which corresponded to the small scale fluctuations visible in figure 3.7 have now been removed, however the large scale deviations at low frequency are still relatively undiminished. Further relaxation suggests that of the order of ten thousand iterations would be required to converge on the “true” solution. Given that these large scale deviations currently lie near to the limit of numerical precision I conclude that such an excessive number of iterations is not warranted and that the FFT technique can produce exceptionally accurate results providing that sufficient iterations are undertaken to remove small scale deviations that otherwise present
significant errors. I can also conclude through these numerical experiments that the choice of mean or actual values ultimately yields equivalent results providing that the resolution of the mesh is adequate to sample the input density function properly.

### 3.8.2 Dependence upon the Choice of Interpolation Scheme

As the prolongation process requires the use of an appropriate interpolation technique I will now investigate the effect of different interpolation schemes upon the accuracy of the prolongation step. I will also investigate whether they have any effect upon the large scale deviations that were detected in § 3.8.1 as this could hold significant consequences for cosmological simulations which aim to trace large scale structure formation.

I use the same initial high resolution density field as in § 3.8.1 based on the actual values. This was then restricted and Fourier transformed to yield $\phi_{\text{low}}$. The effect of prolonging $\phi_{\text{low}}$ was investigated with a series of interpolation schemes as shown in Figure 3.9. The prolonged potential as obtained using a simple linear scheme (yellow), a linear scheme with density correction factor (orange, see § 3.7), a linear scheme with weighted density correction factor (red) and IDL’s default quadratic interpolation scheme (green), is plotted against position on the grid. The analytic potential is shown in black and $\phi_{\text{high}}$ is plotted in dark blue for comparison.

The linear interpolation scheme with weighted density correction factor is a modified version of equation (3.33) which attempts to compensate for the large scale structure observed in § 3.8.1. It was obtained by determining the difference between the density correction factor applied and that required to correctly interpolate the low resolution potential gained from restricting a single period of the sine wave over the 128 cell grid.

The results as can be seen in figure 3.9 demonstrate that all of the interpolation schemes show poor initial reproduction of $\phi_{\text{high}}$ in line with the previously discussed results in § 3.8.1. This is in part due to the restriction operator which smoothes over small scale power but significantly all of the interpolation schemes give prolonged potentials that all have much greater amplitudes than $\phi_{\text{high}}$. This gives further support to the finding that the FFT creates $\phi_{\text{low}}$ with an amplitude that is not in line with expectations and is independent of the interpolation scheme chosen. Thus the low resolution potential is initially a poor approximation to the high resolution potential.

The linear interpolation scheme with weighted density correction factor performs marginally better than that of the linear interpolation scheme with an unweighted density correction factor as would be predicted and the quadratic as is adopted by FLASH...
Figure 3.8: The top frame displays the prolonged potentials after relaxation: $\phi_{\text{mean}}^{\text{relaxed}}$ (green) and $\phi_{\text{actual}}^{\text{relaxed}}$ (red). The analytic potential is shown in black for comparison. Given the small deviation between the mean and actual based potentials after relaxation, only $\phi_{\text{mean}}^{\text{relaxed}}$ is visible in the first window. The central frame shows the deviations between the potentials which are derived from low resolution density fields, once they have been prolonged and relaxed, and the corresponding potential obtained by directly converting the high resolution density fields. The final box corresponds to the power spectrum of the deviations in the potential (central frame). Large scale fluctuations correspond to low values of $k$ and small scale deviations are represented by large values of $k$. The small scale deviations in the potential have been efficiently removed from the potential giving very good agreement with the correct potential. There still exists a large scale deviation since iterative techniques are very slow to remove these although it is near to the limits of numerical precision.
performs at a level between the two. Surprisingly the simple linear interpolation scheme without any density correction factor initially performs the best out of all of the interpolation schemes but I would not expect this to be the case for more complex and non-smooth functions as can frequently occur in astrophysical simulations.

All of the interpolation schemes produce comparable fits after successive relaxation with $RMS$ values within an order of magnitude of acceptable rounding errors. Although this will need confirming for the case with more generalised random density fields, it shows a strong indication that the specific interpolation scheme used does not play a significant role in the generation of fluctuations in the final potential.

### 3.8.3 Random Density Fields

In order to test the robustness of the multigrid method with more general functions I generated random density fields with a standard deviation of one and a mean of zero. Similar to the results for smooth periodic functions in § 3.8.1 and § 3.8.2, the random fields were found to yield a less than ideal typical $RMS$ between $\phi_{\text{high}}$ and $\phi_{\text{prolonged}}$ of $\sim 0.0049$. Although this $RMS$ is initially better than for the smooth analytic function in § 3.8.1, after twenty Gauss Seidel iterations, the $RMS$ did not reduce down to levels consistent with rounding errors like for the smooth function and instead held at around $\sim 0.0042$. Although this is tolerable for most cosmological simulations which are often subject to other numerical limitations, it is nevertheless somewhat unexpected and disappointing.

AMR codes typically increase the level of resolution and therefore mesh sampling points over regions of rapid flow change, making the flow appear smoother on small scales. Therefore similar to this effect I chose to smooth the density field using a boxcar function acting over six cell regions. Although this produced a notable 65% reduction to the final $RMS$, it still does not allow us to reconcile the final potential with the expected form to within rounding error.

The first window in figure 3.10 shows the potential as a function of position across the grid, with the second window down giving the respective deviations as a function of position for the four different interpolation schemes. $\phi_{\text{high}}$ is plotted in the first window in black and is used as a proxy to the “true” potential given that no analytic form is available for such a random density field. Plotted are the linear interpolation scheme (yellow), a quadratic (blue), the linear interpolation scheme with density correction factor (red) and its weighted equivalent (green).

As is clearly visible from the lower frame, all of the interpolation schemes posses a
Figure 3.9: Plot of the different interpolation schemes acting upon $\phi_{\text{low}}$ (light blue) with $\phi_{\text{high}}$ (dark blue) shown for comparison. The analytic potential is shown in black. The interpolation schemes used are a simple linear interpolation scheme (yellow), a quadratic (green), a linear interpolation scheme with high resolution density correction factor (orange) and a linear interpolation scheme with weighed high resolution density correction factor (red). The results are shown in a histogram fashion in order to make it easier to differentiate between the performance of each with respect to $\phi_{\text{high}}$. Although some schemes initially perform better, none of them correct to give the actual potential. Thus it can be concluded that the effect of the interpolation scheme upon the performance of the multigrid scheme is limited and can not be responsible for the large scale deviations visible in figure 3.8.
Figure 3.10: The top frame shows a plot of the potentials resulting from different interpolation schemes acting upon a box car smoothed random density field. $\phi_{\text{high}}$ is plotted in black. The resulting deviation between $\phi_{\text{prolonged}}$ and $\phi_{\text{high}}$ is shown in the bottom frame. Plotted are the simple linear interpolation scheme (orange), quadratic (blue), linear interpolation scheme with high resolution density correction factor (red) and a linear interpolation scheme with weighted high resolution density correction factor (green). There exists a distinct large scale deviation which is picked up by all of the interpolation schemes. This suggests that the large scale deviation observed for the smooth functions is also present for more random density fields but is more pronounced. Given the way in which the interpolation schemes all show comparable performance this effect can not be attributed to the interpolation method.

similar large scale deviation which traces the general profile of the high resolution potential. The linear interpolation scheme shows marginally more scatter than the other interpolation schemes but is reasonably comparable on a whole with no significant difference being observed between any of the four interpolation schemes. This offers further evidence that the low resolution potential must not be an ideal approximation to $\phi_{\text{high}}$ with some large scale deviation being inherent to the Fourier technique.
Figure 3.11 displays the deviation between the prolonged potential as obtained from three different interpolation schemes and $\phi_{\text{high}}$ using another random density field. The quadratic form is shown in blue, the linear interpolation scheme with density correction factor is shown in red and its weighted equivalent in green. The deviation between $\phi_{\text{prolonged}}$ and $\phi_{\text{high}}$ is shown after the initial prolongation as well as after twenty and then one thousand Gauss Seidel iterations. The results after twenty Gauss Seidel iterations show how the small scale fluctuations have been efficiently removed, leaving a smoother deviation profile. As there still exists large scale power in the deviation spectrum, the relative amplitude of the deviation profile after twenty Gauss Seidel iterations is still quite large for all interpolation schemes. After one thousand iterations the deviations reduce down to relatively insignificant levels but still a large scale fluctuation can be seen. Clearly such a vast number of iterations is unfeasible and would prevent us from gaining any advantage over the conventional multigrid solver and so we are left with a quantifiable and small numerical limitation to the multigrid scheme.

It is worth mentioning that in § 3.6.1 I confirm that the Fourier technique is able to accurately reproduce the expected potential at a given level of refinement, these large scale deviations only occurring when we restrict the initial density function. As the original multigrid technique requires the solver to iteratively converge upon the actual potential at the lowest level, it offers no additional accuracy over the Fourier technique described above which will offer the same solution at the base level. Only when we proceed back up through the refinement tree do these large scale terms begin to manifest themselves. Thus I conclude that the multigrid technique possesses inherent large scale deviations which although very small and insignificant for most cosmological simulations, still present a limitation to the accuracy of the gravitational potential that users should be aware of. The new hybrid-FFT gravity solver however does offer a substantial time saving over the conventional multigrid technique with the cluster simulations in chapter 4 benefitting from an impressive factor of 24.5 speed up in run time.

3.8.4 Conclusions on the Hybrid FFT-Multigrid Investigation

After detailed investigation I have shown that the use of an FFT and suitable Green’s function can be used to obtain the exact gravitational potential upon a given level of refinement. This scheme is accurate to within numerical rounding precision and can converge upon the potential much faster than any relaxation scheme.

After investigating the application of the new Fourier technique in combination with
Figure 3.11: The effect of relaxation upon the deviations between the prolonged potentials and the high resolution potential. Plotted are different interpolation schemes; a quadratic (blue), the linear interpolation scheme with high resolution density correction factor (red) and the linear interpolation scheme with weighted high resolution density correction factor (green). The deviation is shown before relaxation, after 20 and 1000 Gauss Seidel iterations (smallest amplitude profile). The initial small scale deviations are quickly compensated for using only a few iterations, leaving a smoother deviation profile, though its amplitude is still fairly comparable. Only after a very large number of iterations does this large scale deviation decrease to leave a tiny deviation.
the multigrid method, I find that there are large scale deviations between the expected and the obtained potential when the Fourier transform is run at a level lower than the peak level of refinement. These deviations are likely to be present in very large simulations that span many levels of refinement since memory restrictions will only allow a finite sized FFT to be performed.

These large scale terms can only be removed with the use of repeated iterative techniques. After a modest twenty Gauss Seidel iterations, the resulting potential relaxes to give a typical $RMS$ deviation in line with permissible rounding errors when dealing with simple periodic functions. This increases to $\sim 0.49\%$ with more general random density functions. Although relatively small, enabling the scheme to work well for a wide range of cosmological simulations (the gravitational convergence with the SPH code GADGET-2 being presented in chapters 4 and 6) it still highlights a numerical limitation to the accuracy of the scheme which I have now quantified.

These large scale deviations are insensitive to the type of interpolation scheme adopted and the use of mean or actual values as input to the FFT makes no notable difference.

Based upon Fourier power spectra, it would appear that these large scale deviations arise in the Fourier representation of the restricted density function, causing them to be represented by more harmonic frequencies than is necessary, possibly due to limited resolution.

I will follow this work up in chapter 4 by monitoring the behaviour of a model cluster in FLASH using the new hybrid FFT-multigrid solver. As the analytic King profile spans a large dynamic range, it will help exacerbate the large scale deviations observed in this chapter, showing clearly how much it will affect the results in a more representative simulation. In addition, the comparison of the results in FLASH to those in a selection of other AMR and SPH codes will enable me to confirm whether our FLASH code performs favourably with other leading numerical codes.

### 3.9 Proposed Future Modifications and Optimisations

Work presented as part of this thesis in later chapters clearly highlights particular problem areas that still present technical and resource challenges that will need to be overcome if AMR codes are to continue to remain a key tool to astronomers. As such these are seen as potentially fruitful areas for future work.

Work on the King profile tests presented in § 4.5 highlighted problems with the scaling
of the code with increased refinement. As these tests required a large dynamic range to be implemented, with a total of eleven levels of refinement to adequately resolve behaviour in the dense central regions, this resulted in a vast reduction in the time step at the finest level. This occurs as the Courant-Friedrichs-Levy criteria for stable time stepping implies that as the cell size halves, so too must the time step. This ensures that material cannot traverse multiple cells in a given step which would lead to poor sampling of the fluid flow. As all blocks at all levels of refinement are advanced in lock-step with each other, a bottleneck arises dependent upon the time step in the finest cells. Consequently many blocks on coarser levels are advanced using timesteps that are smaller than what they require for stable evolution. This leads to cells at coarser levels being evolved more frequently than is efficient.

A means of overcoming this has been employed in various SPH codes including GADGET-2 whereby multi-time stepping is implemented. In this scenario only cells (or particles in the SPH case) at the finest level of resolution are advanced at each step. Cells or particles at levels with larger timesteps are only advanced when those at levels below have covered a period of time equal to the size of their timestep. In FLASH this would imply that cells at coarser levels would instead be advanced once for every two steps that cells on the level above take. It has been argued that most of the computational zones will lie in very highly refined regions, thus the time spent evolving those at low levels of refinement will be small. Most cosmological simulations however track properties over a vast range of scales with many blocks being present at all levels of resolution. This has manifested itself in the King profile tests and particularly in my star formation simulations presented in § 7. Here an ideal galaxy simulation would have included the dark matter and gaseous halo spanning out to megaparsec scales. However I was restricted to running in a much smaller box as resolving the Jeans length in dense star forming regions required a peak resolution of tens of parsecs. To resolve both the central galaxy properties and a full dynamic halo would require a great many levels of refinement. Although running simulations of this scale would have been feasible in terms of memory consumption since few cells lie in these highly refined central regions, the entire simulation would be forced to evolve in lock-step with them. This makes running a full box enclosing the halo impractical. Consequently I was forced to compromise and simulate a small sub-region containing just the disk. It is my belief that cosmological simulations in particular would benefit greatly from the addition of multi-time stepping. Many SPH codes and some AMR codes already have multi-timestepping implemented to great success and given the structured
mesh approach of \textit{FLASH} it should be reasonably straightforward to accomplish the same.

The star formation simulations in § 7 also highlighted the drawbacks of imposing a maximum jump in refinement of only one between neighbouring blocks. Despite the densest regions only containing a few blocks, many coarser blocks where required to refine up to them. Figure 3.12 shows a slice through one of the disk galaxies presented in Chapter 7 including star formation and supernova feedback, taken tangential to the plane of the disk. As can be seen, refining the central region requires the addition of many layers of resolution below, with only 34\% of the total leaf blocks being present at the peak level of refinement. Thus for every timestep, up to 66\% of the evolutionary timestep is spent evolving blocks with a smaller timestep than is necessary.

Thus in conclusion, the majority of the blocks in my astrophysical simulations reside at levels below the peak level of refinement with many levels being required to resolve key physical phenomena such as star formation and fragmentation. As the current implementation only allows a single jump in refinement level between neighbours and the entire simulation evolves in lock-step, a major speed up could be attained using a more flexible refinement scheme combined with multi-timestepping.
Figure 3.12: Logarithmic density slice through a galactic disk simulation including star formation and feedback. The refinement pattern of the mesh is superimposed over the top so that we can clearly see the spatial distribution of the different sized leaf blocks. Only $\sim 34\%$ of the leaf blocks are at the highest level of refinement. The entire simulation is evolved in lock-step using the timestep from the finest refinement level. Thus a large number of blocks at lower levels are evolved with timesteps that are smaller than they need to be. This leads to inefficient evolution of many of the simulation blocks.
Chapter 4

A Test Suite for Quantitative Comparison of Hydrodynamics Codes in Astrophysics

4.1 Foreword

The contents of this section were published as part of a collaborative project in the work by Tasker et al. (2008). The FLASH simulations presented in this chapter were performed exclusively by myself. The analysis presented in this chapter was performed as part of a collaboration for which I played a large part, especially with regards the FLASH data. The ENZO simulations were performed and analysed by Dr. Elizabeth Tasker (University of Florida) whilst the GADGET-2 and Hydra simulations present work undertaken by Dr. Ricardo Brunino and Dr. Stephen Hopton (University of Nottingham).

4.2 Introduction

Over the last decade, numerical simulations have developed into a cornerstone of astrophysical research. From interactions of vast clusters of galaxies to the formation of proto-planetary discs, simulations allow us to evolve systems through time and view them at every angle. They are an irreplaceable test-bed of our physical understanding of the Universe.

A number of hydrodynamics codes have been developed that are widely used in this field and still more are being developed. Fundamentally, they all do the same job; they
solve the equations of motion to calculate the evolution of matter through time. Whether
the matter represents a nebula for the birth of a star or a network of galaxy clusters, the
basic technique remains the same.

However, the algorithms used to solve these equations vary from code to code and this
results in differences in the resulting data. Understanding the origin of these variations is
vital to the understanding of the results themselves; is an observed anomaly an interesting
piece of new physics or a numerical effect? As observational data takes us deeper into the
Universe, it becomes more important to pin down the origin of these numerical artifacts.

Additionally, it is difficult to compare results from simulations run with different
codes. With observations, papers clearly state the properties of the instrument such as
the diameter of the mirror and the wavelengths it is most sensitive to. While a brief
description of the code is always included in theoretical papers, there exists no obvious
conversion to other numerical techniques and therefore the results are more difficult for
the reader to interpret.

The problem of code comparison is not new and it is a topic that has recently created
a great deal of interest. The reason for its current importance is a positive one; improved
numerical techniques and increased computer power have resulted in simulations reaching
greater resolutions than could have been imagined even a few years ago. However, this
high refinement comes at a price; as we start to pick out the detail of these complex fluid
flows, the physics we need to consider gets dramatically more complicated. This brings
us to the main question code comparison projects are trying to answer; can we use the
same tools for this new regime of problems?

A number of papers have come out that tackle this. One of the most famous is the
Santa Barbara Comparison Project (Frenk et al., 1999) which compared many of the
progenitors of today’s codes by running a model of a galaxy cluster forming. Taking
a different tack Thacker et al. (2000) compared the performance of a dozen different
implementations of a single approach (in this case smoothed particle hydrodynamics,
SPH) on standard astrophysical problems that included the Sod shock, examining the
range of outcomes that were available from a single technique. They concluded that one
of the weaknesses of SPH was the weak theoretical grounding which allows several equally
viable formulations to be derived. More recent work includes Agertz et al. (2007), who
focus specifically on the formation of fluid instabilities, comparing the formation of Kelvin-
Helmholtz and Rayleigh-Taylor instabilities in six of the most utilised codes. Additionally,
O’Shea et al. (2005) has completed a direct comparison between two particular codes
All these projects give detailed insights into the differences between the codes, but are unable to provide a quantitative measure of how well a code performs in a particular aspect. This is especially true of the cosmological-based tests of Frenk et al. (1999); O'Shea et al. (2005) where the problem is not sufficiently well-posed for convergence onto a single answer. Agertz et al. (2007) sets out a simpler problem and compares it to analytical predictions, but the system is still sufficiently complex not to have an exact solution. Additionally, no previous comparison has attempted to quantitatively compare different codes to one another; asking whether it is possible to obtain identical results and with what conditions. Without this crucial piece of information, it is impossible to fully assess a piece of work performed by an unfamiliar code or to judge which code might be the most suited to a given problem type. This has resulted in somewhat general comments being made about the differences between numerical techniques which has led to many myths about a code’s ability becoming accepted dogma.

The set of tests we present in this chapter are designed to tackle these difficulties with the intention that they might become part of an established test programme all hydrodynamical codes should attempt. We present four problems that specifically address different aspects of the numerical code all of which have expected ‘correct’ answers to compare to. The first two tests, the Sod shock tube and Sedov blast, are both strong shock tests with analytical solutions. The third and forth tests concern the stability of a galaxy cluster and are primarily tests of the code’s gravitational solver. For all four tests we directly compare the codes against the analytic solution and present an estimate of the main sources of any systematic error.

The remainder of this chapter is organised as follows: in section 2 we give a short summary of the main features of each of the four codes we have employed. In section 3 we deal with the Sod shock and Sedov blast tests, setting out the initial and final states and comparing each code against them. We repeat this exercise for a static and translating King sphere in section 4. Finally we discuss our results and summarise our conclusions in section 5.
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4.3 Description of the Codes

The two major techniques for modelling gases in astrophysics are smoothed particle hydrodynamics (SPH) and adaptive mesh refinement (AMR). In the first of these, the gas is treated as a series of particles whose motion is dictated by Lagrangian dynamics. In AMR, the gas is modelled by a series of hierarchical meshes and the flow of material between cells is calculated to determine its evolution. There are a variety of codes which utilise both techniques and four of the major ones will be used to run the tests presented in this chapter, two of which use SPH (Hydra and Gadget2) and two of which use AMR (Enzo and Flash).

4.3.1 Enzo

Enzo is a massively parallel, Eulerian adaptive mesh refinement code, capable of both hydro and N-body calculations (O’Shea et al., 2004; Bryan and Norman, 1997). It has two hydro-algorithms which can be selected by the user; the piecewise parabolic method (PPM) and the Zeus astrophysical code. The PPM solver (Colella and Woodward, 1984) uses Godunov’s method but with a higher-order spatial interpolation, making it third-order accurate. It is particularly good at shock capturing and outflows. The Zeus method in Enzo is a three-dimensional implementation of the Zeus astrophysical code developed by Stone and Norman (1992).1 It is a simple, fast algorithm that allows large problems to be run at high resolution. Rather than Godunov’s method, Zeus uses an artificial viscosity term to model shocks, a technique which inevitably causes some dissipation of the shock front. We compare both these hydro-schemes in these tests.

4.3.2 Gadget2

Gadget2 is a massively parallel, Lagrangian, cosmological code that is publicly available from the author’s website (Springel, 2005). It is an N-body/SPH code that calculates gravitational forces by means of the Tree method (Barnes and Hut, 1986) and is also able to optionally employ a Tree-PM scheme to calculate the long range component of the gravitational interactions. In order to follow the hydrodynamic behaviour of a collisional medium, the code uses the entropy-conserving formulation of SPH described in Springel and Hernquist (2003): the main difference of this approach with respect to the

1Note that the hydrodynamics code ZEUS-3D has been developed independently of Enzo (Zeus) and its performance is not equivalent.
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standard Monaghan (1992) formulation of SPH resides in the choice of describing the thermodynamic state of a fluid element in terms of its specific entropy rather than its specific thermal energy. This leads to a tight conservation of both energy and entropy in simulating dissipation-free systems. Additionally, Gadget2 employs a slightly modified parametrization of the artificial viscosity (by introducing the so called "signal velocity" as in Monaghan (2001)). The user is allowed to set the strength of this artificial viscosity for the specific problem being considered via an input parameter, ArtBulkVisc. The time stepping scheme adopted by the code is a leap-frog integrator guaranteed to be symplectic if a constant timestep for all particles is employed. In this work we have exploited the possibility of using fully adaptive individual timesteps for all the particles in the simulation, this being a standard practice.

4.3.3 Hydra

Hydra is an adaptive particle-particle, particle-mesh code combined with smoothed particle hydrodynamics (Couchman et al., 1995). It has the significant disadvantage that even though massively parallel versions exist (Pearce and Couchman, 1997), the publicly available version is not a parallel implementation and so this code cannot, as released, be used for very large simulations. Akin to Gadget2, Hydra uses an entropy conserving implementation of SPH, but unlike Gadget2, Hydra does not have fully adaptive individual timesteps. Although the timestep adapts automatically from one step to the next all the particles move in lockstep.

4.3.4 Flash

Flash is a publicly available massively parallel Eulerian AMR code developed by the Al- liances Center for Astrophysical Thermonuclear Flashes (Fryxell et al., 2000). Originally intended for the study of X-ray bursts and supernovae, it has since been adapted for many astrophysical conditions and now includes modules for relativistic hydrodynamics, thermal conduction, radiative cooling, magnetohydrodynamics, thermonuclear burning, self-gravity and particle dynamics via a particle-mesh approach. Flash uses the oct-tree refinement scheme of the PARAMESH package, with each mesh block containing the same number of internal zones. Neighbouring blocks may only differ by one level of refinement with each level of refinement changing the resolution by a factor of two. The hydrodynamics are based on the PROMETHEUS code (Fryxell et al., 1989). The input states for the Riemann solver are obtained using a directionally split PPM solver (Colella and
Woodward, 1984) and a variable time step leapfrog integrator with second order Strang time splitting is adopted (Strang, 1968). This work uses a modified hybrid FFTW based multigrid solver to solve Poisson’s equation and determine the gravitational potential at each timestep. This results in a vast reduction in time spent calculating the self-gravity of the simulation relative to a conventional multigrid solver. Flash’s refinement and de-refinement criteria can incorporate the adapted Löhner (1987) error estimator. This calculates the modified second derivative of the desired variable, normalised by the average of its gradient over one cell.

4.4 Shocking Tests

One of the greatest differences between simulations performed now versus those undertaken five years ago is the increasing importance of modelling strong shocks accurately. While it has long been known that the Universe is a violent place, with events such as supernovae, galaxy mergers and AGN generating blasts which rip through the intergalactic medium, simulations did not have the resolution to see such phenomena in detail, so these sharp discontinuities were largely ignored. Now, as we struggle to understand the effects of feedback in galaxy formation, multiphase media are essential physics (Tasker and Bryan, 2008, 2006; Wada and Norman, 2007; Robertson and Kravtsov, 2008). In order to attack such problems codes must be able to capture shocks with some proficiency. These two problems, the Sod shock test and the Sedov blast test, explicitly test the resolution of shock jumps and allow comparison with exact analytical solutions.

4.4.1 Riemann Shock Tube Problem

The shock tube problem (Sod, 1978) has been used extensively to test the ability of hydrodynamics codes to resolve a sharp shock interface (Feng et al., 2004; Shapiro et al., 1996; Ryu et al., 1993). The test set-up is simple, consisting of two fluids of different densities and pressures separated by a membrane that is then removed. The resulting solution has the advantage of showing all three types of fluid discontinuities; a shock wave moving from the high density fluid to the low density one, a rarefaction (sound) wave moving in the opposite direction and a contact discontinuity which marks the current location of the interface between the two fluids. For this test the initial conditions are traditionally chosen such that the pressure does not jump across the contact discontinuity.

We extend the traditional one-dimensional shock tube problem to consider two three-
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Figure 4.1: Example projections of the initial conditions for a three-dimensional Sod shock test. Black and white regions represent fluids of different densities. The left-hand image shows the shock face oriented along the [1,0,0] plane, while the right-hand image shows it oriented along the [1,1,0] plane. In actuality our second test is oriented in the [1,1,1] plane i.e. oblique to all the axes.

dimensional set-ups; the first of these has the fluid membrane at 90° to the x-axis of the box ([1,0,0] plane), causing the shock to propagate parallel to this axis. In the second test, the membrane is lined up so that its orthogonal unit vector lies at 54.7° to each of the x, y and z axes ([1,1,1] plane). This change in orientation of the shock is designed to highlight any directional dependencies inherent in the code, as illustrated in Figure 4.1. All analysis was performed perpendicular to the original shock plane.

For our particular set-up we chose the initial density and pressure jump either side of the membrane to be from \((\rho_1 = 4, p_1 = 1)\) to \((\rho_2 = 1, p_2 = 0.1795)\) with the fluid initially at rest. The polytropic index was \(\gamma = \frac{5}{3}\). Periodic boundary conditions were used and the results were analysed at \(t = 0.12\).

4.4.1.1 General Results

Figures 4.2 and 4.3 show the results from all four codes running this test. In the results presented in these figures, both Enzo and Flash used an 100\(^3\) initial (minimum refinement) grid\(^2\) with two levels of higher refinement each of which decreased the cell size by a

\(^2\)In Enzo’s case, this is the ‘root’ grid. Flash does not have a root grid, but can specify a minimum cell size that must be maintained everywhere. For ease of typing, we shall refer to the coarsest grid in both cases as the ‘initial’ grid.
Figure 4.2: Projected density parallel to the shock front from the 3-dimensional shock tube test. Left-hand plots show results from the \([1,0,0]\) shock set up, right-hand from the \([1,1,1]\) set-up. Both are at \(t = 0.12\). The bottom plots show a close-up of the shock front itself.
Figure 4.3: Projected data parallel to the shock front from the 3-dimensional shock tube test. The left hand column shows the results from the [1,0,0] shock front alignment, while the right hand column gives those from the [1,1,1] set-up. Top-to-bottom are plotted pressure, internal energy, velocity and entropy. As with figure 4.2 all the panels are from $t = 0.12$. 
factor of 2. The smallest cell size in this case was therefore 0.0025 of the unit box. 

Enzo refined anywhere the gradient of the derived quantities exceeded a critical value whereas Flash placed refinements according to the Löwner (1987) error estimator described in section 4.3.4 which places sub-grids based on the second derivative of the derived quantities. For the SPH codes, both Hydra and Gadget2 were run with 1 million particles formed from two glasses containing 1.6 million and 400,000 particles. The solid black line in all cases is the analytical solution which requires a shock at $x = -0.095$ and a contact discontinuity in the density at $x = -0.032$ at $t = 0.12$.

What is clear from Figures 4.2 and 4.3 is that all of the codes pass the zeroth level test and successfully reproduce the shock jump conditions, although both the SPH codes suffer from visible ringing and broadening around any discontinuities. Enzo (Zeus) does not produce the shock jump condition as accurately as Enzo (PPM) and Flash, as seen in the plots of energy and entropy in Figure 4.3, where its post-shock values are around 2% lower. In the oblique case, the quadratic viscosity term, $Q_V$, in Enzo (Zeus) was increased from its default value of 2.0 to 10.0. The effect of this value is discussed more fully in relation to the Sedov blast test in section 4.4.2.3. For the planar case, $Q_V$ was kept at 2.0. Pleasingly none of the other codes appear to have any visible directional dependence, performing equally well in both the grid aligned and oblique cases we tried. All the codes could equally well resolve the location and smooth rise of the rarefaction wave but both the SPH codes struggle with the contact discontinuity, with a large overshoot not seen by either of the mesh based codes. This is partly due to the initial conditions as for the SPH codes the sudden appearance of a density jump introduces a local source of entropy. In this chapter we are contrasting the results from the different approaches rather than studying the Sod shock problem itself in detail. As it is a standard test case higher resolution results can be found in the individual code’s method papers (e.g. Fryxell et al., 2000; Thacker et al., 2000; Springel, 2005).

Closer inspection of the data reveals differences in each code’s capacity to handle strong shocks. In the bottom row of Figure 4.2, we show a close-up of the density over the shock-front. Capturing shocks accurately is an area that SPH codes traditionally struggle with more than their Eulerian counterparts due to their inherent nature of smoothing between particles. Indeed, we see in this figure both Gadget2 and Hydra have a smeared out the interface compared to Enzo and Flash’s steep drop in density. Small differences between the AMR codes are also visible here. Enzo (PPM) spreads the shock front over three cells, whereas Enzo (Zeus’s) use of the artificial viscosity term extends this to five.
Flash’s PPM scheme gives very similar results to Enzo (PPM), also spreading the shock front over three cells.

Figure 4.3 shows the pressure, internal energy, velocity and computational entropy;

\[ s = \frac{T}{\rho^{3-\gamma}} \]  

over the region of interest for the planar \([1,0,0]\) set-up (left column) and the oblique \([1,1,1]\) set-up (right column).

Both Hydra and Gadget2 show signs of post-shock ringing in the velocity plot. The two Lagrangian codes adopt different implementations of artificial viscosity; with a frequently used choice of the viscosity parameter (ArtBulkVisc = 1) the ringing features in Gadget2’s profiles appears to be more pronounced than in Hydra’s (not shown in the plot). In order for Gadget2 to get closer to Hydra’s performance, a choice of a significantly higher viscosity parameter has been necessary (namely ArtBulkVisc = 2). The results produced under such a choice are shown in Figure 4.3. The SPH codes also exhibit a large spike in both internal energy and entropy at the location of the contact discontinuity. This is driven by the initial conditions, where two independent particle distributions suddenly appear immediately adjacent to one another.

4.4.1.2 Quantitative Comparison

We saw in the previous section that most of the codes model shock development and sound wave propagation with reasonable success and that they show no directional preference to the orientation of the shock interface. However, differences were apparent between each of the codes, most obviously between the SPH and AMR techniques (unsurprising, since their numerical algorithms fundamentally differ). In this section, we quantitatively compare results from each code and attempt to get as close a match between their results as possible. For simplicity, we confine the SPH codes to using static meshes for this comparison.

Figure 4.4 shows a graphical comparison of the density projection between a Hydra run of 1 million particles and Enzo (PPM) for different grid sizes. It is clear that a grid size of \(20^3\) produces significantly poorer results than the Hydra data whereas a grid size of \(100^3\) produces significantly better results particularly in the low density region. Although the situation is confused by the lack of points available with Enzo, a grid size of \(20^3\) can produce no more than 20 distinct values across the length of the volume being modelled, it is clear that this is too few to recover this model. However, even with \(50^3\) cells in the
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Figure 4.4: Comparison between data from Enzo (PPM) at different static grid sizes with Hydra’s run of 1 million particles. Results plotted show the projection of the density for the [1,0,0] set-up.

box the major features are largely recovered. To make further progress we require a more quantitative way of comparing the results from the codes. To achieve this, we employ a cubic spline to interpolate the data from all runs to the same 178 x points at which we have calculated the analytical values. The residue between each new curve and the analytical solution was then summed and divided by the number of points. We considered the residue both across the whole region of interest from [-0.15, 0.15] and just across the shock-front from [-0.13, -0.06].

The top part of table 4.1 shows the residues from Enzo over these ranges for increasing static grid size. As Figure 4.4 showed, the overall fit across the whole region of interest improves rapidly with the number of grid points. The improvement for the AMR run highlights one of the greatest assets of adaptive grid coding; the ability to tag cells for refinement based on slopes or shock-fronts, allowing the extra resolution to be concentrated on these problematic areas. Table 4.1 also shows that Enzo (Zeus) typically has poorer results than Enzo (PPM) for equal numbers of grid cells, something that came out
Table 4.1: Residue of the analytical solution of the Sod shock density in the planar [1,0,0] set-up for different static grid sizes and SPH resolutions for Enzo, Hydra and Gadget2.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>Enzo (PPM) residue</th>
<th>Enzo (Zeus) residue</th>
<th>Hydra residue</th>
<th>Gadget2 residue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Interface (Shock)</td>
<td>Interface (Shock)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10^3</td>
<td>0.343 (0.383)</td>
<td>0.238 (0.220)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20^3</td>
<td>0.232 (0.166)</td>
<td>0.173 (0.198)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30^3</td>
<td>0.164 (0.164)</td>
<td>0.165 (0.172)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40^3</td>
<td>0.129 (0.125)</td>
<td>0.166 (0.174)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50^3</td>
<td>0.095 (0.089)</td>
<td>0.119 (0.130)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60^3</td>
<td>0.094 (0.110)</td>
<td>0.114 (0.118)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70^3</td>
<td>0.076 (0.082)</td>
<td>0.105 (0.126)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80^3</td>
<td>0.086 (0.082)</td>
<td>0.081 (0.090)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90^3</td>
<td>0.061 (0.075)</td>
<td>0.088 (0.088)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100^3</td>
<td>0.069 (0.064)</td>
<td>0.085 (0.079)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMR run (400^3)</td>
<td>0.032 (0.030)</td>
<td>0.035 (0.036)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
in Figures 4.2 and 4.3, and is a result of energy loss due to the inaccurate treatment of the shock jump conditions by Enzo (Zeus).

The lower part of table 4.1 shows the residues for Hydra and Gadget2 at different resolutions. Both SPH codes show similar results, with similar residues in each at the same resolution. If we compare these values to the nearest Enzo result we can get an estimate for the number of particles needed per grid cell in the low density region for similar recovery of the shock profiles. Included after the number of particles for each of these runs is the effective number of particles in the high and low density regions. As is obvious from this table and Figure 4.4 roughly matching accuracy occurs somewhere between these two limits. This is equivalent to when there is approximately one SPH particle per grid cell.

The analysis done in this section does have one obvious flaw; introducing adaptive meshes allows the grid-based codes to achieve a high resolution while employing many less cells overall. Our equivalence of one SPH particle per cell applies to cells in the high resolution region not the total number of cells in the simulation. As such, this comparison works best in situations where the resolution is needed in the highest density areas. In both this problem type and the one described in the next section, the high density areas are not those that require higher resolution, rather the region of interest is that where the density is changing rapidly. Since usually SPH particles are tied to the mass flow of a system, they are not able to increase the resolution over shock fronts, unlike their grid counterparts. However, in many astrophysical problems, such as those we shall meet in section 4.5, this is not necessarily a serious limitation.

4.4.2 The Sedov Blast Wave Test

The Sedov Blast Test (Sedov, 1959) is an intense explosion caused by a quantity of energy deposited in the centre of the simulation box. The result is a strong spherical shock that propagates through the background homogenous medium.

This test is particularly appropriate in astrophysics since it represents well the physics required to deal with supernova explosions. An inability to resolve the resulting shock front will lead to an incorrect estimate of the energy deposited into the galaxy and the volume it affects.

It also poses different problems to both the particle and grid schemes described above. Although the shock front expands as it travels outwards it also sweeps up particles which increase the density contrast of the shell relative to the ambient medium. The particle
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codes will therefore find it progressively easier to reach the required resolution. Since the
shock front is also spherical, grid codes will have to cope with any artificial grid-alignment
effects. It is therefore a test that is both appropriate and taxing.

The analytical calculation of the shock propagation is described in full in Sedov (1959)
and Landau and Lifshitz (1959) who show the shock front’s radius is given by:

\[ r(t) = \left( \frac{E_0}{\alpha \rho_0} \right)^{1/5} t^{2/5} \quad (4.2) \]

where \( E_0 \) is the initial energy injected, \( \rho_0 \) is the background density and \( \alpha = 0.49 \) for an
ideal gas with \( \gamma = 5/3 \).

Since there is no cooling or gravity in this test, the quantities above are all unitless.
In our calculations, the initial density of the medium is \( \rho_0 = 1 \), the explosion energy
\( E_0 = 10^5 \). The shock expands into a box of side 10 and we compare our results at \( t = 0.1 \).
Figure 4.5 shows density projections (density integrated along the length of the simulation
box) of the simulation box during the Sedov test for times from 0.025 to 0.1.

![Figure 4.5](image)

Figure 4.5: Density projections of the Sedov blast test performed using
Enzo (PPM) at \( t = 0.025, 0.05, 0.075 \) and 0.1.

4.4.2.1 General Results

Figure 4.6 shows the results from the Sedov blast test at \( t = 0.1 \) for each code and the
analytical solution. For this test, Enzo and Flash used an initial grid of \( 100^3 \) with two
levels of refinement, each reducing the cell size by a factor of two. These subgrids were
placed where the shock front was detected. This gave a minimum cell size of 0.025 over
the shock. For the AMR codes the central energy was injected into a spherical region of
radius 3.5 grid cells on the finest levels, corresponding to \( r = 0.0875 \), a common choice
for this test. Both Hydra and Gadget2 used 1 million particles relaxed into a glass, with
the energy added to the central 32 particles in a top hat distribution.
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Figure 4.6: Results from the Sedov blast test for each code at $t = 0.1$. Clockwise from top left shows density, velocity, pressure and internal energy. The black solid line marks the analytical solution.

Figure 4.7: Density projections of the Sedov blast test at $t = 0.1$ for all codes, with the expected shock position marked by the red circle. Left to right shows Enzo (PPM), Enzo (Zeus), Flash, Gadget2 and Hydra. The density ranges from $[10^{0.6}, 10^{1.23}]$. 
We have deliberately chosen a large energy jump for our Sedov blast in order to make this test challenging. A short discussion is added to the end of this section describing some of the pitfalls we encountered while attempting to successfully complete it. What is immediately apparent from Figure 4.6 is that Enzo (Zeus) performs significantly worse on this test than all the other codes, with its shock edge lagging substantially behind the analytical position. It shows a significant energy loss in the first few timesteps, losing 25% of its internal energy during this stage. In the previous section, we saw that Enzo (Zeus) spread the shock front out slightly more than Enzo (PPM) and Flash, which both utilise Godunov schemes, but the difference was minimal and the shock-front was still sharp and well represented. Here, however, we see that Enzo (Zeus) underestimates the shock position at \( t = 0.1 \) by almost 4%. The cause of this significant energy loss is the production of a diamond-shaped, rather than spherical, shock front at very early times. This is discussed further in section 4.4.2.3. Plots of the internal energy and pressure in Figure 4.6 also add to illustrate this effect, showing the effect of Enzo (Zeus)’s early energy loss and the resulting low pressure prior to the shock front. Both Enzo (PPM) and Flash perform this test extremely well, matching the analytical solution to the shock’s edge. The two SPH codes successfully recover the location of the peak of the Sedov blast shell but it is smoothed out in the radial direction, producing a lower peak density and a broader shell. For the Gadget2 run the gas velocity interior to the blast appears to be enhanced in Figure 4.6. This is an artifact of the entropy scatter discussed below. The gas interior to the blast front will rapidly sort itself in entropy, resulting in smooth density and temperature profiles, leaving the velocity profile disordered (and so enhanced).

Figure 4.7 shows density projections of the final state of the simulations at \( t = 0.1 \). The analytical position of the shock front is shown by the solid red line. As can be seen on Figure 4.7 although the location of the shock front in the Gadget2 figure is well recovered there seems to be a lot of “noise” producing a grainy appearance to the shaded image. Although energy and entropy are well conserved by Gadget2 for extreme shocks like this one the Gadget2 viscosity implementation introduces a lot of entropy scatter. The high entropy particles are too hot for their surroundings and drive small bubbles, producing the structure seen in Figure 4.7. This feature of Gadget2 does not appear for more normal shock jumps such as that studied in the previous section or for less energetic Sedov blasts. We have tried several approaches to resolve this problem which are mentioned in section 4.4.2.3 below for those interested.
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4.4.2.2 Quantitative Comparison

As the previous section showed, four of our codes appear to do a reasonable job of following the location of the Sedov blast front. Due to its inability to conserve energy initially, Enzo (Zeus) does not perform this test well and only achieves its current results by adapting code parameters (see “code-specific issues” below). In order to quantitatively compare the codes we have measured the position of the peak of the density, the maximum density obtained and the width of the shock front at half this maximum density as a function of time. The results of this exercise are given in Figure 4.8. We see that Enzo (PPM), Flash, Hydra and Gadget2 are all capable of accurately following the location of the shock front. As is visible on Figures 4.6 and 4.8 the two SPH codes do not obtain the high maximum densities recovered by the AMR codes. Gadget2’s maximum peak position is lower than Enzo (PPM) and Flash by 8% and Hydra is 13% less. Enzo (Zeus)’s lag in the shock front propagation makes its position equivalent to a time of $t = 0.085$, at which time it is between the PPM-based schemes and the SPH techniques with a top density value 6% below Enzo (PPM) and Flash.

The lower SPH peak density is not a surprise as the inherent smoothing of the SPH method broadens the shock front and lowers the maximum recoverable density. The AMR codes have the ability to insert additional resolution elements where quantities are rapidly changing rather than where lots of mass has piled up and this acts to improve their fit to the analytic solution in the region of the blast. Despite this disadvantage, the SPH codes correctly reproduce the shock front position and, at around 10%, the differences in their
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Figure 4.8: For the Sedov blast test, from left to right: position of shock front over time, the maximum density value and the width of the shock front at half maximum.
peak density values are remarkably small.

It is difficult to undertake a “number of particles per grid cell” comparison similar to the one above for this test for two reasons: firstly, the initial conditions rapidly become impossible to set up in a spherically symmetric way for the grid codes if they are not allowed to refine heavily. Our initial condition set-up inserts the energy into a region of radius 3.5 grid cells (or 180 cells). If fewer than this number are used the cells do not represent a spherical energy input well. Without refinement a region encompassing this many cells rapidly becomes large, whereupon the initial conditions no longer represent a Sedov explosion. In addition, small numbers of large cells simply cannot be expected to follow a spherical blast and little useful is learnt. Secondly, the SPH codes are helped at late times because the Sedov blast “sweeps up” the particles it encounters (as it is supposed to) which effectively increases the number of SPH resolution elements in the shock front, as is to be expected given the density enhancement. The AMR codes naturally account for this by adding extra layers of refinement. However, if an unrefined comparison is attempted this high level of refinement has to be present everywhere and at all times, so an incredible number of cells are needed. For this particular test we find that we need static grids of order $250^3$ to reproduce a blast with similar resolution to an SPH model with only $100^3$ particles. The quantity that should be directly compared is the number of cells per particle in the region of interest. As above we find that roughly one SPH particle per AMR cell is required to obtain similar effective resolutions.

4.4.2.3 Code-Specific Issues for the Sedov Blast

Figure 4.9 shows the density projection of the Sedov blast test performed by Enzo (Zeus) at early times. The problem becomes immediately apparent; instead of being spherical, the shock-front is an asymmetrical diamond shape. Over time the shock-front becomes spherical, as can be seen in Figure 4.7, and the dramatic energy loss stops, but by this stage 25% of the shock’s energy has been lost. The reason Enzo (Zeus) fails to produce a spherical shock-front at early times is not obvious. It appears overly sensitive to the initial set-up not being a perfect Sedov blast start (since a point-like energy injection can only be approximate). Many different solutions were attempted, including injecting the energy as a Gaussian rather than ‘Top hat’ profile and adding it into a larger radius (which helped, but did not greatly improve the situation). Even to recover the pretty miserable results that Enzo (Zeus) achieved above we had to use a somewhat dirty fix of increasing the code’s quadratic artificial viscosity term, $QV$. This value is a broadening
parameter that controls how many cells the shock is spread over. By default $QV = 2$, which is used for the tests in sections 4.4.1 and 4.5. Agertz et al. (2007) found that varying $QV$ made little difference to the evolution of the fluid, but just broadened the shock. In this case, we find that increasing the width of the shock decreases the asymmetry at early times, although Figure 4.9 shows the effect was far from perfect. Using the default value of $QV = 2$, the shock-front lags even further behind the result shown in Figure 4.6, which uses $QV = 10$. The increase in $QV$ comes at a price; the spreading of the shock over more cells weakens it, causing the peak density to be lowered. Raising $QV$ beyond 10 improves the position of the shock further, but the value now becomes unphysically high and we do not recommend using it.

![Figure 4.9: Density projection showing the early evolution of the Sedov blast test at $t = 0.01$ for the AMR codes. Left to right shows Enzo (PPM), Enzo (Zeus) and Flash. The projected density range is $[10^{0.87}, 10^{1.1}]$. At this time, the asymmetry of the shock-front with Enzo (Zeus) is clearly visible. Both SPH codes give spherically symmetric results.](image-url)

The Sedov blast has already been used by Springel and Hernquist (2002) to test Gadget2, and indeed for the parameters Springel and Hernquist (2002) used Gadget2 works beautifully and does not exhibit any spurious entropy driven bubbles. In order to investigate their origin we tried injecting the energy into a single point particle or smoothing the injection profile using a Gaussian function (with a cut-off at a few percent of its central value) rather than a top hat, and also changing the number of SPH neighbours in order to help numerical convergence. None of these changes makes any practical difference to our test and the entropy driven bubbles still occurred. In all the Gadget2 runs performed for this test, the artificial viscosity parameter ArtBulkVisc has been set to the frequently
4.5 Gravitational Tests

In this section, we move away from the formation and resolution of shocks to look at a new aspect of the codes; how they deal with gravity. While treatment of fluids is important, few astrophysical simulations can be performed without a self-gravitating gas. However, adding self-gravity, where every fluid element is affected by every other, dramatically complicates the situation and it is not possible to design a test with an exact analytical solution anymore. Since it is still essential for the purpose of this comparison that our problems remain well-posed, we select situations in which the correct behaviour of the system is known, even if it cannot be mathematically expressed. To do this, we perform two tests; the first of these concerns a static gas profile in equilibrium. Gravity acts to try and collapse the gas, while pressure pushes it outwards. While these forces remain perfectly balanced, the gas remains at rest. This situation is analogous to a relaxed galaxy cluster and requires the code to resolve the gas density over many orders of magnitude. The second test involves the same cluster translating through the box. By using periodic boundary conditions, the cluster’s velocity is chosen such that it should return to its original position after 1 Gyr. With no external forces, the cluster should remain in hydrostatic equilibrium and retain its profile during the translation.

4.5.1 Initial Conditions for the Cluster

The model used for the galaxy cluster is the King model (King, 1966; Padmanabhan, 2002), which was chosen because it possesses a finite radial cut-off, and is therefore a well defined problem for a code comparison. Its form is based on the distribution function:

\[
f(\epsilon) = \begin{cases} 
\rho_c (2\pi \sigma^2)^{-3/2} \left( e^{\epsilon/\sigma^2} - 1 \right) & \epsilon \geq 0, \\
0 & \epsilon < 0
\end{cases}
\]

where \( \epsilon = \Psi - \frac{1}{2} v^2 \), is the coordinate change for the shifted energy, \( \rho_c \) is the central density and \( \sigma \) is related to (but not equal to) the velocity dispersion. The resulting
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density distribution of this cluster vanishes at the tidal radius, $r_t$. Integrating over all velocities yields a density distribution:

$$\rho(\Psi) = \rho_c \left[ e^{\frac{\Psi}{\sigma^2}} \text{erf} \left( \frac{\sqrt{\Psi}}{\sigma} \right) - \sqrt{\frac{4\Psi}{\pi\sigma^2}} \left( 1 + \frac{2\Psi}{3\sigma^2} \right) \right]. \quad (4.4)$$

Putting this into the Poisson equation results in a second order ODE which can be solved numerically. This model has three independent parameters, the mass of the cluster, the tidal radius and the concentration $c = \log_{10}(r_t/r_0)$, where $r_0$ is the central or King radius. For this problem, we selected a concentration of 3, $r_t = 1$ Mpc and a cluster mass of $10^{14}$ M$_\odot$. This results in a King radius of 1 kpc. Therefore, to successfully maintain hydrostatic equilibrium, the codes must be able to model the cluster out to 1 Mpc while resolving the 1 kpc core. This makes it a particularly challenging test.

4.5.2 The Static Cluster

4.5.2.1 Resolution of the Cluster

The two key requirements for success in this test are to be able to resolve the core and to have an accurate gravitational solver. Figure 4.10 shows this case in point. It plots the density profile of the cluster at the start of the simulation and after 1 Gyr for steadily increasing levels of resolution. Although the King model does not have an analytical solution, a one-dimensional numerical solution for the cluster’s profile can be achieved from a simple numerical integration. This is shown in each plot as the solid line. In the top left image, the cluster is modelled on a static grid of size $10^3$. The initial match to the profile is good up to densities of $10^{-4}$, but the inner kiloparsec that contains the core is totally unresolved. The effect is for the pressure to dominate over the gravity and the cluster expands, dropping the density in the core still further. After 1 Gyr, the cluster’s profile is barely recognisable, despite the lack of external forces. Moving one plot to the right in Figure 4.10, we see the results of adding a sub-grid into the area that contains the highest density, i.e. the centre of the cluster. The density in the central region is now followed up to $0.15$ M$_\odot$ pc$^{-3}$. The cluster is still not balanced and deviates away from the profile, but the shift is markedly less. As we continue to add in levels of refinement, we see the central density rise to meet the numerical expectation as the core becomes more resolved. The profile of the cluster changes progressively less until we reach five levels of refinement, when the change becomes almost undetectable except at the very centre.
Figure 4.10: Density profiles of the static King-model cluster run with *Enzo (Zeus)* with increasing resolution. The solid line shows the 1D calculated numerical solution for the profile, with the red crosses and open blue boxes indicating the simulated profile at 0 Gyr and 1 Gyr, respectively. The number to the top right of each panel indicates the size of the root mesh and the number of refinements (i.e. the bottom right panel has eight levels of refinement each increasing in resolution by a factor of 2).
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4.5.2.2 General Results

Figure 4.11: Profiles from the static King-model cluster after 1 Gyr. Left to right shows density, temperature and entropy. The black line shows the expected profile. In this test, *Enzo* used an initial grid of $100^3$ and 8 levels of refinement (minimum cell size, $\Delta x_{\text{min}}$, of 0.12 kpc), *Flash* used an initial grid of $128^3$ with 7 levels of refinement ($\Delta x_{\text{min}} = 0.18$ kpc) and *Gadget2* and *Hydra* used 100,000 particles.

Figure 4.11 shows the density, temperature and entropy profiles for the cluster after 1 Gyr. For this test, *Enzo* was run with an initial grid of $100^3$ and eight additional levels of refinement, each reducing the cell size by a factor of two. These sub-grids were placed anywhere where the cell mass was above a critical value. The cluster was set up in a box of size 3 Mpc with isolated gravitational boundary conditions. This gave a minimum cell size in the core of 0.12 kpc. *Flash* ran with the same boxsize and with periodic boundary conditions. It used a slightly larger initial grid of $128^3$ (since the gravity solver requires factors of two) and included seven additional levels of refinement, each of which reduced the cell size by a factor of two. This gave a minimum cell size in the core of 0.18 kpc. *Hydra* and *Gadget2* radially perturbed a glass of 100,000 particles to the desired density profile within a periodic 3 Mpc box.

As can be seen in the density profile in Figure 4.11, with sufficient central resolution all the codes are successful at keeping the cluster in equilibrium and resolve the core well. All the codes show negligible deviations from the static King profile after 1 Gyr, matching the analytical profile over seven orders of magnitude, down to densities of $10^{-10}$. At the low density edge of the cluster, small deviations ($\sim 15\%$) from the profile are seen as the cluster edge diffuses into the background. *Enzo (PPM)*, *Enzo (Zeus)* and *Flash* produce
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the closest fit to the numerical solution at these densities, owing to the larger choice of initial grid which fixes the minimum resolution. *Hydra* and *Gadget2* show small deviations close to the cluster’s tidal radius as they start to run out of particles.

Unlike the shock tests in section 4.4, all our codes in this test and in section 4.5.3 refine based on increasing mass. Although grid based codes can make resolution choices from other parameters, mass in a grid cell (i.e. density) is the most used for simulations on scales above a few parsecs. However, in contrast to the particle based codes, a grid code’s minimum resolution is always known, since it is fixed by the specified minimum grid size. Depending on the simulation type, a fixed minimum resolution is either a huge advantage or a drain on computational time. In simulations where the densest structures are the primary focus, SPH’s ability to sweep all the particles into these areas means that high resolution can be gained quickly and efficiently. To gain the same efficiency from a grid code, a careful choice of minimum resolution grid and refinement criteria must be made. Both the test in this section and the following one are examples of this problem type and were significantly more time consuming for grid based codes than for particle based ones. This is in contrast to the shock tests which ran faster. However, if the focus of a simulation is the surrounding structure of a dense object, then the ability to specify a minimum resolution is extremely useful and time efficient. In a particle scheme this would normally be obtained by adding enough additional particles such that both the dense and surrounding medium were resolved; a solution which may significantly add to the expense of the simulation.

Figure 4.11 demonstrates the two SPH codes achieve a similar result with 100,000 (46³) particles to that obtained by the AMR codes with initial meshes of around 1 million cells and 8 or 9 levels of refinement. To achieve this with a static mesh would be impossible, as the mesh would need to be 25,600³. Not surprisingly then, given the complication of placing and interpolating between refinements the SPH codes are much faster. We note that in the SPH runs the distance from the centre to the 32nd particle is 0.4 kpc, which is very close to twice the minimum cell size of the AMR runs in the core. Again, we see that in order to obtain convergence between the AMR and SPH codes we require roughly one particle per cell in the region of interest. Unfortunately for the AMR codes, for this particular problem which includes a wide density range the ability of SPH codes to naturally increase resolution with mass is very advantageous.

Finally for this section, Figure 4.11 also clearly shows that both of the *Enzo* implementations include noticeable ringing in the temperature profile which is reflected in the
entropy and less obviously density profiles. This causes a deviation from the analytical solution of around ±20% in the inner 2 kpc (10 cells). This ringing is not present in the analytic solution and doesn’t appear in either Flash or the SPH codes which closely resemble both each other and the calculated solution. The exceptional agreement between FLASH and the other codes clearly indicates how well the new hybrid FFT-multigrid solver works and reassuringly there is no observable distortion to the profile from the large scale deviations seen in chapter 3.

4.5.3 The Translating Cluster

Using the stable clusters developed above we can test the Galilean invariance of the codes by giving them a velocity relative to the static simulation volume. This is a commonly encountered situation for cosmological simulations where large objects often move at many hundreds of kilometres per second relative to the background. At sufficiently high velocities it is well known and straightforward to demonstrate that mesh based codes are not Galilean invariant, whereas particle based methods are (e.g. Wadsley et al., 2008). What we wish to investigate is the size of these effects for typical astrophysical objects moving at typical astrophysical velocities.

For this test the cluster was given a bulk velocity such that, in 1 Gyr, it moved around the simulation box once, returning to its original starting position. This is shown visually in Figure 4.12 which also demonstrates the box’s boundary conditions which are periodic. Since there are no external forces acting on the cluster, the end profile should be identical to the initial one.

Figure 4.12: Density projections of the cluster over the course of 1 Gyr in which is moves once around the simulation box. Images taken at 0, 250, 500, 750, 1000 Myrs with projected density range $[10^{8.4}, 10^{16.5}] M_\odot$ Mpc$^{-2}$. Yellow and red shows higher density regions than green while black is very low density. (Images produced with Enzo (Zeus)).

The time consuming nature of this test for grid codes also became an issue. Enzo (Zeus)
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and Enzo (PPM) lowered their initial grid to $50^4$, but added an additional level of refinement maintaining a minimum cell size of 0.12 kpc. Flash managed, after a long run, to maintain the same resolution as for the static test, with a minimum cell size of 0.18 kpc. The two SPH codes also had the same set-up as for the static case.

Figure 4.13 shows the residue remaining if the initial configuration is subtracted from the final one. Another fundamental difference between grid based and particle based techniques is visible here in the background medium. Unlike a particle code, grid codes cannot have zero density and energy cells. Therefore, a cool, low density gas surrounds the cluster in this test when run by both Enzo and Flash. In the case of Figure 4.12, which only contains results from Enzo (Zeus), the minimum value shown is the background density, which is therefore displayed in black. From looking at the cluster core in Figure 4.13, clearly neither of the Enzo simulations returns to the correct position, with a particularly significant lag in the case of Enzo (PPM). In both these cases, the cluster as a whole correctly returns to the centre of the simulation box, but the central core does not, leaving it off-set from the centre of the cluster. This can be seen clearly in the last image of Figure 4.12. After 1 Gyr, Enzo (PPM) has a core 176 kpc from the original start position while Enzo (Zeus) finishes with its core 93 kpc short of the initial position. The outer regions of the cluster also show distortion due to the lower resolution of the initial grid. These problems don’t appear to occur for either the SPH codes or Flash. Flash shows a small amount of distortion in the outer region of the cluster, although the central region stays largely intact with the core only 1.7 kpc from the centre of the box. Both SPH codes show very similar results with Hydra getting its core closest to the original start position with a 0.4 kpc off-set and Gadget2 with a 25 kpc off-set. In lower density regions, we see some distortion to the cluster’s structure which becomes more marked at higher radii. This is due to the number of particles significantly decreasing as we move away from the core.

Figure 4.14 is equivalent to Figure 4.11 except that now the cluster has moved once around the periodic box. All codes maintain the density profile of the cluster extremely well, with the only deviations appearing in the core. Here, Gadget2 performs best, resolving the core in good agreement with the analytical prediction. All other codes struggle to resolve the core after 1 Gyr, with Flash struggling the most and underestimating the core density by a factor of 10. Lower resolution runs (minimum cell size of 0.23 kpc) using Enzo also showed a similar drop in core density in this test, whereas a much smaller difference was noticed for the static cluster at the same resolution. This change in core density
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Figure 4.13: Image subtractions of the density projections at the start and end of the translating cluster test. From left to right shows Enzo (PPM), Enzo (Zeus), Flash, Gadget2 and Hydra. The projected density range is $[10^4, 10^{18.6}]$ M$_\odot$ Mpc$^{-2}$.

was seen, but not understood, in the Santa Barbara Comparison Project (Frenk et al., 1999) which observed the lower cluster densities in AMR codes. Without an analytical prediction for what the correct density should be, it was impossible to determine which of the recorded densities was more accurate. This test highlights two important effects controlling these core properties; resolution and advection. In the first instance, it is important to resolve the cluster core otherwise its size will be overestimated, leading to a lower central density. This is demonstrated clearest in Figure 4.10 where in the case with four levels of refinement, the cluster remained intact but the central density still dropped. In the second case, the explicit movement of the fluid through the grid (i.e. advection) in AMR can (but not necessarily does) cause a drop in the central density. This is an explanation for why the static and translating king models differ in the AMR case, even at the same resolution. We see from Figure 4.14 that Flash suffers most from advection issues whereas Enzo (PPM) shows minimal difference from the static model, following the analytic profiles at least as well as the SPH codes. In both these areas, SPH’s ability to follow the mass allows it to excel quickly and efficiently compared with AMR codes who have to be more careful when selecting their refinement criteria.

While this test provides clues towards the deviation in cluster properties in the Santa Barbara Comparison Project, it should be noted that other effects can also be at work. In cosmological models, for instance, turbulence plays an important role as investigated by Wadsley et al. (2008) and which I myself highlight in chapter 6. The difference between the entropy cores in the AMR code Enzo and the SPH code Hydra in figure 4.14 for instance are almost identical and clearly do not indicate the large entropy difference seen by Frenk et al. (1999). I therefore extend this work in chapter 6 to investigate the effects of Galilean non-invariance for a multitude of advection geometries and find that although non-zero, these contributions, along with the effects of limited gravitational force resolution, are
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Figure 4.14: Profiles from the translating King-model cluster after 1 Gyr. Left to right shows density, temperature and entropy. The black line shows the expected profile. In this test, Enzo used an initial grid of $50^3$ and 9 levels of refinement (minimum cell size, $\Delta x_{\text{min}}$, of 0.12 kpc), Flash used an initial grid of $128^3$ with 7 levels of refinement ($\Delta x_{\text{min}} = 0.18$ kpc) and Gadget2 and Hydra used 100,000 particles.

not the root cause of the entropy cores seen in the Santa Barbara Comparison Project.

The temperature plot in the second panel of Figure 4.11 shows that Flash, Gadget2 and Hydra all underestimate the core temperature whereas Enzo (PPM) and Enzo (Zeus) overestimate it slightly. Additionally, all the AMR code overestimate the cluster temperature at its edge with Enzo (PPM) having the poorest fit. The core’s entropy is also overestimated in the case of the Flash and Enzo (Zeus); unsurprising since this depends on the inverse of the density.

4.5.3.1 Gravitational Tests: Code-Specific Issues

For both the static and translating cluster tests presented above, Enzo was run on a single processor. When using the parallelised version of Enzo, the gravity solver suffers from excess noise in the velocity motions which mix the gas, reducing the entropy in the cluster centre. The result is a density drop in the cluster core and an expansion of its outer regions, unrelated to the issues discussed in section 4.5.3. The resulting density profiles using the parallelised version of Enzo are shown in Figure 4.15. In other situations (e.g. Tasker and Bryan, 2008) the gravity solver has been tested successfully to give identical results in serial and parallel, but an improved, less noisy, gravity solver is currently being developed to solve this problem where it occurs.
Figure 4.15: Density profile from the translating king model after 1 Gyr run with *Enzo* in parallel. Run on multiple processors, the spurious velocity motions cause the gas to become over-mixed and the cluster density to drop in the core and expand at the cluster edge. The black line shows the expected profile.
Enzo (PPM) also experienced problems dealing with the background medium. The sharp drop in conditions between the cluster edge and low density background gas can cause Enzo (PPM) to artificially produce negative densities and energies. This was corrected for by setting a minimum density of $0.1 \, M_\odot \, \text{Mpc}^{-3}$, which negative densities were automatically set to. Having to approximate densities multiple times during the run is a likely reason for the momentum loss that is clearly observed in Figure 4.14.

The default multigrid algorithm used in the publicly available version of Flash 2.5, proved too slow to be used practically. In order to overcome this we implemented a hybrid FFTW based multigrid gravity solver, resulting in a vast reduction in the runtime of the simulations. The latest version of Flash 3.0 includes a more efficient multigrid algorithm and a nested FFTW gravity solver is currently under development for release in the near future (similar to the one used here).

For Gadget2 we encountered a problem in that although the radial profiles were very stable the cluster as a whole tended to drift around over time. This is due to the difficulty of very accurately determining the lowest order term in the gravitational force expansion for a tree code. Each individual term includes a small error, with these errors largely but not exactly uncorrelated. Under these conditions the total momentum of the system is not guaranteed to be conserved exactly and a “random walk” occurs. As the configuration is designed to be entirely static the direction of the residual force is highly correlated from one step to the next and despite recovering the correct value to one part in $10^8$ this still leads to a net drift. It is possible to circumvent this, as shown above, by dramatically reducing the opening angle for the tree but this rapidly negates the advantage of using a tree in the first place. For more normal simulations this tiny zeroth order force error is of course negligible as the random motion of the particles disorders the direction of the drift error as time progresses. $P^3M$ based gravity solvers like that employed by Hydra do not suffer from this problem as the zeroth order term in the Fourier transform is automatically zero.

4.6 Discussion and Conclusion

We have presented four well posed tests with known solutions which we have used to compare four well used astrophysical codes; Enzo, Flash, Gadget2 and Hydra. We have examined each code’s ability to resolve strong shocks and incorporate an accurate gravity solver capable of resolving forces over many orders of magnitude in density.
The tests presented here were specifically designed to be difficult and push the codes to their limit; appropriately so since many situations in astrophysics demand extreme physical conditions. Despite these requirements, all the codes did pass our tests satisfactorily and what we highlight here is the strengths and weaknesses of the different techniques.

Significant issues were Enzo (Zeus)'s failure to produce a spherical shock, a problem that leads to a lack of energy conservation and to poor recovery of the position of a Sedov blast. For extreme shocks the artificial viscosity implementation of Gadget2 leads to spurious entropy driven bubbles and for very static configurations the centre-of-mass can slowly drift due to the difficulty of recovering the zeroth order term in the tree force. For a translating cluster, both implementations of Enzo appear to lose momentum over time.

All our tests lead to the conclusion that in order to achieve roughly the same resolution in grid and particle codes a good rule of thumb is to require one particle per cell in the region of interest. This is difficult to achieve for the SPH codes over shock fronts or voids and likewise harder for AMR codes to match in the centre of collapsed objects. This is reflected strongly in our results where the AMR codes largely excel at the shock tests in section 4.4 and the SPH codes at the gravitationally bound cluster tests in section 4.5. For a cosmological simulation these criteria would equate to having the minimum mesh cell size about the same size as the gravitational softening or half the SPH search length.

As implied by the relation above, for strong shocks SPH codes require significantly more effort than AMR codes. This is because AMR codes have the ability to add extra resolution in regions of rapidly changing density, whereas SPH codes can effectively only refine with the density itself, so they end up undertaking lots of unnecessary work far from the shock where the forces are small in regions of high but uniform density. However, for models such as the King sphere, where AMR codes traditionally refine using a density criterion anyway, SPH codes can achieving high resolution far more efficiently in these dense structures because they do this very naturally by following individual particles. For AMR codes to achieve similar results, high resolution and a significant increase in computational time is required. In these cases AMR codes would still have an advantage if it was necessary to resolve the low density region, where the SPH codes simply run out of particles and have to smooth over very large volumes.

Additional care must be taken for the parallel implementations of Hydra and Enzo. Hydra's parallel version was not used in this chapter and further testing would be needed to ensure that it performs correctly. The gravity solver in Enzo was demonstrated to
produce different results in serial and parallel in the King model tests (although not in other situations) and this should be explicitly tested when running a simulation with this code. An updated gravity solver for Enzo which rectifies this problem is currently being developed. While serial runs allow much parameter space exploration, rapid code development and inter-comparison, true state-of-the-art large simulations are confined to codes that can utilise high performance computing facilities and successfully run on a large number of processors.

To a large extent the choice of simulation code largely comes down to the problem being attacked. For problems with large dynamic range or when the object is rapidly translating across the volume particle based methods are much less computationally expensive in order to achieve the same result. Conversely, for problems where the interesting physics is in regions of rapidly changing density rather than in high density regions themselves, AMR codes excel thanks to their more adaptive refinement criteria.

The computational time required for each code to perform these tests varied greatly. Ideally, elapsed time is largely irrelevant since the required resolution and problem size should be set by the appropriate physics being tackled rather than available computer resources. However, we include Table 4.2 for completeness and to give the reader an indication of times involved. In Table 4.2, the computational systems referred to are; ‘UF HPC’ is the University of Florida’s high performance computing center which uses (typically) InfiniBand-connected 2.2 GHz AMD Opteron dual cores with 6 Gb RAM. ‘UF Astro’ is the University of Florida Astronomy’s minicluster with 2.66 GHz Intel quad-cores and 4 Gb RAM. ‘Columbia’ is the Columbia University Astronomy’s cluster with gigabit-connected 2.2 GHz Opteron cores and 3 Gb RAM. ‘Miranda’ is at the University of Durham and consists of Myrinet-connected 2.6 GHz Opteron cores with 4 Gb RAM. ‘Nottingham’ is the Nottingham University HPC with gigabit-connected 2.2 GHz Opteron cores with 2 Gb of RAM. Readers should note that comparing CPU times between simulations performed on disparate computers is fraught with danger. For true runtime performance, the codes would need to be bench marked on identical systems which was beyond the scope of this chapter. We therefore include this table purely for guidance and warn against over interpretation. † The times quoted for the static and translating cluster runs in Flash are estimated total runtimes based on the speed up attained with the latest version of the FFTW gravity solver. The original runs were performed using an early version of the hybrid FFTW gravity solver which was still under development and as such was not optimised. The original runs took place on 24 processors and runtimes
for the pre-development level FFTW solver were 217 hrs 42 mins for the static cluster and 564 hrs 5mins for the translating cluster. This drastic improvements arises from a decrease in the memory requirements and improved communication patterns. A reduction in computational time in the Sedov blast test was additionally achieved by using a simplified Riemann solver that was not required to follow multiple fluids with different adiabatic indices (a feature the default configuration of Flash has implemented to model thermonuclear flashes). This reduced the memory overheads.

While this chapter attempts to cover the major features of astrophysical simulations, it does comprise only four tests. Further examples would extend this chapter beyond its scope (and readability), but the differences between codes cannot be fully catalogued without further testing. This chapter then, is designed as a starting point for a suite of tests to be developed from which codes can be quantitatively compared for the jobs they are intended for. To assist groups wishing to run these tests on their own code and to compare new updates, we are making these results and initial conditions available on the web at http://www.astro.ufl.edu/codecomparison.
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Table 4.2: Computational time to perform the presented tests, including the number of processors used and the type of system.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Method</th>
<th>hh:mm</th>
<th>no. processors</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Riemann Shock Tube: Planar</strong></td>
<td>Enzo (PPM)</td>
<td>00:36</td>
<td>16</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Enzo (Zeus)</td>
<td>04:00</td>
<td>1</td>
<td>UF Astro (Intel Xeon)</td>
</tr>
<tr>
<td></td>
<td>Flash</td>
<td>00:24</td>
<td>32</td>
<td>Miranda (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Hydra (10⁶ particles)</td>
<td>00:36</td>
<td>1</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Gadget2 (10⁶ particles)</td>
<td>01:31</td>
<td>2</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td><strong>Riemann Shock Tube: Oblique</strong></td>
<td>Enzo (PPM)</td>
<td>01:22</td>
<td>16</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Enzo (Zeus)</td>
<td>05:06</td>
<td>8</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Flash</td>
<td>00:26</td>
<td>45</td>
<td>Miranda (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Hydra (10⁶ particles)</td>
<td>00:36</td>
<td>1</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Gadget2 (10⁶ particles)</td>
<td>01:30</td>
<td>2</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td><strong>Sedov Blast Test</strong></td>
<td>Enzo (PPM)</td>
<td>00:24</td>
<td>16</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Enzo (Zeus)</td>
<td>04:41</td>
<td>6</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Flash</td>
<td>15:33</td>
<td>16</td>
<td>Miranda (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Hydra</td>
<td>06:49</td>
<td>1</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Gadget2</td>
<td>19:41</td>
<td>4</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td><strong>Static Cluster Test</strong></td>
<td>Enzo (PPM)</td>
<td>61:50</td>
<td>1</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Enzo (Zeus)</td>
<td>23:49</td>
<td>1</td>
<td>UF HPC (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Flash</td>
<td>111:01 †</td>
<td>12</td>
<td>Miranda (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Hydra</td>
<td>37:51</td>
<td>1</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Gadget2</td>
<td>09:48</td>
<td>4</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td><strong>Translating Cluster Test</strong></td>
<td>Enzo (PPM)</td>
<td>78:50</td>
<td>1</td>
<td>Columbia (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Enzo (Zeus)</td>
<td>70:45</td>
<td>1</td>
<td>UF Astro (Intel Xeon)</td>
</tr>
<tr>
<td></td>
<td>Flash</td>
<td>374:12 †</td>
<td>12</td>
<td>Miranda (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Hydra</td>
<td>39:23</td>
<td>1</td>
<td>Nottingham (Opteron)</td>
</tr>
<tr>
<td></td>
<td>Gadget2</td>
<td>09:18</td>
<td>4</td>
<td>Nottingham (Opteron)</td>
</tr>
</tbody>
</table>
Chapter 5

Ram Pressure Stripping
the Hot Gaseous Halos
of Galaxies in Groups
and Clusters

5.1 Foreword

Material in this chapter was published as part of the McCarthy et al. (2008b) paper. The GADGET-2 simulations along with the derivation of the analytic ram pressure stripping formulae were developed by my co-authors whilst all material pertaining to the FLASH code was undertaken exclusively by myself.

5.2 Introduction

Despite successes of semi-analytic models, there still exist many discrepancies between observation and theory still to be explained. One such discrepancy arises when looking at the colour of galaxies within clusters, many of which in semi-analytic models are predicted to be far redder than observations (see, e.g., Weinmann et al., 2006; Baldry et al., 2006). It is believed that this may arise through the over simplified instantaneous ram pressure stripping prescription that is presently adopted. This assumes that when galaxies fall in and cross the virial radius of the galaxy group or cluster, their hot gaseous halo is immediately stripped off through ram pressure. This removal of gas for star formation can lead to the stellar population becoming dominated by old red stars. Many studies have looked at the stripping of cold gas from disk galaxies when they fall into cluster environments (see, e.g., Quilis et al., 2000; Okamoto and Nagashima, 2003; Roediger and Brüggen, 2006, 2007, 2008) as a means to account for the observed low star formation
rates and dominant red stellar populations. However little work has been done relating to the hot gaseous halo that are found to exist around most cluster galaxies (Sun et al., 2007). As the hot gaseous halo presents a large reservoir of gas which through radiative cooling can be used to form luminous young blue stars, it presents a means to prolong the star formation in galaxies once they have fallen into the cluster.

In this chapter I begin by outlining the initial conditions for the model galaxies which we subject to ram pressure forces in both uniform density runs and by sending them on orbits through a live galaxy group or cluster halo (§ 5.3). I also describe the general technique used in the SPH simulations to determine the mass loss rate due to ram pressure stripping (§ 5.3.1).

In § 5.4 I derive our simple analytic formula to describe the ram pressure stripping of a spherical gas cloud as it is subjected to a wind. Our model makes a series of assumptions which allow it to neglect contributions to the stripping of material due to hydrodynamic instabilities. In order to confirm that these assumptions are upheld, we restrict the galaxy to group mass ratio such that the Kelvin-Helmholtz timescale is much larger than the duration of our simulations (§ 5.5.1). As the SPH simulations used are known to spuriously suppress the formation of turbulent instabilities, I perform identical ram pressure stripping simulations in FLASH. By contrasting the results with those in GADGET-2 I am able to confirm whether hydrodynamic instabilities have time to develop and offset our results or whether both codes give good agreement within our carefully selected regime (§ 5.5.2).

By performing a series of simple three dimensional simulations in which a galaxy travels through a uniform density medium, it is possible to fix the parameters in our analytic model. A suite of SPH simulations are then used to test the robustness of the analytic model for a wide range of orbits, velocities and mass ratios between the galaxy and host cluster, which I summarise in § 5.6. I conclude our findings in § 5.7.

5.3 Initial Conditions for the Simulations

The galaxies in this study are represented by spherically-symmetric systems composed of a realistic mixture of dark matter and diffuse baryons. The dark matter is assumed to follow the NFW distribution (Navarro et al., 1996, 1997):

\[
\rho(r) = \frac{\rho_s}{(r/r_s)(1 + r/r_s)^2}
\]

where \(\rho_s = M_s/(4\pi r_s^2)\) and
Here, $r_{200}$ is the radius within which the mean density is 200 times the critical density, $\rho_{\text{crit}}$, and $M_{200} \equiv M(r_{200}) = (4/3)\pi r_{200}^3 \times 200 \rho_{\text{crit}}$.

The only ‘free’ parameter of the NFW profile is the scale radius, $r_s$, which can be expressed in terms of a concentration parameter, $c_{200} \equiv r_{200}/r_s$. By default, we adopt the mean mass-concentration ($M_{200} - c_{200}$) relation derived from the Millennium Simulation (Springel et al., 2005b) by Neto et al. (2007). This is similar to the earlier relationship derived by Eke et al. (2001).

For simplicity we initially assign the baryons in the halo the same density profile as the dark matter and fix the ratio of the gas to total mass to the universal ratio $f_b = \Omega_b/\Omega_m = 0.022 h^{-2}/0.3 = 0.141$. Here, $h$ is the Hubble constant in units of 100 km s$^{-1}$ Mpc$^{-1}$. The other properties of the diffuse gas (i.e., temperature and pressure profiles) are fixed by ensuring the gas is initially gravitationally bound and in hydrostatic equilibrium,

$$\frac{dP(r)}{dr} = -\frac{GM(r)}{r^2} \rho_{\text{gas}}(r) . \quad (5.3)$$

Although the assumption that the baryons trace the dark matter is reasonable for most of the baryons in the cluster, in practice due to physical effects not modelled here such as star formation and feedback, it will definitely deviate within the galactic core. Despite not modelling the physics within the core, the aim is more to produce a generic model for ram pressure stripping that can be applied to a wide range of scenarios with the free parameters being fixed through simulation.

We implement two suites of simulations, the first involves the passing of a galaxy through a uniform medium. As these runs are simplified, we also run a second suite of “2-system” runs. These 2-system runs involve the passing of the galaxy through a live galaxy group or cluster environment using a series of velocities, orbital parameters and system masses. The more massive system is set to have a total mass of $M_{200} = 10^{14} M_\odot$, while the less massive systems have masses in the range $2 \times 10^{12} M_\odot \leq M_{200} \leq 10^{13} M_\odot$ (i.e., mass ratios from 50:1 to 10:1). These are equivalent in mass to a normal elliptical galaxy falling into a moderate group or low mass cluster.

The default gas particle mass in the SPH runs, $m_{\text{gas}}$, is set to $2 \times 10^8 f_b M_\odot$, while the default dark matter particle mass, $m_{\text{dm}}$, is set to $2 \times 10^8(1 - f_b) M_\odot$. These masses are
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fixed for the 2-system runs for both the galaxy and the group into which they fall giving half a million particles within \( r_{200} \) each. A gravitational softening of 5 kpc is adopted for all of our runs and note that our results are robust to varying of the softening length.

Standard SPH parameters (see, e.g., Springel, 2005) are adopted with 32 neighbours within the particle smoothing length. Although an artificial viscosity of 0.8 is adopted, the results are shown to be consistent for a variety of reasonable viscosities between 0 and 0.8 (see McCarthy et al., 2008b, for more details).

The simulations are run for a maximum duration of 10 Gyr in the case of the 2-system runs or until a convergent result is achieved in the case of the uniform medium runs.

5.3.1 Measuring the Ram Pressure Stripping

The standard approach for measuring the ram pressure stripping in the SPH runs involves computing the mass that remains gravitationally bound to the galaxy as a function of time. We determine the number of particles (both gas and dark matter) that are bound according to the iterative technique outlined in Tormen et al. (1998) and Hayashi et al. (2003).

We start with an initial galaxy in which all particles are initially bound. As the simulation progresses we recalculate the potential, kinetic and for the gas, the internal energies of each of the particles. As the total kinetic and internal energy exceeds the potential energy, we discard it. Once a particle has been stripped by this means we do not allow it to rejoin the galaxy at later times and thus the bound mass of particles must monotonically reduce with time. This ensures that our bound gas mass at the end is a conservative lower limit.

5.4 An Analytic Model for Ram Pressure Stripping

The prescription we use is similar to the seminal work of Gunn and Gott (1972) which described the loss of gas when a disk galaxy travels face on through the ICM. The ram pressure of the wind is defined as \( P_{\text{ram}} = \rho_{\text{ICM}} v_{\text{orb}}^2 \) where \( \rho_{\text{ICM}} \) is the density of the ICM and \( v_{\text{orb}}^2 \) is the velocity of the galaxy with respect to the ICM as it passes along its orbit. They derive the restoring gravitational force per unit area on the disk to be \( 2\pi G \Sigma_*, \Sigma_{\text{gas}} \) where \( \Sigma_* \) and \( \Sigma_{\text{gas}} \) are respectively the stellar and gaseous surface densities of the disk. When the ram pressure exceeds the restoring gravitational force in the disk, material will be stripped off of the galaxy. As the outer regions are less tightly bound than those on
the inside, it therefore makes sense that ram pressure stripping affects the outskirts of the disk most.

We prolong this model to that of a spherically-symmetric gaseous halo by considering gas in a projected annulus between radii $R$ and $R + dR$ (see figure 5.1). The projected area of this annulus, $dA$, is $2\pi R dR$ giving a ram pressure force on the annulus of $F_{\text{ram}} = P_{\text{ram}} dA$.

![Figure 5.1: A schematic diagram of the ram pressure stripping of a spherically symmetric gas distribution. Here, the ram pressure force is directed from left to right and we consider the ratio of the ram pressure force to the gravitational restoring force per unit area for a projected annulus of width $dR$ at the outer edge (radius $R$) of the gaseous halo of the galaxy (reproduced from McCarthy et al., 2008b).](image-url)

The applied ram pressure force acts in the “z-direction,” opposite to the motion of the galaxy through the ICM; $v_{\text{orb}}$. The maximum gravitational restoring force, $F_{\text{grav}}$, can be written approximately as $g_{\text{max}}(R) \Sigma_{\text{gas}}(R) dA$, where $g_{\text{max}}(R)$ is the maximum restoring acceleration in the $z$ direction and $\Sigma_{\text{gas}}(R)$ is the projected surface density of the gas in
the annulus. If the force due to ram pressure exceeds the maximum gravitational restoring force then the annuli will be displaced in the $z$-direction. We can therefore express the ram pressure stripping condition as:

$$\rho_{\text{ICM}} v_{\text{orb}}^2 > g_{\text{max}}(R) \Sigma_{\text{gas}}(R).$$  \hspace{1cm} (5.4)

If the gas density and total mass profiles of the galaxy can be represented by simple power-laws (as they are in the simulations we present) it is straightforward to evaluate the right-hand side of equation (5.4). In the case of a singular isothermal sphere, for example, where $\rho_{\text{gas}}(r) \propto r^{-2}$ and $M_{\text{gal}}(r) \propto r$ (where $M_{\text{gal}}(r)$ is the total mass within radius $r$), we find $g_{\text{max}}(R) = GM_{\text{gal}}(R)/(2R^2)$ and $\Sigma_{\text{gas}}(R) = \pi \rho_{\text{gas}}(R)R$. This leads to the following stripping condition

$$P_{\text{ram}}(t) > \frac{\pi}{2} \frac{GM_{\text{gal}}(R)\rho_{\text{gas}}(R)}{R}.$$  \hspace{1cm} (5.5)

For more general gas density and total mass profiles, the condition for ram pressure stripping may be expressed as

$$P_{\text{ram}}(t) > \alpha \frac{GM_{\text{gal}}(R)\rho_{\text{gas}}(R)}{R},$$  \hspace{1cm} (5.6)

where $\alpha$ is a geometric constant of order unity dependent upon the precise shape of the gas density and total mass profiles of the galaxy. We note that equation (5.6) is similar to the analytic stripping conditions derived previously by Gisler (1976) and Sarazin (1988) for elliptical galaxies. According to equation (5.6) all of the gas beyond the 3D “stripping radius,” $R_{\text{strip}}$, where the ram pressure exceeds the gravitational restoring force per unit area, will be stripped. We assume that the properties of the dark matter and gas interior to the stripping radius are unmodified by the stripping. The left-hand side of equation (5.6) indicates that in general, ram pressure is a function of time (i.e., for non-circular orbits).

This model does imply a series of simplifying assumptions. Most notably the lack of any shock heating of the halo which could quickly heat the halo gas until it becomes unbound, increasing the rate at which material is lost. However cosmological simulations have shown, small dense low-mass virialised systems (as in our setup) can penetrate all the way down to the cluster core without being significantly shocked (see, e.g., Motl et al., 2004; Murray and Lin, 2004; Poole et al., 2006; McCarthy et al., 2007; Dekel and Birnboim, 2008). In fact McCarthy et al. (2007) finds that most of the thermalisation of energy occurs in the ICM of the group or cluster whilst the colder galaxy sinks down into the core. McCarthy et al. (2007) does however observe a linear increase in the fraction
of energy that is thermalised in the gas of the less massive system (our galaxy in this case) with the ratio between the mass of the less massive system and the total mass of both systems. Thus shock heating is expected to become important for systems when the mass of the galaxy becomes comparable to the mass of the group. To overcome this we constrain our 2-system runs to use galaxies with masses lower than 10% of the group mass.

Another effect our model neglects is Tidal stripping which could alter the properties interior to the stripping radius. Again however this only proves to be significant when the galaxy mass is more than $\sim 10\%$ of the mass of the group or cluster into which it falls (McCarthy et al., 2008b). As we restrict our 2-system simulations to mass ratios $\geq 10:1$, then ram pressure stripping ends up being considerably more efficient than tidal stripping.

Finally, our simulations lack a prescription for the formation of Kelvin-Helmholtz and Rayleigh-Taylor instabilities. Once established, these hydrodynamic instabilities can lead to the complete disruption of the halo. As these are the focus of my involvement in the project I will discuss in more detail efforts made to ensure that they do not influence the results of our work and the checks we make to ensure that this is true in § 5.5.

5.5 Formation of Kelvin-Helmholtz Instabilities

The formation of Kelvin-Helmholtz instabilities at the interface between the hot halo gas of the galaxy and the ICM, present a means by which the entire halo can be completely disrupted. Their onset would therefore void the assumption that the halo properties interior to the stripping radius are unaffected. The production suite of simulations presented in McCarthy et al. (2008b) uses the SPH code *GADGET-2* due to its speed and low memory consumption. Unfortunately Agertz et al. (2007) has demonstrated that SPH codes spuriously suppress the formation of Kelvin-Helmholtz and Rayleigh-Taylor instabilities. They find this is due to erroneous pressure forces that arise when the density is miscalculated at fluid interfaces.

To ensure that our model remains valid and that we do not overestimate the survivability of the hot galaxy haloes, we adopt two approaches. First we restrict our SPH investigation to galaxies where their mass and thus gravitational potential is deep enough to strongly bind the halo gas and suppress the formation of instabilities (see § 5.5.1). Secondly I perform identical simulations in *FLASH* to contrast with the SPH ram pressure
stripping observed in \textit{GADGET-2}. I present the results of these tests in § 5.5.2. As the density in an AMR code is calculated in a completely different fashion, such errors do not arise and they are able to resolve such turbulent instabilities. Figure 5.2 clearly shows that for a particular “blob” of gas subjected to a wind, whilst it remains intact within an SPH code, instabilities in the AMR code completely disrupt it over the course of a few Kelvin-Helmholtz times, $\tau_{KH}$. Direct comparison to an AMR code will therefore highlight if instabilities should be present but are suppressed in our SPH suite.

5.5.1 Minimising the Effect of Hydrodynamic Instabilities

As Agertz et al. (2007) find that SPH and AMR based codes agree very well with each other on timescales less than the Kelvin-Helmholtz timescale, it would make most sense to restrict the simulations we perform to galaxy types where the Kelvin-Helmholtz timescale is large relative to the simulation time span. Following the approach of Mori and Burkert (2000) (see also Nulsen, 1982; Murray et al., 1993; Mayer et al., 2006), the Kelvin-Helmholtz timescale (including the stabilising effects of gravity) can be estimated as:

$$\tau_{KH} = \frac{FM_0}{M_{KH}}$$

$$= 2.19 \times 10^9 \left( \frac{F}{0.1} \right) \left( \frac{M_0}{10^9 \, \text{M}_\odot} \right)^{1/7} \times \left( \frac{n_{\text{ICM}}}{10^{-4} \, \text{cm}^{-3}} \right)^{-1} \left( \frac{v_{\text{gal}}}{10^3 \, \text{km s}^{-1}} \right)^{-1} \, \text{yr},$$

where $F$ is the baryon fraction of the galaxy, $M_0$ is the total mass of the galaxy within the radius down to which the galaxy has been stripped by ram pressure, $n_{\text{ICM}}$ is the number density of hydrogen atoms in the ICM, and $v_{\text{orb}}$ is the velocity of the galaxy with respect to the ICM.

For the default 2-system run we estimate from equation 5.7 that the Kelvin-Helmholtz timescale at pericentre is approximately 4.5 Gyr (i.e., comparable to the duration of our 2-system simulations). As most of the simulation will be spent at greater orbital radii, far from pericentre, the actual value of $\tau_{KH}$ will be much larger and thus Kelvin-Helmholtz instabilities will have insufficient time to develop before the simulation concludes.

5.5.2 Comparison of Ram Pressure Stripping in \textit{GADGET-2} and \textit{FLASH}

By comparing the results from the Lagrangian SPH \textit{GADGET-2} code to those obtained using the Eulerian \textit{FLASH} AMR code I can confirm whether the formation of Kelvin-
Figure 5.2: Gas density slices through the centre of the cloud at $t = 0.25, 1.0, 1.75 \text{ and } 2.5 \tau_{\text{KH}}$. From top to bottom we show Gasoline (SPH), GADGET-2 (SPH), Enzo (AMR), FLASH (AMR) and ART-Hydro (AMR). The grid simulations clearly show dynamical instabilities and complete fragmentation after $2.5 \tau_{\text{KH}}$, unlike the SPH simulations in which most of the gas remains in a single cold dense blob. Reproduced from figure 4, Agertz et al. (2007).
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Helmholtz and Rayleigh-Taylor instabilities have been suppressed within the main suite of runs.

The characteristics of the GADGET-2 simulation are given in § 5.3. In FLASH, I have tried three different versions of the same uniform medium run. In the first version, the galaxy is moved across a periodic box filled with a static background medium (as in the GADGET-2 simulation) and the computational volume is resolved with a fixed $256^3$ base grid. This yields a spatial resolution comparable to that of the GADGET-2 run. In the second version, I take advantage of the AMR capability of FLASH, using a base grid of $64^3$ cells and allowing up to two levels of refinement. This significantly speeds up the calculation. Finally, the third version is the same as the first version except that the galaxy is placed in the centre of the box and is assigned zero bulk velocity while the uniform background medium is assigned a velocity of $-1000$ km s$^{-1}$. Encouragingly, I find that all three versions of the FLASH run yield virtually identical results. For clarity I show only the results from the first version along with those from GADGET-2 in figure 5.3.

For all of the GADGET-2 SPH simulations presented in McCarthy et al. (2008b), the bound mass of gas is determined by calculating the centre of mass of the galaxy, computing energies in this frame, throwing out unbound particles, recomputing the centre of mass, and so on until no further particles are identified as being unbound. Under this iterative scenario, once a particle is stripped it can never be re-accreted. The $M(t)$ curves are necessarily monotonically decreasing in this case. Unfortunately, it is not trivial to implement this type of algorithm for the FLASH simulation since it is not a Lagrangian code. Instead, I assume that all of the dark matter remains gravitationally bound which according to the SPH simulations in McCarthy et al. (2008b) is proven to be generally correct. I then use the dark matter halo to calculate the centre of mass of the galaxy and determine which of the gas cells in the box are gravitationally bound to this dark matter halo. Under this scenario, gas that was once stripped can potentially be re-accreted. Therefore, a direct comparison between the default GADGET-2 result and FLASH result should be treated with caution. Fortunately, however, it is straightforward to apply the same simplified bound mass algorithm used for the FLASH run to the GADGET-2 run and we have done this.

In figure 5.3, we compare the bound mass of gas as a function of time for the GADGET-2 and FLASH runs. The plot demonstrates that when both runs are treated on an equal footing, using the same algorithm for computing the bound mass of gas, the agreement between them is superb. This offers clear evidence that both Kelvin-Helmholtz and
Figure 5.3: A comparison of the *GADGET-2* and *FLASH* results for the bound mass of gas for the uniform medium run. The solid blue curve corresponds to applying the default iterative bound mass algorithm described in §5.3.1 to the *GADGET-2* run. The solid red curve are results of the *FLASH* code. The dashed blue curve corresponds to the case when we apply the same bound mass algorithm used for the *FLASH* run (see text) to the *GADGET-2* run. This demonstrates that when the *GADGET-2* and *FLASH* runs are treated on an equal footing the agreement between the two is excellent. (figure reproduced from figure 12, McCarthy et al., 2008b)
Rayleigh-Taylor instabilities which the SPH code would suppress, have not developed and thus the assumptions in our analytic model are found to hold. Furthermore such excellent agreement between the SPH and AMR simulations shows firm evidence that our suite of SPH simulations are reliable.

5.6 Comparison of the Analytic Model to Simulation

In McCarthy et al. (2008b), once the input parameters for the analytic model are fixed using one of the uniform density runs, our analytical model only requires information relating to the density profile (gas and dark matter) of the galaxy, the density profile of the ICM and the cluster orbit in order to produce exceptional agreement with results from the 2-system runs. With the exception of runs where the mass of the galaxy is more than $\sim 10\%$ of the mass of the group and its orbit is highly non-radial our analytic model agrees with the observed mass loss to within $\approx 10\%$. Such a breakdown for more massive galaxies is expected as the assumptions imposed in the creation of our analytic model break down. For higher mass galaxies it will most likely be necessary to incorporate the effects of tidal stripping and shock heating. But for galaxies within the limits of our models specified operating range, we find the results hold for a variety of orbital parameters, mass concentrations and galaxy to group mass ratios.

5.7 Conclusions

I present the derivation of a simple analytical model which for galaxies with masses less than $\sim 10\%$ of the mass of the group or cluster into which they fall gives an accurate description of the mass loss due to ram pressure stripping as a function of time. We find this to be true for a wide variety of orbits, mass concentrations and galaxy to group mass ratios. The model only requires information on the density profile (gas and dark matter) of the galaxy, the density profile of the ICM and the cluster orbit, making it ideal for implementation into semi-analytic models. Its adoption in place of the present instantaneous stripping approximation which starves galaxies of gas as soon as they cross the cluster’s virial radius, has resulted in vastly improved galaxy colours, star formation rates and morphologies (see Font et al., 2008).

I confirm that the use of SPH simulations to determine the correct level of ram pressure stripping and key assumptions made in the formulation of the analytic model are
correct. I find that when identical analysis algorithms which allow for the re-accretion of previously stripped material are used in both \textit{FLASH} and \textit{GADGET-2}, the results show exceptional agreement. This clearly confirms the validity of both the analytical model and the robustness of the results obtained from the SPH simulations.
Chapter 6

On the Origin of Cores in Simulated Galaxy Clusters

6.1 Foreword

This chapter was published as a paper in Mitchell et al. (2009). The FLASH simulations presented in this chapter were exclusively performed by myself whilst the GADGET-2 simulations present work undertaken by my colleague Dr. Ian McCarthy. The analysis presents a joint work with both myself and Dr. Ian McCarthy contributing in roughly equal measure. The introduction was predominantly written by my colleague along with an outline of the initial conditions whilst the description of the codes and the majority of material presented in sections 6.4 to 6.5.4 represents material I have written but was reviewed by my colleague before submission. The summary presents joint work written by both authors. I have added additional material to the afterword in section 6.7 both for completeness and in response to more recent work published by Springel (2010). For brevity this material was previously left out of the original publication.

6.2 Introduction

There has been a great deal of attention devoted in recent years to the properties of the hot X-ray-emitting plasma (the intracluster medium, hereafter ICM) in the central regions of massive galaxy groups and clusters. To a large extent, the focus has been on the competition between radiative cooling losses and various mechanisms that could be heating the gas and therefore (at least partially) offsetting the effects of cooling. Prior to the launch of the Chandra and XMM-Newton X-ray observatories, it was generally accepted that large quantities of the ICM should be cooling down to very low energies,
where it would cease to emit X-rays and eventually condense out into molecular clouds and form stars (Fabian, 1994). However, the amount of cold gas and star formation actually observed in most systems is well below what was expected based on analyses of ROSAT, ASCA, and Einstein X-ray data (e.g., Voit and Donahue, 1995; Edge, 2001). New high spatial and spectral resolution data from Chandra and XMM-Newton has shown that, while cooling is clearly important in many groups and clusters (so-called ‘cool core’ systems), relatively little gas is actually cooling out of the X-ray band to temperatures below $\sim 10^7$ K (Peterson et al., 2003).

It is now widely believed that some energetic form of non-gravitational heating is compensating for the losses due to cooling. Indeed, it seems likely that such heating goes beyond a simple compensation for the radiated energy. As well as having a profound affect on the properties of the ICM, it seems that the heat input also has important consequences for the formation and evolution of the central brightest cluster galaxy (BCG) and therefore for the bright end of the galaxy luminosity function (e.g., Benson et al., 2003; Bower et al., 2006, 2008). The thermal state of the ICM therefore provides an important probe of these processes and a concerted theoretical effort has been undertaken to explore the effects of various heating sources (e.g., supermassive black holes, supernovae, thermal conduction, dynamical friction heating of orbiting satellites) using analytic and semi-analytic models, in addition to idealised and full cosmological hydrodynamic simulations (e.g., Binney and Tabor, 1995; Narayan and Medvedev, 2001; Ruszkowski et al., 2004; McCarthy et al., 2004; Kim et al., 2005; Voit and Donahue, 2005; Sijacki et al., 2008). In most of these approaches, it is implicitly assumed that gravitationally-induced heating (e.g., via hydrodynamic shocks, turbulent mixing, energy-exchange between the gas and dark matter) that occurs during mergers/accretion is understood and treated with a sufficient level of accuracy. For example, most current analytic and semi-analytic models of groups and clusters attempt to take the effects of gravitational heating into account by assuming distributions for the gas that are taken from (or inspired by) non-radiative cosmological hydrodynamic simulations — the assumption being that these simulations accurately and self-consistently track gravitational processes.

However, it has been known for some time that, even in the case of identical initial setups, the results of non-radiative cosmological simulations depend on the numerical scheme adopted for tracking the gas hydrodynamics. In particular, mesh-based Eulerian (such as adaptive mesh refinement, hereafter AMR) codes appear to systematically produce higher entropy (lower density) gas cores within groups and clusters than do particle-
based Lagrangian (such as smoothed particle hydrodynamics, hereafter SPH) codes (see, e.g. Frenk et al., 1999; Ascasibar et al., 2003; Voit et al., 2005; Dolag et al., 2005; O'Shea et al., 2005). This may be regarded as somewhat surprising, given the ability of these codes to accurately reproduce a variety of different analytically solvable test problems (e.g., Sod shocks, Sedov blasts, the gravitational collapse of a uniform sphere; see, e.g., chapter 4), although clearly hierarchical structure formation is a more complex and challenging test of the codes. At present, the origin of the cores and the discrepancy in their amplitudes between Eulerian and Lagrangian codes in cosmologically-simulated groups and clusters is unclear. There have been suggestions that it could be the result of insufficient resolution in the mesh simulations, artificial entropy generation in the SPH simulations, Galilean non-invariance of the mesh simulations, and differences in the amount of mixing in the SPH and mesh simulations (e.g. Dolag et al., 2005; Wadsley et al., 2008). We explore all of these potential causes in §6.5.

Clearly, though, this matter is worth further investigation, as it potentially has important implications for the competition between heating and cooling in groups and clusters (the cooling time of the ICM has a steep dependence on its core entropy) and the bright end of the galaxy luminosity function. And it is important to consider that the total heating is not merely the sum of the gravitational and non-gravitational heating terms. The Rankine-Hugoniot jump conditions tell us that the efficiency of shock heating (either gravitational or non-gravitational in origin) depends on the density of the gas at the time of heating (see, e.g., the discussion in McCarthy et al. (2008a)). This implies that if gas has been heated before being shocked, the entropy generated in the shock can actually be amplified (Voit et al., 2003; Voit and Ponman, 2003; Borgani et al., 2005; Younger and Bryan, 2007). The point is that gravitational and non-gravitational heating will couple together in complex ways, so it is important that we are confident that gravitational heating is being handled with sufficient accuracy in the simulations.

A major difficulty in studying the origin of the cores in cosmological simulations is that the group and cluster environment can be extremely complex, with many hundreds of substructures (depending on the numerical resolution) orbiting about at any given time. Furthermore, such simulations can be quite computationally-expensive if one wishes to resolve in detail the innermost regions of groups and clusters (note that, typically, the simulated cores have sizes $\lesssim 0.1r_{200}$). An alternative approach, which we adopt in the present study, is to use idealised simulations of binary mergers to study the relevant gravitational heating processes. The advantages of such an approach are obviously that
the environment is much cleaner, therefore offering a better chance of isolating the key processes at play, and that the systems are fully resolved from the onset of the simulation. The relatively modest computational expense of such idealised simulations also puts us in a position to be able to vary the relevant physical and numerical parameters in a systematic way and to study their affects.

Idealised merger simulations have been used extensively to study a variety of phenomena, such as the disruption of cooling flows (Gómez et al., 2002; Ritchie and Thomas, 2002; Poole et al., 2008), the intrinsic scatter in cluster X-ray and Sunyaev-Zel’dovich effect scaling relations (Ricker and Sarazin, 2001; Poole et al., 2007), the generation of cold fronts and related phenomena (e.g. Ascasibar and Markevitch, 2006), and the ram pressure stripping of orbiting galaxies (e.g. Mori and Burkert, 2000; McCarthy et al., 2008b). However, to our knowledge, idealised merger simulations have not been used to elucidate the important issue raised above, nor have they even been used to demonstrate whether or not this issue even exists in non-cosmological simulations.

In the present study, we perform a detailed comparison of idealised binary mergers run with the widely-used public simulations codes FLASH (an AMR code) and GADGET-2 (a SPH code). The chapter is organised as follows. In § 6.3 I give a brief description of the simulation codes and the relevant adopted numerical parameters. In addition, we describe the initial conditions (e.g., structure of the merging systems, mass ratio, orbit) of our idealised simulations. In § 6.4, we present a detailed comparison of results from the FLASH and GADGET-2 runs and confirm that there is a significant difference in the amount of central entropy generated with the two codes. In § 6.5 we explore several possible causes for the differences we see. Finally, in § 6.6, we summarise and discuss our findings.

6.3 Simulations

6.3.1 The Codes

Below, I provide brief descriptions of the GADGET-2 and FLASH hydrodynamic codes used in this study and the parameters we have adopted. The interested reader is referred to Springel et al. (2001) and Springel (2005) for in-depth descriptions of GADGET-2 and to Fryxell et al. (2000) for the FLASH code. I also describe the codes and their main features in chapter 2. Both codes are representative examples of their respective AMR and SPH hydrodynamic formulations, as has been shown in the recent code comparison
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of Tasker et al. (2008, see chapter 4).

6.3.1.1 FLASH

In this study I use FLASH version 2.5 and refer the reader back to chapter 2 for a more detailed overview of the FLASH architecture.

As shown in chapter 3 we have modified the gravity solver in FLASH to use an FFT on top of the multigrid solver (written by T. Theuns). This results in a vast reduction in the time spent calculating the self-gravity of the simulation relative to the publicly available version. I have rigorously tested the new algorithm against the default multigrid solver, more tests are presented in chapter 4.

The maximum number of Newton-Raphson iterations permitted within the Riemann solver was increased in order to allow it to deal with particularly sharp shocks and discontinuities whilst the default tolerance was maintained. The hydrodynamic algorithm also adopted the default settings with periodic boundary conditions being applied to the gas as well as to the gravity solver.

To identify regions of rapid flow change I incorporate FLASH’s adapted Löhner (1987) error estimator refinement criteria (see § 2.6.1). With this applied to the density as is common place, I imposed the additional user-defined criteria whereby the density has to exceed a threshold of $200\rho_c$, below which the refinement is set to the minimum $64^3$ mesh. This restricts the refinement to the interior of the clusters and, as I demonstrate below, was found to yield nearly identical results to uniform grid runs with resolution equal to the maximum resolution in the equivalent AMR run.

Each block contains the same number of cells, $N_x = 16$ cells in each dimension in our runs. The maximum allowed level of refinement, $l$, is one of the parameters of the run. At refinement level $l$, a fully refined AMR grid will have $N_x 2^{l-1}$ cells on a side.

All the FLASH merger runs are simulated in 20 Mpc on a side periodic boxes in a non-expanding (Newtonian) space and are run for a duration of $\approx 10$ Gyr. By default, our FLASH simulations are run with a maximum of $l = 6$ levels of refinement ($512^3$ cells when fully refined), corresponding to a minimum cell size of $\approx 39$ kpc, which is small in comparison to the entropy cores produced in non-radiative cosmological simulations of clusters (but note we explicitly test the effects of resolution in § 6.4). The simulations include non-radiative hydrodynamics and gravity.
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6.3.1.2 GADGET-2

GADGET-2 is a publicly available TreeSPH code designed for the simulation of cosmological structure formation. By default, the code implements the entropy conserving SPH formalism proposed by Springel and Hernquist (2002). The code is massively parallel, has been highly optimised and is very memory efficient. This has led to it being used for some of the largest cosmological simulations to date, including the first N-body simulation with more than $10^{10}$ dark matter particles (the Millennium Simulation; Springel et al., 2005b).

The SPH formalism is inherently Lagrangian in nature and fully adaptive, with ‘refinement’ based on the density. The particles represent discrete mass elements with the fluid variables being obtained through a kernel interpolation technique (Lucy, 1977; Gingold and Monaghan, 1977; Monaghan, 1992). The entropy injected through shocks is captured through the use of an artificial viscosity term (see, e.g., Monaghan, 1997). We will explore the sensitivity of our merger simulation results to the artificial viscosity in §6.5.3.

By default, gravity is solved through the use of a combined tree particle-mesh (TreePM) approach. The TreePM method allows for substantial speed ups over the traditional tree algorithm by calculating long range forces with the particle-mesh approach using Fast Fourier techniques. Higher gravitational spatial resolution is then achieved by applying the tree over small scales only, maintaining the dynamic range of the tree technique. This allows GADGET-2 to vastly exceed the gravitational resolving power of mesh codes which rely on the particle-mesh technique alone and are thus limited to the minimum cell spacing.

We adopt the following numerical parameters by default for our GADGET-2 runs (but note that most of these are systematically varied in §6.4). The artificial bulk viscosity, $\alpha_{\text{visc}}$, is set to 0.8. The number of SPH smoothing neighbours, $N_{\text{sph}}$, is set to 32. Each of our $10^{15} M_\odot$ model clusters (see §6.3.2) are comprised of $5 \times 10^5$ gas and dark matter particles within $r_{200}$, and the gas to total mass ratio is 0.141. Thus, the particle masses are $m_{\text{gas}} = 2.83 \times 10^8 M_\odot$ and $m_{\text{dm}} = 1.72 \times 10^9 M_\odot$. The gravitational softening length is set to 10 kpc, which corresponds to $\approx 5 \times 10^{-3} r_{200}$ initially. All the GADGET-2 merger runs are simulated in 20 Mpc on a side periodic boxes in a non-expanding (Newtonian) space and are run for a duration of $\approx 10$ Gyr. The simulations include basic hydrodynamics only (i.e., are non-radiative).
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6.3.2 Initial Conditions

In our simulations, the galaxy clusters are initially represented by spherically-symmetric systems composed of a realistic mixture of dark matter and gas.

The dark matter is assumed to follow a NFW distribution (Navarro et al., 1996, 1997):

\[
\rho(r) = \frac{\rho_s}{(r/r_s)(1 + r/r_s)^2}
\]

where \( \rho_s = M_s/(4\pi r_s^3) \) and

\[
M_s = \frac{M_{200}}{\ln(1 + r_{200}/r_s) - (r_{200}/r_s)/(1 + r_{200}/r_s)}.
\]

Here, \( r_{200} \) is the radius within which the mean density is 200 times the critical density, \( \rho_{\text{crit}} \), and \( M_{200} = M(r_{200}) = (4/3)\pi r_{200}^3 \times 200\rho_{\text{crit}} \).

The dark matter distribution is fully specified once an appropriate scale radius \( (r_s) \) is selected. The scale radius can be expressed in terms of the halo concentration \( c_{200} = r_{200}/r_s \). We adopt a concentration of \( c_{200} = 4 \) for all our systems. This value is typical of massive clusters formed in ΛCDM cosmological simulations (e.g., Neto et al., 2007).

In order to maintain the desired NFW configuration, appropriate velocities must be assigned to each dark matter particle. For this, we follow the method outlined in McCarthy et al. (2007). Briefly, the three velocity components are selected randomly from a Gaussian distribution whose width is given by the local velocity dispersion \([\text{i.e., } \sigma(r)]\). The velocity dispersion profile itself is determined by solving the Jeans equation for the mass density distribution given in eqn. (6.1). As in McCarthy et al. (2007), the dark matter haloes are run separately in isolation in GADGET-2 for many dynamical times to ensure that they have fully relaxed.

For the gaseous component, we assume a power-law configuration for the entropy\(^1\), \( K \equiv P \rho_{\text{gas}}^{-5/3} \), by default. In particular,

\[
\frac{K(r)}{K_{200}} = 1.47 \left( \frac{r}{r_{200}} \right)^{1.22},
\]

where the ‘virial entropy’, \( K_{200} \), is given by

\[
K_{200} \equiv \frac{GM_{200}}{2 r_{200}} \frac{1}{(200 \rho_{\text{crit}})^{2/3}}.
\]

\(^1\)Note, the quantity \( K \) is the not the actual thermodynamic specific entropy \( (s) \) of the gas, but is related to it via the simple relation \( s \propto \ln K^{3/2} \). However, for historical reasons we will refer to \( K \) as the entropy.
This distribution matches the entropy profiles of groups and clusters formed in the non-radiative cosmological simulations of Voit et al. (2005) (VKB05) for $r > 0.1r_{200}$. It is noteworthy that VKB05 find that this distribution approximately matches the entropy profiles of both SPH (the GADGET-2 code) and AMR (the ENZO code) simulations. Within $0.1r_{200}$, however, the AMR and SPH simulations show evidence for entropy cores, but of systematically different amplitudes. We initialise our systems without an entropy core [i.e., eqn. (6.3) is assumed to hold over all radii initially] to see, first, if such cores are established during the merging process and, if so, whether the amplitudes differ between the SPH and AMR runs, as they do in cosmological simulations. We leave it for future work to explore the differences that result (if any) between SPH and AMR codes when large cores are already present in the initial systems (e.g., the merger of two ‘non-cool core’ systems).

With the mass distribution of dark matter established (i.e., after having run the dark matter haloes in isolation) and an entropy distribution for the gas given by eqn. (6.3), we numerically compute the radial gas pressure profile (and therefore also the gas density and temperature profiles), taking into account the self-gravity of the gas, by simultaneously solving the equations of hydrostatic equilibrium and mass continuity:

\[
\frac{d\log P}{d\log M_{\text{gas}}} = -\frac{GM_{\text{gas}}M_{\text{tot}}}{4\pi r^4 P} \quad (6.5)
\]

\[
\frac{d\log r}{d\log M_{\text{gas}}} = \frac{M_{\text{gas}}}{4\pi r^3} \left( \frac{K}{T} \right)^{3/5} \quad (6.6)
\]

Two boundary conditions are required to solve these equations. The first condition is that $r(M_{\text{gas}} = 0) = 0$. The second condition is that the total mass of hot gas within $r_{200}$ yields a realistic baryon fraction of $M_{\text{gas}}/M_{\text{tot}} = 0.141$. In order to meet the second condition, we choose a value for $P(M_{\text{gas}} = 0)$ and propagate the solution outwards to $r_{200}$. We then iteratively vary the inner pressure until the desired baryon fraction is achieved.

For the GADGET-2 simulations, the gas particle positions are assigned by radially morphing a glass distribution until the desired gas mass profile is obtained (see McCarthy et al., 2007). The entropy (or equivalently internal energy per unit mass) of each particle is specified by interpolating with eqn. (6.3). For the FLASH simulations, the gas density and entropy of each grid cell is computed by using eqn. (6.3) and interpolating within the radial gas density profile resulting from the solution of eqns. (6.5) and (6.6).

Thus, for both the GADGET-2 and FLASH simulations we start with identical dark matter haloes (using particle positions and velocities from the GADGET-2 isolated runs.
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with a gravitational softening length of 10kpc) and gas haloes, which have been established by interpolating within radial profiles that have been computed numerically under the assumption that the gas is initially in hydrostatic equilibrium within the dark matter halo. Note that when varying the resolution of the \textit{FLASH} simulations we simply change the maximum number of refinements \( l \) – we do not vary the number of dark matter particles – in this way, the initial dark matter distribution is always the same as in the low resolution \textit{GADGET-2} run in all the simulations we have run.

In both the \textit{GADGET-2} and \textit{FLASH} simulations, the gaseous haloes are surrounded by a low density pressure-confining gaseous medium that prevents the systems from expanding prior to the collision (i.e., so that in the case of an isolated halo the object would be static) but otherwise it has a negligible dynamical effect on the system.

Isolated gas+DM haloes were run in both \textit{GADGET-2} and \textit{FLASH} for 10 Gyr in order to test the stability of the initial gas and dark matter haloes. Although deviations in the central entropy develop over the course of the isolated simulations, indicating the systems are not in perfect equilibrium initially, they are small in amplitude (the central entropy increases by \(< 10\%\) over 10 Gyr), especially in comparison to the factor of \(~ 2 \sim 3\) jump in the central entropy that occurs as a result of shock heating during the merger. Furthermore, we note that the amplitude of the deviations in the isolated runs are significantly decreased as the resolution of these runs is increased. Our merger simulations, however, are numerically converged (see § 6.4), indicating that the deviations have a negligible effect on merger simulation results and the conclusions we have drawn from them.

6.4 Idealised Cluster Mergers

The existence of a discrepancy between the inner properties of the gas in groups and clusters formed in AMR and SPH cosmological simulations was first noticed in the Santa Barbara code comparison of Frenk et al. (1999). It was subsequently verified in several works, including Dolag et al. (2005); O’Shea et al. (2005); Kravtsov et al. (2005), and VKB05. The latter study in particular clearly demonstrated, using a relatively large sample of \(~ 60\) simulated groups and clusters, that those systems formed in the AMR simulations had systematically larger entropy cores than their SPH counterparts. Since this effect was observed in cosmological simulations, it was generally thought that the discrepancy was due to insufficient resolution in the mesh codes at high redshift (we note,
however, that VKB05 argued against resolution being the cause). This would result in under-resolved small scale structure formation in the early universe. This explanation is consistent with the fact that in the Santa Barbara comparison the entropy core amplitude tended to be larger for the lower resolution mesh code runs. Our first aim is therefore to determine whether the effect is indeed due to resolution limitations, or if it is due to a more fundamental difference between the two types of code. We test this using identical idealised binary mergers of spherically-symmetric clusters in *GADGET-2* and *FLASH* where it is possible to explore the effects of finite resolution with relatively modest computational expense (compared to full cosmological simulations).

### 6.4.1 A Significant Discrepancy

As a starting point, we investigate the generation of entropy cores in a head on merger between two identical $10^{15} M_\odot$ clusters, each colliding with an initial speed of $0.5 V_{\text{circ}}(r_{200}) \approx 722$ km/s [i.e., the initial relative velocity is $V_{\text{circ}}(r_{200})$, which is typical of merging systems in cosmological simulations; see, e.g., Benson (2005)]. The system is initialised such that the two clusters are just barely touching (i.e., their centres are separated by $2r_{200}$). The simulations are run for a duration of 10 Gyr, by the end of which the merged system has relaxed and there is very little entropy generation ongoing.

Our idealised test gives very similar results to non-radiative cosmological simulations – there is a distinct difference in the amplitude of the entropy cores in the AMR and SPH simulations, with the entropy in the mesh code a factor $\sim 2$ higher than the SPH code. It is evident that the difference between the codes is captured in a single merger event. An immediate question is whether this is the result of the different effective resolutions of the codes. Resolution tests can be seen in the left hand panel of Figure 6.1, where we plot the resulting radial entropy distributions.

For *GADGET-2*, we compare runs with $10^5$, $10^6$ (the default), and $10^7$ particles. The minimum SPH smoothing lengths of these simulations throughout the runs are approximately 25, 11, and 5 kpc, respectively. For *FLASH* I compare AMR runs with minimum cell sizes of $\approx 78$, 39 (the default), 19.5, and 9.8 kpc and a uniform grid run with the default 39 kpc cell size. The simulation characteristics for these head on mergers are presented in Table 6.1. To make a direct comparison with the cosmological results of VKB05 (see their Fig. 5), we normalise the entropy by the initial ‘virial’ entropy ($K_{200}$; see eqn. 6.4) and the radius by the initial virial radius, $r_{200}$ (for reference, $r_{200,i} \approx 2062$ kpc).
Figure 6.1: Plots showing the entropy cores formed in idealised head on mergers of equal mass ($10^{15} M_\odot$) clusters in FLASH and GADGET-2 simulations. The left hand panel shows the final radial entropy distribution, where data points are the median entropy value in radial bins and error bars correspond to the 25th and 75th percentiles. The dashed black line represents the initial power-law configuration. Blue solid squares, triangles, and open circles represent the low ($10^5$ gas particles), default ($10^6$), and high resolution ($10^7$) GADGET-2 runs. Red solid squares, triangles, pentagons, and open circles represent FLASH AMR runs with $l = 5$, 6 (default), 7, and 8, respectively. Open red triangles represent a uniform $512^3$ FLASH run. The right hand panel presents the results in a slightly different way: it shows the entropy as a function of enclosed gas mass $K(< M_{\text{gas}})$. The results (see legend) have been normalised to the final distribution of the default GADGET-2 run (dashed black line). Clearly the results for both converge but on very different solutions.
The plot clearly shows that the simulations converge on two distinctly different solutions within the inner ten percent of $r_{200}$, whereas the entropy at large radii shows relatively good agreement between the two codes. The simulations performed for the resolution test span a factor of 8 in spatial resolution in FLASH and approximately a factor of 5 in GADGET-2. The FLASH AMR runs effectively converge after reaching a peak resolution equivalent to a $512^3$ run (i.e., a peak spatial resolution of $\approx 39$ kpc or $\approx 0.019 r_{200}$).

I have also tried a FLASH run with a uniform (as opposed to adaptive) $512^3$ grid and the results essentially trace the AMR run with an equivalent peak resolution. This reassures us that my AMR refinement criteria is correctly capturing all regions of significance. The lowest resolution SPH run, which only has $5 \times 10^4$ gas particles within $r_{200}$ initially, has a slightly higher final central entropy than the default and high resolution SPH runs. This may not be surprising given the tests and modelling presented in Steinmetz and White (1997). These authors demonstrated that with such small particle numbers, two-body heating will be important if the mass of a dark matter particle is significantly above the mass of a gas particle. The GADGET-2 runs converge, however, when the number of gas and dark matter particles are increased by an order magnitude (i.e., as in our default run), yielding a maximum spatial resolution of $\approx 11$ kpc (here we use the minimum SPH smoothing length as a measure of the maximum spatial resolution).

A comparison of the left hand panel of Fig. 6.1 to Fig. 5 of VKB05 reveals a remarkable
correspondence between the results of our idealised merger simulations and those of their cosmological simulations (which spanned system masses of $\sim 10^{13-15} M_\odot$). They find that the ratio of the AMR and SPH core amplitudes is $\sim 2$ in both the idealised and cosmological simulations. This difference is also seen in the Santa Barbara comparison of Frenk et al. (1999) when comparisons are made between the SPH simulations and the highest resolution AMR simulations carried out in that study (i.e., the ‘Bryan’ AMR results)\(^2\). This consistency presumably indicates that whatever mechanism is responsible for the differing core amplitudes in the cosmological simulations is also responsible for the differing core amplitudes in our idealised simulations. This is encouraging, as it implies the generation of the entropy cores can be studied with idealised simulations. As outlined in § 6.2, the advantage of idealised simulations over cosmological simulations is their relative simplicity. This gives us hope that we can use idealised simulations to track down the underlying cause of the discrepancy between particle-based and mesh-based hydrodynamic codes.

The right hand panel of Figure 6.1 shows the resulting entropy distributions plotted in a slightly different fashion. Here we plot the entropy as a function of ‘enclosed’ gas mass $K(< M_{\text{gas}})$. This is constructed by simply ranking the particles/cells by entropy in ascending order and then summing the masses of the particles/cells [the inverse, $M_{\text{gas}}(K)$, would therefore be the total mass of gas with entropy lower than $K$]. Convective stability ensures that, eventually when the system is fully relaxed, the lowest-entropy gas will be located at the very centre of the potential well, while the highest entropy gas will be located at the system periphery. $K(< M_{\text{gas}})$ is therefore arguably a more fundamental quantity than $K(r)$ and we adopt this test throughout the rest of the chapter. It is also noteworthy that in order to compute $K(< M_{\text{gas}})$ one does not first need to select a reference point (e.g., the centre of mass or the position of the particle with the lowest potential energy) or to bin the particles/cells in any way, both of which could introduce ambiguities in the comparison between the SPH and AMR simulations (albeit likely minor ones).

In the right hand panel of Figure 6.1, we plot the resulting $K(< M_{\text{gas}})$ distributions normalised to the final entropy distribution of the default GADGET-2 run. Here we see that the lowest-entropy gas in the FLASH runs have a higher entropy, by a factor of

\(^2\)We note, however, that the lower resolution AMR simulations in that study produced larger entropy cores, which suggests that they may not have been numerically converged (as in the case of $l = 5$ AMR run in Fig. 6.1).
≈ 1.9 – 2.0, than the lowest-entropy gas in the default GADGET-2 run. Naively, looking at the right hand panel of Figure 6.1 one might conclude that the discrepancy is fairly minor, given that ∼ 95% of the gas has been heated to a similar degree in the SPH and AMR simulations. But it is important to keep in mind that it is the properties of the lowest-entropy gas in particular that are most relevant to the issue of heating vs. cooling in groups and clusters (and indeed in haloes of all masses), since this is the gas that has the shortest cooling time.

The agreement between our results and those from cosmological simulations (e.g., Frenk et al., 1999, VKB05) is striking. The convergence of the entropy distributions in our idealised simulations negates the explanation that inadequate resolution of the high redshift universe in cosmological AMR simulations is the root cause of the discrepancy between the entropy cores in SPH and AMR simulations (although we note that some of the lower resolution AMR simulations in the study of Frenk et al. may not have been fully converged and therefore the discrepancy may have been somewhat exaggerated in that study for those simulations). We therefore conclude that the higher entropy generation in AMR codes relative to SPH codes within the cores of groups and clusters arises out of a more fundamental difference in the adopted algorithms. Below we examine in more detail how the entropy is generated during the merging process in the simulations and we then systematically explore several possible causes for the differences in the simulations.

### 6.4.2 An Overview of Heating in the Simulations

We have demonstrated that the entropy generation that takes place in our idealised mergers is robust to our choice of resolution, yet a difference persists in the amount of central entropy that is generated in the SPH and mesh simulations. We now examine the entropy generation as a function of time in the simulations, which may provide clues to the origin of the difference between the codes.

Figure 6.2 shows log($K$) in a slice through the centre of the default FLASH simulation at times 0, 1, 2, 3, 4, 5, 7 and 10 Gyr. This may be compared to Figure 6.3, which shows the entropy distribution of the simulations as a function of time (this figure is described in detail below). Briefly, as the cores approach each other, a relatively gentle shock front forms between the touching edges of the clusters, with gas being forced out perpendicular to the collision axis. Strong heating does not actually occur until approximately the time when the cores collide, roughly 1.8 Gyrs into the run. The shock generated through the core collision propagates outwards, heating material in the outer regions of the system.
This heating causes the gas to expand and actually overshoot hydrostatic equilibrium. Eventually, the gas, which remains gravitationally bound to the system, begins to fall back onto the system, producing a series of weaker secondary shocks. Gas at the outskirts of the system, which is the least bound, takes the longest to re-accrete. This dependence of the time for gas to be re-accreted upon the distance from the centre results in a more gradual increase in entropy than seen in the initial core collision. In a qualitative sense, the heating process that takes place in the \textit{FLASH} simulations is therefore very similar to that seen in the \textit{GADGET-2} simulations (see §3 of McCarthy et al. 2007 for an overview of the entropy evolution in idealised \textit{GADGET-2} mergers).

The top left panel in Figure 6.3 shows the ratio of $K(<M_{\text{gas}})$ in the default \textit{FLASH} run relative to $K(<M_{\text{gas}})$ in the default \textit{GADGET-2} run. The various curves represent the ratio at different times during the simulations (see figure key — note that these correspond to the same outputs displayed in Figure 6.2). It can clearly be seen that the bulk of the difference in the final entropy distributions of the simulations is established around the time of core collision. The ratio of the central entropy in the \textit{FLASH} simulation to the central entropy in the \textit{GADGET-2} simulation converges after $\approx 4$ Gyr. The top right panel shows the time evolution of the lowest-entropy gas only in both the \textit{GADGET-2} and \textit{FLASH} runs. Here we see there are similar trends with time, in the sense that there are two main entropy generation episodes (core collision and re-accretion), but that the entropy generated in the first event is much larger in the \textit{FLASH} run than in the \textit{GADGET-2} run. Far outside the core, however, the results are very similar. For completeness, the bottom two panels show $K(<M_{\text{gas}})$ at different times for the \textit{GADGET-2} and \textit{FLASH} runs separately.

The small initial drop in the central entropy at 1 Gyr in the \textit{FLASH} run (see bottom left panel) is most likely due to interpolation errors at low resolution. This drop in entropy should not physically occur without cooling processes (which are not included in our simulations), but there is nothing to prevent a dip from occurring in the simulations due to numerical inaccuracies (the second law of thermodynamics is not explicitly hardwired into the mesh code). At low resolutions, small violations in entropy conservation can occur due to inaccurate interpolations made by the code. We have verified that the small drop in entropy does not occur in the higher resolution \textit{FLASH} runs. We note that while this effect is present in default \textit{FLASH} run, it is small and as demonstrated in Fig. 1 the default run is numerically converged.

It is interesting that the \textit{FLASH} to \textit{GADGET-2} central entropy ratio converges rela-
Figure 6.2: Logarithmic entropy slices (i.e., thickness of zero) through the centre of the default \textit{FLASH} merger simulation (with $l = 6$) at times $0, 1, 2, 3, 4, 5, 7$ and $10$ Gyr. The lowest entropy material is shown in blue, increasing in entropy through green, yellow to red. Each panel is $6$ Mpc on a side. Significant entropy is generated at $t \approx 2$ Gyr when the cores collide and gas is squirted out, and again later on when this gas re-accretes.
Figure 6.3: Time-dependence of entropy generation in the default GADGET-2 and FLASH runs. The top left panel shows the ratio of $K(<M_{\text{gas}})$ in the FLASH run to that in the GADGET-2 run. The various curves represent the ratio at different times during the simulations (see legend). Top right panel shows the time evolution of the lowest-entropy gas only. Shown are $K(<M_{\text{gas}}/M_{\text{gas, tot}} = 0.03)$ (thick curves) and $K(<M_{\text{gas}}/M_{\text{gas, tot}} = 0.05)$ (thin curves) for the FLASH (long-dashed red curves) and GADGET-2 (solid blue curves) runs (i.e., having sorted the gas particles/cells by entropy, we show the evolution of the entropy that encloses 3% and 5% of the total gas mass). The curves have been normalised to their initial values at the start of the simulations. The short-dashed black curve represents the ratio of FLASH to GADGET-2 entropies enclosing 3% of the total gas mass. The bottom two panels show the $K(<M_{\text{gas}})$ distributions for the default FLASH and GADGET-2 runs separately, at different times during the simulation. Together, these plots illustrate that the difference in the final entropy distributions of the FLASH and GADGET-2 runs is primarily established around the time of core collision ($\sim 2 - 3$ Gyr). It is worth noting, however, that significant entropy generation continues after this time, but it occurs in nearly the same fashion in the AMR and SPH runs.
tively early on in the simulations. This is in spite of the fact that a significant fraction of the entropy that is generated in both simulations is actually generated at later times, during the re-accretion phase. Evidently, this phase occurs in a very similar fashion in both simulations. In § 6.5, we will return to the point that the difference between the results of the AMR and SPH simulations arises around the time of core collision.

6.4.3 Alternative Setups

It is important to verify that the conclusions we have drawn from our default setup are not unique to that specific initial configuration. Using a suite of merger simulations of varying mass ratio and orbital parameters, McCarthy et al. (2007) demonstrated that the entropy generation that takes place does so in a qualitatively similar manner to that described above in all their simulations. However, these authors examined only SPH simulations. We have therefore run several additional merger simulations in both GADGET-2 and FLASH to check the robustness of our conclusions. All of these mergers are carried out using the same resolution as adopted for the default GADGET-2 and FLASH runs.

In Figure 6.4, we plot the final FLASH to GADGET-2 $K(< M_{\text{gas}})$ ratio for equal mass mergers with varying orbital parameters (see figure caption). In all cases, FLASH systematically produces larger entropy cores than GADGET-2 and by a similar factor to that seen in the default merger setup. Interestingly, the off-axis case results in a somewhat larger central entropy discrepancy between GADGET-2 and FLASH even though the bulk energetics of this merger are the same as for the default case. A fundamental difference between the off-axis case and the default run is that the former takes a longer time for the cores to collide and subsequently relax (but note by the end of the off-axis simulation there is very little ongoing entropy generation, as in the default case). This may suggest that the timescale over which entropy is generated plays some role in setting the magnitude of the discrepancy between the AMR and SPH simulations. For example, one possibility is that ‘pre-shocking’ due to the artificial viscosity i.e., entropy generation during the early phases of the collision when the interaction is subsonic or mildly transonic) in the SPH simulations becomes more relevant over longer timescales. Another possibility is that mixing, which is expected to be more prevalent in Eulerian mesh simulations than in SPH simulations, plays a larger role if the two clusters spend more time in orbit about each other before relaxing into a single merged system (of course, one also expects enhanced mixing in the off-axis case simply because of the geometry). We explore these and other possible causes of the difference in § 6.5.
In addition to varying the orbital parameters, we have also experimented with colliding a cluster composed of dark matter only with another cluster composed of a realistic mixture of gas and dark matter (in this case, we simulated the head on merger of two equal mass $10^{15} \, M_\odot$ clusters with an initial relative velocity of $\simeq 1444$ km/s). Obviously, this is not an astrophysically reasonable setup. However, a number of studies have suggested that there is a link between the entropy core in clusters formed in non-radiative cosmological simulations and the amount of energy exchanged between the gas and the dark matter in these systems (e.g., Lin et al., 2006; McCarthy et al., 2007). It is therefore interesting to see whether this experiment exposes any significant differences with respect to the results of our default merger simulation.

The dotted magenta curve in Figure 6.4 represents the final $FLASH$ to $GADGET-2$ $K(< M_{\text{gas}})$ ratio for the case where a dark matter only cluster merges with another cluster composed of both gas and dark matter. The results of this test are remarkably similar to that of our default merger case. This indicates that the mechanism responsible for the difference in heating in the mesh and SPH simulations in the default merger simulation is also operating in this setup. Although this does not pin down the difference between the mesh and SPH simulations, it does suggest that the difference has little to do with differences in the properties of the large hydrodynamic shock that occurs at core collision, as there is no corresponding large hydrodynamic shock in the case where one cluster is composed entirely of dark matter. However, it is clear from Figure 6.3 that the difference between the default mesh and SPH simulations is established around the time of core collision, implying that some source of heating other than the large hydrodynamic shock is operating at this time (at least in the $FLASH$ simulation). We return to this point in § 6.5.

### 6.5 What Causes the Difference?

There are fundamental differences between Eulerian mesh-based and Lagrangian particle-based codes in terms of how they compute the hydrodynamic and gravitational forces. Ideally, in the limit of sufficiently high resolution, the two techniques would yield identical results for a given initial setup. Indeed, both techniques have been shown to match with high accuracy a variety of test problems with known analytic solutions. However, as has been demonstrated above (and in other recent studies; e.g., Agertz et al., 2007; Trac et al., 2007; Wadsley et al., 2008) differences that do not appear to depend on resolution present
Figure 6.4: The ratio of *FLASH* to *GADGET-2* final entropy distributions for equal mass mergers of varying initial orbital parameters. The solid blue curve represents the default setup (head on collision with an initial relative velocity of $V_{\text{circ}}(r_{200})$). The long-dashed green and short-dashed cyan curves represent head on collisions with initial relative velocities of $0.5V_{\text{circ}}(r_{200})$ and 0 (i.e., at rest initially). The dot dashed red curve represents an off-axis collision with an initial relative radial velocity of $\simeq 0.95V_{\text{circ}}(r_{200})$ and an initial relative tangential velocity of $\simeq 0.312V_{\text{circ}}(r_{200})$ (i.e., the total energy is equivalent to that of the default setup). Also shown (dotted magenta curve), is the entropy ratio of a run where one of the clusters is composed of dark matter only and the other of a realistic mixture of gas and dark matter (see text). All these simulations result in a comparable difference in entropy profile between the mesh code and the SPH code.
themselves in certain complex, but astrophysically-relevant, circumstances.

In what follows, we explore several different possible causes for why the central heating that takes place in mesh simulations exceeds that in the SPH simulations. The possible causes we explore include:

- **§ 6.5.1 A difference in gravity solvers** - Most currently popular mesh codes (including FLASH and ENZO) use a particle-mesh (PM) approach to calculate the gravitational force. To accurately capture short range forces it is therefore necessary to have a finely-sampled mesh. By contrast, particle-based codes (such as GADGET-2 and GASOLINE) often make use of tree algorithms or combined tree particle-mesh (TreePM) algorithms, where the tree is used to compute the short range forces and a mesh is used to compute long range forces. Since the gravitational potential can vary rapidly during major mergers and large quantities of mass can temporarily be compressed into small volumes, it is conceivable differences in the gravity solvers and/or the adopted gravitational force resolution could give rise to different amounts of entropy generation in the simulations.

- **§ 6.5.2 Galilean non-invariance of mesh codes** - Given explicit dependencies in the Riemann solver’s input states, all Eulerian mesh codes are inherently not Galilean invariant to some degree. This can lead to spurious entropy generation in the cores of systems as they merely translate across the simulation volume (e.g., chapter 4).

- **§ 6.5.3 ‘Pre-shocking’ in the SPH runs** - Artificial viscosity is required in SPH codes to capture the effects of shock heating. However, the artificial viscosity can in principle lead to entropy production in regions where no shocks should be present (e.g., Dolag et al., 2005). If such pre-shocking is significant prior to core collision in our SPH simulations, it could result in a reduced efficiency of the primary shock.

- **§ 6.5.4 A difference in the amount of mixing in SPH and mesh codes** - Mixing will be suppressed in standard SPH implementations where steep density gradients are present, since Rayleigh-Taylor and Kelvin-Helmholtz instabilities are artificially damped in such circumstances (e.g., Agertz et al., 2007). In addition, the standard implementation of artificial viscosity will damp out even subsonic motions in SPH simulations, thereby inhibiting mixing (Dolag et al., 2005). On the other hand, one expects there to be some degree of over-mixing in mesh codes, since fluids are implicitly assumed to be fully mixed on scales smaller than the minimum cell size.
We now investigate each of these possible causes in turn. We do not claim that these are the only possible causes for the differences we see in the simulations. They do, however, represent the most commonly invoked possible solutions (along with hydrodynamic resolution, which we explored in § 6.4) to the entropy core discrepancy between SPH and mesh codes.

6.5.1 Is it due to a Difference in the Gravity Solvers?

In the FLASH simulations, gravity is computed using a standard particle-mesh approach. With this approach, the gravitational force will be computed accurately only on scales larger than the finest cell size. By contrast, the GADGET-2 simulations make use of a combined TreePM approach, where the tree algorithm computes the short range gravitational forces and the particle-mesh algorithm is used only to compute long range forces. To test whether or not differences in the gravity solvers (and/or gravitational force resolution) are important, we compare the final mass distributions of the dark matter in our simulations. The distribution of the dark matter should be insensitive to the properties of the diffuse baryonic component, since its contribution to the overall mass budget is small by comparison to the dark matter. Thus, the final distribution of the dark matter tells us primarily about the gravitational interaction alone between the two clusters.

Figure 6.5 shows the ratio of the final FLASH dark matter mass profiles to the final GADGET-2 dark matter mass profile. Recall that in all runs the number of dark matter particles is the same. The differences that are seen in this figure result from solving for the gravitational potential on a finer mesh. For the lowest resolution FLASH run, we see that the final dark matter mass profile deviates significantly from that of the default GADGET-2 run for \( r < 0.04 r_{200,m} \). However, this should not be surprising, as the minimum cell size in the default FLASH run is \( \sim 0.02 r_{200,m} \). By increasing the maximum refinement level, \( l \), we see that the discrepancy between the final FLASH and GADGET-2 dark matter mass profiles is limited to smaller and smaller radii. With \( l = 8 \), the minimum cell size is equivalent to the gravitational softening length adopted in the default GADGET-2 run. In this case, the final dark matter mass distribution agrees with that of the default GADGET-2 run to within a few percent at all radii beyond a few softening lengths (or a few cell sizes), which is all that should be reasonably expected. A comparison of the various FLASH runs with one another (compare, e.g., the default FLASH run with the \( l = 8 \) run,

\[ \text{We have explicitly verified this by running a merger between clusters with gas mass fractions that are a factor of 10 lower than assumed in our default run.} \]
Figure 6.5: A plot comparing the resulting dark matter mass distributions for the default merger setup at 10 Gyr. The dark matter mass profiles have been normalised to the final dark matter mass profile of the default resolution GADGET-2 run. The dotted magenta, solid red, short-dashed green, and long-dashed blue curves represent the FLASH AMR runs with $l = 5, 6, 7,$ and $8$, respectively, which correspond to peak grid cell sizes of $\approx 78, 39, 19.5,$ and $9.8$ kpc (respectively). The thin solid red curve represents the uniform $512^3$ FLASH run. The gravitational softening length adopted for the GADGET-2 run is $10$ kpc. For reference, $r_{200,i} \approx 2062$ kpc. The vertical dashed line indicates four softening lengths. The FLASH dark matter distribution converges to the GADGET-2 result when the numerical resolutions become similar: the observed differences in gas entropy are not due to differences in the underlying dark matter dynamics.
for which there is a $\sim 6\%$ discrepancy out as far as $0.1r_{200}$ may suggest a somewhat slower rate of convergence to the default GADGET-2 result than one might naively have expected. Given that I have tested the new FFT gravity solver against both the default multigrid solver and a range of simple analytic problems and confirmed its accuracy to a much higher level than this, we speculate that the slow rate of convergence is due to the relatively small number of dark matter particles used in the mesh simulations. In the future, it would be useful to vary the number of dark matter particles in the mesh simulations to verify this hypothesis.

In summary, we find that the resulting dark matter distributions agree very well in the GADGET-2 and FLASH simulations when the effective resolutions are comparable. The intrinsic differences between the solvers therefore appear to be minor. More importantly for our purposes, even though the gravitational force resolution for the default FLASH run is not as high as for the default GADGET-2 run, this has no important consequences for the comparison of the final entropy distributions of the gas. It is important to note that, even though the final mass distribution in the FLASH simulations shows small differences between $l = 6$ and 8, Figure 6.1 shows that the entropy distribution is converged for $l \geq 6$ and is not at all affected by the improvement in the gravitational potential.

6.5.2 Is it due to Galilean Non-Invariance of Grid Hydrodynamics?

Due to the nature of Riemann solvers (which are a fundamental feature of AMR codes), it is possible for the evolution of a system to be Galilean non-invariant. This arises from the fixed position of the grid relative to the fluid. The Riemann shock tube initial conditions are constructed by determining the amount of material that can influence the cell boundary from either side, within a given time step based on the sound speed. The Riemann problem is then solved at the boundary based on the fluid properties either side of the boundary. By applying a bulk velocity to the medium in a given direction, the nature of the solution changes. Although an ideal solver would be able to decouple the bulk velocity from the velocity discontinuity at the shock, the discrete nature of the problem means that the code may not be Galilean invariant. Since one expects large bulk motions to be relevant for cosmological structure formation, and clearly is quite relevant for our merger simulations, it is important to quantify what affects (if any) Galilean non-invariance has on our AMR simulations.

I have tested the Galilean non-invariance of our FLASH simulations in two ways. In the first test, I simulate an isolated cluster moving across the mesh with an (initial) bulk
Figure 6.6: Testing the effects of Galilean non-invariance on the *FLASH* merger simulations. Plotted is the final entropy distribution, normalised to the initial one, for the default *FLASH* merger simulation and various different ‘takes’ on the default run. The solid black curve represents the default run, the short-dashed blue curves represents a merger where one cluster is held static and the other given a bulk velocity twice that in the default run (i.e., the relative velocity is unchanged from the default run), and the dotted blue curve represents this same merger but with the size of the time steps reduced by an order of magnitude. The dashed cyan, green, and red lines represent mergers that take place on an oblique angle to mesh at 33 degrees, 45 degrees with $l = 7$ and 45 degrees with $l = 8$, respectively. The default *GADGET-2* simulation is shown for comparison (solid magenta line). This comparison illustrates that the effects of Galilean non-invariance on the resulting entropy distribution are minor and do not account for the difference in the entropy core amplitudes of the mesh and SPH simulations.
velocity of $V_{\text{circ}}(r_{200}) \simeq 1444 \text{ km/s}$ and compare it to an isolated cluster with zero bulk velocity. This is similar to the king profile tests carried out in chapter 4. In agreement with results in chapter 4 I find that there is some spurious generation of entropy in the very central regions ($M_{\text{gas}}/M_{\text{gas, tot}} \lesssim 0.03$) of the isolated cluster that was given an initial bulk motion. However, after $\approx 2 \text{ Gyr}$ of evolution (i.e., the time when the clusters collide in our default merger simulation), the increase in the central entropy is only $\sim 10\%$. This is small in comparison to the $\sim 300\%$ jump that takes place at core collision in our merger simulations. This suggests that spurious entropy generation prior to the merger is minimal and does not account for the difference we see between the SPH and AMR simulations.

In the second test, I consider different implementations of the default merger simulation. In one case, instead of giving both systems equal but opposite bulk velocities (each with magnitude $0.5V_{\text{circ}}$), I fix one and give the other an initial velocity that is twice the default value, so that the relative velocity is unchanged. (I also tried reducing the size of the time steps for this simulation by an order magnitude.) In addition, I have tried mergers that take place at oblique angles relative to the grid. If the merger is well-resolved and the dynamics are Galilean invariant, all these simulations should yield the same result.

Figure 6.6 shows the resulting entropy distributions for these different runs. The results of this test confirm what was found above; i.e., that there is some dependence on the reference frame adopted, but that this effect is minor in general (the central entropy is modified by $\lesssim 10\%$) and does not account for the discrepancy we see between entropy core amplitudes in the default GADGET-2 and FLASH simulations.

6.5.3 Is it due to ‘Pre-Shocking’ in SPH?

Artificial viscosity is required in SPH codes in order to handle hydrodynamic shocks. The artificial viscosity acts as an excess pressure in the equation of motion, converting gas kinetic energy into internal energy, and therefore raising the entropy of the gas. In standard SPH implementations, the magnitude of the artificial viscosity is fixed in both space and time for particles that are approaching one another (it being set to zero otherwise). This implies that even in cases where the Mach number is less than unity, i.e., where formally a shock should not exist, (spurious) entropy generation can occur. This raises the possibility that significant ‘pre-shocking’ could occur in our SPH merger simulations. This may have the effect of reducing the efficiency of the large shock that occurs at core collision and could therefore potentially explain the discrepancy between
Figure 6.7: Testing the effects of pre-shocking due to artificial viscosity in the default GADGET-2 merger simulation. This plot shows the evolution of the central entropy (enclosing 3% of the gas mass) around the time of first core collision. The solid blue triangles represent the default GADGET-2 simulation. The solid cyan points, solid green points, and solid red points represent runs where the artificial viscosity is kept at a very low level ($\alpha_{\text{visc}} = 0.05$) until $t \approx 1.6, 1.7, 1.8$ Gyr, respectively, at which point the artificial viscosity is set back to its default value. The solid magenta squares represent a run with low artificial viscosity throughout, and the open triangles represent the default FLASH simulation. Reducing the value of the artificial viscosity parameter before the cores collide delays the increase in entropy (cyan, green and solid red), however as soon as the original value is restored, the entropy $K$ increases to a level nearly independent of when $\alpha$ was restored. Therefore pre-shocking has little affect on the post-shock value of $K$. 
Dolag et al. (2005) raised this possibility and tested it in SPH cosmological simulations of massive galaxy clusters. They implemented a new variable artificial viscosity scheme by embedding an on-the-fly shock detection algorithm in GADGET-2 that indicates if particles are in a supersonic flow or not. If so, the artificial viscosity is set to a typical value, if not the artificial viscosity is greatly reduced. This new implementation should significantly reduce the amount of pre-shocking that takes place during formation of the clusters. The resulting clusters indeed had somewhat higher central entropies relative to clusters simulated with the standard artificial viscosity implementation (although the new scheme does not appear to fully alleviate the discrepancy between mesh and SPH codes). However, whether the central entropy was raised because of the reduction in pre-shocking or if it was due to an increase in the amount of mixing is unclear.

Our idealised mergers offer an interesting opportunity to re-examine this test. In particular, because of the symmetrical geometry of the merger, little or no mixing is expected until the cores collide, as prior to this time there is no interpenetration of the gas particles belonging to the two clusters (we have verified this). This means that we are in a position to isolate the effects of pre-shocking from mixing early on in the simulations. To do so, we have devised a crude method meant to mimic the variable artificial viscosity scheme of Dolag et al. (2005). In particular, we run the default merger with a low artificial viscosity (with $\alpha_{\text{visc}} = 0.05$, i.e., approximately the minimum value adopted by Dolag et al.) until the cores collide, at which point we switch the viscosity back to its default value. We then examine the amount of entropy generated in the large shock.

Figure 6.7 shows the evolution of the central entropy around the time of core collision. Shown are a few different runs where we switch the artificial viscosity back to its default value at different times (since the exact time of ‘core collision’ is somewhat ill-defined). Here we see that prior to the large shock very little entropy has been generated, which is expected given the low artificial viscosity adopted up to this point. A comparison of these runs to the default GADGET-2 simulation (see inset in Figure 6.7) shows that there is evidence for a small amount of pre-shocking in the default run. However, we find that for the cases where the artificial viscosity is set to a low value, the resulting entropy jump (after the viscosity is switched back to the default value) is nearly the same as in the default merger simulation. In other words, pre-shocking appears to have had a minimal effect on the strength of the heating that occurs at core collision in the default SPH simulation. This argues against pre-shocking as the cause of the difference we see...
between the mesh and SPH codes.

Lastly, we have also tried varying $\alpha_{\text{visc}}$ over the range 0.5 and 1.0 (i.e., values typically adopted in SPH studies; Springel, 2005) for the default GADGET-2 run. We find that the SPH results are robust to variations in $\alpha_{\text{visc}}$ and cannot reconcile the differences between SPH and AMR results.

6.5.4 Is it due to a Difference in the Amount of Mixing in SPH and Mesh Codes?

Our experiments with off-axis collisions and collisions with a cluster containing only dark matter suggest that mixing plays an important role in generating the differences between the codes. Several recent studies (e.g., Dolag et al., 2005; Wadsley et al., 2008) have argued that mixing is handled poorly in standard implementations of SPH, both because (standard) artificial viscosity acts to damp turbulent motions and because the growth of KH and RT instabilities is inhibited in regions where steep density gradients are present (Agertz et al., 2007). Using cosmological SPH simulations that have been modified in order to enhance mixing, Dolag et al. (2005) and Wadsley et al. (2008) have shown that it is possible to generate higher central entropies in their galaxy clusters (relative to clusters simulated using standard implementations of SPH), yielding closer agreement with the results of cosmological mesh simulations. This is certainly suggestive that mixing may be the primary cause of the discrepancy between mesh and SPH codes. However, these authors did not run mesh simulations of galaxy clusters and therefore did not perform a direct comparison of the amount of mixing in SPH vs. mesh simulations of clusters. Even if one were to directly compare cosmological SPH and mesh cluster simulations, the complexity of the cosmological environment and the hierarchical growth of clusters would make it difficult to clearly demonstrate that mixing is indeed the difference.

Our idealised mergers offer a potentially much cleaner way to test the mixing hypothesis. To do so, I re-run the default FLASH merger simulation but this time I include a large number of ‘tracer particles’, which are massless and follow the hydrodynamic flow of the gas during the simulation. The tracer particles are advanced using a second order accurate predictor-corrector time advancement scheme with the particle velocities being

---

4Note the that modifications implemented by Dolag et al. (2005) and Wadsley et al. (2008) differ. As described in §4.3, Dolag et al. (2005) implemented a variable artificial viscosity, whereas Wadsley et al. (2008) introduced a turbulent heat flux term to the Lagrangian energy equation in an attempt to explicitly model turbulent dissipation.
interpolated from the grid (further details are given in the *FLASH* manual (version 2.5) at: http://flash.uchicago.edu/). Each tracer particle has a unique ID that is preserved throughout the simulation, allowing us to track the gas in a Lagrangian fashion, precisely as is done in Lagrangian SPH simulations. To simplify the comparison further, I initially distribute the tracer particles within the two clusters in our *FLASH* simulation in exactly the same way as the particles in our initial *GADGET-2* setup.

In the left hand panel of Figure 6.8, we plot the final vs. the initial entropy of particles in the default *GADGET-2* and *FLASH* merger simulations. This plot clearly demonstrates that the lowest-entropy gas is preferentially heated in both simulations, however the degree of heating of that gas in the mesh simulation is much higher than in the SPH simulation. Consistent with our analysis in §3, we find that the bulk of this difference is established around the time of core collision. It is also interesting that the scatter in the final entropy (for a given initial entropy) is much larger in the mesh simulation. The larger scatter implies that convective mixing is more prevalent in the mesh simulation. At or immediately following core collision \((t \approx 2 - 3 \text{ Gyr})\), there is an indication that, typically, gas initially at the very centre of the two clusters (which initially had the lowest entropy) has been heated more strongly than gas further out [compare, e.g., the median \(K(t = 5 \text{ Gyr})\) at \(K(t = 0)/K_{200,i} \approx 0.02\) to the median at \(K(t = 0)/K_{200,i} \approx 0.08\)]. Such an entropy inversion does not occur in the SPH simulations and likely signals that the extra mixing in the mesh simulation has boosted entropy production.

In the right hand panel of Figure 6.8 we plot the final vs. the initial enclosed gas mass of particles in the default *GADGET-2* and *FLASH* merger simulations. The enclosed gas mass of each particle (or tracer particle) is calculated by summing the masses of all other particles (or cells) with entropies lower than the particle under consideration\(^5\). This plot confirms our mixing expectations based on the entropy plot in the left hand panel. In particular, only a small amount of mass mixing is seen in the SPH simulation, whereas in the mesh simulation the central \(\sim 5\%\) of the gas mass has been fully mixed.

The higher degree of mixing in the *FLASH* simulation is shown pictorially in Figure 6.9. The left panel shows the final spatial distribution of the initially lowest-entropy particles

---

\(^5\)In convective equilibrium, the enclosed gas mass calculated in this way also corresponds to the total mass of gas of all other particles (or cells) within the cluster-centric radius (or at lower, more negative gravitational potential energies) of the particle under consideration. We have verified this for the final output when the merged system has relaxed by, instead of summing the masses of all particles with entropy lower than \(K_i\), by summing the masses of all particles with potentials lower than \(\Phi_i\) for the \(i\)th particle.
Figure 6.8: Quantifying the amount of heating and mixing in the default GADGET-2 and FLASH merger simulations. Left: The entropy of particles (tracer particles in the case of FLASH) at time $t$ vs. the initial entropy of those particles. The solid green line is the line of equality $[K(t) = K(t = 0)$; i.e., no heating]. The shaded blue and red regions represent the distributions from the GADGET-2 and FLASH simulations, respectively. They enclose 50% of the particles; i.e., the lower/upper bounds represent the 25th/75th percentiles for $K(t)$ at fixed $K(t = 0)$. The dashed blue and red lines represent the median $K(t)$ at fixed $K(t = 0)$. The central entropy in the FLASH runs increases significantly more than in the GADGET-2 run when the cores collide, at $t \sim 2$ Gyr, the increase in entropy later is similar between the two codes. The scatter in FLASH entropy is also much larger than in GADGET-2. Right: The enclosed gas mass of particles (tracers particles in the case of FLASH) at time $t$ vs. the initial enclosed mass of those particles. The enclosed gas mass of each particle is calculated by summing the masses of all other particles (or cells) with entropies lower than the particle under consideration. The solid green line is the line of equality $[M_{\text{gas}}(t) = M_{\text{gas}}(t = 0)$; i.e., no mass mixing]. The shaded blue and red regions represent the distributions from the GADGET-2 and FLASH simulations, respectively. They enclose 50% of the particles; i.e., the lower/upper bounds represent the 25th/75th percentiles for $M_{\text{gas}}(t)$ at fixed $M_{\text{gas}}(t = 0)$. The dashed blue and red lines represent the median $M_{\text{gas}}(t)$ at fixed $M_{\text{gas}}(t = 0)$. Particles in FLASH mix much more than in GADGET-2.
Figure 6.9: The final spatial distribution of particles (tracer particles in the case of *FLASH*) with the lowest initial entropies (we select the central 5% of particles/tracer particles in both clusters). The blue points represent particles belonging to one of the clusters and the red points represent particles belonging to the other. *Left:* The low resolution *GADGET-2* simulation. *Right:* The default *FLASH* simulation. There is a high degree of mixing in the mesh simulation, whereas there remain two distinct blobs corresponding to the infallen clusters in the *SPH* simulation. The difference arises immediately following core collision through the turbulent mixing that it drives.

in *GADGET-2* simulation, while the right panel is the analogous plot for tracer particles in the *FLASH* simulation (see figure caption). The larger degree of mixing in the mesh simulation relative to the *SPH* simulation is clearly evident. In the *FLASH* simulation, particles from the two clusters are intermingled in the final state, while distinct red and blue regions are readily apparent in the *SPH* calculation, a difference which arises immediately following core collision.

The increased mixing boosts entropy production in the *FLASH* simulations, but what is the origin of the increased mixing? We now return to the point raised in § 6.4, that the bulk of the difference between mesh and *SPH* simulation is established around the time of core collision. This is in spite of the fact that significant entropy generation proceeds in both simulations until \( t \sim 6 \text{ Gyr} \). Evidently, both codes treat the entropy generation in the re-accretion phase in a very similar manner. What is different about the initial core collision phase? As pointed out recently by Agertz et al. (2007), *SPH* suppresses
the growth of instabilities in regions where steep density gradients are present due to spurious pressure forces acting on the particles. Could this effect be responsible for the difference we see? To test this idea, we generate 2D projected entropy maps of the SPH and mesh simulations to search for signs of clear instability development. In the case of the SPH simulation, we first smooth the particle entropies (and densities) onto a 3D grid using the SPH smoothing kernel and the smoothing lengths of each particle computed by GADGET-2. We then compute a gas mass-weighted projected entropy by projecting along the $z$-axis. In the case of the FLASH simulation, the cell entropies and densities are interpolated onto a 3D grid and projected in the same manner as for the GADGET-2 simulation.

Figure 6.10 shows a snapshot of the two simulations at $t = 2.3$ Gyr, just after core collision. Large vortices and eddies are easily visible in the projected entropy map of the FLASH simulation but none are evident in the GADGET-2 simulation. In order to study the duration of these eddies, we have generated 100 such snapshot for each simulation, separated by fixed 0.1 Gyr intervals. Analysing the projected entropy maps as a movie, we find that these large vortices and eddies persist in the FLASH simulation from $t \approx 1.8 - 3.2$ Gyr. This corresponds very well with the timescale over which the difference between the SPH and mesh codes is established (see, e.g., the dashed black curve in the top right panel of Figure 6.3).

We therefore conclude that extra mixing in the mesh simulations, brought on by the growth of instabilities around the time of core collision, is largely responsible for the difference in the final entropy core amplitudes between the mesh and SPH simulations. Physically, one expects the development of such instabilities, since the KH timescale, $\tau_{KH}$, is relatively short at around the time of core collision. We therefore conclude that there is a degree of under-mixing in the SPH simulations. Whether or not the FLASH simulations yield the correct result, however, is harder to ascertain. As fluids are forced to numerically mix on scales smaller than the minimum cell size, it is possible that there is a non-negligible degree of over-mixing in the mesh simulations. Our resolution tests (see §6.4) show evidence for the default mesh simulation being converged, but it may be

---

6For movies see “Research: Cores in Simulated Clusters” at http://www.icc.dur.ac.uk/
7But we note that very high resolution 2D ‘blob’ simulations carried out by Springel (2005) do clearly show evidence for vortices. It is presently unclear if these are a consequence of the very different physical setup explored in that study (note that the gas density gradients are much smaller than in the present study) or the extremely high resolution used in their 2D simulations, and whether or not these vortices lead to enhanced mixing and entropy production.
Figure 6.10: Logarithmic projected entropy maps of the default \textit{GADGET-2} simulation and \textit{FLASH} simulation with $l = 8$ at $t = 2.3$ Gyr, just after the collision of the cores. Note that the peak spatial resolutions of the two simulations are similar (approx. 10 kpc; we also note that the median SPH smoothing length for the default \textit{GADGET-2} run is $\approx 20$ kpc within the mixing region, $r \lesssim 200$ kpc.) To highlight the central regions, we have reset the value of any pixel with projected entropy greater than $0.5 K_{200,i}$ to $0.5 K_{200,i}$. In these maps, the minimum entropy (black) is $\approx 0.07 K_{200,i}$ and the maximum entropy (white) is $0.5 K_{200,i}$. The maps are 2 Mpc on a side, and project over a depth of 2 Mpc. Note that the images are not directly comparable with figure 6.2, where a slice is shown. \textit{Left}: the \textit{GADGET-2} simulation. \textit{Right}: the \textit{FLASH} simulation. The \textit{FLASH} entropy distribution is characterised by vortices on a range of scales, which mix gas with different entropies. These vortices are mostly absent in the \textit{GADGET-2} simulation.
that the resolution needs to be increased by much larger factors than we have tried (or are presently accessible with current hardware and software) in order to see a difference.

6.6 Summary and Discussion

In this chapter, we set out to investigate the origin of the discrepancy in the entropy structure of clusters formed in Eulerian mesh-based simulations compared to those formed in Lagrangian SPH simulations. While SPH simulations form clusters with almost power-law entropy distributions down to small radii, Eulerian simulations form much larger cores with the entropy distribution being truncated at significantly higher values. Previously it has been suspected that this discrepancy arose from the limited resolution of the mesh based methods, making it impossible for such codes to accurately trace the formation of dense gas structures at high redshift.

By running simulations of the merging of idealised clusters, we have shown that this is not the origin of the discrepancy. We used the GADGET-2 code (Springel, 2005) to compute the SPH solution and the FLASH code (Fryxell et al., 2000) to compute the Eulerian mesh solution. In these idealised simulations, the initial gas density structure is resolved from the onset of the simulations, yet the final entropy distributions are significantly different. The magnitude of the difference generated in idealised mergers is comparable to that seen in the final clusters formed in full cosmological simulations. A resolution study shows that the discrepancy in the idealised simulations cannot be attributed to a difference in the effective resolutions of the simulations. Thus, the origin of the discrepancy must lie in the code’s different treatments of gravity and/or hydrodynamics.

We considered various causes in some detail. We found that the difference was not due to:

- The use of different gravity solvers. The two codes differ in that GADGET-2 uses a TreePM method to determine forces, while FLASH uses the PM method alone. The different force resolutions of the codes could plausibly lead to differences in the energy transfer between gas and dark matter. Yet we find that the dark matter distributions produced by the two codes are almost identical when the mesh code is run at comparable resolution to the SPH code.

- Galilean non-invariance of mesh codes. I investigate whether the results are changed if we change the rest-frame defined by the hydrodynamic mesh. Although I find that
an artificial core can be generated in this way in the mesh code, its size is much smaller than the core formed once the clusters collide, and is not enough to explain the difference between \textit{FLASH} and \textit{GADGET-2}. We show that most of this entropy difference is generated in the space of $\sim 1$ Gyr when the cluster cores first collide.

- Pre-shocking in \textit{SPH}. We consider the possibility that the artificial viscosity of the \textit{SPH} method might generate entropy in the flow prior to the core collision, thus reducing the efficiency with which entropy is generated later. By greatly reducing the artificial viscosity ahead of the core collision, we show that this effect is negligible.

Having shown that none of these numerical issues can explain the difference of the final entropy distributions, we investigated the role of fluid mixing in the two codes. Several recent studies (e.g., Dolag et al., 2005; Wadsley et al., 2008) have argued that if one increases the amount of mixing in \textit{SPH} simulations the result is larger cluster entropy cores that resemble the AMR results. While this is certainly suggestive, it does not clearly demonstrate that it is the enhanced mixing in mesh simulations that is indeed the main driver of the difference (a larger entropy core in the mesh simulations need not necessarily have been established by mixing). By injecting tracer particles into our \textit{FLASH} simulations, we have been able to make an explicit comparison of the amount of mixing in the \textit{SPH} and mesh simulations of clusters. We find very substantial differences. In the \textit{SPH} computation, there is a very close relation between the initial entropy of a particle and its final entropy. In contrast, tracer particles in the \textit{FLASH} simulation only show a close connection for high initial entropies. The lowest $\sim 5\%$ of gas (by initial entropy) is completely mixed in the \textit{FLASH} simulation. We conclude that mixing and fluid instabilities are the cause of the discrepancy between the simulation methods.

The origin of this mixing is closely connected to the suppression of turbulence in \textit{SPH} codes compared to the Eulerian methods. This can easily be seen by comparing the flow structure when the clusters collide: while the \textit{FLASH} image is dominated by large scale eddies, these are absent from the \textit{SPH} realisation (see Figure 6.10). It is now established that \textit{SPH} codes tend to suppress the growth of Kelvin-Helmholtz instabilities in shear flows, and this seems to be the origin of the differences in our simulation results (e.g., Agertz et al., 2007). These structures result in entropy generation through mixing, an irreversible process whose role is underestimated by the \textit{SPH} method. Of course, it is not clear that the turbulent structures are correctly captured in the mesh simulations (Iapichino and Niemeyer, 2008; Wadsley et al., 2008). The mesh forces fluids to be mixed
on the scale of individual cells. In nature, this is achieved through turbulent cascades that mix material on progressively smaller and smaller scales: the mesh code may well overestimate the speed and effectiveness of this process. Ultimately, deep X-ray observations may be able to tell us whether the mixing that occurs in the mesh simulations is too efficient. An attempt at studying large-scale turbulence in clusters was made recently by Schuecker et al. (2004). Their analysis of XMM-Newton observations of the Coma cluster indicated the presence of a scale-invariant pressure fluctuation spectrum on scales of 40-90 kpc and found that it could be well described by a projected Kolmogorov/Oboukhov-type turbulence spectrum. If the observed pressure fluctuations are indeed driven by scale-invariant turbulence, this would suggest that current mesh simulations have the resolution required to accurately treat the turbulent mixing process. Alternatively, several authors have suggested that ICM may be highly viscous (e.g., Fabian et al., 2003a) with the result that fluid instabilities will be strongly suppressed by physical processes. This might favour the use of SPH methods which include a physical viscosity (Sijacki and Springel, 2006).

It is a significant advance that we now understand the origin of this long standing discrepancy. Our work also has several important implications. Firstly, as outlined in § 6.2, there has been much discussion in the recent literature on the competition between heating and cooling in galaxy groups and clusters. The current consensus is that heating from AGN is approximately sufficient to offset cooling losses in observed cool core clusters (e.g., McNamara and Nulsen, 2007). However, observed present-day AGN power output seems energetically incapable of explaining the large number of systems that do not possess cool cores (McCarthy et al., 2008b). Recent high resolution X-ray observations demonstrate that these systems have higher central entropies than typical cool core clusters (e.g., Dunn and Fabian, 2008). One way of getting around the energetics issue is to invoke an early episode of preheating (e.g., Kaiser, 1991; Evrard and Henry, 1991). Energetically, it is more efficient to raise the entropy of the (proto-)ICM prior to it having fallen into the cluster potential well, as its density would have been much lower than it is today (McCarthy et al., 2008b). Preheating remains an attractive explanation for these systems.

However, as we have seen from our idealised merger simulations, the amount of central

---

*Recent estimates suggest that ~50% of all massive X-ray clusters in flux-limited samples do not have cool cores (e.g., Chen et al., 2007). Since at fixed mass cool core clusters tend to be more luminous than non-cool core clusters, the fraction of non-cool core cluster in flux-limited samples may actually be an underestimate of the true fraction.
entropy generated in our mesh simulations is significant and is even comparable to the levels observed in the central regions of non-cool core clusters. It is therefore tempting to invoke mergers and the mixing they induce as an explanation for these systems. However, before a definitive statement to this effect can be made, much larger regions of parameter space should be explored. In particular, a much larger range of impact parameters and mass ratios is required, in addition to switching on the effects of radiative cooling (which we have neglected in the present study). This would be the mesh code analog of the SPH study carried out by Poole et al. (2006) (see also Poole et al., 2008). We leave this for future work. Alternatively, large cosmological mesh simulations, which self-consistently track the hierarchical growth of clusters, would be useful for testing the merger hypothesis. Indeed, Burns et al. (2008) have recently carried out a large mesh cosmological simulation (with the ENZO code) and argue that mergers at high redshift play an important role in the establishment of present-day entropy cores. However, these results appear to be at odds with the cosmological mesh simulations (run with the ART code) of Nagai et al. (2007) (see also Kravtsov et al., 2005). These authors find that most of their clusters have large cooling flows at the present-day, similar to what is seen in some SPH cosmological simulations (e.g., Kay et al., 2004; Borgani et al., 2006). On the other hand, the SPH simulations of Kereš et al. (2009) appear to yield clusters with large entropy cores. This may be ascribed to the lack of effective feedback in their simulations, as radiative cooling selectively removes the lowest entropy gas (see, e.g., Bryan, 2000; Voit et al., 2002), leaving only high entropy (long cooling time) gas remaining in the simulated clusters. However, all the simulations just mentioned suffer from the overcooling problem (Balogh et al., 2001), so it is not clear to what extent the large entropy cores in clusters in either mesh or SPH simulations are produced by shock heating, overcooling, or both. All of these simulations implement different prescriptions for radiative cooling (e.g., metal-dependent or not), star formation, and feedback, and this may lie at the heart of the different findings. A new generation of cosmological code comparisons will be essential in sorting out these apparently discrepant findings. The focus should not only be on understanding the differences in the hot gas properties, but also on the distribution and amount of stellar matter, as the evolution of the cold and hot baryons are obviously intimately linked. Reasonably tight limits on the amount of baryonic mass in the form of stars now exists (see, e.g., Balogh et al., 2008) and provides a useful target for the next generation of simulations. At present, merger-induced mixing as an explanation for intrinsic scatter in the hot gas properties of groups and clusters remains an open question.
Secondly, we have learnt a great deal about the nature of gas accretion and the development of hot gas haloes from SPH simulations of the universe. Since we now see that these simulations may underestimate the degree of mixing that occurs, which of these results are robust, which need revision? For example, Kereš et al. (2005) (among others) have argued that cold accretion by galaxies plays a dominant role in fuelling the star formation in galaxies. Is it plausible that turbulent eddies could disrupt and mix such cold streams as they try to penetrate through the hot halo? We can estimate the significance of the effect by comparing the Kelvin-Helmholtz timescale, \( \tau_{\text{KH}} \), with the free-fall time, \( \tau_{\text{FF}} \). The KH timescale is given by (see, e.g., Nulsen, 1982; Price, 2008)

\[
\tau_{\text{KH}} \equiv \frac{2\pi}{\omega} \tag{6.7}
\]

where

\[
\omega = k \frac{(\rho \rho')^{1/2} v_{\text{rel}}}{\rho + \rho'} \tag{6.8}
\]

and \( \rho \) is the density of the hot halo, \( \rho' \) is the density of the cold stream, \( k \) is the wave number of the instability, and \( v_{\text{rel}} \) the velocity of the stream relative to the hot halo. If the stream and hot halo are in approximate pressure equilibrium, this implies a large density contrast (e.g., a \( 10^4 \) K stream falling into a \( 10^6 \) K hot halo of a Milky Way-type system would imply a density contrast of 100). In the limit of \( \rho' \gg \rho \) and recognising that the mode responsible for the destruction of the stream is comparable to the size of the stream (i.e., \( k \sim 2\pi/r' \)), eqns. (6.7) and (6.8) reduce to:

\[
\tau_{\text{KH}} \approx \frac{r'}{v_{\text{rel}}} \left( \frac{\rho'}{\rho} \right)^{1/2} \tag{6.9}
\]

Adopting \( \rho'/\rho = 100, r' = 100 \) kpc, and \( v_{\text{rel}} = 200 \) km/s (perhaps typical numbers for a cold stream falling into a Milky Way-type system), we find \( \tau_{\text{KH}} \sim 5 \) Gyr. The free-fall time, \( \tau_{\text{FF}} = R_{\text{vir}}/V_{\text{circ}}(R_{\text{vir}}) \) [where \( R_{\text{vir}} \) is the virial radius of main system and \( V_{\text{circ}}(R_{\text{vir}}) \) is the circular velocity of the main system at its virial radius], is \( \sim 1 \) Gyr for a Milky Way-type system with mass \( M_{\text{vir}} \sim 10^{12}M_\odot \). On this basis, it seems that the stream would be stable because of the large density contrast in the flows. It is clear, however, that the universality of these effects need to be treated with caution, as the free-fall and KH timescales are not vastly discrepant. High resolution mesh simulations (cosmological or idealised) of Milky Way-like systems would provide a valuable check of the SPH results.
Finally, the SPH method has great advantages in terms of computational speed, effective resolution and Galilean invariance. Is it therefore possible to keep these advantages and add additional small scale transport processes to the code in order to offset the suppression of mixing? Wadsley et al. (2008) and Price (2008) have presented possible approaches based on including a thermal diffusion term in the SPH equations. Although the approaches differ in their mathematical details, the overall effect is the same. However, it is not yet clear how well this approach will work in cosmological simulations that include cooling (and feedback), since the thermal diffusion must be carefully controlled to avoid unphysical suppression of cooling in hydrostatic regions (e.g., Dolag et al., 2005). One possibility might be to incorporate such terms as a negative surface tension in regions of large entropy contrast (Hu and Adams, 2006). An alternative approach is to combine the best features of the SPH method, such as the way that it continuously adapts to the local gas density and its flow, with the advantage of a Riemann based method of solving the fluid dynamic equations (e.g., Inutsuka, 2002).

Clearly, there is a great need to find simple problems in which to test these codes: simple shock tube experiments are not sufficient because they do not include the disordered fluid motions that are responsible for generating the entropy core. Idealised mergers represent a step forward, but the problem is still not sufficiently simple that it is possible to use self-similar scaling techniques (e.g., Bertschinger, 1985, 1989) to establish the correct solution. One possibility is to consider the generation of turbulent eddies in a fluctuating gravitational potential. We have begun such experiments, but (although the fluid flow patterns are clearly different) simply passing a gravitational potential through a uniform plasma at constant velocity does not expose the differences between SPH and Eulerian mesh based methods that we see in the idealised merger case. We will tackle the minimum complexity that is needed to generate these differences in a future paper.

6.7 Afterword

6.7.1 Does Numerical Noise in the Particle-Mesh Approach Induce Excess Mixing in AMR Codes?

It is a well known fact that flows where the kinetic energy greatly dominates the internal energy, i.e. those that are very cold and move supersonically with respect to the mesh, often exhibit spurious heating in adiabatic regions of the flow (see, e.g. Ryu et al., 1993; Bryan et al., 1995). This arises from finite discretisation errors that lead to small amounts
of dissipation occurring within the cold gas. As any small advection errors within a numerical scheme can result in kinetic energy instantly being transferred to the internal energy, it leads to inaccurate temperatures and internal energies. As gravitational collapse in early structure formation involves large amounts of cold gas moving at high velocities, this problem can become quite significant. To overcome this, \textit{FLASH} separately evolves the internal energy whenever it falls below a given fraction of the kinetic energy ($10^{-4}$ by default) instead of obtaining it from the difference between the total and kinetic energy. This ensures that rounding errors are minimised, allowing for correct energy evolution.

Since the publication of the other material in this chapter (i.e. that which was published in Mitchell et al., 2009), a new Galilean invariant moving mesh code, \textit{AREPO}, has been released. In Springel (2010), the author claims that the code is able to reduce spurious entropy generation due to weak shocks and that it is these weak shocks that represent the excess entropy generation in AMR codes. If correct, this result could help us to ascertain the correct amount of entropy generation that should occur within cosmological simulations.

The new hybrid code offers the benefit of a fully Galilean invariant hydrodynamics prescription, similar to an SPH code, along with the ability to model the formation of fluid instabilities as in a conventional AMR code. I refer interested readers to Springel (2010) for a detailed description of the \textit{AREPO} code but note that it makes use of an unstructured mesh generated using Voronoi tessellation and each cell has roughly equal mass. The code allows for advection of mass, momentum and energy using the Euler equations for compressible fluid flow like an AMR code and incorporates the use of a Riemann solver. However, similar to an SPH code the cells are able to advect with the bulk fluid flow and it refines dynamically in regions of increasing density. \textit{AREPO} therefore seems ideally suited for cosmological applications where bulk velocities can become highly supersonic and refinement is often best concentrated in the densest regions.

Springel (2010) claims that spurious generation of entropy occurs within AMR codes when collisionless systems such as stars and dark matter which dominate the gravitational potential, are represented by a discrete mass distribution. This produces a relatively noisy gravitational potential with bumpy regions resulting from the discretised mapping of particle properties to the mesh. When coupled to the hydrodynamics, this drives stochastic mixing of the gas and spurious entropy generation as the hydrodynamics dissipate the small scale velocity fluctuations. This is most likely suppressed in an SPH code due to the smoothing effects of the Kernel.
Springel (2010) enables the AREPO code to remove spurious entropy generation in these weak shocks by advecting an additional variable; an entropic function $S = P/\rho^\gamma$. The entropic function is directly related to the actual thermodynamic entropy, $S_{\text{therm}}$ by

$$
\frac{S_{\text{therm}}}{N} = \frac{3}{2} \left[ \ln \frac{S}{N} + \ln \left( \frac{2\pi m^{5/3}}{h^2} \right) + \frac{5}{3} \right]
$$

(6.10)

where $N$ is the number of atoms, $m$ their mass and $h$ is Planck’s constant. Normally the advected entropy is discarded and recalculated based on the Riemann solver output densities and pressures. This is to be expected given that the Euler hydrodynamic equations automatically deal with the generation of entropy within shocks. However, in the absence of shocks the entropy remains constant. By applying a suitable criterion, it is possible to discard the updated energy from the Riemann solver and use the advected entropy in its place to calculate the pressure and energy in regions of cold flows. Springel (2010) implements a simple Mach number criterion, comparing the greatest Mach number across the cell’s faces to a threshold Mach number. In this “entropy-energy” formalism, if the cell’s greatest Mach number is less than the threshold, then the entropy is used to update the cell’s thermodynamic quantities. In all other regions the Riemann solver solution is maintained.

To demonstrate the effect that this has upon entropy generation in cosmological simulations, Springel (2010) runs the Santa Barbara cluster in the AREPO code. He applies both the “total-energy” approach where the internal energy is based purely on the difference between the total and kinetic energy, and the above “entropy-energy” scheme using the entropy when the local Mach number falls below the threshold; $M_{\text{thresh}} = 1.1$. The resulting entropy as a function of radius is shown in the right hand panel of figure 6.11 (plot obtained from figure 45, Springel, 2010) along with the results from the original Santa Barbara code comparison displayed in the left hand panel (plot obtained from figure 18, Frenk et al., 1999). The green, red and dark blue lines in the right hand panel (RHP) of figure 6.11 show the “entropy-energy” implementation in AREPO at different levels of resolution; $32^3$, $64^3$ and $128^3$ cells respectively and clearly show good convergence. The open blue circles represent the high resolution $128^3$ run using the “total-energy” formalism whilst the light blue diamonds represent the results obtained from the GADGET-2 SPH code using $128^3$ particles.

The different symbols in the left hand panel (LHP) of figure 6.11 correspond to the entropy values obtained by different authors using different SPH and AMR codes (see legend).
The simulations of Couchman (*Hydra*), Jenkins & Pearce (parallel *Hydra*), Evrard (SPH *P³M*), Navarro (*Grape* + SPH), Steinmetz (*Grape* + SPH), Owen (Adaptive SPH), Wadsley (*P³M* SPH) and Gnedin (Smooth Lagrangian Hydrodynamics) represent different SPH implementations. The simulations of Cen (*TVD*), Pen (Moving Mesh Hydrodynamics), Yepes (*PM-FCT*) and Bryan (*SAMR* - predecessor to the *ENZO* code presented in Chapter 4) represent different AMR codes. I refer the reader to Frenk et al. (1999) for a detailed description of each code. It is worth noting that the simulations of Jenkins & Pearce are performed in the parallel Hydra code which was found in chapter 4 to produce excellent agreement with the *GADGET-2* code. This is evident from the strong correlation between the 128³ *GADGET-2* simulation in the RHP of figure 6.11 and the Hydra results in the LHP (open stars).

Comparison of the different energy schemes in the moving mesh code reveals that whilst both produce higher entropy cores than in SPH, the “energy-entropy” method is able to cut the entropy generation relative to the “total-energy” implementation by over $\sim 40\%$. This brings the “entropy-energy” results much closer into line with SPH. Springel (2010) claims that this reduction in the entropy generated is conclusive proof that weak shocks due to noisy gravitational potentials lead to spurious generation of entropy within AMR codes. However I find that simulations run with a smoothed dark matter distribution using Paul Ricker’s “*SmoothMapParticlesToMesh*” routine (see chapter section 2.4) give identical entropy profiles. As this removes small scale anisotropies brought on through the mapping of discrete particle properties to the mesh, it would suggest that such local variations in the gravitational potential are not responsible for driving the increased mixing seen in the mesh codes. It also worth noting that the entropy core in the *AREPO* “total-energy” implementation is $\sim 20\%$ higher than in the *SAMR* code. Clearly this requires more careful investigation.

To conclusively determine whether the collisionless component generates an excess of weak shocks, we perform mergers between clusters composed entirely of gas. These simulations use the same default cluster setup but adopt clusters composed purely of gas instead of a realistic mixture both of gas and dark matter. The gas maintains a power-law profile as before but now constitutes the total mass of the cluster (i.e. the Baryon fraction is increased to one). This allows for the removal of the discrete collisionless component and ensures that the gravitational potential is modelled on the same grid as the hydrodynamic flow. Clearly if the mapping of particle properties to and from the mesh induces numerical noise, leading to spurious mixing and entropy generation, then gas-only simulations should
Figure 6.11: Plots of entropy as a function of radius for the Santa Barbara code comparison using different SPH and AMR codes (left hand panel, figure 18 from Frenk et al., 1999) and for the cluster run with the AREPO moving mesh code (right hand panel, figure 45 from Springel, 2010). Different symbols in the left hand panel (LHP) of correspond to profiles obtained by different authors using different SPH and AMR codes (see legend). The SAMR code of Bryan is predecessor to the ENZO AMR code. The simulations of Jenkins & Pearce (open stars) use the parallel SPH Hydra code which according to chapter 4 agrees well with GADGET-2. This is evident from the excellent agreement between the 128\(^3\) particle GADGET-2 simulation in the RHP (light blue diamonds) and Hydra in the LHP (open stars). The green, red and dark blue lines in the right hand panel (RHP) show the “entropy-energy” implementation in AREPO at different levels of resolution; 32\(^3\), 64\(^3\) and 128\(^3\) cells respectively. Open blue circles represent the high resolution 128\(^3\) run using the “total-energy” formalism. Both static and moving mesh codes generate entropy cores with the “total-energy” AREPO implementation agreeing to within \(\sim \pm 20\%\) with the SAMR results. The AREPO “entropy-energy” implementation has a much lower entropy core closer inline with the SPH codes which lack a core.
possess much smaller cores. The resulting entropy at time $t = 10 \, \text{Gyr}$, normalised to the initial profile at time $t = 0 \, \text{Gyr}$ is plotted in figure 6.12 as a function of the fraction of the enclosed gas mass. The gas-only runs for $\text{FLASH}$ (blue) and $\text{GADGET-2}$ (green) are plotted along side the default $\text{FLASH}$ simulation (red) which includes a realistic mixture of gas and dark matter. Clearly, not only does the $\text{FLASH}$ gas-only run generate a large entropy core within the central ten percent of the total cluster gas mass, its amplitude is much greater than for the default simulation. The $\text{GADGET-2}$ simulation on the other hand converges upon a similar solution to the default configuration with a collisionless component. Thus the amplitude of the entropy difference between SPH and AMR cores is more than doubled when using a pure hydrodynamic implementation.

Based upon these results it is clear that the collisionless component plays no significant role in the generation of these entropy cores. This would seem to be supported by the comparatively slow convergence of the dark matter (§ 6.5.1) relative to the entropy (§ 6.4.1). Interestingly it is noted by Springel (2010) that during purely hydrodynamic simulations of the formation of a Kelvin-Helmholtz instability, the new $\text{AREPO}$ code demonstrates less mixing than that of a static AMR code. As this test lacks any gravity to generate weak shocks, it would appear that the difference in the levels of mixing and thus entropy generation, is a fundamental property of the hydrodynamic implementation. It is currently unknown which of the two mesh types provides a more accurate result; is the structured AMR mesh too inflexible to correctly follow the fluid flow or do the unstructured mesh faces bias the flow direction and suppress the formation of vortices? Clearly further detailed study into these effects is required before we can truly ascertain the correct solution. However I can confirm that the increased generation of entropy in the formation of our simulated clusters does not occur due to the presence of a noisy gravitational potential from mapping of particle properties to the mesh.

### 6.7.2 Conclusion

Determining the correct physical level of mixing may prove to be non-trivial. Springel (2010) has claimed that the level of mixing in AMR codes is too high based upon evidence from his new Galilean invariant mesh code, $\text{AREPO}$. When he runs the Santa Barbara cluster in $\text{AREPO}$ he finds that the entropy generation is less than in conventional fixed mesh codes, though still greater than in the $\text{GADGET-2}$ SPH code. He claims the greater entropy generation in AMR codes is caused by spurious noise in the gravitational potential as particle properties are mapped to the mesh. This drives stochastic mixing and weak
Figure 6.12: A plot demonstrating the effect of running with and without a particle based dark matter component in *FLASH* and *GADGET-2*. The entropy of the enclosed gas mass at time $t = 10$ Gyr normalised to the initial entropy at time $t = 0$ Gyr is plotted as a function of enclosed gas mass. The default *FLASH* simulation (blue line) contains a realistic mix of both gas and dark matter whilst the red and green lines correspond to *FLASH* and *GADGET-2* runs using clusters composed entirely of gas. These have the same total mass, initial power-law entropy profile and collision setup but lack the addition of any particle components. The gas only run in *GADGET-2* reproduces results for runs with both gas and dark matter indicating no change in the entropy generated whilst the difference between *FLASH* and *GADGET-2* more than doubles when the gas fraction is increased to one. Clearly a noisy gravitational potential due to the mapping of particle properties to the mesh is not responsible for the cores in AMR simulations.
shocks. In SPH codes these weak shocks would be suppressed by the smoothing Kernel. By implementing an “energy-entropy” scheme which is able to update the hydrodynamic variables in regions of weak shocks using the conserved entropy in place of the Riemann solution, he is able to largely suppress most of the entropy generation. Currently the switch between using the entropy and the Riemann solution to update the hydrodynamic variables is based on an arbitrary Mach number threshold.

We test this hypothesis by running gas only cluster mergers with no particle based dark matter component. If the noise in the gravitational potential is responsible for the excess entropy in the AMR codes then this should result in a large decrease in the core amplitude. However we find that the entropy difference between the two codes is amplified, offering firm proof that the generation of entropy is not due to noise in the gravitational potential but more an intrinsic property of the hydrodynamic implementation. Indeed it is interesting to note that for simple Kelvin-Helmholtz tests in AREPO, Springel (2010) finds that the moving mesh code generates less mixing than a conventional AMR code, an effect which is currently not understood.
Chapter 7

Sub-Grid Models for Star Formation in FLASH

7.1 Introduction

Star formation is perhaps the greatest observable property of any galaxy and most modern surveys have thrown up a wealth of information on their luminosities and spectral types. Recent works have shown a deep interest in the ability of supernovae to help regulate cooling and star formation in galaxies in an effort to improve properties of model galaxies (see, e.g., Booth et al., 2007; Dalla Vecchia and Schaye, 2008; Dubois and Teyssier, 2008; Schaye et al., 2010).

Supernova driven winds may reduce the production of new stars and help regulate star formation over the lifetime of the galaxy. However the resolution necessary to self-consistently model them is beyond current capabilities. Galaxies are typically tens of thousands of kilo-parsecs across whilst the coalescence of multiple supernova driven bubbles barely spans $\sim 200$ pc. An isolated galaxy simulation will therefore need to resolve more than two orders of magnitude to correctly resolve individual superbubbles. To scale such simulations up to cosmological scales spanning many giga-parsecs would require hardware beyond what is currently available. To overcome such limitations it is necessary to adopt sub-grid prescriptions. These allow us to overcome resolution limitations but require us to iterate simulations until they reproduce observations.

An increasing number of investigations are beginning to show major differences between the relative performance of different hydrodynamic implementations. Agertz et al. (2007) for instance has highlighted the spurious suppression of instabilities in SPH codes which AMR codes are able to resolve and the work I present in chapter 6 has shown how significant the different levels of mixing in the two codes can be when performing
mergers. As models are often validated or refuted through comparison to work by the wider scientific community, this mandates the comparison of different sub-grid models embedded in different hydrodynamic implementations. Given we now know that various hydrodynamic codes perform differently at a fundamental level, it raises the question as to whether identical sub-grid models will yield the same results when run in different codes? If there are indeed differences implicit to the numerical schemes then it presents considerable problems when trying to compare them. As the current public release version of FLASH lacks any modules for star formation and cooling, I will attempt to tackle these two issues simultaneously. I will implement sub-grid models for cooling, star formation and supernova feedback into the FLASH AMR code in as near identical fashion to those in the GADGET-2 SPH code and contrast the results. This will allow for a better understanding of the different hydrodynamics algorithms and any potential limitations that they may face.

I will structure this chapter as follows. In § 7.2 I describe the star formation recipe of Schaye and Dalla Vecchia (2008) along with my motivation for adopting it. I will outline the polytropic equation of state that Schaye and Dalla Vecchia (2008) use to model the unresolved multi-phase ISM in § 7.2.1 and explain their choice of parameters. I will also briefly outline the cooling routines that they use in § 7.2.2.

In § 7.3 I describe the difficulties faced when implementing their SPH star formation model into the FLASH AMR code and the solutions I adopt along with preliminary tests to evaluate its performance (§ 7.4).

In § 7.5 I summarise the initial conditions used in the model disk galaxy simulations which Schaye and Dalla Vecchia (2008) uses to test their star formation prescription. Small modifications are required to enable FLASH to run the model disk galaxy which I detail in § 7.6 and I contrast the results from FLASH and GADGET-2 in § 7.7. I conclude my findings in § 7.8.

### 7.2 Star Formation of Schaye and Dalla Vecchia (2008)

One of the most sophisticated star formation models currently available is that of Schaye and Dalla Vecchia (2008). Implemented into state-of-the-art cosmological simulations run by the Virgo Consortium; the Galaxies-Intergalactic Medium Interaction Calculation (GIMIC, see chapter 1.7.5 Crain et al., 2009) and the Over-Whelmingly Large Simulations (OWLS, see Schaye et al., 2010; Navarro et al., 2009), it allows any arbitrary star formation
law written in terms of surface densities to be accurately reproduced within a three dimensional simulation. Part of my motivation for using the same sub-grid physics in FLASH as in the OWLS and GIMIC simulations, is that it would permit FLASH to self-consistently follow on from their high-redshift outputs, allowing smaller and more detailed simulations to be built upon their cosmological framework.

Observationally, Kennicutt and Schmidt showed that the projected surface star formation density for galaxies per unit time, $\dot{\Sigma}_*$, when averaged over large scales follows the empirical relation in equation (7.1) where $\Sigma_{g,c}$ is the threshold surface density below which star formation ceases (see, e.g., Kennicutt, 1998a,b; Kennicutt et al., 2007, 2009).

$$\dot{\Sigma}_* = \begin{cases} 
0 & \text{if } \Sigma_g < \Sigma_{g,c} \\
A(\Sigma_g/1M_\odot pc^{-2})^n & \text{if } \Sigma_g \geq \Sigma_{g,c}
\end{cases} \quad (7.1)$$

The results from Kennicutt (1998b) are shown in figure 7.1 for a sample of 97 spiral galaxies spanning five orders of magnitude. Kennicutt (1998b) clearly showed that there was a strong linear relation in logarithmic space between the star formation rate and surface gas density of galaxies. He found the data was best fit by the relation

$$\dot{\Sigma}_* = (2.5 \pm 0.7) \times 10^{-4}M_\odot yr^{-1} kpc^{-2} \left(\frac{\Sigma_g}{1M_\odot pc^{-2}}\right)^{(1.4\pm0.15)} \quad (7.2)$$

This relation was found to hold for a range of galaxies, from strong star bursts (black filled squares in figure 7.1) to relatively quiet quiescently forming disk galaxies (dark filled circles in figure 7.1). The exponent, $n$, and the normalisation, $A$, are the two variable parameters that we adopt in our sub-grid star formation recipe and can be changed to fit any observed Kennicutt-Schmidt style star formation law. This relation can also be expressed in terms of a gas consumption timescale

$$t_g = \frac{\Sigma_g}{\dot{\Sigma}_*} = A^{-1} \left(1M_\odot pc^{-2}\right)^n \Sigma_g^{(1-n)}$$

$$= (4 \pm 1) \times 10^{9}yr \left(\frac{\Sigma_g}{1M_\odot pc^{-2}}\right)^{-(0.4\pm0.15)} \quad (7.3)$$

Early theoretical work by Toomre (1964) described the onset of gravitational instability in an arbitrary, highly flattened stellar system that is differentially rotating. He derived the two following stability criteria for a gas disk (7.4) and for a stellar disk (7.5):

$$Q = \frac{c_s k}{\pi G \Sigma_g} > 1 \quad (7.4)$$

$$Q = \frac{\sigma_R k}{3.36G \Sigma_*} > 1 \quad (7.5)$$
Figure 7.1: Surface star formation rate plotted against gas surface density from Kennicutt’s study of 97 spiral galaxies. The study shows the composite star formation law for normal disk (solid circles) and starburst (squares) galaxy samples. Open circles show the star formation rates and gas densities for the centres of the normal disk galaxies. Plot reproduced from figure 6 in Kennicutt (1998b).
where $c_s$ is the sound speed, $k$ is the epicyclic-frequency of the perturbation, $\sigma_R$ is the radial velocity dispersion, $G$ the gravitational constant, $\Sigma_g$ the surface gas density of the disk and $\Sigma_*$ the stellar surface density. Both formulae show similar behaviour between a gas and collisionless stellar component. If the Toomre parameter $Q$ is less than one then both pressure and rotational support are insufficient to prevent the growth of instabilities (see Toomre, 1964; Binney and Tremaine, 1987). Toomre’s criterion was substantiated with observational evidence when Kennicutt (1989) compared a sample of 15 disk galaxies and found $Q \approx 2$, and later by Martin and Kennicutt (2001) who obtained $Q \approx 1.89$ for a sample of 32 galaxies.

Schaye (2004) explains the sharp cut-off in the star formation rate as a sudden phase transition between a single phase warm ISM to a multi-phase ISM. As material cools below $10^4$ K to form molecular clouds, it reduces the thermal velocity dispersion and thus the effective Toomre $Q$ value. Thus “hot” disks can be summarised as having large velocity dispersions and high $Q$, whilst “cool” disks have low dispersion and low $Q$. The existence of thermal-gravitational instabilities requires that most star formation recipes include both a density and temperature (or pressure) threshold.

As molecular clouds are very compact relative to the volumes they occupy, their collisional cross section is extremely small and thus to a large extent they can be treated as collisionless. To this end the star forming phase of the ISM is effectively self-gravitating. As observations show that the gas fraction in most galaxies is observed to be very low ($f_g \leq 0.3$, see McGaugh and de Blok, 1997) a proportion of which in the form of molecular clouds, it becomes clear that most of the mass in a galactic disk is in either a collisionless stellar or molecular cloud form. Based upon this Schaye and Dalla Vecchia (2008) relate the Kennicutt-Schmidt surface density law to a volume density law by assuming that if self-gravity is important then the density will typically fluctuate over the local Jeans length scale. For self-gravitating disks, this implies that the scale height of the disk will be of order the local Jeans scale and thus the gas column density is of order the “Jeans column density.”

$$\Sigma_g \sim \Sigma_{g,J} \equiv \rho_g \lambda_J \quad (7.6)$$

$$= \left( \frac{\gamma k_B}{\mu G X} \right)^{1/2} (f n_H T)^{1/2} \quad (7.7)$$

$$= \left( \frac{\gamma}{G} \right)^{1/2} (f_g P_{tot})^{1/2} \quad (7.8)$$

where $\gamma$ is the ratio of specific heats, $X$ the hydrogen mass fraction, $f \equiv f_g/f_{th}$, with $f_g$ the
mass fraction in gas (within a scale height of the gas) and $f_{th}$ the fraction of the mid-plane pressure that is thermal. $P_{tot}$ is the total mid-plane pressure including both thermal and non-thermal pressure components. Using equation (7.7), assuming a gas fraction $f_g = 0.3$ and a mean molecular weight of $\mu = 0.59$ (most of the gas is assumed ionised around the star forming threshold), it is possible to convert the observed density cut-off of $\Sigma_{g,c} = 7.3 M_\odot \, pc^{-2}$ into a volume number density of $\rho_{g,c} = 1.672 \times 10^{-25} \, g \, cm^{-3}$ (equivalent to $n_H = 0.1 \, cm^{-3}$) along with a pressure threshold of $P_{tot,c}/k_B = 2.3 \times 10^3 \, cm^{-3} \, K$.

Using equation (7.8), the gas consumption timescale (7.3) can be written as

$$t_g = A^{-1} (1M_\odot \, pc^{-2})^n \left( \frac{\gamma f_g P_{tot}}{G} \right)^{(1-n)/2}$$

thus the Schmidt law can be written as

$$\dot{\rho}_* \equiv \frac{\rho_g}{t_g} = A (1M_\odot \, pc^{-2})^{-n} \left( \frac{\gamma f_g P_{tot}}{G} \right)^{(n-1)/2} \rho_g$$

where $t_g$ is the gas consumption timescale. The mass of stars which are formed in a particular cell over a given timestep is

$$\dot{m}_s \equiv \frac{m_g}{t_g} = m_g \frac{\dot{\rho}_*}{\rho_g} = A (1M_\odot \, pc^{-2})^{-n} m_g \left( \frac{\gamma f_g P_{tot}}{G} \right)^{(n-1)/2}$$

where $m_g$ represents the cell or particle gas mass for which we are computing $\dot{m}_s$. The number of stars formed is then determined through a stochastic approach. The SPH prescription determines the probability of converting an entire gas particle of mass $m_g$ into a star particle in a timestep of size $\Delta t$ to be

$$Prob = \min \left( \frac{\Delta t}{t_g}, 1 \right) = \min \left( \frac{\dot{m}_s \Delta t}{m_g}, 1 \right)$$

where the mass of the star and gas particle are identical.

As the Schaye and Dalla Vecchia (2008) star formation recipe outlined above is derived through analytic relations, only two parameters exist, the Kennicutt-Schmidt law exponent, $n$, and the normalisation, $A$. As these values are constrained observationally, there exist no “free” parameters which can be varied by the user until the model reproduces some set of observations. Schaye and Dalla Vecchia (2008) demonstrates that this lack of free parameters is a key advantage with their model successfully reproducing the input star formation law irrespective of the chosen equation of state. This will prove to be
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extremely advantageous when running very large simulations since it will remove the need to run several different star formation laws in the hope that one will mimic observations. As a result it has been adopted as the star formation recipe of choice for the GIMIC and OWLS simulations.

7.2.1 Modelling the Multiphase ISM with a Polytropic Equation of State

Hubble space telescope images of the Eagle and Horse head nebula clearly reveal an intricate web of sub-structures with very dense molecular clouds enshrouding the next generation of proto-stars, interspersed with hot stellar winds and supernova driven gas outflows. Simulations which fail to resolve these sub-parsec scale regimes typically represent this multiphase interstellar medium as a single fluid with a mean density, temperature, internal energy and pressure. Supernova driven winds should drive mass out through the under-dense channels between compact molecular clouds, but if the multiphase ISM is represented by a single fluid then the steep density contrasts are lost and ejected material may experience greater resistance as it attempts to leave the nebula. In addition we cannot resolve the peak densities that molecular clouds collapse down to before forming stars. Thus any density thresholds that we impose must correspond to spatial averages in order to make any physical sense.

Resolving the multi-phase ISM in the simple disk galaxy simulations presented in this chapter, would require a minimum of ten levels of refinement to resolve 100 parsec diameter molecular clouds. At this level of resolution at least three cells would be placed across them. Although it is hard to predict the exact pattern of refinement for such a simulation, a uniform mesh would require more than eleven terabytes of memory. Naturally it is hoped that the adaptive nature of the AMR code would be able to reduce the need for a uniform mesh and reduce memory consumption, but nevertheless the calculation with current resources would prove unfeasible. This would be especially true if we wished to extend the simulation up to galaxy group and cluster scales.

To compensate for our current inability to self-consistently model the multiphase medium, polytropic equations of state are often adopted (see, e.g., Yepes et al., 1997; Springel and Hernquist, 2003; Ocvirk et al., 2008; Dubois and Teyssier, 2008). These approximate the pressure generated due to sub-grid processes as a simple function of density with a given polytropic index, \( \gamma_{\text{eff}} \):
\[ P_{\text{tot}} = P_{\text{tot},c} \left( \frac{\rho_g}{\rho_{g,c}} \right)^{\gamma_{\text{eff}}} \]  

(7.14)

Here the total pressure, \( P_{\text{tot}} \), represents both the thermal and non-thermal pressure contributions within the disk. The thermal pressure component due to the gas as used by the hydrodynamic algorithms is given by \( P_{\text{th}} = f_g P_{\text{tot}} \). A comparison can be made to the normal equation of state for an ideal gas

\[ P = \rho \varepsilon_{\text{int}} (\gamma - 1) \]  

(7.15)

which scales proportionally to density and has a dependence upon the internal energy, \( \varepsilon_{\text{int}} \), and thus temperature. It is important to note that the ratio of specific heats, \( \gamma \) and the polytropic index, \( \gamma_{\text{eff}} \), are not necessarily the same. A lack of dependence upon temperature in the polytropic equation of state is preferred as it is not clear what effective temperature a multi-phase medium composed of both hot and cold gas phases should have.

In order for material to pass onto the effective equation of state, its density must exceed the star forming threshold density, \( \rho_{g,c} \) and its temperature must have dropped below a threshold temperature, \( T_c \), which Schaye and Dalla Vecchia (2008) set to \( 10^5 K \). They stress that the results are insensitive to the exact value chosen for the temperature threshold as long as it lies between the point in most simulations where the cooling time from the numerical cooling routines rises sharply (\( \sim 10^4 K \)) and where it is a minimum (\( 10^5 K \)). For consistency I maintain the same temperature and density thresholds in \textit{FLASH} as Schaye and Dalla Vecchia (2008) do in \textit{GADGET-2}.

The value of the polytropic index directly controls the amount of pressure support against gravitational collapse and as such its value should be carefully chosen. For a polytropic equation of state as in equation (7.14), substitution into the Jeans equation (1.24) reveals that the Jeans length and mass scale as

\[
\lambda_J \propto f_g^{1/2} \rho_g^{(\gamma_{\text{eff}}-2)/2} \\
M_J \propto f_g^{3/2} \rho_g^{(3\gamma_{\text{eff}}-4)/2}
\]  

(7.16)

Thus a value for \( \gamma_{\text{eff}} = 2 \) gives a constant Jeans length and a Jeans mass, \( M_J \propto \rho_g \). For \( \gamma_{\text{eff}} \geq 2 \) self gravity alone should be insufficient to promote further collapse. For \( 4/3 < \gamma_{\text{eff}} < 2 \) gas clouds should be able to collapse without fragmenting whilst for \( \gamma_{\text{eff}} < 4/3 \) collapse can occur with the possibility of fragmentation.

Schaye and Dalla Vecchia (2008) opt to implement a value of \( \gamma_{\text{eff}} = 4/3 \) in order to give a Jeans mass which is independent of the gas density and a Jeans length that scales...
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as $\lambda_J \propto \rho_g^{-1/3}$. In SPH this proves to be important as the spatial resolution scales with the SPH smoothing Kernel and it in turn can be fixed so as to ensure that it scales in-line with the Jeans length. As the SPH smoothing Kernel $h \propto (m_g/\rho_g)^{1/3} \propto (m_g/M_J)^{1/3} \lambda_J$ then for a suitable choice of the particle mass, $m_g$, as the ratio of $m_g/M_J$ is independent of density, then so too is $h/\lambda_J$.

As gas collapses and is crushed to greater densities, the cooling rate will increase and thus the pressure will drop rapidly. By making the polytropic equation of state dependent purely on the density, it ensures that increased density leads to an increase in the pressure which resists collapse. This resists an unphysical runaway collapse scenario. The excess pressure relative to a standard ideal equation of state represents the radiative contributions from stars and the energy injection from supernova which support the ISM. High resolution simulations would require radiative transfer in order to fully incorporate these effects.

7.2.2 Metal Dependent Cooling

In order to incorporate the effects of metal dependent cooling, Schaye and Dalla Vecchia (2008) chose to implement the cooling routines of Wiersma et al. (2009). These make use of pre-calculated cooling rates obtained using the CLOUDY code (Ferland et al., 1998), tabulated for a range of different densities, temperatures and metallicities. They include all of the atomic processes outlined in § 1.3.3 along with the effects of a meta-galactic ionising UV/X-ray background which can ionise heavy elements and reduce the effective cooling rates by up to an order of magnitude for temperatures and densities typical of the shock heated ISM. As the cooling rate within a given particle or cell is obtained by simple interpolation from the values within the cooling table, the routines are highly efficient allowing them to be used for very large simulations. In addition, this also makes them very easy to implement into the FLASH code for which I confirmed the obtained and expected cooling rates for a series of densities, temperatures and metallicities.

7.3 Implementing Star Formation in FLASH

Although simple to implement in an SPH code, correct implementation of the star formation routines in the FLASH code is non-trivial due to fundamental differences in the two hydrodynamic schemes. SPH codes benefit from identical fixed particle masses for the gas and stars whereas the mass of gas in an AMR code’s cell varies depending upon density
and resolution. As a consequence it is possible for very small, highly refined cells in dense star forming regions to have masses smaller than those of the star particles. If we formed the star particle then it would result in unphysical negative densities as mass is removed from the cell. This would lead to a loss of convergence in the Riemann solver. If however we choose not to produce stars when this happens, it will lead to an underproduction of stars in the densest and most highly refined regions of the simulation. This manifests itself as a strong mesh dependence as I demonstrate in § 7.3.2.

The creation of star particles presents another problem not present in SPH codes. As gas particles are converted directly into stars in GADGET-2, there is no need for material to pass off of the effective equation of state. However in FLASH, once mass has been removed from a cell to form stars, the cell will be below the density threshold and should be removed from the polytropic equation of state. As I show in § 7.3.3 due to the multitude of different adiabats that the gas can cool through, this process is poorly defined.

### 7.3.1 Stochastic Approach to Star Formation

The star formation prescription of Schaye and Dalla Vecchia (2008) works well in SPH as the masses of the star and gas particles are identical. The robust nature of SPH allows for the direct conversion of gas particles into star particles ensuring that we always obtain reasonable formation probabilities. AMR codes on the other hand have variable mass cells. As a given cell may be many times more massive than the star particles it forms, it is necessary for each cell to be able to spawn multiple star particles at each timestep. Schaye and Dalla Vecchia (2008) simply propose scaling the probability according to

\[ \text{Prob} \rightarrow \text{Prob}' = \text{Prob} \frac{m_g}{m_*}. \]

(7.17)

In this case a full integer number of particles can be formed and the non-integer remainder is dealt with stochastically. An additional star particle will be formed if the remainder is greater than a number drawn at random from a uniform distribution of numbers between 0 and 1. This should lead to the correct number of stars being formed providing that the sampling statistics are adequate. In practice I find that it typically leads to RMS deviations between the final total expected and formed stellar masses, of order a few percent. I opt out of using variable mass star particles in order to constrain the number of very low mass particles that we produce, to ensure I use the same star particle masses as the SPH simulations of Schaye and Dalla Vecchia (2008) and to ensure that we do not encounter any two body heating effects brought on by small mass particles orbiting much
higher mass particles (see Steinmetz and White, 1997).

This scheme can be improved upon by instead drawing a random number from a Poisson distribution with mean equal to the probability given by equation (7.17). This integer random number then determines the number of star particles to be made. Averaging over time should therefore give the correct total stellar mass. For my fiducial simulations, this resulted in an RMS deviation between the final total stellar mass actually formed ($\sum m_*$) and that expected over the duration of the simulation ($\int_{t_{\text{sim}}} m_* \, dt$) of less than 0.49%, giving good agreement without the need for variable mass stars. For this reason I choose to adopt this technique for all of the simulations presented in this chapter.

Once formed, stars are allocated random positions within the cell and given the velocity of the gas on the mesh which is mapped to their positions using quadratic interpolants.

### 7.3.2 Countering Mesh Dependencies with Deficit Tracer Particles

The reduction of gas mass in a cell due to star formation presents the first hurdle that AMR codes must overcome. In SPH codes, the direct conversion of gas particles into star particles ensures that the ratio of the gas to star particle mass is of order unity and thus equation (7.17) will work well for all density regimes and at all levels of resolution. AMR codes on the other hand rely upon being able to spawn star particles of a given mass (in this case they are identical in mass to those in the SPH simulations for consistency) with the mass of the cell from which they were spawned being decreased by an equal amount. The mass of a cell in an AMR code is variable and depends upon both the density and the volume which is in turn dependent upon the refinement level. As the gas becomes denser, the Jeans length decreases forcing the AMR code to refine up. This inevitably leads to complications as cells reach high levels of star formation brought on by high densities but for which their small volumes provide insufficient mass to accommodate their star formation rates. As reducing the cell to a vacuum state or to unphysical negative densities results in the Riemann solver failing to converge, a minimum density floor, $\rho_{\text{floor}}$, must be imposed. I set $\rho_{\text{floor}} = 10^{-31}$ g cm$^{-3}$ ($n_H \approx 10^{-8}$ cm$^{-3}$) which is equal to the lowest physical density in my simulation’s gaseous halo (see § 7.6.2), yet still high enough to ensure that we do not incur Riemann solver problems.

Initial approaches which only formed stars in cells with sufficient mass, resulted in undesirable mesh effects coming into play as can be seen in the left hand panel of figure 7.2. Here the increase in density as we tend towards the centre of the disk galaxy (at $x/y = 30$ kpc) results in an increase in the resolution as we track the reduced Jeans length.
Therefore if we head away from the centre of the simulation, the density drops quickly and thus so does the mass at a given level of refinement. This results in cells becoming unable to form stars even though they are dense enough to do so. As we head further out from the centre of the simulation, the refinement level drops at $x = y = 22.5$ kpc and $37.5$ kpc, leading the cell volume to increase by a factor of eight and allowing cells to resume star formation. This obviously results in strong mesh effects being visible and renders the implementation heavily resolution dependent.

In order to overcome this resolution dependence I developed the following approach. I permit all cells that have a density above the star forming density threshold to form stars. Where cells contain insufficient mass to form the star, the density is reduced to $\rho_{floor}$ and the remaining mass required to form the star is tagged as a stellar mass deficit. This is placed on a special “mass deficit tracer” particle which is spawned by the cell at the position of the star. The mass deficit tracer particle is given the same velocity as the gas on the mesh and advects with the gas. By allowing the star to form whilst reducing the density (and thus pressure), material from neighbouring cells should flow into the cell both through gravitational attraction and diffusion. At each subsequent timestep, the density of the cell in which the mass deficit tracer particle resides is checked and any excess mass above $\rho_{floor}$ is removed until the mass deficit is repaid in full. At this point the mass deficit tracer particle is removed.

This approach removes the need to wait for individual cells to become massive enough to form stars which otherwise leads to mesh dependencies. This does temporarily increasing the effective total mass in the simulation since the deficit particles are not included in the gravity calculation. This leaves slightly more gas free to form stars than should technically be available however the effect on the total mass in the simulation is found to be extremely small. Tracer particles are only formed in regions where the gas density has been dropped to $\rho_{floor}$, preventing further star formation and they each represent only a fraction of $m_\star$. As the probability of forming a star is also linked to the cell mass (see equation 7.12), low mass cells are unlikely to produce large numbers of stars.

An alternative solution would be to remove gas evenly from neighbouring cells but this could lead to mass being removed from non-star forming regions, de-localising the consumption of gas. This scheme also presents numerical limitations. If we consider a region of dense but small cells, all of which are star forming, then the formation of stars in one cell could remove mass from the other neighbouring cells. This would then reduce their densities to below the star formation threshold. As we loop over cells in a block, stars
Figure 7.2: Plot of star particle positions of all newly formed stars since the start of the simulation for the face on disk galaxy in FLASH. The ability of mass deficit tracer particles to remove any mesh dependencies upon star formation is demonstrated. The simulation in the left hand panel prevents stars from being created in cells that have insufficient mass to form them without reducing the density below $\rho_{\text{floor}} (n_H \approx 10^{-8} \text{ cm}^{-3})$. The model in the right hand panel permits star formation in these cells and instead places the deficit on special tracer particles, to be recovered later. Clearly the left-hand panel shows strong mesh dependence with the refinement pattern being visible in the distribution of stars. The addition of deficit particles however removes this mesh dependency and a smooth distribution can be seen. (Stars present in the bulge and disk in the initial conditions are not plotted for clarity.)
would be preferentially formed in the first cells leading to further mesh dependencies. This effect could be made worse when considering cells in a dense region split across different blocks on different processors. The simultaneous formation of stars on different blocks and the reduction of mass in neighbouring cells could lead to mass being removed from guardcells. This would imply that the mass in a cell could be reduced due to local star formation and then again by star formation on a neighbouring block. Without a communication intensive algorithm to prevent this, which would again introduce mesh dependencies, it could lead to unphysical negative densities. The use of mass deficit tracer particles allows the removal of mass to arise in the regions where star formation is occurring without biasing neighbouring cell properties. As stars typically form in dense regions at the bottom of gravitational potential wells, mass will continue to flow into the cell to cancel out the deficit.

Analysis of simulations presented in § 7.7 indicated that the mean mass deficit accounted for only 0.007\% of the mass of the gas in the disk with a peak deficit of 0.01\%. This amounts to a peak mass in deficit tracer particles of 21.6 $m_\ast$ spread throughout the disk. Mass deficit tracer particles typically only last for $\sim 1.2$ Myrs, which for the average timestep of just over 100,000 years is equivalent to around only 12 timesteps. The odd exceptional deficit tracer particle remained for up to 8.4 Myrs ($\sim 84$ timesteps) but was then promptly removed from the system. These time frames are very small compared to the simulated lifetime of the disk (400 Myrs) and that of the lifetime of stars before they eventually go supernova (30 Myrs). As such they are removed before they affect important galactic dynamics. With this in mind, I conclude that the use of mass deficit tracer particles to remove resolution dependence from my numerical scheme is justified and that any adverse effects are negligible.

### 7.3.3 The Polytropic Equation of State in FLASH

In *FLASH*, material can openly mix between cells allowing material on the effective equation of state to intermix with non-star forming material. This is different to the SPH formalism where star formation is a property bound locally to each particle and thus material is either on the effective equation of state or it is not. To track which material lies on the effective equation of state I introduce a mass scalar which advects with the fluid (see chapter 2.2). The mass scalar is normalised to lie between 0 and 1 and represents the fraction of gas in a cell that lies on the effective equation of state. When this fraction drops below a user defined tracer fluid threshold (0.5 by default) as a result of
advection of material into a less dense neighbouring cell, the material is considered to have passed off the effective equation of state. The only other way to leave the polytropic equation of state is for the density to drop below the star forming threshold, $\rho_{g,c}$, after a star is created. I have modified the FLASH EOS modules to use either the polytropic or standard ideal gas equations of state based upon whether the mass scalar is above or below the tracer fluid threshold. Material can pass onto the effective equation of state after cooling reduces the temperature in the source terms module. The relative state of material is also checked prior to forming stars in the star formation module. If material is not already on the effective equation of state but is both cool and dense enough, it is moved onto it. After stars are made (if any), the density is compared to the threshold density and if below it, the material is assigned to the standard equation of state. I prevent material from passing between the two different equations of state except during these two algorithms. This ensures that the equation of state does not alter during the three successive directional sweeps in the hydrodynamics algorithm. This allows for more consistent evolution of the hydrodynamics solver.

FLASH faces the problem of determining what energy and temperature gas in a cell should have when it leaves the effective equation of state. As can be seen in figure 7.3, material on the standard equation of state for an ideal gas (black points) can cool down onto the effective equation of state along several adiabats, each with different temperature (left panel) and pressure profiles (right panel) for a given density. In the left hand panel, material towards the left, at high temperature and low density represents material in the halo. As material cools and collapses into denser structures within the disk, the temperature range narrows and funnels down onto the effective equation of state which begins at densities greater than $\rho_{g,c} = 1.627 \times 10^{-25}$ g cm$^{-3}$ ($n_H = 0.1$ cm$^{-3}$) and temperatures below $T_c = 10^4$K. Although the behaviour of the gas once on the effective equation of state is well defined (blue points), moving off the equation of state is less well defined as there is no ideal way to determine which adiabat the gas should follow. I therefore opt to update the pressure once material has left the effective equation of state by continuing to use the polytropic equation of state with the new density. By using equation (7.15) I can then calculate a new internal energy. As can be seen from the left hand panel of figure 7.3, this can lead to material which has just left the polytropic equation of state (green points) being cooler relative to some of the more energetic adiabats. It does however offer a much more robust and well defined solution. Since the cooling routines incorporate the Haardt and Madau (2001) model for the UV background radiation from galaxies and quasars,
Figure 7.3: Temperature (left panel) and the pressure as a function of the critical pressure (right panel) are plotted against density for the default disk galaxy simulation. Black points represent material governed by the ideal gas law, blue - those on the polytropic equation of state and green points - those that have recently left the effective equation of state. The density threshold for star formation is plotted (red dot-dashed line) along with the pressure threshold (red dashed line). Although behaviour of the gas is well defined on the effective equation of state (marked in blue) at \( n_H \geq 0.1 \text{ cm}^{-3} \), material can cool onto the effective equation of state across a multitude of different adiabats with different temperatures and pressures (see black points). As can be seen from the left hand panel, both the temperature and density thresholds must be obeyed in order to pass onto the effective equation of state.
these cells will be quickly heated back in line with other cells at an equivalent density (shown in black).

### 7.4 Preliminary Testing of the FLASH Modules

To check the ability of my *FLASH* star formation implementation without the complexities in a real galaxy I initially tested my star formation prescription on a grid of cells each with a different volume density. This allowed the cells to span an equivalent surface density range from the threshold density to 30 M\(_{\odot}\,\text{pc}^{-2}\) in a volume of 16 kpc\(^3\) giving cell masses between 14,131 and 890,000 M\(_{\odot}\). I evolve the simulation in the absence of any hydrodynamics, preventing gas from mixing, shocking and star particles from passing between cells. A test of the star formation schemes convergence with increasing mass resolution is shown in figure 7.4. The resulting star formation rate as a function of surface density is plotted for a suite of runs using different star particle masses covering six orders of magnitude.

In order to convert the gas volume density into a surface density I first project the gas density along the chosen observation sight line (i.e. along the z-axis). Once the density has been integrated I divide the density through by the Jeans length to get the projected surface density over a single scale length of the disk (see equation 7.6). The simulation is evolved for a single timestep (121,000 years) during which the number of star particles created is used to directly infer the star formation rate at a given surface density. The scheme shows good convergence providing that the star particle mass is kept below around 10\(^5\)M\(_{\odot}\) at which point the number of stars created in a single timestep is too low for adequate sampling statistics to be gathered. With more massive particles the quality of the fit rapidly diminishes. Below this threshold, despite a small amount of scatter which reduces in line with increasing resolution, the data for all particle masses follow the input Kennicutt-Schmidt law very well with the fit improving as the particle mass is reduced as would be expected.

The quality of the fit improves dramatically when integrating over longer timescales which lead to better sampling statistics. This is apparent from figure 7.5 for which the simulation was evolved for ten timesteps using a star particle mass of \(m_* = 10^5\) M\(_{\odot}\). The range in surface densities was also increased to span \(\Sigma_g = 1 - 100\). Although the density within the cells will decrease slightly with time, the short duration of the simulation presented here ensures that it is small. The surface density at which star formation
7. Sub-Grid Models for Star Formation in FLASH

Figure 7.4: Surface star formation rate over a single timestep as a function of surface density using varying star particle masses. The quality with which the input Kennicutt-Schmidt law and surface density threshold (red dot-dashed lines) is reproduced is very good for star particle masses between 1 and $10^4 \, M_\odot$. Clearly the numerical stability of the scheme is good until a minimum star particle mass threshold is surpassed after which sampling statistics are reduced and the quality of the fit rapidly degrades. These deviations are however restricted to short term localised deviations and when averaging over time as is shown in figure 7.5, they return the correct Kennicutt-Schmidt star formation law.
Figure 7.5: Surface star formation rate as a function of surface density. This characteristic Kennicutt-Schmidt plot exactly reproduces the input slope and threshold surface density at which star formation is observed to cut-off (red-dashed lines). The results come from a test grid of cells each with varying volume densities evolved in the absence of hydrodynamics to prevent gas and particle mixing.

truncates and the slope exactly replicate the input Kennicutt-Schmidt law. The lack of binning ensures that the threshold density gives a sharp density cut-off and removes any scatter from the plot. As I show later in §7.7 the way in which results are binned can introduce some spread into the results and smear out the sharp density cut-off but the Kennicutt-Schmidt law is consistently reproduced very well. This tests confirms the performance of the star formation algorithm in a simple unambiguous way.

7.5 Disk Galaxy Initial Conditions in Gadget

Through a comprehensive suite of disk galaxy simulations Schaye and Dalla Vecchia (2008) are able to test the performance of their star formation algorithms in the SPH code GADGET-2. The same disk galaxies are also used later to test the supernova feedback recipes of Dalla Vecchia and Schaye (2008) (§8.7). The SPH initial conditions for the tests in both papers were generated using a code provided by Volker Springel with Schaye and Dalla Vecchia (2008) and Dalla Vecchia and Schaye (2008) referring readers to Springel
et al. (2005a) for a detailed description of the algorithm. In summary the galactic disk is composed an exponential gas and stellar disk along with a stellar bulge, all of which are embedded in a live dark matter halo.

The dark matter follows a Hernquist profile (Hernquist, 1990),

$$\rho_{DM}(r) = \frac{M_{DM}}{2\pi} \frac{a}{r (r + a)^3}$$

(7.18)

with a cumulative mass profile of $$M(< r) = M_{DM}r^2/(r + a)^2$$. This form of halo profile has the advantages of matching the NFW halo fitting profile (Navarro et al., 1997) in the inner regions ($r \ll r_{200}$) whilst the mass profile actually converges at a finite radius due to the sharper decline in the outer regions. In analogy with the NFW profile, they define a halo concentration $$c = r_{200}/r_s$$ where $$r_s$$ is the scale radius of the equivalent NFW halo. The value of the constant $$a$$ is then given by

$$a = r_s \sqrt{2[\ln(1 + c) - c/(1 + c)]}$$

(7.19)

In the models presented by Schaye and Dalla Vecchia (2008), they adopt a Hernquist profile normalised to give an NFW profile with concentration $$c = 9$$ and a total mass within the virial radius equal to the total mass of the Hernquist profile. For the $$10^{12}M_\odot$$ halo used for the simulations in §7.7 this gives an NFW virial radius of 163 $$h^{-1}$$ kpc (using a value of $$h = 0.73$$). For the simulations presented in chapter 8.7 the same concentration ($$c = 9$$) is used so the $$10^{10}M_\odot$$ and $$10^{12}M_\odot$$ haloes have effective NFW virial radii of 35.1 $$h^{-1}$$ kpc and 163 $$h^{-1}$$ kpc respectively. The simulations take place inside a 20 Mpc$^3$ box.

The stellar bulge like the dark matter follows a Hernquist profile, contains 1.4% of the total mass of the system and has no net rotation. The disk, like the dark matter halo has a net spin with the halo possessing a dimensionless spin parameter $$\lambda = 0.033$$. Schaye and Dalla Vecchia (2008) adopts a disk with a radial scale length of 2.47 $$h^{-1}$$ kpc, computed by relating it to the angular momentum following Mo et al. (1998); Springel et al. (2005a) where the circular velocity at the virial radius is 163 kms$^{-1}$. The stellar bulge has a scale length one tenth of that of the disk. The disk contains both four percent of the total angular momentum and four percent of the total mass of the system. The stellar disk has a vertical profile given by an isothermal sheet with a constant scale height ten percent of that of the radial disk ($0.247$$h^{-1}$$ kpc). The vertical gas distribution is setup in hydrostatic equilibrium using an iterative technique.
The SPH simulations set the baryonic particle mass for the $10^{12} \, h^{-1} \, M_\odot$ galaxy to

$$m_b = \frac{M_J(\rho_{g,c})}{N_{\text{resol}}N_{\text{ngb}}}$$

(7.20)

where $M_J(\rho_{g,c})$ is the Jeans mass at the star formation threshold for their fiducial model, $N_{\text{ngb}}$ is the number of particles within the smoothing Kernel and $N_{\text{resol}}$ is the factor by which the Jeans length exceeds the Kernel mass. The $10^{10} \, h^{-1} \, M_\odot$ galaxy used in § 8.7 contains the same number of particles and are therefore one hundred times lighter. In the SPH simulations they fix the ratio of the Jeans length to the SPH smoothing length to be independent of density such that

$$\frac{h}{\lambda_J} = \left(\frac{1}{8N_{\text{resol}}}\right)^{1/3}$$

(7.21)

They choose to adopt $N_{\text{resol}} = 6$ and therefore they resolve the Jeans length by at least three smoothing lengths. For $N_{\text{ngb}} = 48$ this gives a baryonic particle mass of $5.1 \times 10^4 \, h^{-1} \, M_\odot$.

### 7.6 Disk Galaxy Initial Conditions in FLASH

To present as fair a comparison as possible in *FLASH*, I use the exact same initial conditions as in the *GADGET-2* runs, mapping them to the mesh with software kindly provided by Milan Raicevic (Durham University). The technique involves an initial loop over all gas particles, comparing their smoothing lengths to the size of the cells in the block to which they currently reside. If the smoothing length is smaller than the cell size, then the block is refined up and the new cell size compared. This process is repeated until the cell size is comparable to the local SPH smoothing lengths of the gas particles or until the maximum specified level of refinement is reached. At this point, the particle mass is mapped to the mesh using a Gaussian which closely approximates the SPH smoothing Kernel (Monaghan, 1992). The Gaussian is truncated at 2 $\sigma$ and normalised so that the enclosed area beneath it equals unity. The cell’s density on the mesh is then found by dividing through the mass that has been mapped to it, by its volume. All other properties are then mapped to the cells on the mesh weighting them according to the mean particle density in a given cell. All of my simulations are run from initial conditions mapped to a mesh with a peak refinement level of eight, giving an effective $2048^3$ mesh, this is then derefined at start up to the desired maximum refinement level.

As *FLASH* does not actively adapt in the same manor as *GADGET-2* I implement a separate refinement criterion as outlined in chapter 2.6. This refines any region in which
the cell size is larger than a user defined fraction of the local Jeans length. Suites of
numerical tests run in chapter 4 have shown that comparable results can be obtained
between SPH and AMR codes for a range of simulated phenomena, when the smoothing
length is equal in size to the minimum cell size (see chapter 4). With this in mind I
adopt the same ratio of 0.257 between the Jeans length and the minimum cell size, as
between the Jeans and smoothing lengths in the GADGET-2 simulations. In regions where
derefinement will not drop the resolution below 0.257 Jeans lengths per cell, I allow the
blocks to derefine providing that it is not in conflict with any other refinement criteria.

Each block within the FLASH code contains $16^3$ cells and I enforce a minimum level
of refinement of three giving an effective root grid of $64^3$ cells. By default the simulations
are performed in a $60\,\text{kpc}^3$ box which allows us to fully resolve the disk at comparable
spatial scales to those in the SPH simulations whilst requiring modest resources to run.
This box size is considerably smaller than the volume used in the SPH simulations since it
would require around 16 levels of refinement to resolve the same spatial resolution. Given
the limits to the FFTW size and the memory available to perform such tests, this was
impractical and would have run extremely slow with current algorithms. The reduced
box size instead allows me to use more modest levels of refinement with my simulations
ranging between four to eight levels. As I cannot resolve the full live dark matter halo I
chose to adopt an analytic halo which I justify in § 7.6.1. As the absence of a gaseous halo
would also lead to Riemann solver failures, I have to implement a very tenuous gaseous
halo. I chose to implement a halo which is initially in hydrostatic equilibrium with the
dark matter halo and for which the total halo gas mass is extremely small, ensuring
negligible accretion onto the disk.

As I am using a much smaller box than in the SPH simulations it is possible that
boundary effects may become significant. If using periodic boundary conditions, any
expansion of the disk could drive pressure waves through the disk and halo gas which
upon reaching the boundary would be allowed to drive back onto the opposite side of
the disk. To prevent interactions such as this and mimic the isolated conditions of the
SPH disk galaxy, I adopt outflow boundary conditions. These permit material to leave
the simulation volume and thus relieve these pressure forces. Once material has left the
volume, information pertaining to it is lost and it may not re-enter the simulation. To
confirm that the boundary conditions and the box size make no difference to the results
obtained in § 7.7 I performed identical simulations with the default galaxy using periodic
and outflow boundary conditions and found that the star formation rates and morphology
were unaffected. The same is true if the box size is doubled from 60 to 120 kpc, ensuring that interactions within the disk are not influenced by the limited box size.

The Fast Fourier Transform gravity solver I use requires periodic boundary conditions for the gravity in order to operate effectively. Although it is possible to perform FFTWs with isolated boundary conditions, this requires substantially more memory and would present further impediments to the maximum box size that I can resolve.

I run all of the simulations in FLASH, unless stated otherwise with identical input parameters to their SPH counterparts. These include a threshold star formation surface density of \(7.3 \text{ M}_\odot \text{pc}^{-2}\) equivalent to a volume density threshold of \(n_H = 0.1 \text{ cm}^{-3}\), the observed Kennicutt-Schmidt law (equation 7.2), a gas fraction of \(f_g = 0.3\) (equal to the initial gas fraction of the disk) and a polytropic equation of state normalised to \(T/\mu = 10^4 K/0.59\) at the threshold.

7.6.1 Analytic Dark Matter Potential

The SPH simulations benefit greatly from the ability to run gas and dark matter in total isolation inside of an arbitrarily large box. The run time for the gravitational tree algorithm is independent of the particle separation and is instead only dependent upon the total number of particles. This allows them to be spread out over a very large spatial range; from the compact disk to the sparse edges of the live dark matter halo. This ability to model particle dynamics over such a wide range of scales and maintain performance that scales well with the number of particles has allowed SPH codes to perform the largest cosmological simulations to date (e.g. Springel et al., 2008; Kuhlen et al., 2008). This does however present challenges when trying to mimic these runs in an AMR code. In FLASH we must enclose the entire particle setup inside of the simulated volume and then refine up to the desired level at the centre. As this requires starting from a limited root grid, we would need to span distances ranging from the 20 Mpc box down to mere tens of parsecs to resolve the Jeans length within the disk. The fifteen levels of refinement needed to jump six orders of magnitude and accurately model the dark matter halo and disk in a self-consistent fashion would clearly be unfeasible. This is especially true if we wish to perform a suite of runs. There is also the question of how well would we resolve gravitational forces acting on dark matter particles in areas of low resolution if we restrict refinement to around the galactic disk? If we do not restrict refinement to the disk, then the resources required would be impractical. Hence in order to overcome these problems I opt for the use of an analytic dark matter potential, allowing me to drastically reduce
down to kiloparsec scales the size of the volume which I simulate.

Figure 7.6: Comparison of the initial and final dark matter profiles in the *GADGET-2* fiducial wind simulation. The final configuration clearly shows excellent agreement with the initial profile with deviations only occurring below $\sim 1\%$ of the virial radius. This clearly demonstrates that the dark matter profile can be well approximated by an analytic dark matter halo, removing the need for an extremely large simulation box to enclose the dark matter and thus allowing for a much more focused higher resolution simulation of the disk itself.

Figure 7.6 clearly shows that in the fiducial *GADGET-2* simulation including both winds and star formation, the final dark matter profile is only perturbed from the initial configuration within the central one percent of the virial radius and shows excellent agreement at all greater radii. The displacement of dark matter within the central parsec of the galactic halo is an effect recently observed by Governato et al. (2010) in which supernova feedback is able to selectively remove gas with the lowest angular momentum. Observations of the velocity curves of dwarf galaxies have shown that they feature shallower dark matter density profiles than those obtained in dark matter only simulations (de Blok et al., 2008; Simon et al., 2005; Swaters et al., 2003). Governato et al. (2010) shows that bulk outflow of material through supernova winds and the orbital energy loss of gas clouds through dynamical friction allows for the transfer of energy to the dark matter component, a process which can cause the central dark matter profile to expand.
The dark matter profile will thus be perturbed less in the absence of feedback. This result is found to hold for all of the GADGET-2 simulations in Schaye and Dalla Vecchia (2008) and Dalla Vecchia and Schaye (2008). I therefore conclude that adopting an analytic Hernquist dark matter profile is an ideal alternative to a more computationally demanding live halo. This is especially true as it would not be guaranteed to be any more accurate relative to the high gravitational force resolution present in GADGET-2. This is further reflected in the similarities between the GADGET-2 and FLASH simulations shown later in § 7.7. I therefore adopt the same halo parameters as the SPH simulations but choose to maintain a constant analytic dark matter potential. The gas and stellar components however are self-gravitating and continue to contribute to the gravitational dynamics within the simulated volume.

7.6.2 Gaseous Halo in FLASH

Although the original SPH simulations were performed in isolation with no gaseous halo it is necessary for me to implement a gaseous halo around the galactic disk in the AMR simulations. As previously mentioned, AMR codes are unable to model vacuum conditions as inappropriate interpolations in the PPM scheme cause the Riemann solver to fail to converge (see § 2.2). As the purpose of these simulations is to reproduce those performed in GADGET-2 as closely as possible, it is necessary to keep the mass of the halo to a bare minimum in order to ensure that the accretion of halo gas onto the disk is minimal. The drop in density and pressure between the boundary of the disk and start of the halo need to be as large as possible without causing convergence problems for the Riemann solver.

Given that the Hernquist profile matches the NFW fitting formula at radii less than $r_{200}$, I adopt the complimentary isothermal gas profile as used by Wu et al. (2000).

$$\frac{\rho_{\text{gas}}}{\rho_0} = \left(1 + \frac{r}{r_s}\right)^{\eta/(r/r_s)}$$

(7.22)

where $\eta = \frac{\mu m_H}{k_B T}$ is a dimensionless parameter which defines the slope of the density profile and the parameter $\rho_0$ was chosen as in Wu et al. (2000) to satisfy the relation

$$\frac{M_{\text{gas}}^{200}}{M_{\text{DM}}^{200}} = \frac{\Omega_b}{\Omega - \Omega_b}$$

(7.23)

$M_{\text{DM}}^{200}$ denotes the mass of a sphere for which the mean enclosed dark matter mass density is 200 times the critical density. At early times this will prevent accretion of halo gas onto the disk though cooling will undoubtedly tend to result in low levels of accretion at late times.
For a box size of 60 kpc$^3$ this results in the total mass of the gaseous halo being equal to only 0.0003% of the mass of the gas in the disk thereby ensuring that any accretion onto the disk is negligible. Consequently the effective star formation rates in the AMR and SPH simulations should be unaffected by accretion of halo gas onto the disk. Although this means that the disk galaxy is not very realistic, my emphasis lies upon comparison of the differences in the hydrodynamics between the two numerical schemes.

To ensure that material within the disk is not pressure confined and that any material ejected from the disk due to supernova winds is not subject to excess ram pressure from the halo (relevant for chapter 8), I configure it such that the pressure drops by at least four orders of magnitude and the density by six orders of magnitude at the boundary between the halo and disk gas. Thus any material forced out of the disk should feel no resistance and be free to leave the galaxy as in the SPH simulations. I have confirmed this by increasing the halo density by two orders of magnitude and no discernible differences where observed in the global star formation rates or the galaxy structure for both the simulations in § 7.7.

As the net cooling rate is very low at low densities and temperatures (see chapter 1.3.3) I prevent rapid cooling of the halo by choosing a temperature of 64eV ($\approx 7.4 \times 10^5$ K) which yields a value for $\eta = 17.58$. I fix $\rho_0 = 3 \times 10^{-38}$ g cm$^{-3}$ ($n_H = 2 \times 10^{-14}$ cm$^{-3}$).

### 7.7 Comparison of SPH and AMR Star Formation

I initially run with an identical setup to the SPH simulations in order to ascertain whether there is any underlying differences between the two hydrodynamic implementations. The fiducial simulations of Schaye and Dalla Vecchia (2008) adopt a polytropic index of 4/3 which I therefore use in my first suite of runs. The gas fraction is assumed to be one third and the polytropic equation of state is normalised to $T/\mu = 10^4 K / 0.59$ at the threshold. Both suites of simulations use a Kennicutt-Schmidt normalisation of $A = 2.5 \times 10^{-4}$ M$_{\odot}$ yr$^{-1}$ kpc$^{-2}$, a power-law exponent, $n = 1.4$ and a surface density threshold of 7.3 M$_{\odot}$ pc$^{-2}$ equivalent to a volume density threshold of $n_H = 0.1$ cm$^{-3}$. I run the FLASH simulations for 400 Myrs.

Initially at low levels of resolution (lref 5 and 6) the FLASH runs appear to give reasonable star formation rates - comparable to the fiducial GADGET-2 run. However when performed at increasing levels of refinement, the FLASH simulations display a complete lack of convergence. This is clearly visible in figure 7.7 where the global star formation...
Figure 7.7: Global star formation as a function of time for the $10^{12} \, h^{-1} \, M_\odot$ galaxy with $\gamma_{\text{eff}} = 4/3$. The different lines correspond to different levels of peak resolution with levels ‘lref 4’ (black), ‘lref 5’ (red), ‘lref 6’ (blue), ‘lref 7’ (green) corresponding to effective mesh sizes of $128^3$, $256^3$, $512^3$ and $1024^3$ cells respectively giving peak spatial resolutions of 469, 234, 117 and 59 parsecs. The purple line corresponds to the equivalent SPH run. The FLASH runs clearly fail to converge upon a final solution, with increasing refinement driving the peak star formation up - particularly at late times between 200 and 300 Myrs. The dot-dashed orange line represents the same peak resolution as the Lref 6 run in blue but uses star particles with 1/8 the default particle mass. The orange and blue lines are in good agreement showing that lack of convergence is not related to particle mass. The dashed green line is equivalent to the Lref 5 run (red) but uses the SmoothMapParticles routine to smooth the particle distribution when mapping it to the grid. Both lines show strong agreement indicating the mapping of discrete particle properties to the mesh is not responsible for the over-dense knots shown in figure 7.8.
rate is plotted as a function of time. The black, red, blue and green lines correspond to increasing levels of refinement with effective peak grid resolutions of $256^3$ (lref 4), $512^3$ (lref 5), $1024^3$ (lref 6) and $2048^3$ (lref 7) respectively. These give spatial scales of 468 pc, 234 pc, 117 pc and 58 pc with the smallest smoothing length in the fiducial GADGET-2 simulation being 44 pc. As we increase the resolution, the star formation rate after around 150 Myrs begins to increase, continually diverging from the lower resolution runs. I terminated the lref = 7 simulation after 340 Myrs once it was clear that the simulation continued to show no sign of convergence. At this point it had taken 120.3 hours across 32 processors, whilst at the refinement level below it ran to completion in only 31.6 hours on 24 processors. Running simulations at and above this level of refinement has proven to be prohibitively expensive. Fast gravitational calculation requires that the FFT is at, or as close to the peak level of refinement as possible in order to minimise iterations on the mesh. However the size of the FFT is limited by the memory available and a compromise has to be made between resources used and runtime taken. The FFT performed across a uniform mesh at the refinement level of eight requires 192 Gigabytes of memory alone without taking into account the rest of the FLASH architecture. Consequently simulations run at and above this refinement level must prolong and iterate the obtained potential which is computationally expensive (see chapter 3).

The cause of this lack of convergence can be best seen in the comparative images of the face on projected gas density shown in figure 7.8. The GADGET-2 simulations (top) clearly show the development of smooth spiral arms that gradually build up as the simulation progresses whereas in FLASH the spiral structure is disturbed by the formation of extremely dense knots which disrupt the spiral arms. These knots are found to form when the precessing spiral arms come into contact with each other, the material sticking and collapsing into a dense knot. As the simulation evolves, these dense knots collide, merge and tear the fragile spiral arms apart.

One possible cause for these dense knots could arise in the mapping of discrete particle masses to the AMR mesh. If the particle resolution is too low relative to the grid resolution, then the mapping of particles to a single cell could result in a particle mass distribution that appears to be lumpy and overly concentrated in a few cells as opposed to the smooth stellar mass distribution which it should represent. This could result in overly dense gas deposits concentrating around strong star forming regions.
Figure 7.8: Logarithmic face on projected gas density for the fiducial model disk galaxy in GADGET-2 (top) and FLASH (bottom). The images show the galaxy at times 25, 100 and 250 Myrs heading from left to right. Both galaxies were run using a polytropic index of $\gamma_{\text{eff}} = 4/3$. Although the galaxies run in the two codes show some initial similarities up to 100 Myrs with similar spiral structure, the FLASH galaxy quickly develops very dense knots at later times. These form when the precessing spiral arms make contact with each other, the material sticking to form dense knots which disturb the spiral arms. These extremely dense knots raise the global star formation significantly and become denser as resolution is increased, preventing convergence. GADGET-2 does not form dense knots when spiral arms come into contact.
In order to check this I first run the same simulations with the \texttt{SmoothMapParticlesToMesh} routine written by Paul Ricker (see chapter 2.6). By restricting the stellar density once mapped to the mesh, down the refinement tree until no cell in the block lacks a stellar contribution, the star particle mass is smoothed out across coarser blocks. The results are then prolonged back up the refinement tree to produce a smooth stellar density distribution. The mapped density is representative of the discrete particle distribution but lacks any empty cells or spuriously sharp contrasts between neighbouring cells. This was tested at a series of levels of refinement and the result for $l_{\text{ref}} = 5$ is shown plotted (dashed green line) in figure 7.7 against the same simulation run without it (red). Clearly there is very little deviation, a result which holds at the other levels of refinement (not plotted for clarity). An additional check of the particle resolution was performed by reducing the star particle mass by a factor of eight. The result is plotted as the dot-dashed orange line in figure 7.7 against the equivalent run in blue which uses the default particle mass and is run at the same level of resolution. Clearly both profiles trace each other extremely well, a conclusion which holds for the other levels of resolution, indicating that discrete particle resolution effects are not to blame.

In order to ensure that the star formation model is correctly implemented and reproducing the observed input Kennicutt-Schmidt law, the surface star formation rate as a function of surface density is plotted in figure 7.9. The plot is generated in the same manor as those presented in Schaye and Dalla Vecchia (2008) by projecting the gas density and star formation rate along the minor axis and taking a series of radial annuli containing a fixed gas mass equal to $2000m_\star$. The integrated surface densities are given per unit Jeans length assuming that the disk scale height fluctuates on order of the Jeans scale (see equation 7.6). The different points correspond to different resolution runs; $l_{\text{ref}}$ 4 (black), $l_{\text{ref}}$ 5 (red), $l_{\text{ref}}$ 6 (green) and $l_{\text{ref}}$ 7 (blue). The runs are very well converged and show good agreement with the input Kennicutt-Schmidt law and density threshold at which star formation truncates at all resolutions (red dashed lines).

The minor divergence from the ideal slope at very high densities and the smearing out of the otherwise sharp star formation surface density cut-off, results from binning effects and improves as the size of the annuli are decreased. As the $\gamma_{\text{eff}} = 4/3$ \texttt{FLASH} simulations clearly show very dense knots in the centre of large swept up voids, binning these regions smears out the star formation rate and density. Evidently the star formation recipe works well at all levels of resolution and shows very little change in the quality of the fit as resolution is decreased.
Figure 7.9: Kennicutt-Schmidt plot of the surface star formation rate as a function of surface gas density for the $10^{12} h^{-1} M_\odot$ galaxy with a polytropic index of 4/3. The different points correspond to different resolution runs; lref 4 (black), lref 5 (red), lref 6 (green) and lref 7 (blue). The runs are converged and show good agreement with the input Kennicutt-Schmidt law and surface density threshold at which star formation cuts off. Clearly the star formation recipe works well at all levels of resolution.

A comparison in figure 7.10 of the Kennicutt-Schmidt plots obtained from FLASH (left hand panel) with those from the default GADGET-2 run (right hand panel) shows strong agreement between the two codes. Both show a slight smearing of the density threshold and a minor elevation of the star formation rate at high density due to the effects of binning but the fundamental properties of the input star formation law are obeyed. Although this plot fails to highlight the origin of the difference between the two codes, it does indicate that the star formation recipes are identical and that the star formation rates are correct for the gas densities present in the simulations. Clearly from this the difference between the two codes must arise due to the polytropic equation of state which I will now investigate.
Figure 7.10: Kennicutt-Schmidt plots of the surface star formation rate per unit area against gas surface density at $t = 100 \text{ Myr}$.
Both \textit{FLASH} (right hand panel) and \textit{GADGET-2} (left hand panel) produce equally excellent fits to the input Kennicutt-Schmidt laws with only minor smearing of the threshold density at which star formation ceases due to binning effects.
7. Sub-Grid Models for Star Formation in FLASH

7.7.1 Effect of Increasing the Polytropic Index in FLASH

In order to confirm whether the polytropic equation of state is the origin of the differences between the SPH and AMR codes I implement a higher polytropic index in FLASH. The higher polytropic index of 5/3 results in greater pressure at a given density when on the effective equation of state. This gives more pressure support against the collapse of gas, raising the Jeans length and mass which scale with the polytropic index (see equations 7.16). Whilst a polytropic index of 4/3 leads to a Jeans length that scales as \( \lambda_J \propto \rho^{-1/3} \) and a Jeans mass that is independent of density (see equations 7.16), increasing its value to 5/3 leads to a Jeans length that decreases slower with increasing density \( \lambda_J \propto f_g \rho^{-1/6} \) and a Jeans mass that now increases with increasing density \( (M_J \propto f_g \rho^{1/2}) \). This helps stabilise the accretion of mass onto dense regions which could otherwise runaway and form the extremely dense observed knots. Now as dense regions form, the Jeans length increases to encompass more of the over-density, allowing density fluctuations to be countered by pressure waves that travel across the region. This smoothes out the growth of perturbations before they can collapse to form extremely dense knots.

The global star formation rate as a function of time in FLASH using the higher polytropic index of 5/3 instead of 4/3 is shown in figure 7.11. The different lines correspond to different peak levels of resolution with FLASH runs at refinement levels of four (black), five (red), six (blue), seven (green) and eight (cyan) being plotted against the default GADGET-2 simulation (purple dot-dashed line). The highest resolution FLASH run has a peak spatial resolution of 29 parsecs, in slight excess of the \( \sim 31 \) pc peak smoothing length in the GADGET-2 simulation. Unlike for the lower polytropic index, the FLASH results now quickly converge at very modest resolution (lref5 and above). The star formation rate is approximately 15% higher in FLASH but it evolves identically to that in GADGET-2, decreasing smoothly with time as gas is slowly consumed. Despite different pressure laws being used, the results show surprising agreement. Indeed it could be argued that we would expect FLASH to give a slightly higher star formation rate as the density contrasts obtained within an AMR code will be higher than in an SPH code where the density field is smoothed.

The agreement is evident in the face-on projected gas density shown in figure 7.12. The results for GADGET-2 (top) and FLASH (bottom) are plotted at times 25, 100 and 250 Myrs from left to right. Remarkable agreement is visible between both FLASH and
GADGET-2 with almost identical spiral structure being present in both codes at all times. The FLASH spiral arms are slightly denser than their SPH equivalents and additional spiral structure is resolved towards the outer edges of the disk whereas it is smoothed over in the SPH simulations - this may be the source of the increased star formation rate in FLASH. Clearly this indicates exceptional agreement between the two codes with well converged star formation rates and almost identical structure but for two distinctly different polytropic indices.

![Global Star Formation Rate Against Time](image)

Figure 7.11: Global star formation as a function of time for the $10^{12} \, h^{-1} \, M_\odot$ galaxy with $\gamma_{\text{eff}} = 5/3$. The different lines correspond to different levels of peak resolution with levels ‘lref 4’ (black), ‘lref 5’ (red), ‘lref 6’ (blue), ‘lref 7’ (green) and ‘lref 8’ (cyan) corresponding to effective mesh sizes of $128^3$, $256^3$, $512^3$, $1024^3$ and $2048^3$ cells respectively giving effective peak spatial resolutions of 469, 234, 117, 59 and 29 parsecs. This plot demonstrates that the lack of convergence seen in the $\gamma_{\text{eff}} = 4/3$ case (figure 7.7) is unique to that polytropic index with the $\gamma_{\text{eff}} = 5/3$ case quickly converging upon a final solution by the relatively modest ‘lref 5.’ The GADGET-2 $\gamma_{\text{eff}} = 4/3$ case is shown for comparison (purple dot-dashed line) and although the two runs use different polytropic indices, they yield very similar star formation rates with FLASH only showing a slightly higher level of star formation.
Figure 7.12: Logarithmic face on projected gas density images for the fiducial model disk galaxy in \textit{GADGET-2} (top) and \textit{FLASH} (bottom). The images show the galaxy at times 25, 100 and 250 Myrs heading from left to right. The galaxies run in the two codes show almost identical spiral structure with the \textit{FLASH} simulations resolving slightly more structure in the outer regions of the disk which is smoothed over and suppressed in \textit{GADGET-2}. Despite identical disks being formed, the polytropic indices are different with \textit{GADGET-2} using $\gamma_{eff} = 4/3$ whilst \textit{FLASH} adopts the higher value of $\gamma_{eff} = 5/3$ to provide greater pressure support against gravitational collapse, preventing the formation of extremely dense knots seen in figure 7.8.
Ideally increasing the resolution should allow us to converge upon a final solution, beyond which any further increases in refinement should improve the factor by which we resolve the Jeans length. Figure 7.13 highlights this by showing the ratio of the minimum Jeans length in the densest cells to their cell size, plotted against gas density. The coloured points represent the outcome of the same simulation run at different levels of refinement with the following peak spatial resolutions; black - 468 pc (lref 4), red - 234 pc (lref 5), blue - 117 pc (lref 6), green 58 pc (lref 7) and cyan 29 pc (lref 8). The dashed line connects points from the simulations run with the lower polytropic index, $\gamma_{\text{eff}} = 4/3$, whilst the solid line connects simulations with the higher polytropic index, $\gamma_{\text{eff}} = 5/3$.

For simulations using the higher polytropic index, as resolution increases the maximum density quickly tails off and seems to converge upon a maximum density with the increasing Jeans mass helping the system to stabilise. Increasing the resolution therefore gives an increase in the ratio by which the Jeans length is resolved as opposed to further collapse.

Simulations using the lower polytropic index display little sign of convergence with increases in resolution merely extending the peak density that cells reach. As the star formation rate $\dot{m}_* \propto \rho^{1.4}$, an increase in density leads to a more rapid increase in the star formation rate. This produces the lack of convergence in the global star formation rate seen in figure 7.7. Successively increasing the resolution by a factor of two increases the peak density on average by around an order of magnitude, whilst the Jeans resolution only improves by $\sim 50\%$. As the resolution increases, so too does the density, reducing the Jeans length and accelerating further collapse. This runaway collapse model shows poor convergence with greater refinement not guaranteeing better Jeans length resolution or a converged star formation rate.

I note that for both equations of state the Jeans length in the highest resolution simulations is resolved by at least the minimum three cells that is imposed in the SPH simulations of Schaye and Dalla Vecchia (2008). This however does not guarantee that an increase in resolution will not lead to new structure forming as is seen in the case of the lower polytropic index.

As the higher polytropic index runs converge well before reaching a comparable spatial resolution to that in GADGET-2, it can be concluded that future simulations need not necessarily use comparable spatial resolutions to obtain the same results. Ultimately, in FLASH the Jeans mass is stable for the higher polytropic index of 5/3 whereas it decreases with increased resolution when using the lower polytropic index. This allows material to
Figure 7.13: Ratio of the minimum Jeans length in the densest cells to their cell size, plotted against gas density. The coloured points represent the outcome of the same simulation run at different levels of refinement with the following peak spatial resolutions; black - 468pc (Lref 4), red - 234pc (Lref 5), blue - 117pc (Lref 6), green 58pc (Lref 7) and cyan 29pc (Lref 8). The dashed line connects points from the simulations run with $\gamma_{\text{eff}} = 4/3$ whilst the solid line connects simulations with $\gamma_{\text{eff}} = 5/3$. As resolution increases, simulations with $\gamma_{\text{eff}} = 5/3$ show convergence upon a maximum cell density and thus the Jeans length is resolved with an increasing number of cells. However runs with $\gamma_{\text{eff}} = 4/3$ lack convergence and as resolution increases, material is channelled into denser cells, so the Jeans length resolution does not show a marked increase between runs. Typically doubling the resolution increases the peak density by an order of magnitude whilst the Jeans length resolution only improves by $\sim 50\%$. We however note that the Jeans length in the highest resolution simulations for both runs, is resolved by at least the minimum three cells that is imposed in the SPH simulations of Schaye and Dalla Vecchia (2008).
collapse into denser structures within one or two cells.

Figure 7.14 further supports this by showing the mass fraction of the total gas mass at a given density for the $10^{12} M_\odot$ galaxy using a polytropic index of 4/3 (top) and 5/3 (bottom). The different lines represent increasing levels of refinement; lref 4 (black), lref 5 (red), lref 6 (blue) and lref 7 (green). In the case of a polytropic index of 4/3, as we tend to higher resolutions, material in the disk is swept into much smaller and denser structures. This leads to further a decrease in the Jeans length and creates a runaway collapse. This leads to a lack of convergence in the density profile at densities above the equation of state threshold, $\rho_{g,c} \approx 2 \times 10^{-25} g/cm^3$ ($n_H = 0.1 \text{ cm}^{-3}$). Thus it is unlikely that even with extremely high resolution we can converge upon a given solution. The purpose of the polytropic equation of state is to remove the need to use extremely high levels of resolution and as such it should not be necessary to resolve the true multi-phase nature of the ISM. However the scheme must be numerically stable as is the case for the higher polytropic index.

The mass fraction as a function of density for the higher polytropic index can be seen to converge upon a final density distribution. With each successive increase in resolution the mass distribution takes on a smoother more normal distribution.

It is possible that the difference in the way the two codes react when given the same polytropic index arises from the way that they model the Jeans length. Theoretical derivations usually assume a one dimensional perturbation or a symmetrical spherical mass distribution but with an isolated disk, few particles lie above or below the disk. As the Kernel operates over a fixed number of nearest neighbours, the spatial distribution of particles will affect the maximum length of the smoothing length. If a compact spherical distribution is flattened out into a disk, it may increase the smoothing length. Thus it is possible that the GADGET-2 refinement scheme adopted here which relates the Jeans length to the smoothing length, fails to fully resolve the Jeans scale at all points. This could lead to smoothing out of the otherwise over-dense knots which are observable in FLASH since the refinement criteria is independent of the way in which mass is distributed.

It would appear that excellent agreement can be achieved between the two codes using polytropic indices of 4/3 and 5/3 in FLASH and GADGET-2 respectively. In figure 7.15, to determine whether GADGET-2 is capable of forming such dense knots and see whether a general relation applies, I show projected density images for GADGET-2 and FLASH simulations using polytropic indices of one and 4/3 respectively. The effective equation of state in GADGET-2 should now lead to a Jeans length and mass that decrease with
Figure 7.14: Plots of the fraction of the total mass gas at a given density as a function of density for the $10^{12} \, h^{-1} \, M_\odot$ galaxy with $\gamma_{\text{eff}} = 4/3$ (top) and $\gamma_{\text{eff}} = 5/3$ (bottom). The different lines represent increasing levels of refinement; ‘lref 4’ (black), ‘lref 5’ (red), ‘lref 6’ (blue) and ‘lref 7’ (green). As we tend to higher resolutions for the lower polytropic index, material in the disk is forced into much smaller denser structures, with the general density profile showing no convergence to any given solution beyond densities comparable to the star forming threshold $\rho_{g,c} \approx 2 \times 10^{-25} \, g/cm^3$ ($n_H = 0.1 \, cm^{-3}$) (red dashed line). The mass distribution as a function of density can be seen to converge when a higher polytropic index is used. Although an increase in resolution leads to a slight increase in the densest cells, the bulk of the mass remains in a set distribution.
increasing density, leading to the observed fragmentation of the spiral arms and the formation of dense knots. Now both codes produce dense knots as the spiral arms come into contact. Clearly the SPH code does not entirely suppress their formation like it can with hydrodynamic instabilities. However, unlike figure 7.12 the results between the two codes no longer show as much similarity. The formation of the dense knots is found to occur much earlier in GADGET-2 with many being in place by 100 Myrs. These then go onto sweep up more of the mass in the simulation resulting in the final image at 250 Myrs appearing less well resolved. This happens as even though all images are reproduced with the same resolution, most of the particles that are used to define features of the disk have been swept up into a few very dense regions. The AMR code however can maintain resolution in these less dense regions as well as in the very dense knots.

Similarity between the two codes when using these different pressure laws is not to be expected although it does prevent me from determining a universal relation between the pressure laws in the two hydrodynamic implementations. It would appear that the difference in the two codes is more subtle and would hint at it being a dynamic effect like the smoothing length and variable resolution in the SPH codes. However the results here alone are insufficient to conclusively ascertain the origin.

Such a difference between the way in which pressure forces are dealt with in SPH and AMR codes is not entirely new. Agertz et al. (2007) highlighted the generation of spurious pressure forces in SPH codes around shearing surfaces which suppress the formation of Kelvin-Helmholtz instabilities. The formation of hydrodynamic instabilities can drive turbulent mixing which I have shown in chapter 6 can be a key mechanism for generating entropy cores in galaxy cluster mergers within AMR codes. As these instabilities are suppressed in SPH codes they tend to produce much cooler denser cores. Apparently subtle differences between these different hydrodynamic implementations can therefore have very profound implications upon simulation results. Clearly the nature of these different implementations requires very careful further investigation in order to improve the way in which we develop future models. With the vast resources that are being invested into the latest state-of-the-art simulations, it would prove wise to evaluate differences between the hydrodynamic implementations so that numerical artefacts are not mistaken for genuine physical effects.
Figure 7.15: Logarithmic face on projected gas density for the model disk galaxy in GADGET-2 (top) and FLASH (bottom). The images show the galaxy at times 25, 100 and 250 Myrs heading from left to right. The two codes use different polytropic indices with FLASH using $\gamma_{\text{eff}} = 4/3$ and GADGET-2 using a lower index of $\gamma_{\text{eff}} = 1$. All images are shown with the spatial same resolution, however as most of the mass in the SPH simulation is swept up into the dense knots by 250 Myrs, the less dense regions appear less resolved than in the FLASH code. Both codes show fragmentation and form dense knots but they evolve earlier on in the SPH code.
7. Sub-Grid Models for Star Formation in FLASH

7.8 Conclusions

I have successfully implemented the star formation recipe of Schaye and Dalla Vecchia (2008) into the FLASH code along with a polytropic equation of state and the cooling routines of Wiersma et al. (2009). I test the star formation recipe and the polytropic equation of state using simplified box models in the absence of hydrodynamics to prevent mixing and particle migration between cells. These have shown that the model is able to reproduce the input Kennicutt-Schmidt law at all levels of resolution and that particle masses below $10^6 \, M_\odot$ allow for accurate reproduction of the Kennicutt-Schmidt relation even over a single timestep.

Comparison to the results obtained in Schaye and Dalla Vecchia (2008) was made through the use of a $10^{12} \, h^{-1} \, M_\odot$ disk galaxy. Initial simulations using the fiducial polytropic index of $4/3$ indicated that whilst the GADGET-2 simulations produce smooth spiral arms and a well converged global star formation rate, those in FLASH do not. The FLASH AMR implementation instead generates very high density knots when spiral arms come into contact with each other, the material sticking and condensing down into bound structures which then proceed to merge and disturb the remaining spiral arms. I hypothesise that this may be due to the way in which the smoothing length and Jeans length are inter-related, with the ability to resolve the Jeans length dependent upon the spatial distribution of particles.

I confirm the observed discrepancies are not due to differences in the star formation recipe by contrasting the Kennicutt-Schmidt plots, firstly for FLASH over a range of resolutions and then between FLASH and the default GADGET-2 simulation. The results are independent of resolution and show almost identical behaviour between FLASH and GADGET-2. This leads to the realisation that the difference must lie in the polytropic equation of state which is used to model the density pressure relation in star forming regions where the ISM should be multi-phase.

In a thin disk, the smoothing length which should be a given fraction of the Jeans length, could be drawn out relative to a more spatially compact spherical particle distribution. Such an effect could cause the Jeans length to be under-resolved leading to a suppression of the formation of very dense knots. This would not be present in an AMR code as the density and pressure are properties local to the cell so both they and the refinement criteria are not dependent upon the spatial distribution of neighbours. Although this theory seems feasible, I cannot currently present substantial evidence to conclusively...
prove it and thus future investigation should be undertaken to try and isolate the cause.

Unlike hydrodynamic instabilities which are completely suppressed in SPH codes, the formation of these very dense knots is possible in GADGET-2, providing we reduce the polytropic index. By contrasting polytropic indices of one and 4/3 in GADGET-2 and FLASH respectively, I note similar formation of dense knots. However they are seen to develop earlier in the SPH simulation and sweep up a much greater fraction of the mass than in the AMR code. As the two pressure laws are quite different at this point, with the GADGET-2 index of one leading to a Jeans length and mass that reduce as the density increases, this is not unexpected.

Exceptional agreement with the fiducial GADGET-2 simulations can however be achieved by increasing the pressure support against gravitational collapse in FLASH by using a greater polytropic index of 5/3. This corresponds to a Jeans length that decreases less rapidly with increasing density and a Jeans mass that increases with density, stabilising the collapse of material into dense knots against a runaway effect. This results in excellent convergence of the star formation properties of the galaxy with increasing resolution. Spiral structure for the higher polytropic index of 5/3 is almost identical to that observed in the GADGET-2 simulations which use the lower default polytropic index of 4/3.

This shows that the star formation recipe of Schaye and Dalla Vecchia (2008) has been implemented in a consistent fashion into the FLASH AMR framework with near identical results being obtained. The need to vary the polytropic pressure relation however clearly indicates yet another way in which a subtle difference between the hydrodynamic implementations can incur dramatic differences in simulation results even when using identical sub-grid prescriptions.

In order for AMR codes to robustly model the multi-phase ISM with a polytropic equation of state they should adopt values for the polytropic index of 5/3 or greater in order to attain convergence in their simulations.
Chapter 8

Sub-Grid Models for Supernova Feedback in FLASH

8.1 Introduction

As stars age and eventually die in cataclysmic supernova, they inject enormous amounts of energy and metals into the local ISM which influence the future star forming properties of the galaxy (see, e.g. Aguirre et al., 2001). Supernova driven winds and the induced shock heating of the ISM present a means with which to regulate the formation of stars, requiring the hot gas to cool before star formation can resume. Without supernova feedback, cosmological simulations develop strong cooling flows and higher star formation efficiencies than are observed (see, e.g., White and Frenk, 1991). In the case of material which is blown out of the galaxy, that which remains bound turns around and rains back down creating a “galactic fountain.” This provides a regulated fuel supply for future star formation. In less tightly bound structures such as dwarf galaxies, supernova driven winds may have sufficient kinetic energy to escape from the galactic potential, causing a more abrupt end to star formation and allowing the spectrum to become dominated by the older redder stellar populations.

In practice it has proven difficult to implement effective feedback mechanisms into simulations. Current cosmological runs still fail to counter cooling flows which has led to overly massive galaxies being formed (see, e.g. T Monnesen et al., 2007). The problem ultimately arises due to the current lack of resolution in cosmological simulations with which to resolve individual supernova driven bubbles and the multi-phase ISM. Even superbubbles formed when many individual supernova coalesce are beyond the resolution of most cosmological simulations. If codes inject the energy from single or even multiple supernova into a given cell, the energy will be distributed over a much larger volume.
of gas than it would in reality. This can lead the energy to be radiated away in a few
timesteps before it has time to undergo the adiabatic expansion phase and convert the
thermal energy into kinetic form (see, e.g., Katz et al., 1996; Balogh et al., 2001). Mech-
anisms proposed to overcome this include temporarily turning off cooling (see, e.g., Mori
et al., 1997; Thacker and Couchman, 2000; Brook et al., 2004; Stinson et al., 2006) and
decoupling the supernova wind from the hydrodynamics (see, e.g., Springel and Hern-
quist, 2003). As normally the expanding supernova shell sweeps up material as it travels
away from the dying star, it’s effective “mass loading” - the amount of material which
is swept up in the wind, increases. Thus simulations which decouple the wind from the
hydrodynamics may give the wrong effective mass loading. Such measures will prevent
supernova feedback from influencing galaxy morphology in any way other than removing
gas for further star formation. They are unable to blow supernova bubbles, leave cavities
in the ISM and drive compression waves which may be an important component in the
formation of spiral arms (see, e.g. chapter 1, Binney and Tremaine, 1987). The more
recent model of Dalla Vecchia and Schaye (2008) which has been used in the OWLS and
GIMIC simulations presents an alternative approach whereby the supernova driven wind
remains coupled to the ISM and instead of directly injecting thermal energy, they assume
that a fraction is converted into kinetic energy whilst the rest is lost through radiative
processes. This model offers many advantages over other prescriptions with Dalla Vecchia
and Schaye (2008) showing that the resulting mass loading (the fraction of mass swept
up in the wind) is greater than the input mass loading. This implies that the supernova
driven material sweeps up additional matter as it attempts to force its way out of the
galaxy. They test their feedback prescription on both a $10^{10} \text{M}_\odot$ dwarf galaxy and a
larger $10^{12} \text{M}_\odot$ Milky Way like galaxy. By keeping the feedback coupled to the hydro-
dynamics, the winds are able to puff up the disk and dramatically change the galaxy
morphology. The dwarf galaxy undergoes a morphological change towards becoming an
irregular as the supernova bubbles blow large cavities in the disk, whilst in the case of
the larger disk galaxy a significant fraction of the mass outflow remains bound due to the
greater gravitational potential and turns around to fall back in on the galaxy, generating
a galactic fountain. They find that the infall is highly clumpy due to clouds that have
formed through thermal-gravitational instability in the wind. This causes the outflow to
decrease with time since mass expelled at late times must push through those layers which
where cast off earlier and are now falling back in. The star formation efficiency is greatly
reduced in both with a much sharper initial decline in the case of the dwarf galaxy.
8. Sub-Grid Models for Supernova Feedback in FLASH

In the previous chapter 7 I revealed how distinct differences in the hydrodynamic implementation are able to influence the performance of sub-grid models. I showed that with identical sub-grid recipes for star formation and a polytropic equation of state, the different hydrodynamic algorithms can lead to dramatically different galaxy morphologies. In this chapter I continue the comparison between the GADGET-2 SPH and FLASH AMR codes once the kinetic supernova feedback prescription of Dalla Vecchia and Schaye (2008) is included. I continue to adopt the star formation and polytropic equation of state of Schaye and Dalla Vecchia (2008) as detailed in the previous chapter, using a polytropic index of $4/3$ for GADGET-2 and a value of $5/3$ for FLASH since these were found to result in very similar galaxy properties.

I begin by describing the kinetic supernova feedback recipe of Dalla Vecchia and Schaye (2008) in § 8.2 along with an outline of the initial conditions of their simulations in § 8.3. I then describe the FLASH initial conditions and any modifications necessary to run the code in § 8.4. As the two hydrodynamic schemes are so fundamentally different I develop a series of feedback models in FLASH(§ 8.5). These include a pure kinetic feedback mechanism (§ 8.5.1) and a feedback model that includes a thermal component to help counter dissipation of thermal energy by the polytropic equation of state (§ 8.6.3).

I highlight in § 8.5.4 the problems with variable mass cells in an AMR code and how they affect the SPH feedback mechanism of Dalla Vecchia and Schaye (2008). I also describe the difficulties of tracking the wind in § 8.5.5.

I initially test the performance of my different feedback models using the same $10^{12} \, h^{-1} \, M_\odot$ galaxy as in chapter 7 to ascertain the robustness of my feedback model (§ 8.6). By contrasting the results from different schemes in the FLASH code with the observed feedback efficiency in GADGET-2, I am able to highlight differences in the two codes. I then compare the effects of feedback in the two hydrodynamics codes upon the morphologies, net mass outflow rates and outflow wind speeds in both a Milky Way like $10^{12} \, h^{-1} \, M_\odot$ galaxy and a smaller $10^{10} \, h^{-1} \, M_\odot$ dwarf galaxy. I contrast the results in § 8.7. I conclude my findings in § 8.9.

### 8.2 Kinetic Supernova Feedback Recipe of Dalla Vecchia and Schaye (2008)

Dalla Vecchia and Schaye (2008) begin by assuming that a given fraction of the energy, $f_w$, is converted to kinetic energy and carried away in the supernova driven wind. The
remainder is implicitly assumed to be lost through radiative processes. It is these radiative losses which represent part of the energy needed to provide the pressure support that the polytropic equation of state mimics.

As in Aguirre et al. (2001), the kinetic feedback is specified through two variable parameters, the initial mass loading of the wind, and the wind velocity, $v_w$. Dalla Vecchia and Schaye (2008) choose to express the initial mass loading of the wind, $\dot{M}_w$, as a fraction of the star formation rate, $\dot{M}_*$, using a dimensionless mass loading parameter, $\eta$:

$$\dot{M}_w \equiv \eta \dot{M}_*$$ (8.1)

Assuming that core collapse supernova inject a kinetic energy of $\epsilon_{SN}$ per solar mass of stars formed, then the fraction of energy in the wind is

$$f_w = \frac{\eta v_w^2}{2 \epsilon_{SN}} \approx 0.4 \left(\frac{\eta}{2}\right) \left(\frac{v_w}{600 \ \text{kms}^{-1}}\right)^2 \left(\frac{\epsilon_{SN}}{1.8 \times 10^{49} \text{erg} \ M_\odot^{-1}}\right)$$ (8.2)

The value of $\epsilon_{SN} \approx 1.8 \times 10^{49} \text{erg} \ M_\odot^{-1}$ is appropriate for a Chabrier (2003) initial mass function (IMF) and a stellar mass range of $0.1 - 100 M_\odot$, if all stars in the mass range $6 - 100 M_\odot$ end their lives as core collapse supernova imparting the canonical supernova energy of $10^{51}$ ergs each (Springel and Hernquist, 2003). Alternatively a Salpeter (1955) IMF would give $\epsilon_{SN} \approx 1.1 \times 10^{49} \text{ergs} \ M_\odot^{-1}$. Dalla Vecchia and Schaye (2008) choose values of $v_w = 600 \text{kms}^{-1}$ and $\eta = 2$ as their fiducial values, implying that the wind carries around 40% of the energy with the rest being lost radiatively.

They confirm that these values are consistent with observations of local starburst galaxies which have wind speeds that increase with galaxy mass (or star formation rates) from tens to thousands of kilometres per second, whilst the mass in cold outflowing gas ranges from $\eta \sim 0.01$ to 10 (see Veilleux et al., 2005; Martin, 2005; Rupke et al., 2002; Heckman et al., 2000). These values are found to hold at high redshift, with starburst galaxies at redshift $z \sim 3$ typically having wind velocities of hundreds to thousands of kilometres per second (Shapley et al., 2003). In particular, Schaye et al. (2010) shows that the use of the values of $\eta = 2$ and $v_w = 600 \text{kms}^{-1}$ are able to reproduce the observed peak in the cosmic star formation rate at redshift two.

When stars reach an age $t_{SN} = 3 \times 10^7 \text{yr}$, corresponding to the maximum lifetime of a star that ends its life as a core collapse supernova, it is allowed to inject kinetic energy into the surrounding cells. They adopt a stochastic approach in which they loop over each particle within a given number of nearest neighbours with a probability of kicking each particle of
\[ Prob = \frac{\eta m_*}{\sum N_{gb} m_{g,i}} \]  

(8.3)

where \( m_* \) is the mass of the star particle going supernova, \( m_{g,i} \) is the mass of the \( i^{th} \) gas particle (or cell in \textit{FLASH}) with them looping over \( N_{gb} \) neighbouring particles. In the SPH code \( N_{gb} = 48 \), corresponding to a fixed number of particles within the SPH smoothing Kernel. When particles are kicked, they are given a randomly orientated velocity with magnitude equal to the chosen wind speed. As star particles have the same mass as the gas particles, this ensures that on average a number of particles equal to the chosen mass loading will be kicked with the velocity of the wind every time a star goes supernova. As the size of a supernova blast wave is still many times smaller than the resolution reached in current simulations, the model does not attempt to evenly kick particles out in a spherically expanding shell but instead aims to kick sufficient particles with adequate momentum to escape the galactic disk and to drag the ISM up with them.

Dalla Vecchia and Schaye (2008) try kicking particles orientated both away from the originating supernova as well as randomly and indicate that it makes no difference to the results. Looping over particles within the smoothing length provides sufficient mass to ensure enough particles will be kicked, prevents the kicking of gas from being de-localised from the supernova and removes the need for more communication intensive algorithms that would be required if you wanted to kick more distant neighbours.

In order to avoid the unphysical formation of stars in gas that has been kicked at high velocity the SPH simulations explicitly tag recently kicked particles as “wind” particles. These remain in the wind for a period of time \( t_w = 1.5 \times 10^7 \text{yr} \) during which they continue to contribute to the hydrodynamic forces but cannot form stars or be kicked again until they leave the wind. They may leave the wind early if the density of the region they enter is less than ten percent of the threshold density for star formation.

Dalla Vecchia and Schaye (2008) tests the performance of the model on a \( 10^{10} \, h^{-1} \, \text{M}_{\odot} \) dwarf galaxy and a \( 10^{12} \, h^{-1} \, \text{M}_{\odot} \) Milky Way like galaxy, both of which use the same initial disk setup as in the star formation tests presented in Schaye and Dalla Vecchia (2008) which I briefly outline in § 8.3. For simplicity metal enrichment and the return of mass to the ISM is neglected when stars go supernova.
8. Initial Conditions in GADGET

Dalla Vecchia and Schaye (2008) adopt the same model disk galaxies as used in Schaye and Dalla Vecchia (2008). They consist of an exponential gas and stellar disk along with a spherical stellar bulge and a dark matter halo which follow Hernquist (1990) profiles. The disk gas fraction is initially set to one third. The dark matter profile is scaled to match an NFW profile within the virial radius with concentration, \( c = 9 \). The \( 10^{10} h^{-1} \) M\(_{\odot}\) dwarf galaxy (we use \( h = 0.73 \)) has an effective NFW virial radius of \( 35.1 h^{-1} \) kpc whilst the larger \( 10^{12} h^{-1} \) M\(_{\odot}\) Milky Way like galaxy has a virial radius of \( 163 h^{-1} \) kpc.

They adopt a density threshold for star formation of \( n_H = 0.1 \) cm\(^{-3}\) and a temperature threshold of \( T/\mu = 10^4 \) K/0.59. The simulations feature radiative cooling and heating in the presence of the redshift zero UV background from galaxies and quasars. The simulations are setup with primordial abundances of hydrogen and helium and no metals are present or injected through stellar processes for simplicity.

Both the GADGET-2 and FLASH simulations presented in § 8.6 adopt the same Kennicutt-Schmidt normalisation of \( 2.5 \times 10^{-4} \) M\(_{\odot}\) yr\(^{-1}\) kpc\(^{-2}\) and exponent, \( n = 1.4 \) as was used by Schaye and Dalla Vecchia (2008). This ensures that the results from my feedback models can be contrasted directly with my findings in chapter 7 without feedback.

The simulations presented in Dalla Vecchia and Schaye (2008) use a Chabrier IMF which extends the Salpeter (1955) IMF down to lower mass stars and uses improved observations. As the Kennicutt law in equation (7.2) assumes a Salpeter IMF, the new Kennicutt-Schmidt law normalisation is reduced to give a value of \( 1.5 \times 10^4 \) M\(_{\odot}\) yr\(^{-1}\) kpc\(^{-2}\). Both the FLASH and GADGET-2 simulations presented in § 8.7 adopt this revised value for the Kennicutt-Schmidt law normalisation to remove the need to re-run the GADGET-2 feedback simulations with the original normalisation. As Schaye and Dalla Vecchia (2008) show that their star formation model can robustly reproduce any input star formation law, this should affect both codes identically. This reduced normalisation will result in a lower star formation and thus supernova rate for a given surface density. The same exponent, \( n = 1.4 \) is maintained.

The GADGET-2 simulations are run in an isolated 20 Mpc\(^3\) box and use a particle mass of \( 5.1 \times 10^4 h^{-1} \) M\(_{\odot}\) for baryonic material (stars and gas). The dark matter particles are 4.6 more massive than the gas particles. The total number of particles in each simulations is 4,800,736, of which 225,437 are gas particles in the disk. Again, like the simulations
presented in chapter 7, Dalla Vecchia and Schaye (2008) fix the ratio of the smoothing length to the Jeans length, $\lambda_J/h = 0.275$. For the $10^{12} \, h^{-1} \, M_\odot$ galaxy this gives a peak spatial resolution of 44 pc and for the $10^{10} \, h^{-1} \, M_\odot$ dwarf a peak resolution of 15 pc.

8.4 Initial Conditions in FLASH

8.4.1 Gaseous Halo, Box Size and Boundary Conditions

As outlined in chapter 7, the FLASH simulations feature an additional tenuous gaseous halo since the Riemann solvers in AMR codes experience convergence problems when dealing with vacuum conditions. The pressure and density initially drop by four and six orders of magnitude respectively at the boundary between the disk and the halo. This ensures that the ram pressure of material leaving the disk will be much greater than any resistive pressure from the halo. The dark matter is modelled with an analytic Hernquist (1990) profile instead of a live halo as in the GADGET-2 simulations.

As hardware constraints prevent the FLASH simulations from being run in a 20 Mpc$^3$ box, I instead adopt a 120 kpc$^3$ box for the $10^{12} \, h^{-1} \, M_\odot$ galaxy at a refinement level of seven ($\equiv 1024^3$ cells) giving a peak spatial resolution of 58 pc. This is comparable to the converged simulations in chapter 7 and the peak spatial resolution in the SPH simulations. This box size encloses 27% of the galaxy’s virial radius. I choose to simulate the dwarf galaxy in a 60 kpc$^3$ box at a refinement level of six giving an effective peak spatial resolution of 58 pc, identical to the higher mass galaxy. This allows me to determine the effect of feedback in a dwarf galaxy with a comparable level of resolution to the higher mass galaxy as would be the case in a true cosmological simulation. Although my FLASH dwarf galaxy does not have comparable spatial resolution to the SPH equivalent, I find that feedback in the dwarf galaxy causes it to become highly unstable as soon as feedback begins. This makes it impractical to run more computationally demanding simulations. The choice of box size for the dwarf galaxy allows the box to enclose 63% of the galaxy’s virial radius. I vary the input mass loading and wind velocity in both disk galaxy simulations which are run for 400 Myrs.

Given that my FLASH simulations take place inside a 120 kpc$^3$ box, it is possible that boundary effects could influence my results. My first concern is whether interactions at the boundary could artificially reflect material back down onto the disk. This would increase the star formation rate and inhibit outflowing winds. The vast 20 Mpc$^3$ box in GADGET-2 ensures that ejected material cannot contact the box edges and so only
material which actually remains gravitationally bound can fall back onto the disk at late times.

To overcome this I impose outflow boundary conditions which allow material to leave through the simulation box boundaries. Boundary effects are unlikely to influence behaviour in the disk anyway as material ejected from the galaxy with a wind velocity of \(v_w = 600 \text{ kms}^{-1}\) at time \(t = 0\), would only have travelled 248 kpc by the end of these simulations. It will therefore only have just bounced back to the centre of the 120 kpc\(^3\) box by the end of the simulation. Furthermore the sound speed with which pressure waves can traverse the halo gas typically peaks at around 131 kms\(^{-1}\). Such a relatively low velocity ensures that interactions at the boundary will be unable to influence the behaviour of material in and around the star forming regions of the disk. I confirm this by further halving the FLASH box size to 60 kpc\(^3\). This should lead to more interaction of outflowing gas with the boundary, however as expected I observe no change in the global star formation rate. I can therefore conclude that the boundary conditions will not artificially suppress the efficiency of the supernova feedback in FLASH.

The reduced box size however does have one main drawback. In the simulations of Dalla Vecchia and Schaye (2008), they observe natural turnaround of some of the outflowing material at late times. This then falls back in on the galaxy creating a galactic fountain. The turnaround of material generally occurs at larger radii than those that are enclosed within my FLASH simulations. Although I use outflow boundary conditions to prevent material artificially being reflected back from the boundary, it does prevent material that may naturally turnaround outside of the box from falling back onto the galaxy. As any information pertaining to material that leaves the box is lost, this means that my simulations are not expected to be able to form the galactic fountain that Dalla Vecchia and Schaye (2008) observe. Fortunately Dalla Vecchia and Schaye (2008) only observes inflow of material after 330 Myrs in the larger galaxy and after 400 Myrs in the dwarf galaxy. As such this limitation is unlikely to present a significant bias upon my FLASH simulations, especially at early times.

### 8.4.2 Choice of Polytropic Index

In chapter 7 I showed that substantial differences arose when using the same polytropic index in both the FLASH and GADGET-2 codes. When using a polytropic index of 4/3 (as adopted in Schaye and Dalla Vecchia, 2008; Dalla Vecchia and Schaye, 2008) the AMR code produces very compact dense knots of gas. These compact knots are found to
become denser as the resolution is increased. Since the star formation rate scales with the density \( \dot{m}_* \propto \rho^{1.4} \), this prevents the global star formation rate from converging as higher densities lead to higher star formation rates. The SPH code however does not form these dense knots of gas and instead produces smoother spiral structures. As I do not wish to run the GADGET-2 simulations again using a higher polytropic index and as I have already shown in chapter 7 that using identical polytropic indices will give substantially different results, I opt to use values of 4/3 in GADGET-2 and the higher value of 5/3 in FLASH. These values were found to yield very good agreement both in terms of the global star formation histories and the general morphologies of the galaxies formed. I refer the reader back to chapter 7 for a more detailed overview of the initial conditions and the comparative results. Table 8.1 lists the simulations that I run in § 8.7 along with the different input wind speeds and mass loading parameters.

Table 8.1: Parameters: code used for simulation (FLASH or GADGET-2), total mass, \( M_{\text{halo}} \); input mass loading, \( \eta \); input wind velocity, \( v_w \); whether the wind model was used (Wind)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Code</th>
<th>( M_{\text{halo}} (h^{-1} M_\odot) )</th>
<th>( \eta )</th>
<th>( v_w ) (km( s )^{-1})</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fm12nowind</td>
<td>FLASH</td>
<td>10^{12}</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>Fm12ml1</td>
<td>FLASH</td>
<td>10^{12}</td>
<td>1</td>
<td>848</td>
<td>Y</td>
</tr>
<tr>
<td>Fm12ml2</td>
<td>FLASH</td>
<td>10^{12}</td>
<td>2</td>
<td>600</td>
<td>Y</td>
</tr>
<tr>
<td>Fm12ml4</td>
<td>FLASH</td>
<td>10^{12}</td>
<td>4</td>
<td>424</td>
<td>Y</td>
</tr>
<tr>
<td>Fm10nowind</td>
<td>FLASH</td>
<td>10^{10}</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>Fm10ml1</td>
<td>FLASH</td>
<td>10^{10}</td>
<td>1</td>
<td>848</td>
<td>Y</td>
</tr>
<tr>
<td>Fm10ml2</td>
<td>FLASH</td>
<td>10^{10}</td>
<td>2</td>
<td>600</td>
<td>Y</td>
</tr>
<tr>
<td>Gm12nowind</td>
<td>GADGET-2</td>
<td>10^{12}</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>Gm12ml1</td>
<td>GADGET-2</td>
<td>10^{12}</td>
<td>1</td>
<td>848</td>
<td>Y</td>
</tr>
<tr>
<td>Gm12ml2</td>
<td>GADGET-2</td>
<td>10^{12}</td>
<td>2</td>
<td>600</td>
<td>Y</td>
</tr>
<tr>
<td>Gm12ml4</td>
<td>GADGET-2</td>
<td>10^{12}</td>
<td>4</td>
<td>424</td>
<td>Y</td>
</tr>
<tr>
<td>Gm10nowind</td>
<td>GADGET-2</td>
<td>10^{10}</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>Gm10ml1</td>
<td>GADGET-2</td>
<td>10^{10}</td>
<td>1</td>
<td>848</td>
<td>Y</td>
</tr>
<tr>
<td>Gm10ml2</td>
<td>GADGET-2</td>
<td>10^{10}</td>
<td>2</td>
<td>600</td>
<td>Y</td>
</tr>
<tr>
<td>Gm10ml4</td>
<td>GADGET-2</td>
<td>10^{10}</td>
<td>4</td>
<td>424</td>
<td>Y</td>
</tr>
</tbody>
</table>
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8.5 Implementing Kinetic Supernova Feedback into FLASH

By replacing references to the gas particle masses in equation (8.3) with the AMR cell masses the same stochastic approach to kicking cells can be adopted. Although initially the supernova feedback prescription of Dalla Vecchia and Schaye (2008) appears to be relatively easy to implement into the FLASH AMR structure, problems arise due to the fundamentally different way in which the two codes represent the gas.

8.5.1 Stochastic Kicking of Cells

As I shall describe in § 8.5.4, the fact that cell masses can vary in an AMR code presents problems when implementing a feedback recipe that was predominantly written for an SPH code. The SPH code uses fixed mass gas particles with comparable masses to the star particles. AMR codes however have variable mass gas cells and so the total gas mass of the enclosed cells can vary greatly. For instance I find that the mass of cells within my disk galaxy simulations span more than three orders of magnitude. To overcome this and ensure that the feedback scheme works well in all density regimes it is necessary to allow the enclosed number of cells to be varied.

The effect of the star particle resolution can be partly removed by first summing the total number of star particles that will go supernova in a given cell over the timestep, \( n_{SN} \) and then calculating the cumulative probability

\[
Prob = \frac{\eta m_s n_{SN}}{\sum_i m_{g,i}} \tag{8.4}
\]

instead of calculating the probability independently for each supernova. Here \( m_{g,i} \) is the mass of gas in the \( i^{th} \) cell and \( N_{gb} \) is the number of neighbours we loop over. This ensures that both small and high particle masses give the same kick probability.

When looping over a fixed number of neighbouring cells, it is possible to obtain a probability for kicking cells greater than one. This can occur in very low density regions where the mass of gas may be many times lower than the mass of a star. This would imply the need to kicks cells many times and presents two significant drawbacks. Firstly multiple kicks to the same cell can yield extremely high unphysical wind velocities. These would cause the Riemann solver to fail to converge since large velocity differences at the cell boundary will yield poor interpolation results. Even if the Riemann solver was able to work, such wind speeds would still lead to very small timesteps that would make the
simulation too slow to perform. Secondly, if the kick direction is orientated randomly, it is possible for the second kick to oppose the first, yielding a much smaller or zero kick speed. Thus the energy imparted to the ISM would be lower than expected.

Instead I opt to vary the enclosed number of neighbouring cells in the probability calculation in equation (8.4). I first determine whether the probability of kicking the parent cell in which the star particle resides is less than or equal to one,

$$\text{Prob} = \frac{\eta m_* n_{SN}}{m_{g,\text{parent cell}}}$$

(8.5)

If it is then I kick the parent cell alone with that probability. In very massive cells this allows for the cumulative supernova probability to reach higher values and increases the frequency with which we kick high mass cells. If the probability of kicking the parent cell is greater than one, I guarantee to kick the parent cell. This prevents feedback from becoming de-localised with surrounding cells being kicked in place of the parent cell where feedback should actually initiate. I then increase the number of neighbouring cells I loop over ($N_{gb}$) until the following probability is less than or equal to one,

$$\text{Prob} = \frac{\eta m_* n_{SN} - m_{g,\text{parent cell}}}{N_{gb} \sum_i m_{g,i}}$$

(8.6)

This scheme ensures that the probability of kicking cells is as large as possible whilst adapting to enclose sufficient mass to prevent loss of mass loading in less dense regions of the disk. I present a resolution test of the expected and actual mass loading for the simulations in § 8.6.1.

### 8.5.2 Tracking the Wind Across the Mesh

To prevent cells that have recently been kicked by supernova from receiving additional kicks that could lead to unphysical wind speeds, I tag the wind using a mass tracer, $w$, which advects with the fluid. Although as I will explain in § 8.5.5 there are difficulties in tracking the wind in an AMR code, I chose to implement the following method.

When the fluid in a cell is kicked, it is placed on the wind by setting the tracer to 1. After each timestep I then age the wind according to

$$w(t) = w(t = 0) e^{-t/t_w}$$

(8.7)

thus the wind at time $t + \Delta t$ is given by

$$w(t + \Delta t) = \left(1 - \frac{\Delta t}{t_w}\right) w(t)$$

(8.8)
where $t_w = 1.5 \times 10^7$ yrs is the same as in the SPH setup. Thus the wind tracer fluid is reduced each step using equation (8.8) until it drops below a user defined threshold at which point the material within the cell is no longer classed as part of the wind.

The wind tracer fluid to specifies the fraction of material which is part of the wind, with equation (8.8) returning a small fraction of the gas to a star forming state each step. When wind material advects into cells with a density less than $0.1 \rho_{g,c}$ I remove it from the wind. Supernova are unable to kick cells with more than a user defined fraction of wind material. By default I set this limit to 0.5 but find that varying the limit makes little difference to the resulting global star formation rate. Although not exactly identical to the SPH setup it provides the closest approximation possible.

### 8.5.3 A Need for Thermal Feedback

As cells can be kicked randomly with a random orientation, most cells are likely to be kicked into the plane of the disk. When this happens, dense cells collide with equally dense cells and the energy imparted through the kick can be lost. Normally this would be thermalised in a shock, however the polytropic equation of state does not explicitly track a temperature and therefore internal energy which is independent of the density. When the gas shocks, the increase in the internal energy is lost when recalculating the effective pressure and corresponding internal energy using equation (7.14). Although GADGET-2 does not allow for material on the effective equation of state to shock, I allow for the addition of a “thermal” component to the feedback.

I first determine the temperature of the gas according to the internal energy resulting from the shock (as calculated by the Riemann solver) and the effective temperature on the polytropic equation of state

$$T_{\text{eff}} = T_c \left( \frac{\rho_g}{\rho_{g,c}} \right)^{(\gamma_{\text{eff}} - 1)}$$

(8.9)

where $T_c$ is the critical temperature at the star formation threshold. If the temperature from the Riemann solver is greater than a user defined multiple (say 1.05) of the effective temperature on the polytropic equation of state, then I remove it from the effective equation of state. The internal energy from the Riemann solver at this point is conserved and the pressure updated according to

$$P = \rho \varepsilon_{\text{int}} (\gamma - 1)$$

(8.10)

This allows the collision of equation of state gas to effectively shock and leave the polytropic equation of state, terminating star formation in regimes where it should not be
present. This helps prevent the otherwise spurious suppression of feedback by the numerical implementation.

### 8.5.4 Problems with Variable Mass Cells

In SPH codes the gas and star particles have identical masses and thus the probability obtained from equation (8.3) is of order \( \eta/N_{gb} \). For default mass loading of two this gives a probability of kicking a gas particle of 1/24. On average this leads to the SPH code kicking a number of particles equal to the mass loading every time a supernova goes off. The only regime in which this system can fail is in strong star forming regions where many gas particles may have already been kicked or converted into stars leaving no gas particles present that are not already part of the wind. Dalla Vecchia and Schaye (2008) record the global expected and imparted mass loading of the wind and confirm that for their simulations this presents a negligible effect.

AMR codes however have variable mass cells which can lead to a series of different regimes for which different ideal star particle masses exist. At the edges of a galactic disk the gas density can be hundreds to thousands of times less dense than at the galactic core. At the centre of the galactic disk this can result in the enclosed gas mass of neighbouring cells being far greater than the mass of the star particle. This leads to extremely small kick probabilities and often star particles will go supernova without kicking any mass. In theory only a few successful kicks should be required since the cells contain more mass and therefore averaging over a large number of potential kicks will yield a mean mass loading in line with expectations.

Initial investigations which applied the feedback approach in equation (8.3) with a fixed number of neighbouring cells found that in practice the probability of kicking the parent cell is so low that within the space of a typical simulation, insufficient attempts to kick it occur. This arises since applying a uniform probability to each of the enclosed cells can allow the few successful kicks to actually move material outside of the disk. Since the disk is only a few cells thick, the chances of kicking a cell outside of the disk are much higher than kicking those within the disk. This de-localisation of the feedback can cause problems with an under-loading of the wind. As this then allows more mass to accrete onto these dense cells, it exacerbates the effect. Thus in very dense regions were the probability of kicking a cell is extremely low, ideally only the parent cell should be included in the calculation.

On the other hand, in the outer regions of the disk, the same star particle may
have many times the mass of the enclosed cell gas masses. This would yield very high probabilities for kicking the cells, possibly leading to all of the cells being kicked. It may even be necessary in the outer regions of the disk to increase the number of cells we loop over to return the correct global mass loading.

Although increasing the star particle mass increases the probability with which supernova can kick cells in the galactic core, it will lead to supernova on the edges of the disk being unable to kick sufficient mass. I also showed in chapter 7 that increasing the star particle mass beyond a threshold value (i.e. that required to kick central cells with sufficient frequency) leads to poor reproduction of the Kennicutt-Schmidt law as the probability of forming individual stars in low mass cells drops and greater sampling statistics are required. This increases the need to use mass deficit tracer particles and ideally should be avoided.

Decreasing the star particle mass so that we are able to kick enough mass at the edges of the disk, results in insufficient mass loading at the centre of the galaxy. Clearly a small star particle mass is favoured for the star formation routines whilst a much larger mass is required for the supernova feedback routines. Changing the star particle mass will therefore not resolve these limitations.

Clearly it is necessary to diverge from the initial approach used by Dalla Vecchia and Schaye (2008) and allow the number of neighbouring cells which we enclose to vary in line with the enclosed mass and probability of kicking a cell. In very dense regions where the probability is low, less cells will be included whilst in low density regions where the probability of kicking a cell is higher, we can include more cells and mass. Although I truncate the loop over neighbouring cells when it exceeds the number of available guardcells, the disk galaxy simulations presented later in this chapter indicated that this has a negligible effect upon the mass loading and that there were always sufficient enclosed cells. I also prevent cells that have already been kicked and are classed as on the wind from featuring in the enclosed mass calculation in equation (8.6) preventing excessive wind velocities. This also proves to have no adverse effect upon the resulting mass loading relative to what was expected.

I do however note that it is possible for some cells to receive two kicks - both due to supernova local to their block and due to other supernova on neighbouring blocks. This happens when kicks are mapped across from neighbouring blocks using the guardcells. Although an explicit routine could have been written to prevent this it would present other problems such as corners of the blocks becoming visible when supernova at the
edges of the block are only able to kick internal instead of a sphere spread across different neighbouring blocks. The routine would also present a significant communication penalty and thus was not implemented.

8.5.5 Difficulties Tracking the Time Evolution of the Wind

In the SPH simulations of Dalla Vecchia and Schaye (2008) they prevent repeatedly kicking particles by tagging them as “wind” particles and attaching a unique timer to each wind particle which records how long they have been part of the wind. For a time, $t_w = 1.5 \times 10^7$ yrs they continue to contribute to the hydrodynamic forces but cannot be kicked until they leave the wind or the density drops below ten percent of the star formation threshold.

Copying this explicitly is impossible in any grid code since the fluid mass in FLASH is not discrete like in an SPH code. In order to follow the wind I must use an additional mass tracer, $w$, which advects with the flow to mimic the property of the timer.

My initial scheme prevented the entire contents of the cell from forming stars or being kicked when the wind tracer fluid was above a given threshold (one e-folding time). Although this worked well if the fluid was static and did not mix with other material, in practice the fluid motion mixes both non-wind and wind material, reducing the wind fraction faster than expected. In addition if a fraction of the material from a kicked cell advects into a neighbouring cell, raising the wind fraction above the cut-off threshold for star formation, it will completely terminate star formation within both cells. This can lead to a spurious increase in the total mass of material in the wind. This leads to a strongly cyclic mode of star formation with star formation giving rise to supernova and cutting off further star formation for a time $t_w$. As the wind ages and gas leaves the wind, star formation resumes at the same level as in the absence of feedback. Such a model does not mimic the properties of the SPH code and therefore I opt to implement the model outlined in § 8.5.2. As I will show in § 8.7, this model reproduces the smooth decrease in the global star formation rate over time in the SPH simulations.

8.6 Investigating Different Approaches to Feedback in FLASH

I now investigate the effect of the different feedback prescriptions in FLASH using the same model disk galaxy and star formation parameters as used for the star formation tests in chapter 7.
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8.6.1 Resolution Checks: Is the Mass Loading Correct?

Like the simulations presented in chapter 7 which lack feedback, those which include feedback all converge at relatively modest levels of refinement ($l_{\text{ref}}$ 6 and above).

To confirm that theFLASH recipe is kicking sufficient mass and that the feedback routine is converged I plot the ratio between the actual and expected mass loading in figure 8.1. Stochastic variations can initially lead to $\sim 50\%$ more mass being kicked than is expected. As the sampling statistics improve, these variations rapidly drop off with some supernova kicking less mass than on average they should. This allows the ratio between the actual and expected gas mass kicked by supernova to tend back towards unity. The plotted lines correspond to increasing refinement levels; black ($l_{\text{ref}}$ 4), red ($l_{\text{ref}}$ 5), blue ($l_{\text{ref}}$ 6) and green ($l_{\text{ref}}$ 7). The results are found to converge almost exactly by $l_{\text{ref}}$ 6 with an RMS deviation of less than $\sim 1\%$, agreeing well with the convergence of the star formation rate previously shown in § 7.7. Higher levels of resolution then lead to more modest reduction in the RMS deviation with the star formation rate also converging by a refinement level of six.

The relatively high deviations in the lowest resolution run ($l_{\text{ref}}$ 4, black line) arise due to the lower number of cells. As there are less cells to kick and I sum the total number of stars going supernova in each before calculating the kick probability (see § 8.5.1), the sampling statistics are lower. This leads to much larger stochastic variations, especially as each cell is coarser and therefore more massive than in the higher resolution simulations. More timesteps are required to provide the sampling statistics necessary to return the cumulative ratio back to unity as can be seen happening towards the end of the simulation, at which point the deviation has dropped to $\sim -2.5\%$ from the earlier $15\%$ deviations before 100 Myr.

Figure 8.1 clearly shows that the supernova feedback prescription has converged with excellent agreement between the expected and imparted mass loading.

8.6.2 Efficiency of Kinetic Feedback

The global star formation rate as a function of time without feedback as was obtained in chapter 7 (black) and with the kinetic implementation of the feedback prescription (which does not include the thermal component) is plotted in figure 8.2. The equivalent GADGET-2 simulations with (dashed purple line) and without winds (dot-dashed purple line) are plotted for comparison.
Figure 8.1: Ratio of the mass kicked to that expected against time for different levels of refinement in the FLASH code. The lines correspond to refinement levels/peak spatial resolutions; $l_{\text{ref}4} \equiv 468\text{pc}$ (black), $l_{\text{ref}5} \equiv 234\text{pc}$ (red), $l_{\text{ref}6} \equiv 117\text{pc}$ (blue) and $l_{\text{ref}7} \equiv 58\text{pc}$ (green).

Initial deviations from the expected kicked mass are due to the stochastic nature with which particles are kicked. As sampling statistics increase the imparted mass loading quickly converges on the expected mass loading to within less than $\sim 1\%$ for refinement levels $l_{\text{ref}6}$ and above.

The star formation rate in the absence of feedback is slightly higher in FLASH compared to in the GADGET-2 simulation as was previously observed in chapter 7. This could be partly due to the sharper density contrasts in an AMR code which allow the spiral arms to be thinner and slightly denser. As the star formation rate scales as $\dot{m}_* \propto \rho^{1.4}$ then this can boost the star formation rate. Both codes however use different polytropic indices and although the results are very similar, some small differences are not unexpected.

When feedback is included, the prescription in GADGET-2 is able to reduce the final global star formation rate by around 50\% whilst the same effective prescription in FLASH fails to make more than a 5\% decrease. Despite the star formation rate and galaxy morphology in the absence of feedback being almost identical (see chapter 7), the efficiency of feedback is dramatically different. The kinetic feedback model in FLASH is evidently not as efficient at removing star forming gas from the disk as in the SPH simulation.

As I have already confirmed that the simulations achieve the correct mass loading and
Figure 8.2: Global star formation rate as a function of time for different feedback models. The purple dot-dashed line corresponds to the GADGET-2 simulation without feedback whilst the dashed purple line corresponds to the GADGET-2 simulation with feedback. The red line corresponds to a near identical feedback prescription to that in GADGET-2 implemented into FLASH and fails to show more than a 5% decrease in the star formation rate without feedback (black). The implementation of a thermal component to the model which allows the kinetic energy in the wind to thermalise is presented in blue. Although this improves the agreement with the SPH model, only when the cells are kicked orthogonal to the mid-plane do we fully recover the level of feedback efficiency seen in the SPH simulations.

that limitations to the box size do not adversely affect my results there must be another cause for the discrepancy.

8.6.3 Addition of Thermal Feedback

The blue line in figure 8.2 shows the resulting star formation as a function of time once the thermal component to feedback is included. The addition of the thermal component does allows supernova to blow hot under-dense bubbles in the outer regions of the disk, expelling gas for star formation. The central regions however are relatively unaffected due to their high densities which give them very short cooling time scales. After they have
been kicked off the effective equation of state, they are able to cool back onto it within a few million years. Thus despite the greater decline in the star formation rate between 30 and 70 Myrs relative to the SPH purely kinetic feedback configuration, the new “thermal feedback” still fails to recover the GADGET-2 results. Overall FLASH now achieves a reduction in the global star formation rate of almost half that achieved in GADGET-2.

This is easiest explained by calculating the cooling time. I begin by considering one of the very dense cells in the centre of the disk with a density of order \( n_H = 20 \, \text{cm}^{-3} \). If this cell is kicked with a velocity of \( v_w = 600 \, \text{kms}^{-1} \) and subsequently collides with an equally dense cell, converting all of the energy into thermal energy, this will result in a temperature of

\[
T = \frac{2 \mu m_p v_w^2}{3 k_B} = 8.6 \times 10^6 \, \text{K}
\]  

Using the look-up tables of Wiersma et al. (2009), a gas composed purely of hydrogen and helium at such a temperature is found to have a cooling function of the order \( \Lambda \approx 10^{-23} \, \text{erg s}^{-1} \, \text{cm}^3 \). Such a primordial mixture of hydrogen and helium gives an electron density of \( n_e = 24.96 \, \text{cm}^{-3} \) and thus a cooling rate

\[
|\dot{E}_{\text{cool}}| = \Lambda(T)n_e \approx 2.5 \times 10^{-22} \, \text{erg s}^{-1}
\]  

This yields a cooling time (see Binney and Tremaine, 1987),

\[
t_{\text{cool}} = \frac{E}{|\dot{E}_{\text{cool}}|}
\]

where \( E = \frac{3}{2} k_B T/n \) is the thermal energy of the electrons which we wish to radiate. This gives a cooling time \( t_{\text{cool}} \approx 3.8 \times 10^5 \, \text{yrs} \). As the smallest simulation timestep is about \( 10^4 \) years, this gives a cooling time equivalent to only 24 timesteps. Clearly thermal feedback in such dense cells is inefficient with the thermal energy being radiated away over extremely short timescales before it has time to blow cavities and escape channels in the disk. This prevents gas from escaping from the disk and leads to material returning to the effective equation of state. As star formation resumes, these regions accrete more mass and become denser, making the situation progressively worse.

As energy within the dense central regions of the disk is far too easily dissipated, I try to maximise the efficiency of the feedback by giving all cells that are kicked, velocities away from the mid-plane of the disk (z-kicks). This allows all material to leave in the direction of least resistance, with successive kicks in the disk forming escape channels and
lifting layers of gas off. As the green line in figure 8.2 shows, the resulting star formation rate is comparable to that in \textit{GADGET-2} (purple dashed line) to within around \(\pm 16\%\) at all times.

The SPH code is able to produce a similar level of feedback without need for an additional thermal feedback component or escape trajectories that are maximised for efficiency. As these are designed to help prevent dissipation of energy within the dense regions of the disk, it would appear that somehow SPH particles experience dramatically less hydrodynamic resistance when passing through the gas compared to in an AMR code. Interestingly this hints at yet another fundamental difference in the way in which the hydrodynamic implementations differ and holds strong significance for simulations which incorporate sub-grid feedback mechanisms.

### 8.6.4 Feedback Sensitivity to Mass Loading & Wind Speed

I now test the sensitivity of my feedback model to the amount of energy injected. To do this I increase the energy injected through feedback by an unrealistic factor of four. This can be done by either increasing the mass loading to \(\eta = 8\) or by doubling the wind velocity; \(v_w = 1200 \text{ km} \text{s}^{-1}\). The increased wind speed will have the effect of being able to heat the ISM to higher temperatures and is therefore more likely to drive bubbles in the ISM before it cools. The increased mass loading will result in a greater number of cells being kicked and should result in more material being ejected from the disk, especially around the outer regions of the disk where gas is less confined by dense neighbouring gas.

As can be seen in figure 8.3, the feedback model is exceptionally robust to the varying of the wind speed and mass loading parameters as well as the total energy input to the simulation as neither of the two models make a substantial difference to the global star formation rate. Although they both produce in a sharper drop between 30 and 50 Myrs into the simulation, they ultimately converge within \(\sim 100\) Myrs to the same global star formation rate as for the fiducial wind speed and mass loading values.

Clearly energy is dissipated within the dense disk gas too easily for an increase in either the wind speed or mass loading to make a difference. I now investigate the effect of varying the galaxy mass on the efficiency of the feedback along with its effects upon the galaxy morphology in \$8.7\).
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Figure 8.3: Global star formation rate as a function of time. The purple dot-dashed line corresponds to the GADGET-2 simulation without feedback whilst the dashed purple line corresponds to the GADGET-2 simulation with kinetic feedback. The blue line corresponds to the feedback model in FLASH that allows the winds to thermalise their kinetic energy. The other two lines correspond to runs with four times the injected supernova energy; $\eta = 2$, $v_w = 1200 \text{ kms}^{-1}$ (red) and $\eta = 8$, $v_w = 600 \text{ kms}^{-1}$ (green). The resulting star formation rate in FLASH is surprisingly robust to an increase in feedback energy and neither of the two runs are able to replicate the level of efficiency seen in the GADGET-2 runs.

8.7 Comparison of Feedback in the $10^{10}$ and $10^{12} \ M_\odot$ Galaxies

In the previous section I showed that the kinetic feedback model including a thermal component and kicks orientated tangentially away from the mid-plane of the disk was able to reproduce the feedback efficiency of the SPH simulations in Dalla Vecchia and Schaye (2008). I now use this feedback model and extend the work to examine the effect of supernova feedback in different sized galaxies; a $10^{10} \ h^{-1} \ M_\odot$ dwarf galaxy and a larger $10^{12} \ h^{-1} \ M_\odot$ Milky Way like galaxy.
8.7.1 Morphological Effects of Feedback on the $10^{12} \, M_\odot$ Galaxy

Figure 8.4 displays the edge-on (top) and face-on (bottom) logarithmic projected gas density for simulations (see table 8.1) Fm12ml2 (1st column), Fm12nowind (2nd column), Gm12ml2 (3rd column) and Gm12nowind (4th column) at time $t=250$ Myr. All images are $45 \, h^{-1} \, kpc$ on a side. The SPH simulations where mapped to the mesh using the same software as was used to map the $GADGET-2$ initial conditions to the AMR mesh. For both codes the disk galaxies with only cooling and star formation (Fm12nowind & Gm12nowind) show exceptional agreement both in terms of spiral structure and the peak densities reached. Some additional spiral structure is visible in $FLASH$ (Fm12nowind) which tends to be smoothed out in $GADGET-2$ (Gm12nowind), to be expected given the greater ability of AMR codes to resolve sharp density contrasts. The $FLASH$ disk also appears to have become marginally thinner than that of the $GADGET-2$ disk which can also be attributed to this characteristic property of the codes, especially since the disk is only a few cells/smoothing lengths thick.

In the presence of feedback (Fm12ml2 & Gm12ml2), both of the codes show an increased puffing up of the disk and a reduction in the densest regions. Whereas the individual spiral arms in $GADGET-2$ are relatively stable in the presence of feedback, a more dramatic change in morphology is brought on in the $FLASH$ code. As a result of feedback, smaller spiral arms are destroyed and a single set of dense spiral arms result. Such a dramatic morphological change brought on simply by changing the hydrodynamic implementation, has obvious implications for cosmological simulations.
Figure 8.4: Edge-on (top) and face-on (bottom) logarithmic projected gas density for simulations Fm12ml2 (1st column), Fm12nowind (2nd column), Gm12ml2 (3rd column) and Gm12nowind (4th column) at time $t = 250$ Myr. All images use a common colour scheme for the density shown in the colour bars and are $45 \ h^{-1} \ kpc$ on a side. The arrows correspond to the mean projected gas velocity and have peak lengths of 108 kms$^{-1}$ in Fm12ml2 and 292 kms$^{-1}$ in Gm12ml2, with the GADGET-2 simulation showing a much higher outflow velocity than in the AMR code for the same initial kick speed and mass loading.
8.7.1.1 Ram Pressure in the Gaseous Halo

The vertical distribution of gas above and below the disk is much lumpier in *FLASH* than the smooth halo visible in *GADGET-2*.

*FLASH* clearly displays a lot more structure with many arcs visible due to the combination of the z-axis kicks and the initial angular momentum of the gas in the disk. This creates a much denser gaseous halo immediately above the disk. As the build up of a dense halo could present resistance to outflowing material, constraining it to the disk and reducing the feedback efficiency, I compare the thermal pressure of the fluid, with the ram pressure of outflowing material

$$P_{\text{ram}} = \rho v_w^2.$$  \hspace{1cm} (8.14)

Here $\rho$ is the density of the medium and $v_w$ is the velocity that the gas would be kicked at if we were to place it in the wind. In figure 8.5, the resulting thermal pressure (black) and ram pressure (blue) are plotted for a slice through the galactic core, tangential to the galactic plane at time $t = 250$ Myrs. There is at least an order of magnitude difference between the ram and thermal pressure of the ISM at all radii. As the density of the gas builds towards the galactic disk, its potential ram pressure should it be kicked, builds until the densest cells in the galactic core can present nine orders of magnitude more ram pressure than the ISM alone can resist through thermal pressure. I can therefore conclude that the accumulation of gas in the halo cannot prevent material from leaving the disk.

8.7.1.2 Outflow Geometry

The arrows in figure 8.4 correspond to the mean projected gas velocity and have peak lengths of 108 kms$^{-1}$ in Fm12ml2 and 292 kms$^{-1}$ in Gm12ml2. The *GADGET-2* simulations therefore show a much higher outflow velocity than in the AMR code, for the same initial kick speed and mass loading. The outflow pattern is fairly similar in both codes and apart from the reduced outflow in the plane of the disk, is otherwise isotropic. As the wind in *FLASH* is directed tangentially away from the mid-plane of the disk, the generation of an isotropic flow is somewhat unexpected. It develops as early ejecta slows down and disperses, presenting a denser halo around the centre of the disk, offering greater resistance to subsequent material that is blown out. As material continues to be ejected, it preferentially flows out along directions of least resistance. This increases the outflow angle, creating a more isotropic flow even though I impose tangential kicks away from the mid-plane of the disk and do not randomly orientate the supernova kicks.
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Figure 8.5: Pressure plot for a slice taken through the galactic centre, tangential to the mid-plane of the disk at $t = 250$ Myr. The thermal pressure (black) and ram pressure (blue) that gas would have if it was kicked through supernova feedback are shown. The ram pressure exceeds thermal pressure resistance by at least an order of magnitude at all distances from the galactic plane and by up to nine orders of magnitude in the galactic core. The wind cannot therefore be confined to the disk by the building up of the gas halo.

8.7.1.3 Global Star Formation History

Figure 8.6 shows the global star formation rate as a function of time in GADGET-2 (left panel) and FLASH (right panel). The star formation rate in Fm12nowind initially increases to a peak value of $\sim 14 \, \text{M}_\odot \, \text{yr}^{-1}$, slightly higher than the Gm12nowind GADGET-2 simulation which reaches $\sim 12 \, \text{M}_\odot \, \text{yr}^{-1}$. Like the simulations presented in chapter 7 and earlier in § 8.6.2, the ability of the AMR code to resolve sharper density contrasts leads to a slightly thinner, denser disk as is observed in figure 8.4. This results in a higher star formation rate than in GADGET-2.
Figure 8.6: Global star formation rate as a function of time for the $10^{12} \ h^{-1} \ M_{\odot}$ galaxy in GADGET-2 (left panel) and FLASH (right panel). In the left panel, the simulations correspond to Gm12nowind (black), Gm12ml1 (red), Gm12ml2 (blue) and Gm12ml4 (green). In the right panel the simulations correspond to Fm12nowind (black), Fm12ml1 (red), Fm12ml2 (blue) and Fm12ml4 (green). Whilst both simulations Gm12ml1 and Gm12ml2 both converge upon a greatly reduced star formation rate, only the FLASH run with the greatest initial wind speed is able to match it (Fm12ml1), with the others agreeing well with the lowest wind speed GADGET-2 run (Gm12ml4).
This increase in the star formation is then followed by a more rapid decline than in the SPH simulations. The sharper decline comes from the destruction of the spiral arms observed in § 8.7.1. Ultimately both codes give comparable global star formation rates by the end of the simulations.

In *GADGET-2* both Gm12ml1 and Gm12ml2 are able to heavily suppress the star formation and converge upon a final rate of around $5.5 \, M_\odot \, yr^{-1}$. Only when using the highest wind velocity (Fm12ml1) is *FLASH* able to reach an equivalent feedback efficiency. The other two *FLASH* runs instead converge on the less efficient Gm12ml4 solution. This suggests that SPH particles are more freely able to exit the disk, their success directly linked to the initial wind speed.

The initial decline of the star formation in the *FLASH* models; Fm12ml2 and Fm12ml4 is much faster than in any of the *GADGET-2* simulations. This would suggest that initially the feedback operates more efficiently in *FLASH* but is then stalled at later times.

### 8.7.1.4 Disk Density Cross Section

Figure 8.7 displays the mean density along a line running orthogonally through the mid-plane of the disk for the default feedback simulations; Fm12ml2 in *FLASH* (black) and Gm12ml2 in *GADGET-2* (blue) at time $t = 125$ Myr. Both *FLASH* and *GADGET-2* attain the same peak density in the centre of the disk.

In the simulations which lack feedback, *FLASH* produces a slightly thinner disk than *GADGET-2*. However in the presence of feedback the puffing up of the disk is more pronounced in *FLASH*, leading to a more gradual change between the disk and the halo gas. *GADGET-2* instead maintains a very thin disk with a well defined edge, implying that the feedback in *FLASH* seems to drag up more material out of the disk. As some of this material is still at densities high enough to form stars, it may be responsible for the observed excess star formation in *FLASH*.

A few kiloparsecs out from the disk, the density of the gas suddenly increases as we enter the halo formed by the outflow. The *GADGET-2* halo density now tails off slower over the next $\sim 20$ kpc than in the *FLASH* simulation until they both fall away to densities below $n_H = 0.01$ cm$^{-3}$.

As I have already highlighted how the thermal pressure of the halo gas is insufficient to counter the ram pressure of the wind (see figure 8.5), the only other means of stalling the outflow is using the much denser gas within the disk. This suggest that whilst material from the core of the *FLASH* disk attempts to pass out of the galaxy, it collides with other
Figure 8.7: Mean density slice through the volume, orthogonal to the mid-plane of the disk in the $10^{12} \, M_\odot$ galaxy. The default feedback simulations Fm12ml2 in *FLASH* (black) and Gm12ml2 in *GADGET-2* are plotted. Whereas the *GADGET-2* disk is well defined with a sharp density drop at the edges, the *FLASH* disk is puffed out to much greater radii resulting in a smoother transition between the disk and the halo. The star formation threshold of $n_H = 0.1 \, \text{cm}^{-3}$ is marked as a red dashed line. Material above this is star forming.

gas on the effective equation of state above or below it. The collision then shock heats the gas off the effective equation of state and puffs up the outer surface of the disk. This leads to a smearing of the disk boundary and the formation of hot dense gas cells. As the cooling times for such cells are very small due to their high densities, they can then radiate this energy quickly over the space of a few million years. The cooled gas returns to the equation of state, resumes star formation and continues to present resistance to future outflows. This leaves a denser halo just around the disk that slowly puffs up as it is struck by further outflowing gas.

The SPH simulations clearly do not suffer from this effect and material on the effective equation of state does not appear to present the same resistance. Energy in the SPH implementation is clearly not dissipated as efficiently by particles as they are kicked out of the galaxy, suggesting that they act in a more ballistic fashion rather than coupling strongly to the hydrodynamics like in the AMR code.
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8.7.2 Morphological Effects of Feedback on the $10^{10}$ M$_\odot$ Galaxy

Figure 8.8 displays edge-on (top) and face-on (bottom) logarithmic projected gas density for the $10^{10}$ M$_\odot$ galaxy simulations; Fm10ml2 (1st column), Fm10nowind (2nd column), Gm10ml2 (3rd column) and Gm10nowind (4th column) at time $t = 250$ Myr. All images are $17.5 \, h^{-1}$ kpc on a side.

In the absence of feedback with only cooling and star formation (models Fm10nowind & Gm10nowind), the disks are almost indistinguishable apart from the marginally thinner disk in FLASH as was also observed for the $10^{12}$ M$_\odot$ galaxy. This again shows firm agreement between the sub-grid polytropic equation of state and the star formation routines in FLASH and GADGET-2.

In the presence of feedback, both FLASH and GADGET-2 experience extensive disruption of the disk. Despite more small scale structure being visible in the GADGET-2 simulation due to the higher mass resolution, both codes produce very similar morphologies.

8.7.2.1 Outflow Geometry

The arrows in figure 8.8 correspond to the mean projected gas velocity and have peak lengths of $241 \, \text{kms}^{-1}$ in Fm10ml2 and $244 \, \text{kms}^{-1}$ in Gm10ml2, giving the two codes very comparable outflow velocities. Unlike for the larger mass galaxy, the winds are able to efficiently remove material from the disk in both codes and in particular a series of arcs from material that has been lifted off the disk are visible in the GADGET-2 simulation. As the wind is more able to escape the gravitational potential of the galaxy there is substantially less buildup of a gaseous halo. Because of this the outflow in FLASH remains strongly bipolar with little wind leaving at very large opening angles. The GADGET-2 simulation however, like for the $10^{12}$ M$_\odot$ galaxy shows a fairly isotropic outflow since it uses randomly orientated wind trajectories.
Figure 8.8: Edge-on (top) and face-on (bottom) logarithmic projected gas density for simulations Fm10ml2 (1st column), Fm10nowind (2nd column), Gm10ml2 (3rd column) and Gm10nowind (4th column) at time $t = 250$ Myr. All images use a common colour scheme for the density shown in the colour bars and are $17.5 \, h^{-1} \text{kpc}$ on a side. The arrows correspond to the mean projected gas velocity and have peak lengths of $241 \, \text{kms}^{-1}$ in Fm10ml2 and $244 \, \text{kms}^{-1}$ in Gm10ml2 with both codes showing comparable wind speeds for the same initial kick speed and mass loading.
8.7.2.2 Global Star Formation History

Figure 8.9 shows the global star formation rate for the $10^{10}$ $h^{-1}$ $M_\odot$ dwarf galaxy in \textit{GADGET-2} (left panel) and \textit{FLASH} (right panel). All of the \textit{GADGET-2} simulations which feature feedback have converged to give a single star formation history with no defining difference between the effects of increased mass loading or wind speed. \textit{FLASH} on the other hand displays a heavy dependency upon the mass loading. As the mass loading increases, so too does the efficiency of the supernova feedback with a mass loading of two ($F_{m10ml2}$) actually achieving a good fit with the SPH data and only a marginally lower final star formation rate. Only two \textit{FLASH} runs are shown, as when a mass loading of four is used, the disk is completely disrupted - a result which was too numerically unstable to run. This would suggest that in less dense structures, the feedback in \textit{FLASH} is heavily dependent upon the mass loading, with greater mass loading resulting in greater mass loss. Evidently, unlike the SPH code, high wind velocities do not tend to drag up as much material and force the same amount of gas out of the galaxy as lower wind velocity runs with higher mass loading.
Figure 8.9: Global star formation rate as a function of time for the $10^{10} \, h^{-1} \, M_\odot$ dwarf galaxy in GADGET-2 (right panel) and FLASH (left panel). In the left panel, the simulations correspond to Gm10nowind (black), Gm10ml1 (red), Gm10ml2 (blue) and Gm10ml4 (green). In the right panel the simulations correspond to Fm10nowind (black), Fm10ml1 (red) and Fm10ml2 (blue). Whilst all GADGET-2 simulations converge upon a single solution, as the mass loading is increased in the FLASH simulations, the efficiency of the feedback increases drastically. The FLASH simulation with $\eta = 4$ proved to completely disrupt the disk, the result of which was too numerically unstable to run. Clearly the FLASH feedback prescription is much more efficient at removing gas in less tightly bound structures.
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8.7.2.3 Disk Density Cross Section

Figure 8.10 shows the mean gas density along a line running orthogonally through the mid-plane of the $10^{10} \, M_\odot$ disk galaxy for the default feedback simulations; $F_{m10ml2}$ in $FLASH$ (black) and $G_{m10ml2}$ in $GADGET-2$ (blue) at $t = 125$ Myrs. Again both simulations reach the same peak density in the galactic core but unlike the higher mass galaxy, now $FLASH$ possesses a thinner galactic disk with less evidence for the buildup of a dense gaseous halo. Instead the disk in $GADGET-2$ is slightly more puffed up.

This time both codes have relatively identical amounts of material above the star forming threshold (red dashed line) yielding similar star formation rates. Clearly $FLASH$ no longer has trouble expelling material from around the disk and the wind is free to travel out to larger radii, escaping the disk.

Figure 8.10: Mean density slice through the volume, orthogonal to the mid-plane of the disk in the $10^{10} \, M_\odot$ galaxy. The default feedback simulations $F_{m10ml2}$ in $FLASH$ (black) and $G_{m10ml2}$ in $GADGET-2$ are plotted. Whereas the $GADGET-2$ disk is well defined with a sharp density drop at the edges, the $FLASH$ disk is puffed out to much greater radii resulting in a smoother transition between the disk and the halo. As some of this material is above the star formation threshold of $n_H = 0.1 \, cm^{-3}$, marked as a red dashed line, this leads to a higher global star formation rate in $FLASH$. 
8.7.3 Mass Outflow Rates and Wind Velocity

Finally I conclude this chapter with a comparison of the input initial wind speed and effective mass loading to their actual values as realised in the FLASH and GADGET-2 simulations. I do this for both the $10^{10}$ and $10^{12} \, h^{-1} \, M_\odot$ galaxies (Fm12ml2, Fm10ml2, Gm12ml2, Gm10ml2).

Following the method of analysis used by Dalla Vecchia and Schaye (2008), they define the net mass outflow rate through a surface $S$ as

$$\dot{M} = \int_S \rho \mathbf{v} \cdot d\mathbf{S} \quad (8.15)$$

where $\rho$ is the gas density and $\mathbf{v}$ is the velocity relative to the centre of the galaxy. The outflow and inflow can be differentiated according to the sign of the product $\mathbf{v} \cdot \mathbf{r}$. The net mass outflow rate is then the sum of both components. Descretizing the above equation gives

$$\dot{M}(r, \Delta r) = \frac{1}{\Delta r} \sum_{i=1}^{N_{\text{shell}}} m_i \mathbf{v}_i \cdot \frac{\mathbf{r}_i}{r_i} \quad (8.16)$$

where $\Delta r$ is the thickness of a spherical shell of radius $r$ centred on the origin (in line with Dalla Vecchia and Schaye (2008) I use $\Delta r = r_{\text{vir}}/150$) and $N_{\text{shell}}$, $m_i$ and $\mathbf{r}_i$ are the total number, mass and position of the particles/cells within that shell.

The average outflow velocity is the mass-weighted radial velocity where only particles moving away from the disk (i.e. $\mathbf{v} \cdot \mathbf{r} > 0$) are included:

$$\langle v \rangle = \frac{\sum_{i=1}^{N_{\text{shell}}} m_i (\mathbf{v}_i \cdot \frac{\mathbf{r}_i}{r_i})_+}{\sum_{i=1}^{N_{\text{shell}}} m_i} \quad (8.17)$$

where the subscript $+$ is used to indicate that only outgoing particles are taken into account.

8.7.3.1 Mass Outflow Rates in the $10^{12} \, M_\odot$ Galaxy

The top left of figure 8.11 show the net mass outflow as a function of time measured through a spherical shell at radius $r = 0.2r_{\text{virial}}$. The bottom left panel shows the mean outflow velocity as a function of time for the same spherical shell. The top right panel shows the net mass outflow as a function of radius at time $t = 400$ Myr, whilst the bottom right shows the mean outflow velocity as a function of radius. The red lines correspond to FLASH whilst the black lines are for GADGET-2.
Figure 8.11: The left panels show the net outflow mass (top) and outflow velocity (bottom) as a function of time for the $10^{12} \, h^{-1} M_\odot$ galaxy measured through a spherical shell at radius $r = 0.2r_{\text{virial}}$. The right hand panels show the net outflow mass (top) and outflow velocity (bottom) as a function of radius at time $t = 400$ Myr. The black lines correspond to GADGET-2 and the red lines correspond to FLASH.
First impressions clearly show that the mass outflow is much lower in \textit{FLASH} at all times and radii, than in \textit{GADGET-2}. Whilst the net mass outflow in \textit{GADGET-2} increases abruptly as feedback takes hold, plateauing at $\sim 3 \, M_\odot \, \text{yr}^{-1}$ for the remainder of the simulation, \textit{FLASH} shows a more variable net mass outflow. With an initial “blip” in the net mass outflow appearing at the same time as the \textit{GADGET-2} outflow begins, there is no indication of any substantial net mass outflow until around 90 Myrs into the simulation after which the net outflow increases and falls repeatedly, each cycle separated by a space of no net mass outflow. These spikes in the \textit{FLASH} net mass outflow result from the lumpy nature of the outflow, with \textit{FLASH} tending to kick fewer cells that are generally more massive whilst the SPH approach kicks many lower mass particles more frequently. The drops in outflow show up in the top right panel as a series of sudden dips in the net mass outflow as a function of radius when the outflow of mass temporarily stopped. Presumably this delay in the onset of the outflow despite the kicking of material, is due to the need for the wind in \textit{FLASH} to build up escape channels. A few sharp peaks exist for \textit{FLASH} which may be the result of particularly dense cells near the edge of the disk being kicked, leading to a short lived burst in the outflow rate.

The outflow velocity in \textit{GADGET-2} begins equal to the input wind speed as there is no gas present in the halo to resist it. It then declines over the duration of the simulation as the halo begins to build up, offering more resistance to outflowing material. The higher than input wind speed observed in \textit{FLASH} at around 60 Myrs is due to the aforementioned fact that cells can occasionally be kicked twice (see § 8.5.4). I note that this effect quickly reduces as time progresses until the mean \textit{FLASH} outflow velocity drops below that in \textit{GADGET-2}, presumably as the halo in \textit{FLASH} presents more resistance to outflowing gas than in \textit{GADGET-2}. The substantial decline in the wind velocity over time in both codes highlights the transfer of kinetic energy as extra material is swept up in the wind, increasing the effective mass loading beyond the input parameters.

Critically, even though some cells are initially kicked around $t = 60$ Myrs with twice the input wind speed, the mass outflow in \textit{FLASH} barely registers until 90 Myrs into the simulation indicating that the wind in \textit{FLASH} is subject to greater resistance.
Figure 8.12: The left panels show the net outflow mass (top) and outflow velocity (bottom) as a function of time for the $10^{10} h^{-1} M_\odot$ galaxy measured through a spherical shell at radius $r = 0.2 r_{\text{virial}}$. The right hand panels show the net outflow mass (top) and outflow velocity (bottom) as a function of radius at time $t = 400$ Myr. The black lines correspond to GADGET-2 and the red lines correspond to FLASH.
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8.7.3.2 Mass Outflow Rates in the $10^{10} M_\odot$ Galaxy

Figure 8.12 shows the equivalent set of plots for the $10^{10} h^{-1} M_\odot$ galaxy. The top left panel shows the net mass outflow as a function of time measured through a spherical shell at radius $r = 0.2 r_{\text{virial}}$. The bottom left panel shows the mean outflow velocity as a function of time for the same spherical shell. The top right panel shows the net mass outflow as a function of radius at time $t = 400$ Myr, whilst the bottom right shows the mean outflow velocity as a function of radius. Again the red lines correspond to FLASH whilst the black lines are for GADGET-2.

Like the higher mass galaxy, the net mass outflow in FLASH for the dwarf galaxy increases slower than in GADGET-2 with a slight delay of around $40 - 50$ Myrs before feedback is able to initiate an outflow. From this point onwards the net outflow rate regularly rises and then falls. Despite the troughs in the outflow rate, the peaks are in good agreement between FLASH and GADGET-2. This is particularly clear when looking at the net outflow rate at large radii, where the outflow rates in the two codes converge (see top right panel). Temporary drops in the net mass outflow rate lead to a total outflow that is lower in FLASH than GADGET-2. However feedback in FLASH must still be sufficient to disturb the dense star forming regions within the disk in order to achieve the same reduction in star formation as achieved in GADGET-2 (see figure 8.9).

At late times whilst the net mass outflow rate remains constant in GADGET-2, it plummets in FLASH. This can clearly be seen in both the top left panel and at small radii in the top right panel (since the most recently kicked gas will not have had time to travel far). This drop could correspond to the point at which the least dense gas around the galaxy has efficiently been stripped away, leaving just the dense core. Whilst GADGET-2 is able to continue removing gas from this dense core, the feedback efficiency in FLASH is reduced due to the same mechanisms present in the higher mass galaxy.

Again the actual outflow velocity in FLASH is initially greater than the input wind speed due to the potential ability to kick cells twice. It continues to remain marginally higher than in GADGET-2 ($\sim +25 \text{ km/s}$) until late times. Both codes show a clear decline in the mean outflow velocity as the halo puffs up - presenting more resistance to outflowing material.

The results presented here show some interesting agreement with the original simulations of Dalla Vecchia and Schaye (2008). Clearly the build up of an outflow fuelled gaseous halo leads to a reduction in the actual outflow velocity even though cells receive
the same kicks. This clearly highlights how the mass loading of the wind increases above the input parameter with the wind sweeping up mass as it travels out through the disk.

At times both codes show similar peak net mass outflow rates showing good agreement with the general feedback implementation. However, unlike in GADGET-2 where the outflow rate remains reasonably constant over time for both galaxies, in FLASH the net outflow periodically increases and then falls. This is presumably due to redistribution of mass by feedback which later presents renewed resistance to material trying to leave the disk.

The periods of net mass outflow in FLASH are generally shorter lived in the higher mass galaxy, but the expected mass loading of the wind was exactly in line with expectations (see § 8.6.1). This would therefore suggest that denser gas within the disk presents greater resistance in AMR codes than in SPH codes.

### 8.8 Discussion

The implications of the much lower feedback efficiencies in FLASH relative to GADGET-2 are far reaching. Although the SPH GIMIC and OWLS simulations use a polytropic index of 4/3 whilst the AMR Horizon-Mare Nostrum simulation uses an index of 5/3, consistent with my setup, the feedback strengths and efficiencies may not be directly comparable.

Tentative signs from the wider community such as the work of Wada and Norman (2007), would appear to agree with my results. They find that their AMR code demonstrates star formation rates that are relatively unaffected by the onset of even very high levels of feedback. In order to drive efficient feedback some authors including Mori et al. (1997); Thacker and Couchman (2000); Brook et al. (2004); Stinson et al. (2006); Agertz et al. (2010) have opted to switch off cooling in regions with feedback in order to allow an adiabatic expansion wave to be driven. Given the efficiency with which FLASH was able to dissipate the injected feedback energy, this would provide a useful although not necessarily physical fix to combat this effect and produce a more efficient feedback capable of reproducing observations.

When resolving smaller non-cosmological volumes such as individual galaxies however, it becomes possible to use more sophisticated models for the ISM with Springel and Hernquist (2003) developing a multi-phase model in GADGET-2. By decoupling the cold dense molecular clouds from the hot tenuous ISM component, the hot gas can more easily pass out away from the galaxy without feeling the resistance presented by the molecular
cloud component that is felt in a single phase medium. Booth et al. (2007) and Giovalli (2009) have extended this work to allow for the creation of “sticky particles” which enable molecular clouds to grow through both coagulation during collisions, quiescent accretion and evaporate as a result of energy release from supernova. As such models remove the need for a polytropic equation of state they can provide for a more detailed understanding of the physics governing the ISM. Booth et al. (2007) has shown that for high resolution galaxy simulations their model accurately reproduce the observed Kennicutt-Schmidt law, molecular cloud mass function and stellar density profile. These models also allow for more complex behaviour such as the continued accretion of mass onto the galactic core whilst hot gas is expelled out away from the galaxy - a property which cannot be followed with a single phase medium which has only one direction of flow.

8.9 Conclusion

I have performed identical disk galaxy simulations with both a $10^{12}$ and $10^{10} \, h^{-1} M_\odot$ galaxy using a near identical sub-grid model for supernova feedback to that used by Dalla Vecchia and Schaye (2008).

As part of my efforts I have developed and tested series of feedback models. The first incorporates only pure kinetic feedback in identical fashion to that used by Dalla Vecchia and Schaye (2008) in GADGET-2. When tested on the same $10^{12} \, M_\odot$ galaxy as used in chapter 7, I find that the feedback has almost no effect upon the global star formation rate of the galaxy. This is due to the dissipation of the kinetic energy in the wind when it collides with the gas in other cells on the effective equation of state. As the effective equation of state does not explicitly allow gas to shock, the energy that would normally be thermalised in shocks is lost. This prevents supernova driven winds from blowing bubbles in the ISM and leads to ineffective feedback. To overcome this I allow gas on the effective equation of state to shock heat if its temperature exceeds its effective equation of state temperature. Although gas can now shock heat off of the polytropic equation of state, it still only achieves half the reduction in the global star formation rate achieved in GADGET-2 with the pure kinetic feedback model.

When dense cells in the centre of the galactic disk are kicked, they collide with other dense neighbouring cells around them and shock heat, converting the kinetic energy into thermal energy. As these cells are so dense they have very short cooling timescales and typically radiate the thermal energy away over only $\sim 24$ timesteps. This prevents the
gas from having time to blow cavities in the dense regions of the disk and the gas can resume star formation.

In my third model, in order to maximise the efficiency of my feedback, I orientate all supernova kicks away from the mid-plane of the galactic disk. This ensures that gas leaves through the route of least resistance and reduces the likelihood of dense gas cells colliding. I find that such an approach is able to mimic the feedback efficiency observed in GADGET-2. Thus both the ability to effectively thermalise wind energy and an optimal escape trajectory are required to reproduce the SPH results.

I test the robustness of my feedback model by injecting four times as much energy by either quadrupling the mass loading or doubling the input wind speed. I find that despite a slightly sharper initial drop in the star formation rate when feedback first becomes active, the global star formation rate converges back on the same profile for the default feedback parameters. Clearly the model is extremely robust to changes in the model parameters as the dissipation of energy in dense gas is far too efficient.

I have ensured that the kicking of gas cells in the AMR approach is able to reproduce the expected mass loading of the wind to within less than a percent at all times, giving feedback levels that should be in good agreement with those in the SPH.

From analysis of the actual net mass outflow rates and the realised outflow velocity in both codes, using identical input parameters, it has become clear that the SPH code is able to remove more mass and achieve less deceleration of the wind than in FLASH.

The actual outflow velocities relative to the input wind speeds in both codes decrease with time as expelled gas builds up a dense halo. This halo then presents increased resistance to future mass ejecta. Due to the hydrodynamic coupling of the wind this leads to an effective mass loading which is higher than the input level as the wind sweeps up material.

I follow up my initial feedback simulations with an investigation of the effect of differing the galaxy mass, using two galaxies: a $10^{12} \, h^{-1} \, M_\odot$ Milky Way like galaxy and a $10^{10} \, h^{-1} \, M_\odot$ dwarf galaxy. The net mass outflow rates in GADGET-2 remain fairly constant with time. Those in FLASH however are prone to rise and fall over time interspersed by periods of a few million years during which there is no net outflow of mass. These periods of net mass outflow in FLASH are shorter lived the in higher mass galaxy than in the dwarf, suggesting that increasing density of the disk gas leads to an increased level of resistance. This does not appear to be an issue in GADGET-2 and the wind is able to effectively leave the disk regardless of the gas density in which it is situated.
The galactic disk in the FLASH Milky Way like simulations remains thinner than in the SPH simulations as dense gas in the core is unable to escape. The lower mass galaxy however is able to greatly puff the disk up and expel much more gas, in line with the GADGET-2 simulations. The higher mass FLASH galaxy simulation demonstrates a much more clumpy halo with substantially more structure being visible. Even though I orientate supernova kicks tangentially away from the disk, the build up of a gaseous halo still causes the outflow to move out along directions of least resistance. This creates a more isotropic outflow, similar to in GADGET-2 where the kicks are randomly orientated. In the lower mass galaxy, the halo presents less resistance to the outflow and thus a more bi-polar outflow develops instead whereas the SPH outflow remains isotropic. To ensure that the buildup of the clumpy halo in FLASH does not affect my results, I confirm that the gaseous halo does not offer resistance to the ram pressure of outflowing material. The smaller spiral arms in the higher mass FLASH galaxy are destroyed early on by the feedback leaving a double spiral armed galaxy whilst they remained intact in the GADGET-2 simulations.

These effects show that the wind experiences greater hydrodynamic resistance in the AMR code compared to in SPH, especially in very dense central regions. Whilst SPH particles appear to be able to stream out more like ballistic particles which we confirm are actually coupled to the hydrodynamic, the wind in FLASH is quickly stalled. In the absence of feedback however the two codes agree remarkably well.

This clearly holds substantial consequences for current and future galaxy formation simulations. I was able to change the galaxy morphology from a multi-spiral armed galaxy in GADGET-2 to a denser double armed spiral in FLASH simply by changing the hydrodynamic code adopted. This throws doubt upon whether observed differences between the results from different theory groups are as a result of the different physics they implement or through fundamental differences in the hydrodynamic implementation. The results I have presented here unfortunately do not allow us to determine which code gives a more physically reasonable description. On one hand, it is acknowledged that SPH can suppress effects such as the formation of hydrodynamic instabilities (Agertz et al., 2007), turbulent mixing (see, e.g., chapter 6, Dolag et al., 2005) and in the absence of sufficient resolution can smooth over shocks (see, e.g., chapter 4). This could imply that the higher hydrodynamic resistance in FLASH is more physical. It does seem reasonable that the wind should need to blow bubbles in the disk, forming cavities and channels from which gas can then escape before feedback will take hold. This however results in
a less efficient feedback mechanism as much of the feedback energy is lost puffing up the
disk and thus like other AMR galaxy formation simulations, is unable to prevent over
production of stars in massive galaxies (see also, e.g. Tonnesen et al., 2007).

The feedback in \textit{GADGET-2} however despite experiencing less hydrodynamic resis-
tance, does accomplish the initial goal of being able to efficiently reduce the global star
formation rate of the galaxy. It also leads to puffing up of the disk and the formation of a
gaseous halo. To obtain the same level of efficiency in an AMR code would require either
physically unreasonable energy input to the ISM by increasing the input mass loading or
wind velocity or the creation of a multi-phase ISM model where the hot and cold phases
of the ISM are decoupled and evolved separately. As § 8.6.4 has shown that the resistance
within the AMR code is extremely robust against such increases, such an approach is
unlikely to produce more effective feedback.

The “wispy” halo formed in \textit{FLASH} is undoubtedly one of the more visible differences
between the two codes. As the fluid in an AMR code is not confined to discrete mass
units as in an SPH code, it is free to disperse as it leaves the disk and mix freely. This
provides a vital means for redistributing mass and metals should stellar enrichment be
included (not present in these simulations). The \textit{GADGET-2} halo instead is more sparse,
with the wind mass being confined to wind particles which freely leave the vicinity of the
disk. This may result in SPH simulations producing regions of metal over abundance as
they are unable to properly disperse them.

Ultimately the best way to resolve such a problem lies either in being able to resolve the
true multi-phase structure of the ISM and comparing the results between the two recipes
or through direct comparison to observation. This could be accomplished by taking
the SPH results in the \textit{OWLS} simulations and re-simulating them in the \textit{FLASH} AMR
code. As the SPH results are already available this presents an more feasible approach
until hardware and algorithms capable of dealing with the multi-phase ISM modelling
approach become available.
Chapter 9

Conclusions

9.1 Discussion

9.1.1 Towards Understanding Numerical Simulations of Galaxy Formation

Numerical simulations present a fundamental building block of our modern theoretical understanding of the Universe. Recent work by authors such as Frenk et al. (1999); Agertz et al. (2007) have highlighted fundamental differences between the two fundamentally different types of hydrodynamic codes; SPH and AMR. As small differences in the behaviour of these numerical implementations can lead to substantial deviations in cosmological simulations, I focus the work in this thesis on trying to highlight and understand the fundamental differences between these hydrodynamic schemes.

9.1.2 Optimisations to the FLASH Code

In order to make use of available resources and to enable large simulations to be run I have made a series of optimisations to the FLASH AMR code. These have included reducing the memory consumption and in collaboration with Dr. Tom Theuns, I have helped developed and rigorously test a new FFTW gravity solver. This new gravitational solver has been found to give up to a factor of twenty four speed up in the runtime execution of the code.

9.1.3 A Test Suite for Quantitative Comparison of Hydrodynamics Codes in Astrophysics

I have collaborated as part of a large code comparison project in which we subject four different popular hydrodynamics code to a series of demanding numerical test problems with known solutions. We determine a general criteria for contrasting results run with different codes and find that simulations that contain one SPH particle to every AMR grid cell produce comparable results. We also highlight specific instances in which a given
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hydrodynamic implementation outperforms the others in order to best focus future use of the codes.

9.1.4 On the Origin of Cores in Simulated Galaxy Clusters

In the Santa Barbara code comparison project of Frenk et al. (1999), a significant discrepancy between the size of entropy cores in AMR and SPH codes was first established. Previous investigations have used complex cosmological simulations to investigate the problem and as such have not been able to conclusively determine the underlying mechanisms responsible. In this work we have determined the origin of the discrepancy using suites of model cluster mergers in the AMR code FLASH and the SPH code GADGET-2. As model mergers allow us to systematically explore the various proposed mechanisms for creating higher entropy cores in AMR codes, we can unambiguously isolate their true cause.

We explore the effects of gravitational resolution, Galilean non-Invariance, and pre-shocking in SPH codes and find that none of these mechanisms can explain the origin of the higher entropy cores in the AMR codes. In the end we find that turbulent mixing drives the mixing between the low entropy material within the cluster core with higher entropy material outside of the core. This leads to much hotter, higher entropy cores in the FLASH AMR code. The suppression in SPH codes of the hydrodynamic instabilities that lead to mixing causes them to develop much cooler, denser cores.

Current cosmological simulations in SPH codes find that the formation of cool core clusters is too hard to reverse and are unable to form the observed populations of non-cool core clusters without using excessive levels of feedback. Our results significantly show that it may be possible to produce the observed population of non-cool core clusters just by changing hydrodynamic implementation to the AMR method.

9.1.5 Sub-Grid Models for Star Formation in FLASH

Given the startling findings of our work on the origin of cores in simulated clusters, I explore the effect of the hydrodynamic implementations upon different sub-grid physical recipes.

I have implemented into the FLASH AMR code a near identical copy of the sub-grid recipe for star formation developed by Schaye and Dalla Vecchia (2008). This model, originally written for the SPH code GADGET-2 is currently being used in the massive OWLS and GIMIC cosmological simulations. By systematically comparing the results
from runs in both the *FLASH* AMR code and *GADGET-2* SPH code I have been able to isolate distinct differences in the way in which the sub-grid pressure laws operate in the two different hydrodynamic codes.

I find that when using equivalent polytropic indices, the AMR code produces much denser and more compact structures. For the default polytropic index of 4/3 as used in Dalla Vecchia and Schaye (2008) I find that whilst the *GADGET-2* simulation produces smooth spiral arms and a well converged star formation history, the *FLASH* code creates very compact dense knots of gas which disrupt the spiral arms. These dense knots increase in density and reduce in size as the resolution is increased and are not found to converge.

I instead find excellent agreement between the two hydrodynamic codes when using different polytropic indices, the *FLASH* index of 5/3 higher than that in *GADGET-2*(4/3). The higher polytropic index stabilises the collapse of gas by offering more pressure support with increasing density. This leads to a Jeans length that increases with density, allowing perturbations to be smoothed out instead of collapsing. The resulting simulations show well converged global star formation rates and near identical morphological structure.

### 9.1.6 Sub-grid Models for Supernova Feedback in *FLASH*

I have also implemented the kinetic supernova feedback prescription of Dalla Vecchia and Schaye (2008). Since the two hydrodynamic codes differ so strongly I have developed and tested several different feedback models in the *FLASH* code and contrasted the results to those obtained using the *GADGET-2* code. The models successfully reproduce the expected mass loading to within less than a percent.

I find that without the ability to shock gas on the effective equation of state, the kinetic energy of gas in the wind is lost during collisions with other dense gas in the galactic disk. By incorporating the ability to shock gas off of the effective equation of state, I increase the feedback prescription’s efficiency. However I still find that it only achieves half the reduction in the star formation rate that the SPH code is capable of. I determine that this arises when gas in the wind, collides with other dense gas, shock heats and leaves the equation of state. Although at very high temperature, due to its very high density it quickly cools over the space of a few time steps. This prevents the gas from having time to adiabatically expand and as such it cannot blow bubbles in the ISM. Once the gas has cooled it returns to the effective equation of state and resumes star formation. I find that the model is extremely robust with ten times the energy injection still failing to alter the feedback efficiency.
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I find that the feedback in \textit{FLASH} is only as effective as that in \textit{GADGET-2} when using the thermal component and orientating supernova kicks tangentially away from the disk. This helps minimise collisions between neighbouring cells and therefore optimises the feedback efficiency.

By comparing the SPH and AMR feedback implementations in both a dwarf and Milky Way like galaxy I am able to determine that in less dense regions such as those found in dwarf galaxies, the feedback in \textit{FLASH} is much more efficient. The feedback in \textit{FLASH} leads to dramatically different galaxy morphologies compared to the \textit{GADGET-2} simulations. Distinct features in the AMR simulations include a much more lumpy gaseous halo and the complete disruption of all but the densest spiral arms. The SPH simulations however show a much smoother gaseous halo, preserve the many spiral arms of the galaxy and eject more gas in the supernova driven outflows.

9.2 Proposed Future Work

The results obtained from chapter 8 highlight the need to adopt a more sophisticated multi-phase model in the \textit{FLASH} code. Instead of using a single fluid and a polytropic equation of state to model the ISM, a better approach would be to explicitly split the warm/hot and cold molecular cloud phases. By tracking the two phases separately, the tenuous hot gas can be blown out of the galaxy by supernova without experiencing as much resistance as in the single phase model. In this way the cold molecular phase can be modelled more accurately as a collisionless fluid, coupled to the hot gaseous phase through a small drag term. The benefits of such a model would include being able to gain a more in depth understanding of the processes which mediate star formation and feedback cycles without hiding the physics within all encompassing sub-grid models. This is currently an active area of research for me.

In addition to the production of a multi-phase ISM model, further comparison of data from the \textit{OWLS} and \textit{GIMIC} simulations with \textit{FLASH} AMR simulations will allow us to continue to develop our understanding of different numerical techniques. Most importantly such comparisons are vital to determine whether deviations between theory and observation are due to the lack of some fundamental physical processes, or whether they arise due to a numerical limitation or artefact.
10 COSMA - The Cosmology Machine

10.1 System Architecture

The following constitutes a list of present and past hardware which the author has used for the development of the FLASH code and for running production level simulations. The first systems I had access to included Quintor and Titania. The latest installment termed “OCTOR” comprises of Oberon, Cordelia, Miranda and Rosalind. All are SUN machines.

10.1.1 Titania

Titania was a shared-memory machine consisting of 24 UltraSPARC-III 750 Mhz processors with a total of 48 Gigabytes of memory. The system was predominantly used for code development with support for the DDT debugger along with the ability to run large memory serial jobs or small parallel runs interactively. In addition it was vital for the analysis of my large datasets and provided disk serving facilities to the rest of COSMA until it was retired shortly after OCTOR was commissioned in April 2006.

10.1.2 Quintor

Quintor comprises of 259 dual core SUNFire V210s nodes providing a total of 518 1002 MHz Ultrasparrc IIIi cores. 227 of these nodes have 2 Gigabytes of memory giving 1 Gigabyte of memory per core whilst 32 special nodes exist with 4 Gigabytes of memory offering twice the memory of a standard node. Quintor was used for some of the earliest work presented as part of this thesis but due to the high latency in the interconnect between nodes on
different racks, \textit{FLASH} runs were extremely limited in scope due to the exceptionally high run times.

\subsection*{10.1.3 Oberon}

The head node and disk server for the OCTOR systems, Oberon is a V40z shared memory machine with eight 2.2 GHz AMD Opteron 875 cores and a total of 32 Gigabytes of shared memory. The system provides an excellent development framework with support for debuggers and the ability to run interactive jobs. The system can be used to run large memory serial jobs and given that it is a shared memory system, it is ideal for running parallel codes without incurring large penalties that arise from communication between different racks either via myrinet or ethernet.

\subsection*{10.1.4 Cordelia}

Cordelia is a 264 X2100 node cluster with a total of 528 2.2 GHz AMD Opteron 175 cores with a total of 1056 Gigabytes of RAM, providing 2 Gigabytes of RAM per processor core. They are connected via dual Gigabit over Nortel 5510 Switches with two dual core processors per rack. Jobs which fit onto a single rack allow for all communication to be performed across the motherboard and therefore are not subject to the much higher latencies when communicating across racks via ethernet or myrinet systems.

\subsection*{10.1.5 Miranda}

Miranda is a 64 X4100 node cluster with a total of 256 2.6 GHz AMD Opteron 285 cores with a combined total of 640 Gigabytes of RAM. This is split between 64 large memory nodes with 4 Gigabytes per core and 192 standard nodes with 2 Gigabytes of RAM. The system performs system service communications via dual gigabit ethernet connection and high performance communication is performed via the Myrinet 2000F cards. This system is currently the best suited to communication and memory intensive HPC applications such as \textit{FLASH} and is therefore used for the majority of the large simulations presented within this thesis.

\subsection*{10.1.6 Rosalind}

Rosalind is a V890 shared-memory machine with eight 1.5 GHZ UltraSPARC VI+ cores and a total of 64 Gigabytes of RAM. It is predominantly used for large serial applications
requiring huge amounts of memory such as initial conditions generation. It also has access to IDL for analysis.
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