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ABSTRACT 

Present guidance on levels of vibration generated by pile driving is primarily empirical, 
conservative and often contradictory. The objective of this research was to model the 
ground waves generated by pile driving using the ABAQUS finite element program in 
order to predict the free ground surface response resulting from installation by both 
impact and vibratory hammers. 

New procedures including infinite element and quiet boundary formulations have been 
developed for the computation of ground surface vibrations caused by impact and 
vibratory driving of pre-formed piles. The procedures do not require a detailed 
knowledge of site conditions and are therefore particularly useful as a preliminary 
design tool and for modellipg the large amount of site data that currently exists in order 
to assist in the development of more rational guidance. The work has brought together 
research from several areas of study in order to produce computational procedures for 
modelling vibrations from pile driving. 

The new models have been validated by comparisons with measurements from various 
piling sites. The new methods now need to be applied to a large number of varied sites 
in order to develop site specific guidance. It is envisaged that this guidance could be in 
the form of design charts or simple formulae for incorporation into the relevant British 
Standards or Eurocodes. 

A range of common building forms has been incorporated into the models. The results 
indicate that slender frames can be analysed by transient displacements imposed on the 
foundations; however, a full three-dimensional analysis with soil-structure interaction is 
required for walls and infilled panels so that the reduced foundation displacements are 
modelled correctly. The techniques developed during this project could be usefully 
extended to model the effects of pile driving on various geotechnical structures and 
pipelines and also other forms of excitation, such as vibrocompaction. 
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CHAPTER! 
INTRODUCTION 

1.1 GENERAL BACKGROUND 

Piles are widely used for transmitting building loads from ground surface through weak 
soils to more competent soil or rock strata, while interlocking sheet piles are used for 
temporary or permanent retaining walls. The process of pile installation using high 
energy impact or vibratory hammers causes outgoing ground waves which can have a 
significant influence on the surrounding ground, on adjacent buildings and on their 
occupants. In severe cases, adjacent structures are at risk of damage. Although the 
issue of vibration from piling is addressed in codes and regulatory standards, little is 
understood about how the various aspects of the pile installation process influence the 
generation of ground waves. Assessment of risk is conventionally by reference to 
threshold limits of vibration, primarily based on empirical rules, often with no 
consideration given to the interactive effects between ground and structure nor to 
frequency and duration. It is not therefore surprising that the prediction of vibration is, 
in many cases, t,mreliable. 

Within this framework of empiricism, it would be of considerable reference value to the 
piling industry to clarify the risk of direct vibration damage, and to classify 
combinations of piling and structure systems which offer higher or lower risk of 
damage. 

Although several workers have developed finite element and analytical models for the 
simulation of pile driving in the context of pile drivability, the ground waves generated 
by pile driving have not been modelled computationally. 

Recent developments within finite element computational methods, including infinite 
elements and quiet boundaries (Bettess 1992, Noorzaei et al 1994), allow the generation 
of a suitable two-dimensional axisymmetric representation of appropriate ground 
vibration systems of vertical and radial wave components, and then the incorporation of 
a range of structural forms and dimensions. The latter must include dynamic soil­
structure interaction. 

The main objective of the work described in this thesis was to develop computational 
models based on finite element techniques that satisfactorily simulate the piling-induced 
vibrations that have. been recorded on many sites and held in databases at Durham 
University (Uromeihy 1990) and the Transport Research Laboratory (Hiller 1999 and 
Hiller & Crabb, 2000). Techniques were then devised to extend the computational 
models to include common structural forms. 

1.2 CURRENT GUIDELINES 

The environmental consequences of groundbome vibration generally take one of three 
forms. The most severe cases of vibration may cause direct cosmetic or structural 
damage to existing structures or buried services, although this is uncommon during 
construction works (Siskind et al 1980). However damage may occur indirectly due to 
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compaction settlement of loose granular soils by the action of the groundbome 
vibration. The third effect comprises the disturbance of occupiers of neighbouring 
properties. The latter is the most common problem because the magnitudes of vibration 
which are perceptible to humans are at least an order of magnitude smaller than those 
which might cause damage. 

Current UK and overseas standards generally provide two sets of threshold limits for 
vibration. The first relates to the prevention of damage to adjacent structures and the 
second to the perception and disturbance of occupiers in adjacent structures. No 
standards address the specific issue of structural damage due to vibration-induced 
compaction settlement. 

1.2.1 Thresholds for damage 
Two British Standards, BS 5228 Part 4 (1992) and BS 7385 Part 2 (1993) address the 
specific issue of threshold limits of vibration on nearby structures so as to provide an 
acceptably low risk of cosmetic and structural damage. BS 7385 is based on a survey of 
UK damage data and experience from overseas (Malam 1993) and relates to vibration 
generated by a variety of sources. 

BS 7385 consists of two parts. Part 1 (BSI 1990a) describes the principles for carrying 
out vibration measurements and processing the data. Part 2 (BSI 1993) suggests 
vibration magnitudes at which cosmetic, minor and major damage might occur in terms 
of the peak particle velocity (ppv). At frequencies below 4Hz the damage threshold is 
specified in terms of the peak particle displacement. The threshold limits in BS 7385 
relate to transient vibrations but the Standard states that these values may need to be 
reduced by up to 50 per cent for continuous vibration because of the potential for 
dynamic magnification of continuous vibrations by elements of structures. 

BS 5228 Part 4 (BSI 1992b) gives guidance on thresholds for damage to structures by 
groundbome vibration from piling. A conservative threshold for minor or cosmetic 
damage to residential property of 1 Omm/s for intermittent vibration ·and 5mm/s for 
continuous vibration is recommended. The threshold magnitudes from BS 5228 are 
generally lower than those from BS 7385. 

Hiller (1999) has undertaken a detailed review of vibration standards in use outside the 
UK. He concludes that there is considerable difference between the magnitudes of 
vibration that are acceptable in different countries (see Figure 1.1). New (1986) 
reported that, in general, the more recent the standard the more conservative were the 
specified vibration limits. The British Standard BS 7385 : Part 2 (BSI 1993) reversed 

· this trend but the most recent European guidance (CEN 1998) has reverted to a greater 
degree of conservatism. 

The basis for the recommendations given in the British Standards, and various other 
overseas standards, is primarily empirical and they sometimes offer conflicting advice. 
There is a general recognition that continuous vibration is more damaging than 
intermittent, and that high frequency vibration poses a smaller risk than low frequency 
vibration. 
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1.2.2 Thresholds for perception and disturbance 
BS 6472 (BSI 1992a) specifies threshold values which take account of the different 
sensitivity of humans to x- y- and z-axis vibration when standing, sitting and lying 
down. Base curves are presented for the most sensitive environments such as hospital 
operating theatres and precision laboratories. Multiplying factors are given to specify 
acceptable magnitudes of vibration for other environments and for different times of 
day. 

Hill er ( 1999) has reviewed and compared the threshold limits for human perception 
given by various national standards and concludes the threshold of perceptible vibration 
is considered to be the same in all countries. However, the levels of vibration which are 
considered to be acceptable within residential properties vary between different 
countries. Adopted European Prestandard Eurocode 3, Chapter 5 (CEN 1998) is 
concerned specifically with the appraisal of vibration arising from pile driving. 
Eurocode 3 adopts a different approach to intrusion assessment to that given by other 
standards, recognising that human tolerance is dependent upon the duration as well as 
the magnitude of the vibration. For a thorough assessment of the potential for 
groundbome vibration to cause disturbance it is necessary to consider not only the 
magnitude of vibration, but also its duration, direction, time of day and the particular 
environment which is affected. 

1.3 AIMS AND OBJECTIVES 

The various UK and overseas national standards have been shown to offer conflicting 
advice as to threshold limits for vibration on nearby structures. This is perhaps not 
surprising, since the basis for the recommendations is primarily empirical, sometimes 
taking into account the condition of the building. However, the global approach 
adopted by these standards considers neither the interactive effects of foundation and 
structure, nor detailed frequency and duration. 

The mechanisms involved in the generation of vibration from piling are extremely 
complex and are not presently well understood. There are many parameters involved 
and the selection of parameters is likely to vary with the particular set of circumstances 
at each site and the method of pile installation. It would be therefore particularly 
valuable to be able to simulate the generation, propagation and interaction of ground 
waves from pile driving by numerical modelling techniques. This approach potentially 
offers a means of understanding the complex processes of vibration generation during 
piling. 

Improved prediction of vibration from pile driving at an early stage in the design 
process has many benefits. The correct choice of piling method and pile type to 
minimise vibration for the particular site conditions avoids delays to construction works 
which may be caused if excessive vibrations cause annoyance to occupants of nearby 
buildings or, in severe cases, result in damage to adjacent structures. One of the 
particular benefits of numerical modelling is that it allows the rapid assessment of the 
effectiveness of various types of vibration reduction measures, such as cut-off walls and 
barriers. 
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The main beneficiaries of improved vibration prediction are likely to be consultants, 
local authority implementing the Control of Pollution Act, and specialist piling 
contractors. 

The main objectives of the work contained in this thesis are: 

• To develop finite element/infinite element models which simulate the transmission 
of ground waves correctly 

• To investigate the effectiveness of various quiet boundaries in the absorption of 
ground waves generated by piling 

• To generate realistic input force functions for both impact and vibratory hammers 
• To calibrate the methods against site data 
• To use the models in limited parametric studies of hammer, pile and soil variables 
• To include structures in the models, so as to identify damaging wave types 
• To devise a computationally efficient method to overcome the difficulties of 

modelling structures without the need for a time-consuming and expensive full 
three-dimensional analysis. 

The FEIIE models developed in this work have been designed to be computationally 
efficient so that they can be analysed using a reasonably powerful computer likely to be 
available to engineers in the design office. 

1.4 GENERAL APPROACH TO THE PROBLEM 

Although several substantial databases of site records of "green-field" vibrations exist, 
including one held at Durham University (Uromeihy 1990) the data tend to be confined 
to ground surface vibrations at various stand-off distances, together with a description 
of the hammer and pile type and a brief description of ground conditions usually in the 
form of borehole records. The databases .do not contain detailed records of pile 
excitation such as pile head strain, acceleration and transient displacement and they 
certainly do not provide information about suitable plastic and dynamic soil parameters. 

Following an extensive literature search and discussions with various engineering 
companies and research organisations, it became evident that high quality and 
simultaneous measurement of most of these parameters does not presently exist. 
However, it is· likely that valuable comprehensive data sets will become available when 
the 'SIPDIS' programme of monitored pile installation tests are analysed (partly by 
BRE) and published. The SIPDIS programme is described in more detail in Section 2.8. 

Given the lack of comprehensive data, it was decided that a pragmatic approach to the 
problem was required. The computational models that have been developed to simulate 
the ground waves generated by piling are designed to use a minimum of site data but are 
versatile enough to be refined as comprehensive data sets become available and the 
complex dynamic behaviour of soils subjected to piling becomes better understood. 

The models provide a preliminary framework for the computation of ground waves 
generated by pile driving by finite element techniques. It is hoped. that future workers 
will adopt and refine them in order to develop a robust computational model for the 
confident prediction of vibrations from pile driving. The ultimate aim might be the 
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publication of design charts for various piling methods, site conditions and common 
structural fol'rils for incorporation into the relevant British standards. 

1.5 THESIS STRUCTURE 

The structure of the remainder of this thesis is as follows. Chapter 2 presents a general 
overview of the mechanisms involved in the generation of vibration from piling. It 
reviews the common methods of pile installation and the empirical techniques available 
in the literature for vibration prediction. As the work in this thesis encompasses a 
number of different areas of research, literature reviews on more specific areas are 
contained in the relevant chapters. 

The work described in this thesis was undertaken using the ABAQUS finite element 
program. Chapter 3 describes the work that was undertaken to validate the ability of the 
program tci simulate the ground waves satisfactorily. 

Chapter 4 describes the development of a new quiet boundary to effectively absorb the 
complex ground waves generated by piling, thus providing an accurate representation of 
the far field and preventing reflection back into the finite element mesh. 

The development of a new finite element model for the computation of ground waves 
from vibratory piling is described in Chapter 5. The ground response predicted by the 
model is compared with vibration measurements taken during vibratory extraction and 
installation of different pile types at two sites with contrasting ground conditions. The 
effectiveness of the new quiet boundary developed in Chapter 4 is investigated by 
applying it to the model developed in Chapter 5. 

A new finite element model for impact piling is described in Chapter 6 and the 
predicted ground response is compared to measurements of vibration at two very 
different sites. 

The models developed in Chapters 5 and 6 are then extended in Chapter 7 to incorporate 
some common structural forms. A computationally efficient technique is developed to 
overcome the difficulties of modelling soil-structure interaction without the need for a 
full three-dimensional analysis. 

Chapter 8 gives a brief review of the major observations of the work, and includes 
recommendations for further work. 
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CHAPTER2 
GROUND VIBRATIONS FROM PILING 

2.1 INTRODUCTION 

This Chapter provides basic background information on the mechanisms involved in the 
generation of ground waves from piling operations and their propagation through the 
ground and into adjacent structures. It defines the terms and measures used to describe 
vibration and provides a summary of the factors affecting the transmission of energy 
from pile driving into the ground wave. This includes a description of pile types and 
installation methods. The mechanisms of the propagation and attenuation of ground 
waves from pile driving and the transmission of vibrations into structures are then 
described. The Chapter concludes with a review of the (mainly empirical) techniques 
available in the literature for vibration prediction. 

As the work contained in this thesis encompasses and brings together a number of 
several different areas of research, literature reviews on more specific areas are 
contained in the relevant Chapters. 

2.2 VIBRATION TERMS AND DEFINITIONS 

Vibration is usually defined by the following terms: 

Amplitude (A) - Single amplitude is defined as the maximum displacement of a body 
from its equilibrium position. Peak-to-peak amplitude is described as the double 
amplitude. Amplitude is also used to loosely describe the magnitude of particle velocity 
and acceleration. (mm, mm/s, mrnls2

) 

Period CD- The duration of one complete vibration cycle. (s) 

Wavelength (/1.,) - This is the distance between any two identical parts of adjacent 
vibration cycles. The wavelength is proportional to wave velocity and inversely 
proportional to frequency (ie A = elf). (m) 

Frequency (f)- The number of vibrations occurring in a given period of time, in cycles 
per second. (Hz) 

Wave velocity (c)- The ratio of change in distance position (L1x) to the time change (Llt) 
ie c = L1x/Llt. (rnls) 

Particle velocity (v)- Temporal velocity of a particle as a wave passes through. (mrnls) 

Free vibration - The vibration of a system under the action of its internal forces (ie 
natural frequency) 

Forced vibration - The vibration of a system due to excitation of external forces, 
occurring at the frequency of the exciting force. 

7 



Resonance - This state occurs when an exciting frequency coincides with a system's 
natural frequency. At resonance, a system's amplitude may dramatically increase. 

Degrees of freedom - The number of independent co-ordinates necessary to describe the 
motion of a system. A free particle may have three degrees of freedom in three 
orthogonal positions (longitudinal, vertical and transverse). A rigid block may have six 
degrees of freedom; three describing its displacements along the x, y and z axes which 
are known as lateral, longitudinal and vertical, and three describing the rotations of the 
block about x, y and z axes which are known as pitching, rocking/rolling and yawing. 

Damping - When the motion of a particle is affected by frictional or viscous resistance, 
the amplitude of vibration decreases with time and with distance. The degree of 
damping depends on the presence of friction forces. The vibrating system is said to be 
weakly damped where the friction forces have little effect, over-damped where the 
effect of friction is greater and critically damped where the system returns to its 
equilibrium position in the shortest possible time. Damping has a great influence in 
limiting the amplitude of vibration at resonance. 

Periodic vibration -The same form of vibration motion occurs repeatedly. Sinusoidal 
vibration is the basic form of periodic motion generated by vibratory hammers. An 
example of sinusoidal vibration is illustrated in Figure 2.1. 

Transient vibration - This is characterised by the occurrence of an impulsive force, 
causing a vibratory motion of relatively short duration. Impact piling generates 
transient vibrations similar to that illustrated in Figure 2.2. 

2.3 MEASURES OF VIBRATION 

The of vibration may be expressed in terms of particle displacement, velocity 
or acceleration. For sinusoidal vibration, these quantities are related to each other. 
Referring to Figure 2.3, the particle displacement and its amplitude is given by: 

x = Asinmt (2.1) 

Particle velocity can be obtained by differentiating equation (2.1) with respect to time: 

v = coAcosmt (2.2) 

or 
v = coAsin( mt + n:/2) (2.3) 

Differentiation of equation (2.2) with respect to time gives the particle acceleration: 

a = -of Asinmt (2.4) 
or 

a=oi Asin( mt + 7r) (2.5) 

The phase relationships between displacement, velocity and acceleration are illustrated 
in Figure 2.3. 
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Transient vibrations do not have a similar simple relationship. If any one parameter is 
known as a function of time, then the signal may be differentiated or integrated digitally 
to obtain the other two. 

Exposure of the human body to vibration is often quoted in terms of acceleration 
(Griffin 1998). Human response to vibration is frequenc;y dependent when specified in 
terms of acceleration but, in the range of frequencies typically generated by piling 
operations, human is independent of frequency when quantified in terms of 
velocity (British Standards Institution 1992a). 

The assessment of the susceptibility of structures to damage is commonly measured in 
velocity terms, except at frequencies below 4Hz, where the British Standards Institution 
specifies damage thresholds in terms of displacement (BSI 1993). The particle velocity 
is used in most cases because this is the parameter which has been found to correlate 
best with the onset of damage (Siskind et al 1980). Furthermore, the dynamic strain 
induced during the passage of a wave is proportional to the particle velocity; it is strain 
which causes damage (New 1986). 

Field measurement of vibrations from piling is commonly made using geophones which 
give output proportional to velocity. Geophones have a low output impedance which 
enables their use with long cable lengths (Crabb et al 1991). They are also ruggedly 
designed making them well suited to use on construction sites (New 1982). The 
parameter most often used for the quantification of groundbome vibration is therefore 
the peak particle velocity (Maguire & Wyatt 1999), abbreviated to ppv. The prefix 
"peak" refers to the maximum magnitude achieved during a specified period of time. 

The motion of the ground during vibration can be resolved into three orthogonal 
components namely the vertical, radial and transverse. In the literature, the term "ppv" 
has been defined in various ways which can present difficulties when attempting to 
compare data from different sources (Hiller & Bowers 1997). The four main definitions 
of ppv are as follows: 

(i) The peak value attained by any one of the three mutually perpendicular 
components (vvmax, VRmax• Vrmax). 

(ii) The peak value attained by the vertical component (vvmax). 
(iii) The vector sum of the maximum of each component regardless of 

whether these individual component maxima occurred simultaneously: 

(2.6) 

(iv) The true resultant, which is the maximum value of the instantaneous 
vector summation of the three components. 

(2.7) 
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2.4 FACTORS AFFECTING THE ENERGY TRANSMITTED FROM PILE 
DRIVING INTO THE GROUND 

The magnitude of vibration at any point in the ground, arising from any activity, is 
dependent on the amount of energy transmitted into the ground by the source, the rate of 
attenuation of the energy as it propagates through the ground and the distance of the 
observation point from the location at which the energy enters the ground. The factors 
affecting the transmission of energy generated by piling through the surrounding ground 
and adjacent structures are summarised in Figure 2.4. 

Vibrations generated by piling operations differ from many other sources of 
groundborne vibration in several respects. Firstly, the actual energy source used for 
piling, the hammer or driver, does not, in most cases, come into direct contact with the 
ground; the energy is transmitted to the ground via the pile. The amount of energy 
transmitted from the hammer to the pile may be affected by the size, shape and material 
of the pile, the piling hammer or driver, and any packing between the pile and driver. 
Secondly, the depth of the pile toe increases as driving progresses and the length of the 
pile shaft also increases. The source therefore changes throughout the drive, whether 
the source is the toe of the pile, the pile shaft or a combination of the toe and shaft. The 
nature of the ground into which the pile is driven and the distance from the pile to the 
measurement location also change continuously during the driving of a pile. 

2.4.1 Types of pile and hammer 
Piles are relatively long and slender structural members used to transmit foundation 
loads through soil strata of low bearing capacity to deeper soil or rock strata having a 
high bearing capacity thereby reducing the potential for excessive settlement of the 
structure. They are also used in normal ground conditions to resist heavy uplift forces 
or in poor soil conditions to resist horizontal loads. Piles are a convenient method of 
foundation construction for works over water, such as jetties or bridge piers. Piles may 
be classified by their function either as load bearing piles (jacked, driven or bored piles) 
or retaining piles (sheet piles, contiguous or secant bored pile retaining walls), BS 8004 
(1986). 

In general, piles may be classified with respect to the way in which load is transferred to 
the soil either as friction piles or end bearing piles. In friction piles, the applied load is 
transmitted to the surrounding soil primarily through friction at the pile/soil interface, 
although some of the load may be carried by the pile toe. End bearing piles are driven 
into a layer having a high bearing capacity and the applied load is transferred from the 
pile to the ground mainly through the pile toe, although some of the load may be carried 
by skin friction. In settling ground, end bearing piles may attract negative skin friction, 
which imposes additional.loads. 

The main types of pile in general use are as follows: 

Driven piles. Preformed units, usually in timber, concrete or steel, driven into the soil 
by vibratory motion or the blows of a hammer. 

Driven and cast-in-place piles. Formed by driving a tube with a closed end into the soil, 
and filling the tube with concrete. The tube may or may not be withdrawn. 
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Jacked piles. Steel or concrete units jacked into the soil. 

Bored and cast-in-place piles. Piles formed by boring a hole into the soil and filling it 
with concrete. 

Continuous-flight augered CCFA) piles. Piles are constructed by screwing the 
continuous-flight auger into the ground to the required depth, then injecting grout down 
the hollow auger stem to the head of the auger. The auger is lifted out of the ground as 
the grout continues to be injected. 

Composite piles. Combinations of two or more of the preceding types, or combinations 
of different materials in the same type of pile. 

The driven and jacked piles are sometimes called displacement piles because the soil is 
disturbed and laterally displaced during pile driving. The properties of the surrounding 
soil are changed, and demonstrate focal compaction in cohesionless soils and reduction 
of the shear strength in cohesive soils. Small displacement piles such as H-section and 
steel sheet piles cause small changes in the strength and properties of the surrounding 
soil provided that such piling ·activity does not induce plugging at the pile toe. In the 
case of non-displacement piles (augered, bored piles and drilled casings), the soil is first 
removed by boring a hole, into which concrete is placed. 

Driven piles are installed into the ground by means of a hammer. There are many types 
of hammers available to suit driving different types of piles in varied ground conditions. 
The· selection of the most effective type of hammer for a given situation involves 
consideration of the length and weight of the pile and the ground 'conditions. The 
choice of hammer and pile type may also be restricted by environmental considerations 
such as restrictions on the levels of noise and vibration. 

Hammers may be classified into two main types: impact hammers, which include drop 
hammers, air hammers, diesel hammers and hydraulic hammers; and vibratory hammers 
for granular soils. Detailed descriptions of the operation and specification of such 
hammers can be found in standard textbooks, such as Harris (1983) and Tomlinson 
(1994), and manufacturers' handbooks. Air hammers and diesel hammers are no longer 
used in the UK because of environmental considerations. 

The mechanism of an impact or percussive piling hammer simply comprises a solid 
mass usually made of cast steel and known as a ram falling through a certain height on 
to the pile head or a mandrel to cause an impact which drives the pile into the ground. 
The simplest type is the winch operated drop hammer but modem impact hammers are 
powered by hydraulics to speed up the number of strikes per minute and to enhance the 
efficiency of the blow. The driving assembly of an impact hammer basically consists of 
a leader which has the function of holding and guiding the pile and hammer at its 
correct alignment. A cap, usually made of cast steel, is attached to the top of the pile to 
protect the pile head from potential damage from the hammer during driving. A 
wooden or plastic cushion (or dolly) may be used between the pile head and the cap to 
reduce damage from the hammer impact. The notional input energy of most impact 
hammers can be obtained by multiplying the ram weight by the drop height as follows: 
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Notional input energy (J) =ram mass (kg) x g (m.s-2
) x drop height (m) 

For effective pile driving, the weight of the hammer should normally be between 0.5 to 
2 times the weight of the pile. The overall efficiency of the hammer may be affected by 
a number of factors including the presence of friction between the hammer and the 
guide, misalignment of the hammer and pile, and the amount of packing material 
between the hammer and pile. 

Hydraulic drop hammers are now widely used. They are more efficient than simple 
drop weights and are both controllable and energy-efficient. 

During percussive driving, the hammer impact initiates a stress wave in the pile which 
travels down the pile until it reaches the pile toe, where the energy which is not 
dissipated in advancing the pile is partly reflected and partly transmitted into the 
ground. The relative proportions of the energy transmitted and reflected are governed 
by the contrast in acoustic impedances of the pile and ground (Attewell & Farmer 
1973). Although the stress pulse does not transmit energy into the ground whilst 
propagating along the shaft, Attewell & Farmer (1973), Martin (1980), Selby (1991) 
and Massarsch (1992) considered that energy may be transmitted to the ground along 
the pile shaft through friction as the pile moves through the soil. This would generate a 
vertically polarised shear wave, with a conical or cylindrical wavefront. Mallard & 
Bastow (1979), Selby (1989) and Massarsch (1992) suggested that flexure of the pile 
shaft may also occur during driving, which may initiate vibration from the shaft. 

Vibratory hammers, or vibrodrivers, introduce continuous sinusoidal vibration into the 
pile and the surrounding ground during its operation. The soil particles are forced to 
vibrate at the operating frequency of the vibrodriver, irrespective of the natural 
frequency of the ground. The forced vibration may be made up of a number of 
component frequencies, but the dominant frequency will be that of the vibrodriver. This 
method is used to reduce the pile/soil interface friction and toe resistance during driving 
(the granular soil immediately adjacent to the pile is effectively fluidised), allowing pile 
penetration under the self-weight of the pile, the vibrodriver and its reaction block. The 
vibrodriver is suitable for driving most types of pile in granular soil deposits. In 
cohesive soils, fluidisation will not occur, and vibratory pile driving methods are not 
generally as effective. 

Vibrodrivers may be classified into two main groups, namely standard frequency (up to 
about 30Hz) and high frequency or 'City' vibrators (over about 35Hz). Non-resonant 
vibrodrivers, where the counter-rotating eccentric masses are not applied during start-up 
and shut-down until the operating frequency has been reached, are used in some cases to 
minimise vibration levels. Vibrodrivers are also sometimes classified as sub-sonic (6-
50Hz), and sonic (140-150Hz). At frequencies of operation above about 100Hz, the pile 
will resonant longitudinally, and penetration rates can approach 20m per minute in loose 
to moderately dense granular soils. However, noise and vibration propagation can be 
high, leading to settlement in nearby structures. 

Many makes of vibrodriver are currently available which encompass a wide range of 
input energies and operation frequencies. Recently the vibrodriver has become a 
popular choice with pile driving contractors, especially when piling is undertaken in 
residential areas where stringent ·noise and vibration restrictions apply. Vibrodrivers 
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have several advantages over impact hammers in that they can be used for both driving 
and extraction, they generally produce low levels of noise and vibration, driving is very 
rapid in granular soils, there is a low risk of damage to the pile head and they are 
relatively lightweight. However, they are generally unsuitable for use in cohesive soils, 
they are not very efficient in medium dense to dense granular materials, they can 
generate substantial ground vibrations when the operating frequency matches the 
resonant frequency of the ground and the load-carrying capacity of the pile can not be · 
estimated during pile driving. 

2.4.2 Driving energy 
The concept of scaled energy (the quotient of the square root of the nominal energy 
rating of the hammer divided by the distance·from the pile toe) for the presentation of 
vibration data from percussive pile driving was first introduced by Wiss (1967). A 
similar approach, with the distance term specified in various ways, has since been 
adopted by many other workers for data presentation (Attewell & Farmer 1973, Mallard 
& Bastow 1979, Martin 1980, Uromeihy 1990, Whyley & Sarsby 1992) and is used in 
many documents as a basis for vibration prediction (Head & Jardine 1982, BSI 1992b, 
CEN 1998). Such predictors are provided in the form: 

cJW 
v=--

r 

where 

vis the ppv, which may be measured in a number of ways (Section 2.3); 
W is an estimate of the nominal energy input; 
r is the distance from the source; 
C is a factor for driving conditions, see Table 2.1 below. 

Driving Ground conditions c 
Method 
Impact Very stiff cohesive soils, dense 1.0 

granular, obstructions 
Stiff cohesive soils, medium 0.75 
dense granular, compact fill 
Soft cohesive soils, loose 0.5 
granular media, loose fill 

Vibratory All soil conditions 0.7 
Table 2.1: Suggested C values given by Draft Eurocode 3 

(2.8) 

Relating the groundbome vibratiqn to the energy of the driver has a theoretical basis, 
since the particle velocity is proportional to the square root of the energy propagated by 
a surface wave. However the use of the nominal eqergy. of the pile driver takes no 
account of the variability which may exist in the inefficiencies of different hammer and 
pile systems. Svinkin (1992) reported that the measured energy transferred to the pile is 
typically only 20 to 60 per cent of the rated hammer energy, and in most cases between 
30 and 40 per cent. 

The use of the nominal energy of the hammer for estimating the energy input during 
percussive piling has been adapted for vibrodriving of piles. For vibrodriving, the 
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energy per cycle of the vibratory mechanism is used, calculated from the output of the 
power supply divided by the operating frequency (Head & Jardine 1992). This method 
has been used by many authors (Uromeihy 1990, Attewell et al1992a & 1992b, Head & 
Jardine 1992) and has been adopted by the British and European standardising 
authorities (BSI 1992b, CEN 1998) for vibration prediction. 

2.4.3 The properties of the pile 
The energy transmitted from the pile to the soil depends mainly on the type and 
efficiency of the hammer, the nature of the impulse (transient or steady-state) and the 
impedance of the pile, which can very significantly with pile type. For example, the 
impedance of a steel pile is almost 10 times higher than that of a timber pile. The 
impedance, I, is a measure of the capability of the pile to transmit the longitudinal force 
generated by the impact of the hammer, and is given by 

I= peA 

where 

p is the mass density of the pile; 
c is the velocity of longitudinal wave propagation in the pile; 
A is the cross-sectional area of the pile 

(2.9) 

Heckman and Hagerty ( 1978). considered that the magnitude of groundborne vibration . 
arising from percussive piling was dependent upon the cross-sectional area of the pile 
and upon the acoustic impedance of the pile material. They presented a summary of 
field data in which the maximum vibration magnitude arising from piling was plotted 
against the impedance. Heckman and Hagerty reported that, as the pile impedance 
increased, the maximum magnitude of ground vibration decreased. Head & J ardine 
(1992), however, concluded that, because of the wide range of ground conditions and 
the difficulties in accurately defining the energy levels of the drivers and the impedance 
of the piles, it was impossible to draw any general conclusions on the validity of 
Heckman and Hagerty's work. Conversely, Massarsch (1992) considered Heckman and 
Hagerty's observations to be important and commented that a reduction in pile 
impedance of 30 per cent could increase the ground vibration amplitude by a factor of 
ten. Massarsch added further case history data which supported Heckman and 
Hagerty's conclusions. 

2.4.4 Ground conditions 
Interaction between the pile and the soil may affect the transmission of energy into the 
ground from the pile. The dynamic behaviour of the soil subjected to transient loading 
from percussive piling is likely to be very different to the behaviour of soil subjected to 
continuous cyclic loading from vibratory piling. The behaviour of the soil and the 
pile/soil interaction under each of these loading conditions is therefore considered 
separately in the following sub-section. 

The energy transferred from an impact hammer to a pile remains approximately 
constant throughout driving (Rempe & Davisson, 1977). For a constant energy input to 
the pile, D' Appolonia (1971) considered that the vibration magnitude was dependent 
upon the relative amounts of energy used in advancing the pile through the ground and 
in causing elastic deformation of the soil. It is the elastic deformations which give rise 
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to groundbome vibrations. D' Appolonia therefore concluded that, in stiff or dense 
soils, a high magnitude of vibration would arise because the rate of penetration is small 
so more energy is dissipated as elastic deformation of the soil than occurs when driving 
in weaker soils. In easily penetrated soils, most of the energy is expended in advancing 
the pile, resulting in relatively low magnitudes of groundbome vibration. 

Increasing ground vibration magnitudes with increasing penetration resistance have 
been observed by many other workers (for example, Wiss 1967, Martin 1980 and 
Whyley & Sarsby 1992). 

The apparent relationship between penetration resistance and the magnitude of 
groundbome vibration has led to attempts to correlate the ppv with field data from 
penetration tests. The cone penetration test enables toe resistance and skin friction to be 
measured separately and is therefore used to interpret stratification, soil type and 
engineering soil properties. The cone penetration test is the basis of the TNOW A VE 
program developed by Van Staadlduinen & Waarts (1992) who used data from the cone 
penetrometer to predict vibration magnitudes from percussive piling. 

Following a review of vibratory driving analysis, Holeyman (2000) concluded that the 
soil resistance to vibratory driving was the most critic£!.} parameter affecting vibro­
drivability and argued that a proper understanding of soil behaviour was the key to 
dealing with the issues related to vibratory driving, including vibration prediction. 
Hiller (1999) concluded that the source of ground borne vibration during vibratory 
piling is the interaction between the pile shaft and the ground, with little contribution 
being made by the pile toe. He also concluded that the magnitude of vibration increases 
as the rate of penetration decreases. However, measurements of the rate of driving were 
not undertaken to verify this. 

Clough & Chameau (1980) reported a case history of vibration arising from vibratory 
piling which showed that higher magnitudes of vibration arose when penetration rate 
was low than when driving was relatively easy. The threshold values and empirical 
relationships for the prediction of vibration from vibratory piling in the British 
Standards and Eurocodes (BSI 1992b; CEN 1998) do not make any allowance for 
different ground conditions. 

Following a review of published data, Massarsch (1992) concluded that in spite of the 
great significance of dynamic soil properties (wave propagation velocity and material 
damping) for almost all aspects of ground vibration problems, most empirical estimates 
of vibration ignore them. 

2.5 WAVEPROPAGATION 
In order to drive a pile into the ground, sufficient force must be transmitted to the pile 
head to overcome the shaft and toe resistance provided by the soil. Part of the energy, 
transmitted through the pile is transferred to the soil along the pile shaft and part to the 
toe. The displacement of the soil by the penetrating pile generates both plastic and 
elastic deformation. Beyond a short distance from the pile (about one pile radius) most 
of the energy is propagated in the form of elastic waves (Massarsch (1992). These 
elastic waves comprise body waves, which radiate energy in all directions in the ground 
and surface waves, which transmit the energy close to the ground surface. 
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Body waves are classified according to the propagation direction as compressional (P) 
waves or shear (S) waves. 

2.5.1 Compressional waves (P waves) 
These waves (also known as dilational, longitudinal and primary waves) cause particles 
to vibrate parallel to the direction of the wave propagation as shown in Figure 2.5 
Volume change occurs in the propagation medium as the particles vibrate back and 
forth causing compression and expansion. The degree of soil saturation directly affects 
P wave propagation velocity. As water is relatively incompressible compared to the soil 
skeleton, the measurement of P wave velocity in a saturated soil does not represent the 
velocity in the soil alone. Das (1983) suggested that a P wave propagates in a saturated 
soil via the pore water and the soil skeleton as two components, a "fluid" and a "frame" 
wave. 

The propagation velocity of a P wave, (cp), in a medium with a Young's Modulus, E, a 
Poisson's ratio, v, and a density, p, is given by: 

where 

c =t..+2G 
p p 

G= E 
2(1 +V) 

A= Ev 
(1 + v )(1- 2v) 

2.5.2 Shear waves (S waves) 

(2.10) 

(2.11) 

(2.12) 

Shear waves (also known as transverse, distortional and secondary waves) cause 
particles to vibrate normal to the direction of the wave propagation, as shown in Figure 
2.5. S waves may be polarised into a single plane such as a vertical plane as an Sv wave 
or a horizontal plane as a Sh wave. A propagating S wave causes distortion of an 
element in the medium, but no volume change. 

Propagation of a shear wave depends on the degree of saturation of the medium. As 
pore water has no shear strength, the S wave velocity in a saturated soil represents the 
wave velocity in the soil only if the particles remain in direct contact ie. in effective 
stress terms. The propagation velocity of a shear wave, (c5 ), is related to the elastic 
properties of the medium through which it passes and is given by: 

c =t .. p 
(2.13) 
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2.5.3 Surface waves (R waves) 
Surface waves are generated at boundaries between media that have different acoustic 
impedances. Surface waves include Rayleigh waves (R waves) which are a 
combination of refracted and reflected P and S waves, with no horizontal shear 
component, and Love waves which are horizontally polarised (Sh) waves transmitted 
through a surface layer. The propagation velocity of a Rayleigh wave {er), assuming a 
Poisson's ratio of 0.25,is given by: 

c =0.9194 {Q , VP (2.14) 

The motion of a Rayleigh wave is illustrated in Figure 2.6. 

2.5.4 Propagation of ground waves from pile driving 
The propagation of ground waves from pile driving is complex as the source of 
vibration varies both in location and excitation mechanism. Attewell & Farmer (1973) 
proposed two sources of energy transfer during driven piling (Figure 2.7): the pile toe, 
from which a quasi-spherical wavefront emanates, and the pile shaft from which a 
quasi-cylindrical wavefront propagates as a result of shaft friction. 

2.6 ATTENUATION OF GROUND VIBRATIONS GENERATED BY PILING 

Wave at!enuation is caused by two types of damping. Geometrical damping is due to 
enlargement of the wave front as the distance from the source increases. Material 
damping is caused by internal absorption of wave energy by the soil. 

2.6.1 Geometrical damping 
If an impulse of short duration is created at a point on the surface of an elastic half 
space, the body waves travel into the medium with a hemispherical wavefront (Das, 
1983). The Rayleigh waves will propagate outwards along a cylindrical wavefront. 
When body waves spread out around a hemispherical wave front, the energy is 
distributed over an area that increases with the square of the radius: 

E' oc -
1 
rz 

(2.15) 

where E' is the energy per unit area and r is the radius. However, the amplitude is 
proportional to the square root of the energy per unit area: 

or 

Amplitude oc JEi oc g 
Amplitude oc .!.. 

r 

(2.16) 

(2.17) 

The Rayleigh waves expand on a cylindrical wavefront, so E' is proportional to 1/r. 
Hence, the amplitude of the Rayleigh waves, which spread out in a cylindrical wave 
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front, is proportional to li.V(r). Thus the attenuation of the amplitude of the Rayleigh 
waves is slower than for the body waves. 

The relationships for wave attenuation given above are for waves propagating from a 
point source on the surface of an elastic half space. However, in the case of piling, the 
source of vibration is not a discrete point, but is complex with P waves generated at the 
toe, S waves generated down the entire length of the pile shaft and R waves generated 
on the ground surface and at material boundaries. As illustrated in Figure 2.7, the S 
waves will tend to propagate on a cylindrical or conical wavefront rather than a 
hemispherical wavefront. The attenuation of S waves generated from a pile shaft is 
therefore much slower than the attenuation of S waves generated by a vibrating point 
source on the surface of a half space. 

2.6.2 Material damping 
As waves pass through the soil, part of the energy is absorbed by friction and cohesion, 
and this reduction in the vibration amplitude is due to material damping. Mintrop 
( 1911, cited by Bomitz 1931) proposed an equation for the attenuation of surface waves 
in terms of geometric attenuation, dependent upon the square root of distance measured 
along the ground surface (d), and an exponential material damping component: 

where 

v is the ppv at a distance d measured along the ground surface from the source 
v1 is the ppv at a reference distance d1 

a is the material damping coefficient. 

(2.18) 

The value of a is dependent upon the properties of the soil (Barkan, 1962, Woods & 
Jedele 1985) and is also proportional to the vibration frequency (Richart et al 1970). 
Massarsch (1992) states that the assessment of the material damping coefficient is of 
great importance for a reliable prediction of wave attenuation and suggests the 
following relationship after Haupt (1986): 

(2rrDJ) a = -'---____;;_-"- (2.19) 
c 

where D is the material damping (% ), f the vibration frequency and c the wave 
propoagation velocity. 

A further consideration which may affect the attenuation of vibration and which may 
disturb the relationship between frequency and material damping is that soils behave as 
bandpass filters, possessing a limited range of frequencies within which vibration 
energy propagates with least attenuation (Attewell 1995) . 
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2.7 FACTORS AFFECTING THE TRANSMISSION OF GROUNDBORNE 
VIBRATIONS INTO STRUCTURES 

Damage to structures from ground vibrations are usually attributed to "dynamic effects" 
such as vibration amplification and soil resonance. Massarsch and Broms (1991) 
demonstrated both theoretically and by a review of the available literature that ground 
distortion caused by pseudo-dynamic ground movements (resulting from the passage of 
waves below a building) is the single most important factor controlling building 
damage. While during static deformations, the soil supporting the structure can e'ither 
settle or heave, both upward and downward deformations of structural supports can 
occur at the same time during the passage of waves travelling below a building. 
Generally a 'rigid' floor slab shows reduced vibrations, while a slender suspended floor 
may amplify vibrations (BS5228, 1992). 

Massarsch (1992) concluded that the most critical situation arises when the building 
length corresponds to about half of the length of the propagating wave. Massarsch 
emphasised that other factors can cause vibration problems or damage to structures, 
especially at high frequencies and in the vicinity of the vibration source, or when 
resonance occurs between the induced vibrations and various components of a building. 

2.8 PREDICTION OF VIBRATIONS GENERATED BY PILING 

The intrusive nature of piling and the perceived risk of vibration-induced damage on 
adjacent structures have led to many attempts to predict the magnitude of vibration 
generated by piling. Many case histories have been reported in the literature but in a 
fairly inconsistent manner. Head & Jardine (1992) attempted to compile a database on 
piling vibrations with the objective of assessing the potential for piling to cause 
annoyance or damage. They commented that many records lacked important 
information .. 

The most common form of relationship for the prediction of ground vibration from 
piling is based on proposed by Attewell & Farmer (1973) as 

where 

Vv is the vertical component ppv (mrnls) 
W is the nominal energy per blow (or per cycle) (J) 

. d is the radial distance between source and receiver (m) 
k and y are empirically determined constants 

(2.20) 

This relationship has been the basis of many empirical methods which consider the 
nominal energy at the source and attempt to fit curves to field data. This has resulted in 
a series of different scaling factors which can be applied within essentially the same 
equation. This approach has been developed for percussive piling and adapted for 
vibratory piling by use of the energy per cycle of the vibrodriver. Attewell et al (1992), 
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Whyley & Sarsby (1992) and CEN (1998) proposed different scaling factors for the 
prediction of vibration from percussive piling which were dependent on the ground 
conditions. Van Staalduinen and Waarts (1992) and Jongmans (1996) attempted to 
quantify the effects of vibration magnitude on parameters other than the driver energy 
so that site specific predictions could be developed. 

More recently, the use of numerical modelling techniques has been considered as a 
possible tool for the prediction of vibration from piling (Mabsout 1995; Ramshaw et al 
1998). Such techniques potentially offer a means to understanding the complex 
processes of vibration generated by piling but they can not be used in isolation: they 
require high quality field data for validation (Ramshaw et al 1998). 

2.9 VIBRATION DATABASES 
Various workers (Uromeihy 1990; Head & Jardine 1992; Hiller 1999) have attempted to 
quantify the magnitude of vibrations by compiling large databases of vibration 
measurements recorded during piling operations at many sites. The data from these 
measurements have generally been used to refine the empirical relationships suggested 
in the literature. However, the data sets are often not very comprehensive and do not 
include sufficient data for detailed numerical modelling. 

The 'SIPDIS' program, initiated by Massarsch in the early 1990's, was an extensive 
suite of controlled pile driving with comprehensive in situ measurements. Steel piles of 
various sizes were driven at one site in Germany and at one site in the UK (Immingham) 
using both impact and vibratory hammers. Water-flush was used occas_ionally. 

Instrumentati.on was designed by Loster, GmbH, and was based on a digital acquisition 
system linked to a range of sensors. These included pile head strain gauges and 
accelerometers, ground surface and sub-surface velocity transducers, and pore pressure 
transducers. 

A massive data set has been recorded but, as yet, it has not been released into the public 
domain. 

2.10 SUMMARY 

Ground waves from- piling mainly comprise P (compressional), S (shear) and R 
(Rayleigh or surface) waves. The source of vibration is not a discrete point, but is 
complex with P and S wavefronts generated from various parts of the pile. The 
transmission of vibration from the pile to the soil is also dependent on the method of 
installation, whether impact or vibratory, as the dynamic response of the soil is likely to 
be very different in each case. The wavefronts propagate outwards from the pile at 
differing velocities depending on the properties of the soil through which they travel. 
The wavefronts may be reflected or refracted at changes in strata and may interact with 
each other. 

The attenuation of vibration from piling is complex and prediction relies on many site­
specific parameters. The usefulness of empirical relationships based on case history 
data are therefore limited for confident prediction of piling vibration at any particular 
site. The use of numerical modelling techniques to simulate the ground waves 
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generated by pile driving therefore appears to be an attractive alternative, as these 
techniques potentially offer a means of understanding the complex processes of 
vipration generation during piling. However, numerical modelling requires high quality 
and comprehensive field data for validation. 
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Figure 2.2 Example of transient vibration generated by impact piling 
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CHAPTER3 
NUMERICAL MODELLING OF GROUND WAVES IN ABAQUS 

3.1 INTRODUCTION 

The work detailed in this thesis was undertaken using the ABAQUS finite element 
program, developed and distributed by Hibbitt, Karlsson & Sorensen, Inc. It is one of 
the most powerful and versatile finite element programs on the market. Of particular 
value to this work is the availability of infinite elements, within the program together 
with an interface which allows the user to define additional element types in FORTRAN 
code. 

This Chapter details the preliminary work that was undertaken to validate the ability of 
ABAQUS to simulate ground waves satisfactorily. The first section describes the 
ABAQUS finite element program and the system that it was run on at the University of 
Durham. The performance of the infinite elements provided by ABAQUS in modelling 
the far field domain is then verified in Section 3.3 using some of the examples given in 
the ABAQUS Example Manual (HKS, 1998). The ability of the program to simulate 
ground waves with sufficient accuracy is demonstrated in Section 3.4 by transmitting 
pure P, S and R waves in turn along a channelled wave guide of finite elements with 
infinite elements at the far end (Ramshaw et al 1998). Various finite element/infinite 
element (FE/lE) meshes were then. used to verify the geometrical attenuation of P, S and 
R waves against analytical solutions (section 3.5). 

3.2 THE ABAQUS FINITE ELEMENT PROGRAM 

ABAQUS is a suite of powerful engineering simulation programs, based on the finite 
element method, which can solve problems ranging from relatively simple linear 
analyses to highly complex non-linear simulations. ABAQUS contains an extensive 
library of elements that can model virtually any geometry. It has an equally extensive 
list of material models that can simulate the behaviour of most engineering materials. 

The ABAQUS system comprises three main modules, namely ABAQUS/Pre, 
ABAQUS/Standard and ABAQUS/Post. 

ABAQUS/Pre is an interactive, graphical pre-processor that allows models to be created 
quickly and easily by producing or importing the geometry of the structure to be 
analysed and decomposing the geometry into meshable regions. Physical and material · 
properties can be assigned to the geometry, together with loads and boundary 
conditions. ABAQUS/Pre contains powerful options to mesh the· geometry and verify 
the resulting analysis model. Once the model is complete, it produces an ABAQUS 
input file. 

ABAQUS/Standard is a general-purpose analysis module that can solve a wide range of 
linear and non-linear problems involving the static, dynamic, thermal and electrical 
response of components. General transient dynamic analysis in ABAQUS/Standard 
uses implicit integration of the entire model to calculate the transient dynamic response 
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of the system. An implicit integration method is one where the equations are solved at 
each time increment and therefore requires an inversion of the system equations. 

ABAQUS/Post is an interactive, graphical post-processor that supports all of the 
capabilities in the ABAQUS analysis modules and provides a wide range of options for 
interpreting the results. 

The ABAQUS suite of programs was installed onto two UNIX systems at the 
University of Durham. The first was a general time sharing server called deneb 
comprising a Spare E450 with four 250 MHz processors with 1GB of memory plus 
13GB of swap space (4GB + 9GB disks). The Solaris 2.6 operating system was 
installed on deneb. The larger analyses were run on a computer called marvin which 
comprised a Silicon Graphics Power Challenge with 16 x R 10000 processors and 1Gb 
of memory. Its operating system was IRIX 6.5. 

The data for the ABAQUS analyses were prepared and the results were viewed on a 
SUN Ultra 1 workstation. Versions 5.5 through to 5.8 of ABAQUS were used in this 
work. 

The analyses were run and the results output to a temporary file space which was 
automatically deleted about once a week. The size of the various types of output files 
generated by ABAQUS were generally too large to be saved routinely so post­
processing of the results usually took place immediately. Selected results files, usually 
those suffixed .fil in binary format containing the data for x-y plots or printed tabular 
output, were saved onto 'Zip' disks. 

3.3 VERIFICATION OF THE INFINITE ELEMENTS A V AILABLE IN 
ABAQUS 

3.3.1 Inrmite Elements 
One of the limitations of finite element methods arises when they are employed for the 
modelling of an infinite domain, in which energy radiates from a source outwardly 
towards infinity. In numerical calculations, only a finite region of the medium is 
analysed. Unless something is done to prevent outwardly radiating waves from 
reflecting from the region's boundaries, errors are introduced into the results. 

The use of infinite elements in conjunction with finite elements has been demonstrated 
to be a very effective means for simulating interaction problems with unbounded 
domains. Following the conceptual works of Ungless (1973) and Zienkiewicz & 
Bettess (1975), infinite elements have been widely applied to the solution of various 
wave propagation problems, and are particularly applicable to geotechnical problems 
where the engineering medium, the soil/rock, is effectively modelled as a semi-infinite 
half-space. 

ABAQUS provides first- and second-order infinite elements that are based on the work 
of Zienkiewicz et al (1983) for static response, and of Lysmer & Kuhlemeyer (1969) for 
dynamic response. The elements are used in conjunction with standard finite elements, 
which model the area of interest, with the infinite elements modelling the far field 
domain. 
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3.3.2 Static Response: The Boussinesq and Flamant Problems 
These examples, which are included in the ABAQUS Example Manual (HKS, 1998), 
verify the performance of infinite elements in modelling the far _field domain. The 
_results from the problem of a point load on a half-space and a line load on a half-space 
are compared with the analytical solutions due to Boussinesq and Flamant (Timoshenko 
& Goodier, 1970), respectively. For comparison purposes, results obtained using only 
finite elements are also given. 

Two axisymmetric mesh configurations are used for the Boussinesq problem of a point 
load on a half-space. The finite element/infinite element (FEIIE) mesh, Figure 3.1, is 
composed of twelve finite elements extending to a radius of 4.0, with four infinite 
elements modelling the far field domain. The finite element (FE) mesh, Figure 3.2, is 
made up of sixteen finite elements, truncated at a radius of 5.0, where fully fixed 
boundary conditions are applied. 

The material is chosen to be linear elastic, with a Young's modulus, E, of 1.0 and a 
Poisson' s ratio, v, of 0.1. A unit load is applied in both problems. 

Boussinesq's analytical solution for the problem of a point load on a half-space gives 
the vertical displacement as: 

(3.1) 

where rand z are the radial and vertical distance from the point load, respectively. This 
equation clearly shows the llr singularity at the point of application of the load (r=O). 

The displacement variation along a vertical line beneath the point load obtained from 
the finite and infinite element models is shown together with a plot of the analytical 
solution in Figure 3.3. 

It is clear that the results obtained with the infinite element meshes show a significant 
improvement over the finite element meshes with the same number of elements, and 
that the infinite elements provide reasonable accuracy even with a relatively coarse 
mesh. 

The same mesh configurations are used for the Flamant problem of a line load on a half­
space. This case is a plane strain problem and a vertical plane of symmetry is used. 

Flamant's analytical solution for the problem of a line. load on a half-space gives the 
displacement along a vertical line beneath the line load as: 

w= 2P ln(d) 
nE z (3.2) 

where d is an arbitrary large distance at which the displacement is assumed to be zero. 
In this example, the far field nodes on the infinite elements are chosen to be fixed so 
that the value of d is 8.0. The results obtained from the finite and infinite element 
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models are shown in Figure 3.4 together with a plot of the analytical solution. This 
graph shows that even though the infinite elements contain displacement interpolations 
in the infinite direction with terms of order 1/z, lli while the analytical solution is of a 
ln(z) nature, they provide a significant improvement over the solution obtained with 
finite elements only. 

3.3.3 Dynamic Response: Wave Propagation in an Infinite Medium 
This example, which is included in the ABAQUS Example Manual (HKS, 1998), tests 
the effectiveness of the infinite element (quiet boundary) formulation in dynamic 
applications. The problem is similar to that analysed by Cohen & Jennings (1983). The 
purpose of this example is to compare the results obtained using a small mesh including 
infinite element quiet boundaries with an extended mesh of finite elements only. 
Results obtained using the small mesh without the infinite element quiet boundaries are 
also given to show how the solution is affected by the reflection of the propagating 
waves. 

The problem is an infinite half-space (plane strain is assumed) subjected to a vertical 
pulse line load. A vertical plane of symmetry is used so that only half the configuration 
is meshed. Three meshes are used: a small FEIIE (quiet boundary) mesh of 8 x 8 first 
order ( 4 noded) finite elements plus sixteen first order infinite elements as shown in 
Figure 3.5; a small FE mesh of 8 x 8 first order elements as shown in Figure 3.6; and an 
extended FE mesh of 24 x 24 first order elements as shown in Figure 3.7. The FE 
meshes are assumed to have free boundaries at the far field and will reflect the 
propagating waves, whereas the FEIIE mesh models the infinite domain and provides 
quiet boundaries that minimise reflection of propagating waves back into the mesh. 

The material is assumed to be elastic with Young's Modulus, E, of 1.0, a Poisson' s 
ratio, v, of 0.1 and a density, p, of 0.01. Material damping is not included in the 
analyses. Based on these material properties, the speed of propagation of compression 
waves (P-waves) in the material is approximately 10.0 and the speed of propagation of 
shear waves (S-waves) is approximately 6.7. Therefore the compression waves, which 
are predominant with the vertical pulse excitation, should reach the boundary of the 
extended mesh in about 2.4 time units. The analyses are run for 4.0 time units so that 
the waves are allowed to reflect significantly into the finite element meshes that do not 
have quiet boundaries. The applied vertical pulse is in the form of unit impulse 
function, or Dirac delta function, with an amplitude of 1.0. 

The results of the analyses for the meshes are shown in the form of time histories of 
vertical displacements at nodes 7, 27 and 151 (Figures 3.8, 3.9 and 3.10 respectively). 
The wave reflection caused by the free boundaries in the small FE mesh is evident, 
while the small FEIIE quiet boundary mesh largely succeeds in eliminating this 
reflection. 

The next test of the computational method was to apply a pulse load to a small circular 
disc on the surface of an axisymmetric elastic half-space. A 'snapshot' of 
displacements is presented in Figure 3.11. Outgoing wavefronts can be clearly 
observed, in which the first is a P wave expanding over a hemispherical surface. The 
displacements are normal to the polar source; they are largest directly below the origin, 
and reduce towards zero as the ground surface is approached, with values being 
negligible after some 40° from the axis of symmetry. Following behind the P wavefront 
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is an S wave, also mapped around an expanding hemisphere, but this time with larger 
values nearer ground surface; there is a sharp reduction close to the axis of symmetry; 
close to ground surface the S wave regresses into a Rayleigh wave. Intermingled with 
the S wave is a second P wavefront. 

Other features emerge: firstly, the ratio of the two wave speeds is close to 0.577, which 

is the theoretical ratio (calculated as c/cp = 2v )I 2(1-v )] ), for the chosen 

Poisson's ratio of 0.25. The estimated ratio of half-wavelengths of the two waves is 
about 0.6, slightly higher than the 0.577 value for pure sine waves. The ratio of 
energies between the P and S wavefronts is difficult to compute, but a rough estimate 
suggests a value very close to the ratio of 0.21:0.79 derived by Miller & Pursey (1955). 

VERIFICATION OF FE/lE MODEL TO TRANSMIT P, S, AND R WAVES 

3.4.1 General 
This section of work was undertaken to verify that ABAQUS models P, S, and R waves 
sufficiently accurately. Pure P, S and R waves were modelled in ABAQUS and were 
compared with analytical solutions. These analyses also provided a check of the 
efficiency of the ABAQUS infinite elements in absorbing outgoing waves. 

3.4.2 Compressional Waves (P waves) 
For examination of P waves, a plane strain mesh of finite elements; 10 elements wide 
and 10 elements high, with infinite elements applied to the right-hand vertical boundary 
was used with upper and lower boundaries restrained in the y-direction, Figure 3 .12. 

A pure sinusoidal P wave was applied to the left-hand vertical boundary of the mesh. 
The analytical form of a P wave is given by 

u(x, t) =a cos(kx- mt) (3.3) 

where m is a chosen angular frequency, k is the wave number and a is the amplitude 

For a pure P-wave, the displacements Ux and uy are given by 

Hence, assuming a= 1, 

. i)cp ( ) 
ux = ox = -k sin kx- (J)t 

u =0 y (3.4) 

(3.5) 

The P wave was applied to the FE mesh by specifying the horizontal displacements on 
the vertical boundaries as a function of time using the following technique. 

1. Choose elastic constants E, v and p. 

2. Calculate the Lame constants from the following equations, 
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G= E 
2(1 +V) 

3. Choose an angular frequency, (t) 

4. Calculate the propagation velocity of the P wave, cp, 

c =t·+2G 
p p 

5. Calculate the wave number, k, 

6. Calculate the wavelength, A, 

A= 2tr 
k . 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

7. In ABAQUS, the periodic displacement of nodes is specified by the use of the 
*AMPLITUDE and *BOUNDARY commands. Periodic variation of amplitude 
is defined as a Fourier series as follows: 

N 

a= Ao + L[An cosnm(t-t0 )+Bn sinnm(t-t0 )] (3.11) 
n=l 

a=Ao fort< 0 (3.12) 

where the constants, t 0 , m, Ao, An, Bn, n = 1, 2 ... N are defined on the datalines 

following the *AMPLITUDE command in ABAQUS. 

The calculation of the Fourier constant for a P wave is given in Appendix B. 

The P wave was applied to the left-hand vertical boundary of the FE mesh shown in 
Figure 3.12 using the technique described above. 

The displaceinents produced by a pure P wave are plotted at intervals of 0.18 seconds in 
Figures 3.13. The P wave plotted spatially was found to reproduce the analytical sine 
wave as shown in .Figure 3.14. These plots demonstrate that ABAQUS models the P­
wave almost exactly and that the infinite elements absorb the P waves very effectively. 
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3.4.3 Shear Waves (S waves) 
The capability of ABAQUS to model pure shear waves was verified using a similar 
technique to that described above for P waves except that the upper and lower 
boundaries of the mesh were restrained against movement in the x-direction and the 
prescribed disturbances were tangential to the left- and right-hand sides (Figure 3.15). 
The displacements Ux and uy for a pure shear wave are given by: 

(Jfj> . . 
u =- = -k sm(kx- mt) 

y dX ' u =0 
X 

(3.13) 

These equations were used to specify the displacements on the vertical boundaries of 
the mesh as a function of time. The wave number, k, was based on the propagation 
velocity of an S wave, Cs, which is given by 

c = {Q . V/J 
The calculation of the Fourier constant for an S wave is given in Appendix B. 

(3.14) 

The displacements produced by a pure S wave in an FEIIE mesh are plotted at intervals 
of 0.18 seconds in Figures 3.16. The S wave plotted spatially was found to reproduce 
the analytical sine wave as shown in Figure 3.17. These plots demonstrate that 
ABAQUS models the S wave almost exactly and that the infinite elements absorb the S 
waves very effectively. The displacement of the infinite elements is representative 
rather than realistic. 

3.4.4 Rayleigh Waves (R waves) 
The capability of ABAQUS to model pure Rayleigh surface waves was undertaken 
using a similar technique to that described above for P and S waves. A 20 x 20 mesh 
was used. (Figure 3.18). However, the specification of R waves is more complex 
because they are defined by a combination of horizontal and vertical displacements as a 
function of depth (y is negative down). As shown by Ewing, Jardetzky & Press (1957), 
and substituting -y for depth z, the analytical form of an R wave is given by 

u = D[e0
.
8475

ky - 0.5773e0
.
3933

ky ]sin(kx- (J)t) (3.15) 

and, 

v = D[- 0.8475e0
'
8475

ky + 1.4679e0
'
3933

ky ]cos(kx- mt) (3.16) 

where k is the wave number, ro is the frequency, and D is a constant. (D is taken as 1.0 
in this theoretical case; the actual magnitude of the R wave depends on how it is 
generated.) The other constants in the equations correspond to a Poisson's ratio of 0.25, 
for which the propagation velocity, c,, is given by 
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c, (3.17) 

These equations were used to specify the displacements on the left-hand vertical 
boundary and the bottom boundary of the mesh as a function of time. In this case, the 
top boundary of the FE mesh was unrestrained. 

The calculations of the Fourier constants for an R wave are given in Appendix B. 

The displacements produced by a pure R wave are plotted at intervals of 0.18 seconds in 
Figures 3.19. The horizontal and vertical displacements along a horizontal line 55 .19m 
below the top of the mesh at times of 2.1, 4.2, 8.4 and 16.8 seconds are compared with 
the analytical solutions in Figures 3.20- 3.23. Reflection from the boundary is evident 
and the predicted displacements diverge from the analytical solution with time as the 
amount of reflection increases. This indicates that the ABAQUS infinite elements do 
not absorb the complex Rayleigh wave very effectively. 

The variation of the amplitude of the horizontal and vertical components of the R wave 
with depth at a time of 3.6 seconds, before significant reflection has taken place, match 
the analytical solution closely as shown in Figure 3.24. 

3.5 VERIFICATION OF WAVE ATTENUATION IN ABAQUS 

The performance of the finite element meshes in representing each of the three wave 
types, P, Sand R, was tested by setting up a wave channel with appropriate boundary 
conditions, including infinite elements to model the far field, in both plane strain and 
axisymmetric conditions. A pure P wave was imposed, and the difference between the 
uniform waves of the plane strain condition and the attenuating waves in the 
axisymmetric condition was observed. The peaks of amplitude were found to attenuate 
with r-0

·
5

, while energy density attenuated with r-1
; these values correspond with 

geometric attenuation around a cylindrical wavefront (Figure 3.25). The P-wave system 
was next applied to a spherical cavity in an elastic continuum (Figure 3.26); this time 
the geometric attenuations were in proportion to r-1 for amplitude, and r-2 for energy 
density, correlating with standard theory, Figure 3.27. 

Shear wave attenuation could be tested only in the cylindrical configuration, in which it 
showed behaviour similar to the P-wave test. Finally, the R-waves were tested for 
attenuation of vertical and horizontal components of amplitude and for energy density. 
Again, the attenuations correlated with the theoretical values of r-0

·
5 and r-1 respectively 

(Figure 3.28). 
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3.6 CONCLUSIONS 
This Chapter verifies the ability of the ABAQUS finite element program to model 
ground waves accurately. The performance of the FEIIE model has been verified by 
applying pure P, S and R waves in turn along a channelled wave guide of finite 
elements with infinite elements at the far end. The model reproduced the analytical 
wave patterns very closely within the finite element zone and the ABAQUS infinite 
elements were shown to absorb the P and S waves almost exactly. However 
inaccuracies were observed for the more complex Rayleigh waveform where some 
reflection from the boundary of ABAQUS infinite elements was evident. Improvement 
of this boundary is the subject of Chapter 4. 

Methods were also devised to test the performance of ABAQUS to simulate geometrical 
attenuation of the three wave types. Comparisons with analytical solutions 
demonstrated the ability of the program to simulate the attenuation of elastic waves 
accurately. 

Further detailed verification of the performance of various elements, materials and 
analysis types can be found in the ABAQUS Verification manual. 
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Figure 3.25 FEIIE mesh used for uniaxial and axisymmetric conditions 
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CHAPTER4 
DEVELOPMENT OF A QUIET BOUNDARY FOR THE EFFECTIVE 

ABSORPTION OF GROUND WAVES GENERATED BY PILE DRIVING 

4.1 INTRODUCTION 

One of the limitations of finite element methods arises when they are employed as a 
discrete mesh for the modelling of an infinite domain, in which energy radiates from a 
source outwardly towards infinity. Unless something is done to prevent outwardly 
radiating waves from reflecting from the region's boundaries, errors are introduced into 
the results. In the past, several different methods for the treatment of absorbing 
boundaries have been proposed and employed with varying success. In all cases, the 
object of the work has been to make the artificial boundary behave, as nearly as 
possible, as if the mesh extended to infinity. The resulting techniques are variously 
known as silent, radiating, absorbing, non-reflecting, transmitting, open, free-space, and 
one-way boundary conditions. Some of the absorbing boundaries developed in this 
Chapter (the standard viscous boundary, for example) transmit all normally impinging 
plane body waves exactly (provided that the material behaviour close to the boundary is 
linear elastic). General problems involve body waves that do not impinge on the 
boundary from an orthogonal direction and may also involve Rayleigh surface waves. 
Nevertheless these 'quiet boundaries' work quite well even for such general cases, 
provided th'at they are arranged so that the dominant direction of wave propagation is 
orthogonal to the surface. As the boundaries are 'quiet' rather than silent (perfect 
transmitters of all waveforms), and because the boundaries rely on the solution adjacent 
to them being linear elastic, they should be placed some reasonable distance from the 
region of main interest. 

Application of the various silent boundaries to wave propagation problems in an elastic 
medium has, to date, been limited to wave propagation problems originating from a 
point source, usually a vibrating plate or disc on the surface of an elastic half-space. 
Some workers (eg Gutowski and Dym, 1976) have also considered a point source 
vibrating at depth in the elastic medium. However, in the case of pile driving, the 
source of vibration is very complex, with P waves generated at the pile toe, S waves 
generated down the entire length of the pile shaft, and R waves generated both as the P 
and S waves are reflected at the free ground surface (see Chapter 2). The attenuations 
of the various waves also differ from the classical case of a vibrating disc on the surface 
of an elastic half-space (Miller & Pursey, 1955), because the S waves propagate on a 
near-cylindrical wavefront instead of a hemispherical wavefront. The attenuation of S 
waves generated from a pile shaft is therefore much slower than for those generated 
from a vibrating disc. The S waves tend to combine with the R waves which also 
propagate on a cylindrical wavefront at a slightly slower velocity. (In the case of a 
vibrating disc, the R waves are the dominant waves at distance from the source because 
the energy from the P and S waves rapidly attenuates over their respective 
hemispherical wavefronts.) 

The ABAQUS finite element program currently provides first- and second-order infinite 
elements which can be used for dynamic response in the form of a simple tuned damper 
giving silent boundary behaviour. The performance of the finite/infinite element model 
has been verified by applying pure P, S and R waves in turn along a channelled wave 
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guide of finite elements with the ABAQUS infinite elements at the far end as described 
in Chapter 3. The model reproduced the analytical wave patterns very closely within 
the finite element zone and the ABAQUS infinite elements were shown to absorb the P 
and S waves almost exactly (see Figures 3.14 and 3.17). However inaccuracies were 
observed for the more complex Rayleigh waveform where some reflection from the 
boundary was evident (Figures 3.20-3.23). It is particularly important to address these 
inaccuracies as the model needs to be calibrated against measurements of vertical and 
horizontal particle velocities from geophones on the ground surface and, as stated 
above, R waves tend to be the dominant waveform at distance from the source. 

The main objective of the work described in this Chapter is to develop a quiet boundary 
which will absorb effectively the complex ground waves generated by pile driving and 
allow the size of the finite element mesh and thus the computation time to be 
minimised. 

This Chapter firstly presents a literature review (Section 4.2) of the various types of 
absorbing boundaries which have been developed to date, followed by an assessment of 
their suitability for this problem (Section 4.3). Derivations of two viscous boundary 
formulations are presented in Section 4.4. These. boundaries are then attached to the far 
end of a simple channelled wave guide of finite elements for comparison with analytical 
solutions for pure P S and R waves. Proposals for the application of the viscous 
boundary formulations to the pile driving model are given in Section 4.5 for maximum 
effectiveness. These proposals are developed further in Chapter 5 where the viscous 
boundary formulations are applied to a model for the computation of ground waves 
generated by vibratory piling. Section 4.6 contains some proposals for the insertion of 
periodic infinite elements into an ABAQUS time domain analysis using a 
transformation technique developed by Astley (1995). Conclusions and 
recommendations for further work are given in Section 4.7. 

4.2 LITERATURE REVIEW 

4.2.1 Viscous boundaries 
The first local silent boundary was proposed by Lysmer and Kuhlemeyer (1969) and 
later improved by White et al (1977). The method uses viscous damping forces, which 
act along the boundary, as a means of absorbing, rather than reflecting, the radiated 
energy. The method, being directly analogous to the use of viscous dashpots, is 
relatively easy to implement, and it appears to absorb both dilatational and shear waves 
with acceptable accuracy in many applications. The viscous forces, or dashpots, have 
another advantage in that they do not depend upon the frequencies of the transmitted 
waves. This technique is therefore suitable for transient analysis. 

One drawback of the standard viscous boundary described above, is its inability to 
transmit Rayleigh waves as effectively as it transmits body waves. In addition to the 
standard viscous boundary, Lysmer and Kuhlemeyer (1969) also developed a special 
viscous boundary for Rayleigh waves, the Rayleigh viscous boundary, in which the 
dashpots have coefficients that depend upon the frequency of the transmitted waves. 
The accuracy of the Rayleigh viscous boundary is not well established. The 
computational mesh has to be refined especially near the ground surface because at one 
point a parameter of the dashpot goes to infinity. In addition, there have been few 
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comparisons between the standard viscous and Rayleigh viscous boundaries, except for 
the axisynimetric problem discussed in Lysmer and Kuhlemeyer. The use of standard 
viscous boundaries for problems that involve Rayleigh waves should not necessarily be 
ruled out. Unlike the Rayleigh viscous boundary, it is independent of frequency and is 
much easier to implement. ·For example Haupt (1977) used the standard viscous 
boundary along with some of his own boundary innovations to achieve a good, steady 
state, Rayleigh wave solution. Cohen and Jennings presented a further Rayleigh wave 
example in 1983. 

White, Valliappan and Lee (1977) attempted to improve upon Lysmer and 
Kuhlemeyer' s technique, and also tried to broaden the theory to include anisotropic 
materials. However, the authors did not demonstrate the effectiveness of this technique 
for anisotropic materials. For the isotropic case, the method offered virtually no 
improvement on the Lysmer-Kuhlemeyer boundary and was more complicated to 
implement. 

4.2.2 Para-axial Boundaries 
Claerbout (1976) devised the idea of creating equations that transmit waves in only one 
direction. He derived these equations, termed para-axial approximations, for the two­
dimensional, scalar-wave case. Clayton and Engquist (1977) later expanded 
Claerbout's method to include elastic waves and conceived the notion of applying it as 
an energy-absorbing boundary. 

The method is based on differential operators that satisfy the condition of only outgoing 
waves. While these differential operators may be of a high order, the para-axial 
boundary of the first order is identical to the viscous boundary. The technique has 
several disadvantages. The first is that the technique was originally implemented using 
a finite difference technique and it does not directly lend itself to finite element 
utilisation. Hughes (1978) and Cohen & Jennings (1983) adapted this technique for 
finite element applications. However, in numerical tests, their boundary condition 
performed only slightly better than those of Lysmer and Kuhlemeyer and White et al. 

Another major problem with the para-axial technique is that when Poisson' s ratio is 
greater than 1/3, a negative stiffness term is introduced into the para-axial equations. 
This term leads to instabilities; the boundary erroneously causes the displacements and 
stresses to increase with time. 

4.2.3 Time-dependent problems 
Bamberger et al (1988) considered time-dependent elastodynarnics. They proposed to 
modify the first-order boundary condition of Cohen and Jennings in order to absorb 
Rayleigh surface waves as well. Their modified boundary condition involves the 
operator (d!dt - cRd/dxl) similar to the Clayton-Enquist condition, where cR is the 
Rayleigh wave speed. The authors proved that the proposed boundary condition is 
perfectly absorbing for P and S waves at normal incidence, as well as for Rayleigh 
waves. They used finite elements in the spatial domain together with a time-stepping 
scheme. 

Robinson (1976) co_nsidered time-harmonic .elastic waves in two dimensions and 
proposed a non-reflecting boundary condition that involved the elastic potentials 
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associated with the Helmholtz decomposition. Both plane waves and cylindrical waves 
were considered. 

4.2.4 Multi-directional boundaries 
Higdon (1990 & 1992) developed a silent boundary condition based on a series of first­
order differential operators. This boundary is a generalisation of the higher-order 
differential operators used in the para-axial boundary. Higdon's boundary gives perfect 
absorption at certain angles of incidence and is therefore called a multi-directional 
boundary. It also has the advantage of avoiding tangential derivatives at the boundary 
so that the implementation near a corner is straightforward. Surface waves were not 
treated. 

Higdon (1992) demonstrated how to generalise the silent boundaries for the case of 
stratified media. He also showed that his silent boundaries were effective in absorbing 
Rayleigh surface waves. 

Gajo et al (1996) developed the first-order form of the multi-directional boundary, i.e. 
the viscous boundary, to extend to saturated porous media for time-dependent problems. 
This was achieved by first developing a set of first-order differential equations which 
allowed the propagation of elastic waves travelling only in a single direction; higher 
order multi-directional boundaries were thus obtained by using the same generalisations 
proposed by Higdon (1990 & 1992) for one-phase media. Gajo et al demonstrated the 
use of this boundary for wave propagation along a pile shaft to simulate a non­
destructive dynamic pile test. 

4.2.5 Extrapolation Boundaries 
A silent boundary method related to the para-axial technique but which avoids the 
numerical difficulties of the latter is the scheme proposed by Liao and Wong (1984). 
This method is also related to the space-time extrapolation scheme proposed by Higdon 
(1986). These methods are well suited to finite element applications and are based on 
predicting the motion at the boundary by extrapolating the motion at points in the 
neighbourhood of the boundary. An analysis of the numerical stability of this method 
can be found in Liao and Liu (1992). An improvement to this method has been 
proposed by Peng and Toksoz (1994). 

4.2.6 Boundary for a layered medium - Love or Rayleigh waves 
In a series of papers (Lysmer (1970), Lysmer and Waas (1972) and Lysmer and Drake 
(1972)), a boundary was developed in order to transmit either Love waves or Rayleigh 
waves. In particular, the boundary was designed for a layered medium. 

The method initially assumes that a wave of a certain frequency is propagating in a 
certain layer. The displacements of a finite element of width h beyond the boundary are 
then calculated by multiplying the displacements of the last element at the boundary by 
e-ikh (where k is the wave number). ·The stiffness of the elements beyond the boundary 
are then calculated and inserted into the equations of motion for the lumped masses at 
the boundary. This reduces to an eigenvalue problem for each layer. The impinging 
wave (shear or Rayleigh) causes stresses at the boundary. The idea is to apply 
appositional forces to effectively nullify them. In the case of a shear wave, these 
stresses are proportional to both the displacements at the boundary and the eigenvalues. 
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A matrix can therefore be assembled which relates the nullifying forces to be applied at 
the boundary to the displacements at the boundary. 

Although this method is suitable for transmitting periodic surface waves, it is highly 
restrictive. First, the boundary terms are frequency dependent and are therefore 
unsuitable for transient analyses in the time domain. Also, the method can not be used 
if the interior equations are non-linear. Only shear or Rayleigh waves can be 
transmitted and this transmitting boundary is more difficult to implement than most 
other boundary schemes. 

4.2. 7 Smith technique - adding wave solutions for fixed and free boundary 
conditions 
A completely different silent boundary method is the scheme originally proposed by· 
Smith (1974) and modified by Cundall et al (1978). This method is based on averaging 
the solutions of two complementary problems, one involving a fixed and the other a free 
boundary condition. The efficiency of the method, as modified by Cundall et al (1978) 
is comparable with that of the viscous method. 

Smith demonstrated that this boundary method eliminates all reflections, regardless of 
frequency or angle of incidence. ·It also absorbs all types of waves, including body, 
Rayleigh or Love waves. The only drawback of this method is that two solutions are 
required for each possible wave reflection. For example, a two-dimensional corner 
requires two solutions for each boundary side meaning that the problem must be solved 
four times to cancel the reflections. Similarly, if there is enough time for a wave to 
reflect from one boundary, strike another and return then the number of calculations 
must be doubled. Therefore, the number of complete solutions required .is equal to 2n, 
where n is the number of possible reflections. If the calculations are performed over a 
long period of time, the number of required solutions increases very rapidly. This 
method does not therefore appear to be as attractive as other approaches, except for one­
dimensional problems and problems with very short characteristic times. 

Cundall et al (1978) introduced a cost-saving scheme that attempts to retain the 
advantages of the Smith method. This scheme sets up a small boundary region in which 
equations are formed and solved for each boundary condition. The two solutions are 
added together at every fourth time step. Thus, the' boundary area that is four elements 
deep requires two solutions at each step while the interior region only requires one 
solution. The efficiency of the modified Smith method is comparable with that of 
viscous boundary techniques. 

4.2.8 Damping techniques 
Luco et al (1975) attempted to simulate the effects of wave radiation by incorporating 
material damping into the model. Alternatively, Hilber et al (1977) employed 
numerical damping to account for the transmitted energy. While these techniques are 
easily implemented it is not clear how they could be practically employed. For 
example, questions remain as to how much damping should be put into the system, 
where it should be applied and how the damping can discriminate between the effects of 
wave radiation and the actual physical dissipation within the model. 

A systematic approach to the use of damping in various systems is not available. Luco 
et al (1975) demonstrated some of the problems that can occur. They compared 
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analytical solutions for wave propagation to calculations from a finite element model 
that used 'plausible' damping estimates. In general, the material damping did not 
duplicate the radiation effect satisfactorily. 

4.2.9 Substructuring 
A relatively simple idea proposed by Haupt (1977) can be applied for repetitive 
analyses of certain systems that can be split into interior and exterior parts. The interior 
is altered for each analysis (for example, the geometry or load history) but the exterior 
region remains constant. Initially an extensive mesh of the whole system is set up, but 
then the degrees of freedom in the outlying region are condensed. Each successive 
problem can then be solved by utilising just the small interior mesh and the force 
contribution from the condensed equations. This method reduces .the computational 
expense for these special cases. 

4.2.10 Large finite element meshes 
Several investigators, namely Anderson (1972), Day (1977) and Isenberg et al (1978), 
experimented with extensive meshes to determine where the boundary should be placed 
in order to produce acceptably small reflections. Day (1977) found that undesirable 
reflections could be prevented by successively increasing the size of outlying elements 
by a factor of 1.1. This growth factor of 1.1 helps to reduce the number of required 
elements, but the computational costs still remain high, and prohibitively so for three­
dimensional elements. 

4.2.11 Periodic infinite elements 
A simple numerical method for treating infinite domains in the context of the finite 
element method is the use of 'infinite elements'. An infinite element is a semi-infinite 
interval (in one dimension) or a semi-infinite strip (in two dimensions) or a semi-infinite 
prism (in three dimensions), associated with shape functions that attempt to represent 
the far-field behaviour of the solution. Sometimes the semi-infinite domain 'is replaced 
by a finite but very large domain (see below). In both cases, the numerical solution 
contains errors due to the fact that the infinite domain is not accounted for exactly. In 
general, some integrals over infinite domains must be calculated numerically. 

The construction of one-dimensional infinite elements and of two- and three­
dimensional parallel-edged elements. (e.g. semi-infinite rectangles) can be performed 
directly in the 'physical' system. Special shape functions are used: they are defined 
over the infinite domain of the elements, and try to mimic the asymptotic behaviour of 
the exact solution at infinity. 

For elements with a more general geometry (e.g. a general semi-infinite quadrilateral 
element) two approaches have been employed. In the first approach, special shape 
functions, expressed in the 'physical' co-ordinate system and having the appropriate 
behaviour at infinity, are used. Usually in this case, the semi-infinite element domain is 
replaced by a very large finite element. In the second approach, which has become 
more popular, a semi-infinite element is obtained by mapping the domain of a parent 
parallel-edged finite element. The usual Lagrangian or serendipity shape functions are 
used in the local co-ordinates of the parent element, and transformed via the mapping. 

Bettess ( 1977 & 1980) devised the first version of the general one-dimensional and two­
dimensional infinite element. For non-rectangular geometry he proposed the first 
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approach mentioned above, namely that of constructing the shape functions in the 
'physical' co-ordinates of a large finite element domain. This. infinite element was 
developed in the context of static problems, such as problems of steady-state heat 
conduction. 

Bettess and Zienkiewicz (1977 & 1981) developed an analogous infinite element for 
time-harmonic wave problems. Their second-order element has 9 nodes, including 3 
that are very far away towards infinity. The shape functions are chosen so that they 
have the correct behaviour at infinity, namely that they satisfy the Sommerfeld radiation 
condition there. Numerical integration must be performed over a semi-infinite domain 
to compute the stiffness matrix and load vector. To this end, a special Newton-Cotes 
integration rule was devised and used in the infinite direction. 

Following the increasing popularity of the serendipity-type finite elements at the 
beginning of the 1980's, Chow and Smith (1981) proposed to use an infinite element 
similar to that of Bettess and Zienkiewicz, but with serendipity shape functions rather 
than the Lagrangian type. Serendipity elements do not contain interior nodes; they have 
nodes only on their boundaries. Chow and Smith's second-order element has 8 nodes. 
Serendipity elements up to third order are more efficient than their Lagrangian 
counterparts, while maintaining the same rate of convergence. 

Chow and Smith (1981) then examined the problem of developing a suitable quiet 
boundary to absorb the waves generated by a vibrating disc on the surface of a layered 
and anisotropic elastic half-space (as is common in geotechnical models). For each 
wave speed there is a separate wavelength, since the problem has a fixed period, T, and 
thus a separate wave number, k. Since the wave number forms part of the element 
shape function in the original concept of an infinite element for surface waves, the 
formulation rapidly becomes extremely complicated. 

Chow and Smith ( 1981) developed a simple and pragmatic solution to reduce· the 
complexity of the problem. They considered two-dimensional problems and reasoned 
that the vertical displacement, uy, is related to shear waves and the horizontal 
displacement, Ux, is related to dilatation waves. Thus the appropriate wave number 
could be used in the shape function for Uxor Uy. This is clearly only an approximation. 
In addition they reasoned that near to the free surface, the Rayleigh waves would be 
more important and so the Rayleigh wave number could be used in that region. They 
interpreted 'close to the surface' ·as O.lLs where Ls is the wavelength of the shear wave, 
see Figure 4.1. They then developed suitable infinite element models with the infinite 
elements extending both horizontally and vertically. Although this approach was based 
on approximations and assumptions, the results obtained in comparison with classical 
solutions were excellent. 

Beer and Meek (1981) devised a five-noded serendipity infinite element based on the 
mapping of a parent element. Both two- and three-dimensional problems in elasticity 
were considered. Results were compared with exact solutions and with solutions 
obtained. by the boundary element method. 

Medina (1981) proposed a similar axisymmetric frequency-dependent infinite element, 
capable of propagating multi-component waves, using a Gauss-Laguerre integration 
rule. The shape functions are formulated by using approximate expressions for the 
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analytical far-field solutions. Although acceptable results are obtained using the 
method, the accuracy of the results deteriorates due to the non-conforming conditions 
between the finite and infinite elements and also between adjacent infinite elements. 
Furthermore the method can not easily be extended to more complex such as 
those with layered media, since it is very difficult to obtain the analytical far-field 
solutions and also to formulate the shape functions based on analytical results. Medina 
and Taylor (1983) applied this infinite element to problems in elasto-dynamics. 

Yang and Yun (1992) further developed the dynamic infinite element proposed by 
Medina ( 1981) by formulating the shape functions using more general expressions for 
the wave components. They are in terms of complex exponential functions of the 
corresponding wave· numbers, and satisfy the Sommerfeld radiation condition. Hence, 
this infinite element may be easily extended to problems for which analytical far-field 
solutions can not easily be computed. 

Zhao and Valliappan (1993) developed a three-dimensional dynamic infinite element 
that can absorb P, S and R waves simultaneously. The infinite element demonstrates 
displacement compatibility on the. finite/infinite element boundary, and between 
adjacent infinite elements in the case of multiple material layers or multiple wave 
numbers within the foundation. Wave propagation functions are used to define the 
wave propagation and amplitude attenuation behaviours in the infinite element. The 
seismic response of an arch-dam foundation system can be economically calculated 
using this infinite element coupled with finite elements. This case demonstrates the 
computational advantage of the infinite element over the boundary element method for 
simulating wave scattering problems in non-homogeneous media due to the banded and 
symmetrical nature of the global and stiffness matrices. This infinite element can, in 
principle, be used to simulate any non-homogeneous foundation provided that each of 
the infinite elements has constant material properties. However it is only suitable for 
the absorption of waves generated by a point source, such as a vibrating plate on the 
surface of an elastic half-space. It is not designed for a multi-source excitation such as 
pile driving. 

Laghrouche (1996) developed a two-dimensional form of Zhao & Valliappan's three­
dimensional periodic infinite element. He developed a coupled finite/infinite element 
model to simulate wave propagation in soils and then extended the model to investigate 
the effectiveness of various forms of vibration isolation. However, Laghrouche only 
considered wave propagation from a point source on the surface of the elastic half­
space. 

Yang, Kuo and Hung (1996) developed a method of dynamic condensation whereby the 
far-field impedance matrices for waves of lower frequencies can be obtained 
repetitively from the one for waves of the highest frequency, using exactly the same 
finite/infinite mesh. Such an approach ensures that accuracy of the same degree can be 
maintained for waves of all frequencies within the range of consideration. For the case 
of an elastic half-space subjected to a line load on the free surface, the amplitude decay 
parameter, a, should be selected as a=li(2R) for modelling the regions. where the body 
waves are dominant, with R denoting the distance between the source and the boundary 
of the far-field. Since the Rayleigh waves do not decay on the free surface under the 
same loading condition, it is suggested that a=O be used for regions near the free 
surface. 
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4.2.12 Transient infinite elements 
Haggblad and Nordgren (1987) applied infinite elements to transient problems of non­
linear soil interaction. Their infinite elements were based. on the standard viscous 
boundary proposed by Lysmer and Kuhlemeyer (1969) with the improvement suggested 
by White et al (1977). 

Astley ( 1995) developed a technique for the solution of transient wave problems in 
unbounded domains. He proposed a family of infinite 'wave envelope' elements that 
are formed by applying an inverse Fourier transformation to a discrete wave envelope 
model in the frequency domain. The infinite elements formed in this way· can be 
applied quite generally to two-dimensional and three-dimensional problems and are 
fully compatible with conventional finite elements. 

4.3 ASSESSMENT OF THE VARIOUS QUIET BOUNDARY TECHNIQUES 
FOR THE SIMULATION OF GROUND WAVES FROM PILE DRIVING 

The literature review has revealed that many different silent boundary formulations are 
available. However only a few of them are suitable for elasto-dynamic problems, some 
can not absorb Rayleigh waves effectively, and some are frequency dependent and are 
not therefore suitable for transient analyses. A further complication arises in that the 
current version of ABAQUS does not allow the insertion of user-defined elements into a 
frequency domain analysis. The periodic infinite elements developed by various 
workers can not be inserted into ABAQUS unless they are transformed in 
some way for use in a time domain analysis. 

The literature review has also revealed that, although silent boundary formulations have 
been developed to absorb the waves generated by a relatively simple excitation point 
source (such as a vibrating disc on the surface of an elastic half-space), they have not 
been extended to deal with more complex excitation sources such as pile driving. 

For the purposes of this research, it was decided that a good starting point would be to 
use a combination of standard and Rayleigh viscous boundaries around the sides of a 
large finite element mesh in a similar manner to that described by Chow Smith 
(1981 ), see Figure 4.1. As the infinite elements in ABAQUS are based on the standard 
viscous boundary developed by Lysmer and Kuhlemeyer (1969), this approach had the 
particular advantage . that the performance of the user-defined standard viscous 
boundaries could be checked against that of the ABAQUS infinite elements as well as 
the analytical solutions. The method of applying a user-defined boundary within 
ABAQUS could then be extended to the insertion of a Rayleigh viscous boundary. 

Once these viscous boundary formulations were performing satisfactorily in ABAQUS, 
it was then possible to investigate the optimum arrangement of standard and Rayleigh 
viscous boundaries around the finite element mesh for the effective absorption of 
ground waves generated by pile driving. 

Some speculative work was also undertaken to look at the possibility of using Astley's 
( 1995) transformation technique in order to insert periodic infinite elements into an 
ABAQUS time domain analysis. This is described in Section 4.5. 
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4.4 DERIVATION AND INSERTION OF VISCOUS BOUNDARY 
FORMULATIONS INTO ABAQUS 

4.4.1 Description of the ABAQUS user element interface 
ABAQUS allows the user to introduce 'user-defined element' types into a model in a 
very general way. The element may be a finite element in the usual sense of 
representing a geometric part of the model, or it may be a feedback link such as silent 
boundary, supplying forces at some poin.ts as functions of values of displacement, 
velocity, etc at other points in the model. For a general user element, user subroutine 
UEL must be coded to define the contribution of the element t.o the model. ABAQUS 
calls this subroutine each time any information about a user-defined element is needed. 
At each such call, ABAQUS provides the values of the nodal co-ordinates and of all 
solution dependent nodal variables at all degrees of freedoms associated with the 
element, as well as values, at the beginning of the current increment, of the solution 
dependent state variables associated with the element. ABAQUS also provides the 
values of all element parameters associated with this element which have been defined 
in the *UEL PROPERTY option, and a control flag array indicating what functions the 
user subroutine must perform. Depending on this set of control flags, the subroutine 
must: define the contribution of the element to the residual vector; define the 
contribution of the element to the Jacobian (stiffness) matrix; update the solution 
dependent state variables associated with the element; and so on. Often several of these 
functions must be performed in a single call to the subroutine. 

4.4.2 Standard viscous boundary 
In order to test the interface for user-defined infinite elements, the standard viscous 
boundary proposed by Lysmer and Kuhlemeyer ( 1969) has been programmed into 
ABAQUS and its behaviour compared with that of the corresponding infinite elements 
available in ABAQUS. The derivation of the standard viscous boundary is given below: 

Commencing with the one-dimensional wave equation 

(4.1) 

where l/J is the variable of interest, t is the time and x is the single co-ordinate. 

The general solution to equation ( 4.1) was first given by d' Alembert as 

l/J = ! 1 (x- et)+ ! 2 (x +et) (4.2) 

where f 1 represents any disturbance travelling in the positive x direction, h represents 
any disturbance travelling in the negative x direction and e is the wave celerity. The 
exact form off1 andh will depend upon the initial conditions for the problem. 

Consider plane waves travelling along the x-axis. There are two body wave solutions of 
equation (4.2). One describes plane, longitudinal P waves that have the form 

u =u =0 y z (4.3) 
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where the wave speed, cp, is given by 

c =t·+2G 
p p (4.4) 

The other solution of this form is the shear or S wave solution 

uy =J(x±cst), U =U =0 X Z (4.5) 

or 

uz =f(x±cJ), u =u =0 X y (4.6) 

where the wave speed, c5 , is given by 

(4.7) 

Now consider a boundary at x=L of a medium modelled by finite elements in x<L. In 
order to eliminate the incoming disturbance we intr9duce damping on this boundary so 
that 

and 

a xy = -dJtY 

a xz = -dsuz 

(4.8) 

(4.9) 

(4.10) 

where we choose the damping constants dp and ds to avoid reflection of longitudinal and 
shear wave energy back into the medium where x<L, (ie. no incoming waves or the 
'radiation condition'). 

Plane longitudinal P waves approaching the boundary have the form 

u =u =0 y z ( 4.11) 

If they are reflected back at all as plane longitudinal waves, their reflection will travel 
away from the boundary in some form 

u =u =0 y z (4.12) 

As the problem is linear, the total displacement is calculated by superposition 

(4.13) 
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with corresponding stresses 

all other cr ij = 0 (4.14) 

and velocity 

(4.15) 

For this solution to satisfy the damping behaviour, cr .u = -d /t x introduced on the 

boundary at x=L requires 

(4.16) 

Rearranging 

(4.17) 

To ensure that j 2 = 0 (so that j 2 = 0) for any j 1 , choose . 

(4.18) 

Therefore 

d = lt+2G =c p 
p c p 

p 

( 4.19) 

A similar argument for shear waves gives 

(4.20) 

The normal and shear stresses , cr and 't, on the boundary can therefore be expressed as 

(4.21) 

and 
(4.22) 

where a and b are dimensionless parameters. This boundary condition corresponds to a 
situation where the boundary is supported on infinitesimal dashpots oriented normal and 
tangential to the boundary. 
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Lysmer and Kuhlemeyer (1969) demonstrated that maximum absorption of P and S 
waves occurs when a=b= 1 (98.5% effective for P waves and 95% effective for S 
waves). 

To summarise, the viscous boundary defined by equations (4.21) and (4.22) is an almost 
perfect absorber of harmonic elastic waves. Because the absorption characteristics are 

0 

independent of frequency, the boundary can absorb both harmonic and non-harmonic 
waves and is known as the standard viscous boundary. 

The subroutine is reproduced in full in Appendix C together with the 
ABAQUS/Standard input file that calls the subroutine .. The horizontal displacements 
across the mesh resulting from applying a pure P wave to the left-hand side of the finite 
element mesh and a user-defined standard viscous boundary to the right-hand side 
(Figure 4.2a) are compared to those obtained using the ABAQUS infinite elements 
(Figure 4.2b) in Figure 4.2(c). A similar comparison of the vertical displacements 
resulting from an S wave is shown in Figures 4.3(a-c). These graphs show that the user­
defined standard viscous boundary performs as well as the ABAQUS infinite element in 
absorbing body waves. 

The derivations given above are for plane body waves travelling through a mesh of 
plane strain finite elements. However, the computational models for pile driving will 
need to be assembled with axisymmetric finite elements to simulate the radial 
propagation of the waves through the ground. It is therefore necessary to convert the 
viscous boundary formulations from plane strain to axisymmetric conditions. 

This simply involves calculating the cross-sectional area of the element at the FEIIE 
boundary. This is equal to the circumference of the circle swept out by the 
axisymmetric mesh at the FE/lE boundary (2m-). (In the plane strain case the cross­
sectional area is taken as equal to 1.0.) 

The analytical solution is determined as follows: 

A =( uJ"; ]*A 
ax 1/ Fo pe 

(4.23) 

where Aax is the amplitude of the body wave component (uxor uy) in the axisymmetric 
case at any radius r, r0 is the radius at the point of application of the body wave and Ape 

is the amplitude of the body wave component (uxor uy) for the plane strain case at any 
radius r. 

The subroutine for the axisymmetric standard viscous boundary is also reproduced in 
full in Appendix C together with the ABAQUS/Standard input file that calls the 
subroutine. The horizontal displacements resulting from a P wave travelling across the 
axisymmetric mesh (Figure 4.4a) with a user-defined standard viscous boundary are 
compared with the analytical solutions and the ABAQUS infinite elements in Figures 
4.4(b) and 4.4(c) respectively. The corresponding plots for an S wave in an 
axisymmetric mesh are given in Figures 4.5(a-c). These graphs show that the user-
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defined standard viscous boundary performs as well as the ABAQUS infinite elements 
in absorbing body waves in an axisymmetric 

4.4.3 Rayleigh viscous boundary 
As stated earlier, one drawback of the standard viscous boundary is its inability to 
transmit Rayleigh waves as effectively as it transmits body waves. In order to 
overcome this problem, Lysmer and Kuhlemeyer (1969) also developed a special 
viscous boundary for Rayleigh waves in which the dashpots have coefficients that 
depend upon the frequency of the transmitted waves. The derivation of the Rayleigh 
viscous boundary is given below: 

Consider a Rayleigh wave travelling with velocity c, in the positive x direction (Figure 
4.6). As shown by Ewing, Jardetzky and Press (1957), the displacements are given by 

ux = J(ky )sin(kx- mt) (4.24) 

and 
uY = g(ky )cos(kx- mt) (4.25) 

in which the wave number, k, is defined as 

(4.26) 

For the special case of a homogeneous half s·pace, the functions f(ky) and g(ky) vary as 
shown in Figure 4. 7. The velocity of the Rayleigh wave may be expressed as a fraction 
of the shear wave velocity by 

c 
c =-"' 

r TJ 
(4.27) 

The value of TJ and the functionsf(ky) and g(ky) vary with Poisson's ratio. For V=0.25, 

TJ = 1.08766' 

J(TcY)= vle08475ky -0.5773e0.3933ky J (4.28) 
and 

g(ky) = vl- 0.8475e0.8475ky + 1.4679e0.3933ky J (4.29) 

in which D is a constant. (D is taken as 1.0 in this theoretical case: the actual magnitude 
of R wave depends on how it is generated). · 

The compressive stress on a vertical plane is 

(4.30) 
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Substitution of equations (4.24) and (4.25) into equation (4.30) gives 

a = k [(A-+ 2G )! (ky)- A-g '(ky )]cos(kx- mt) (4.31) 

where g '(ky) indicates the differentiation d (g)/ d (ky) so that 

g'(ky) = vl- 0.7183e0
'
8475

ky + 0.5773e0
·
3933

ky J (4.32) 

Similarly, the shear stress on a vertical plane is given by 

r = -kG[/ '(ky) + g (ky )]sin (kx- mt) (4.33) 

where 

J'(ky) = vlo.8475e 0
'
8475

ky - 0.2271e0
·
3933

ky J (4.34) 

The particle velocities are found by simple differentiation of equations (4.24) and (4.25) 
to give 

u x = -m.f (ky )cos(kx- (JJt) (4.35) 

and 
uy = m.g(ky )sin(kx- mt) (4.36) 

Perfect energy absorption will be obtained if equations ( 4.21) and ( 4.22) are satisfied 
identically. The values of a and b are therefore found by simple substitution of 
equations (4.31) and (4.33) into equations (4.21) and (4.22) as follows 

(4.37) 

(4.38) 

where s is an elastic constant defined by 

2 1-2v 
s = ----:----:-

2(1-v) 
(4.39) 

The variation of a and b with ky is shown in Figure 4.8. Recognising that the physical 
meaning of the variable ky is 27r x depth/wavelength, it can be seen that at depths 
greater than one half-wavelength, the parameters a and b approach constant values. At 
the depth where the horizontal displacement vanishes, the parameter a goes to infinity 
which agrees with the physical fact that an infinitely viscous dashpot is required to fix a 
point. The computational finite element mesh has to be refined near the ground surface 
so that the asymptote falls at a mid-node position. The horizontal displacement at this 
node is then set to zero in the code (see Appendix D). 
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The subroutine for the Rayleigh viscous boundary is reproduced in full in Appendix D 
together with the ABAQUS/Standard input file that calls the subroutine. The horizontal 
and vertical displacements across the mesh resulting from the application of a user­
defined Rayleigh viscous boundary are compared with the analytical solutions and the 
ABAQUS infinite elements in Figures 4.9(c) and 4.9(d) respectively. The user-defined 
Rayleigh viscous boundary demonstrates a marked improvement over the ABAQUS 
infinite element in absorbing Rayleigh waves (Figures 4.1 Oa and 4.1 Ob). 

The derivations given above are for plane body waves travelling through a mesh of 
plane strain finite elements. However, 'the computational models for pile driving will 
need to be assembled with axisymmetric finite elements to simulate the radial 
propagation of the waves through the ground. It is therefore necessary to convert the 
viscous boundary formulations from plane strain to axisymmetric conditions. 

This simply involves calculating the cross-sectional area of the element at the FEIIE 
boundary. This is equal to the circumference of the circle swept out by the 
axisymmetric at the FE/lE boundary (2nr). (In the plane strain case the cross­
sectional area is taken as equal to 1.0.) 

The analytical solution is determined as follows: 

A = [ 1l ..{; )*A 
ax 11 Fo pe 

(4.40) 

where Aax is the amplitude of the Rayleigh wave component (ux or uy) in the 
axisymmetric case at any radius r, r0 is the radius at the point of application of the R 
wave. and Ape is the amplitude of the Rayleigh wave component (ux or uy) for the plane 
strain case at any radius r. 

The subroutine for the axisymmetric Rayleigh viscous boundary is also reproduced in 
full in Appendix D together with the ABAQUS/Standard input file that calls the 
subroutine. The .horizontal and vertical displacements a P wave travelling across the 
axisymmetric mesh with a user-defined standard viscous boundary (Figure 4.11 a) are 
compared with the analytical solutions and the ABAQUS infinite elements (Figure 
4.11 b) in Figures 4.11 (c) and 4.11 (d) respectively. The axisymmetric user-defined 
Rayleigh viscous boundary demonstrates a marked improvement over the ABAQUS 
infinite elements in absorbing Rayleigh waves. 

4.5 APPLICATION OF VISCOUS BOUNDARY FORMULATIONS TO THE 
PILE DRIVING MODEL 

The standard and Raleigh viscous boundaries can now be applied to boundaries of an 
axisymmetric finite element mesh within ABAQUS. As mentioned in Section 4.2 
above, Chow and Smith ( 1981) developed a "quiet boundary" for the absorption of 
waves generated by a vertically vibrating disc on the surface of an elastic half-space, see 
Figure 4.1. The results compared extremely well with classical solutions. However, the 
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waves generated by pile driving are much more complex than those generated by a 
single exCitation source, and classical solutions or experimental data do not exist. 

The only method available for determining the effectiveness of a quiet boundary for 
such a complex case is to compare the response of the FEIIE mesh with that of a very 
large finite element mesh, of sufficient size to prevent any boundary reflection into the 
area (time period) of interest. This is the approach used in Chapter 5 to investigate the 
effectiveness of the combined standard/Rayleigh viscous boundaries in the absorption of 
ground waves generated by vibratory pile driving, see Section 5.5. The approach is 
further verified by comparison with actual field measurements of surface vibrations 
(Section 5.5). 

A disadvantage of the Rayleigh viscous boundary is that it is frequency-dependent and 
therefore can not be used for transient problems. The boundary is therefore suitable for 
use in a vibratory piling model where there is a known frequency of excitation but it can 
not be used to absorb waves generated by impact piling, which contain many different 
frequencies. This limitation, however, is not particularly troublesome as impact piling 
comprises discrete "events" (when the hammer hits the pile) rather than the continuous 
excitation of vibratory piling. The standard viscous boundary (or ABAQUS infinite 
elements) in conjunction with a large finite element mesh therefore provides an 
adequate model for impact piling because the boundary only needs to absorb the faster 
moving P and S waves. Once the R waves (the slowest waves) have reached the 
furthest point of interest, the analysis can be stopped (before the R waves reach and 
reflect off the standard viscous boundary). 

4.6 PROPOSED TECHNIQUE FOR INSERTING PERIODIC INFINITE 
ELEMENTS INTO ABAQUS 

Unfortunately, the current version of ABAQUS does not allow the insertion of user­
defined elements into a frequency domain analysis. The periodic infinite elements 
developed by various workers can not therefore be inserted into ABAQUS unless they 
are transformed in some way for use in a time domain analysis. Such a technique has 
been developed by Astley (1995). He developed a family of infinite 'wave envelope' 
elements which are formed by applying an inverse Fourier transform to a discrete wave 
envelope model in the frequency domain. This gives a coupled system of second-order 
ordinary differential equations which are readily integrated in time to yield transient 
pressure histories at nodal points on the surface of the radiating body, and, in retarded 
form, at discrete points within the infinite domain. 

Some preliminary work was undertaken as part of this research project to test the 
suitability of Astley's technique for the insertion of periodic infinite elements into an 
ABAQUS time domain analysis. Unfortunately, time constraints prevented completion 
of this work. The proposed technique is outlined below for the benefit of others who 
may wish to develop it further. 

• Modify the two-dimensional infinite element code developed by Laghrouche ( 1996), 
which is based on the work of Zhao and Valliappan (1993), to incorporate the values 
of a suggested by Yang and Hung (1997). 
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• Transform Laghrouche's periodic infinite element code for use in a time domain 
analysis using Astley's technique. 

• Insert the transformed infinite elements into an equivalent model in ABAQUS as 
user-defined elements. (The method for inserting a user-defined quadrilateral 
element into an ABAQUS time domain analysis was determined and verified as part 
of this preliminary work.) 

• Compare the performance of the infinite element within Laghroughe's finite element 
program with its performance w,ithin ABAQUS for a range of frequencies. 

• Following validation of this technique, other types of periodic infinite elements 
could be incorporated into ABAQUS using this technique. The efficiency of the 
various types of infinite elements in eliminating wave reflection could then be 
compared. 

4.7 CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER WORK 

A number of quiet boundary methods have been reviewed, but none offer a total 
solution for the case of pile driving. Standard and Rayleigh viscous boundaries have 
therefore been developed for use in an ABAQUS axisymmetric FE mesh. The Rayleigh 
viscous boundary has demonstrated a marked improvement over the ABAQUS infinite 
elements in absorbing R waves. 

It was therefore decided to apply a combination of standard and Rayleigh viscous 
boundaries to the sides of the axisymmetric finite element mesh in similar manner to 
technique developed by Chow & Smith (1981). The effectiveness of the combined 
standard/Rayleigh viscous boundary in the absorption of ground waves generated by 
vibratory piling is investigated in Chapter 5. 

The boundary proposed by Chow & Smith (1981) is only an approximation and was 
developed for a single excitation source. Further work is required to develop a 
boundary that can absorb P, S and R waves simultaneously for a multi-source excitation 
such as piling. Some preliminary work has been undertaken to test the suitability of the 
transformation technique developed by Astley ( 1995) for the insertion of periodic 
infinite elements into an ABAQUS time domain analysis. 
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magnification factor = 1 00) 
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CHAPTERS 
DEVELOPMENT OF A NUMERICAL MODEL 

FOR VIBRATORY PILING 

5.1 INTRODUCTION 

The prediction of ground vibrations generated by vibratory piling has, to date, been 
based on similar empirical techniques to those developed for percussive driving. Both 
the British Standard (BSI 1992b) and Eurocode (CEN 1998) relate the peak particle 
velocity at a given distance from the source to the square root of the energy per cycle of 
the vibrodriver. None of the methods for predicting vibration generated by vibratory 
piling consider the influence of any other variables, see Chapter 2. 

Hiller (1999) has examined the validity of the methods presented in the literature for the 
prediction of vibration generated by vibrodriving on the basis of continuous vibration 
records for complete vibratory piling drives acquired during his research. Hiller 
suggests that the magnitude of vibration from vibrodriving is not related to the 
vibrodriver energy rating. Instead, he suggests that the magnitude of vibration at any 
instant in the drive is related to the resistance to driving, mainly on the pile shaft, which 
is a function of the soil type. This is also the opinion of Holeyman (2000), who 
concluded that the most critical parameter to be assessed in order to produce a 
reasonable prediction of vibro-drivability is the soil resistance to vibratory driving. 

Further examination of the vibratory pile driving data obtained from the Transport 
Research Laboratory (Hiller, 1999) and by Uromeihy (1990) reveals some interesting 
phenomena. For example, the vertical particle velocities recorded during the first 12 
seconds of the extraction of a pile from 15.5m depth by geophones at 8.9m, 16.9m, 33m 
and 61 m on the Second Severn Crossing site are plotted in Figure 5 .1. This shows that 
although the largest particle velocities are generally recorded by the geophones closest 
to the pile, as would be expected, there are occasions where the particle velocities 
recorded by the more distant exceed those of the nearer geophones. Similar non­
monotonical decay of vibration with distance from source was observed during the 
extraction and installation of other piles on the Second Severn Crossing, as shown in 
Appendix E, and at other sites (Hiller, 1999). 

Detailed inspection of Figure 5.1 indicates that the vibratory extraction commenced at 
an operating frequency of about 6.5 Hz increasing gradually to about 17.5 Hz in the first 
5 seconds. During this time, the magnitudes of vibration recorded by the four 
geophones· were highly variable, and the more distant geophones often recorded higher 
levels of vibration than the nearer geophones. For example, although the largest vertical 
particle velocities during the first 12 seconds were always recorded by the geophone at 
8.9m, the geophone at 33m recorded significantly larger vibrations than the geophone at 
16.9m for most of the first 3 seconds. On a few occasions, the geophone at 61m 
recorded higher vertical particle velocities than that at 33m. Similar effects were 
recorded by the geophones in the radial (longitudinal) direction (Figure 5.2), but it 
should be noted that increases in vertical particle velocity recorded by a particular 
geophone were not necessarily reflected by similar increases in the radial direction. 
This demonstrates the importance of recording and reporting the velocity/time traces in 
all three orthogonal directions, especially when the data are to be used to validate 
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computational models. These records indicate that the magnitude of vibration at any 
point on the ground surface appears to be a function of the operating frequency. 
However, the relative magnitudes of vibration at the geophones also appeared to vary 

, when there was no apparent change in frequency, only a change in the depth of 
penetration of the pile into the ground. Of particular interest is the way in which 
amplification of vibration occurred discretely at certain horizontal distances from the 
source at various times during the extraction process. This phenomenon does not 
appear to have been previously identified or commented on in the literature. 

The non-monotonical decay of ground surface vibrations has been observed on other 
sites for various types of pile driving (Uromeihy 1990, Hiller 1999, Attewell et al 1991) 
and various attempts have been made to explain it. O'Neill (1971) and Massarsch 
(1992) suggested that the significant amplification that can occur during start-up and 
shut-down of a vibratory hammer is due to soil layer resonance. This occurs when the 
dominating frequency of the propagating wave coincides with the natural frequency of 
one or several soil layers. However, Holeyman (2000) suggested that this apparent 
resonance of soil vibration may be no more than the transient combination of increased 
rotation speed and soil degradation. He suggested that vibratory pile/soil interaction 
occurs in two modes; a coupled mode, where the soil remains in contact with the slowly 
vibrating pile and so the transfer of energy from pile to soil is nearly perfect, and an 
uncoupled mode, where as the vibratory motion accelerates, the soil degrades and 
liquefies, and the soil effectively uncouples itself from the motion of the pile. Hiller 
( 1999) also suggested that the greater magnitudes of vibration that are often observed 
during start-up of the vibratory hammer may be because the energy transferred to the 
soil is dependent upon the resistance to movement. As the soil resistance will be 
greatest when the pile first starts to move, the greatest amount of energy will be 
transferred to the ground during the start-up process. 

Attewell et al (1991) also identified that vibration amplitude at ground surface resulting 
from pile driving does not decay progressively as distance from the pile increases. They 
attributed this effect to the superposition of body waves from the pile toe and shear 
waves generated by pile/soil interaction on the pile shaft. This does not appear to be the 
explanation for the non-monotonical decay recorded during the extraction of piles at the 
Second Severn Crossing site because body waves are not generated at the toe during 
extraction of a pile. 

There is clearly a ·case here for a new approach to the prediction of vibration generated 
by vibratory piling. The process is obviously extremely complex - Hiller suggests that 
the location of the vibration source is centred on the location of greatest soil resistance 
on the pile shaft and this will obviously move during the installation or extraction of the 
pile. The simple straight-line empirical relationships presented in the literature offer 
reasonable upper bounds to ground vibration. However they do not account for, or 
explain, the non-monotonical decay of ground surface vibrations shown in Figures 5.1 
and 5.2 which has also been identified by Uromeihy (1990), Attewell et al (1991) and 
Hill er ( 1999). 

Computation and simulation of the ground waves generated by pile driving by finite 
element methods is now becoming feasible with the increasing power of computers 
(Ramshaw et al, 1998a,b, 2000, 2001). Analysis of the reasonably large finite element 
meshes required to model the ground waves generated by vibrodriving to distances of 
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about 50m can now be undertaken within a reasonable time frame (within 12 hours). 
Simulation of the generation and propagation of the ground waves may provide a 
scientific explanation for the variability of ground vibrations measured by geophones at 
various locations. 

Extensive literature searches have revealed that full computational modelling of the 
ground waves generated by vibratory pile driving and extraction has not been attempted 
to date. Various workers have developed computational models to investigate vibro­
drivability, (Holeyman, 2000 and Wong et al, 1992) and some of these modelling 
techniques have been adapted for this study. The only attempt to model the ground 
waves generated by piling is the work by van Staalduinen & Waarts (1992) who have 
developed a technique which uses data from cone penetration tests to characterise the 
ground conditions which are then used in a finite element program to predict ground 
vibrations. However, the proposed model had only been developed on one site for 
impact piling at the time of publication and required further validation. Waarts & 
Bielefeld (1994) report the modelling of another case history of impact piling using the 
same technique, and Bielefeld ( 1994) describes a technique for modelling vibratory 
stress waves in piles. However this was not extended to the modelling of ground 
vibrations from vibratory piling. 

This Chapter presents new techniques using finite element methods for modelling the 
ground waves resulting from vibratory pile driving and extraction. The main objective 
in the development of the pile driving simulation is to design a model that can use, and 
be calibrated against, the large amount of vibration data available. Although several 
large databases of site records of "green-field" vibrations exist, including those held at 
Durham University (Uromeihy, 1990) and the Transport Research Laboratory (Hiller & 
Crabb, 2000), the data tend to be confined to ground surface vibrations at a few discrete 
stand-off distances, a description of the hammer and pile type and a brief description of 
ground conditions usually in the form of borehole records. The databases generally do 
not contain detailed records of pile excitation, such as amplitude of pile displacement 
and they certainly do not contain information about plastic and dynamic soil behaviour. 
Extensive literature searches have revealed that high quality measurements of all these 
parameters do not presently exist, although the data set from the 'SIPDIS' programme, 
referred to in Chapter 2, should become available in the next few years. 

This thesis therefore presents a pragmatic approach to the problem. The lack of 
excitation data in conjunction with vibration measurements necessitated the modelling 
of the entire pile driving process including the hammer vibratory motion. This was 
achieved by combining, adapting and extending analytical models and finite element 
techniques developed by other workers. Various assumptions and simplifications were 
adopted in the absence of detailed information on soil parameters and the degradation 

·and liquefaction of soils under vibratory loading. Soil response at the pile toe was 
modelled by simple mass-spring-dashpot systems based on typical soil parameters and 
pile/soil interaction was simulated using the friction model available in ABAQUS. 
Propagation of the ground waves was simulated with the soil assumed to be an elastic 
medium. Parametric studies based on the arrival times of ground waves at various 
distances from the vibration source were used to estimate values for the small strain 
stiffness of various soil types. 
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The resulting procedures are therefore not intended to be rigorous geotechnical analyses 
as the complex large-strain, dynamic and cyclic shear stress-strain strength behaviour of 
the soils surrounding the vibrating pile is not included. The models are designed so that 
they can be calibrated against. the large databases ·of vibration data that exist and then 
used to improve the current empirical and conservative guidelines. The particular 
advantage of the models over empirical equations is that they offer an aid to 
understanding the complex patterns of ground waves that are generated by vibratory 
piling. The simplicity of the models also means that they could be used as a preliminary 
design tool for the prediction of ground surface vibrations where site data are sparse. 

Development of the vibratory piling model has been undertaken in a number of stages 
and these are reflected in the structure of the remainder of this chapter. The 
chronological development of the model including the difficulties encountered and how 
they were resolved is described in Section 5.2. A detailed description of the resulting 
computational model for vibratory piling is given in Section 5.3. Preliminary use of this 
model to simulate case history data revealed that the vibratory motion induced by the 
piling process can cause a standing wave to be set up on the ground surface at certain 
frequencies. This is the first time that this phenomenon has· been identified in the 
context of vibrations from vibratory piling and it is described in detail ih Section 5.4. 
The effectiveness of the quiet boundary developed in Chapter 4 is investigated in 
Section 5.5. Calibration of the model against vibration data recorded during the 
extraction of casings at a site at the Second Severn Crossing is described in Section 5.6. 
Simulation of vibratory extraction as a first stage in the validation process allows 
calibration of the simulation of pile shaft/soil interaction without the complication of 
pile toe effects. Extension of the model to simulate the vibratory installation of casings 
at the Second Severn Crossing is described and compared with measured data in Section 
5.7. The vibratory piling model is validated in Section 5.8 by simulating and comparing 
the results with the vibrations measured during the installation of an H pile into dense 
sand at a site in Flitwick, Bedfordshire. Conclusions and recommendations for further 
work are given in Section 5.9. 

5.2 CHRONOLOGICAL DEVELOPMENT OF THE MODEL 

Finite element modelling of the interaction between hammer, pile and soil does in itself 
present a number of difficulties. The model was developed in stages as a series of 
smaller pilot runs to determine the most effective method of simulating each part of the 
model, and several parametric studies were carried out before the main analysis. For 
example, many runs were undertaken to determine the most effective method of 
modelling the contact between pile and soil. This section describes the chronological 
development of the model, the difficulties encountered and how they were overcome, 
and the thought processes behind the design of the model presented in Section 5.3. 

Work on the model began with the simulation of the pile driving process. Pile driving 
involves contact between the pile and the soil. Contact conditions in a finite element 
analysis are a special class of discontinuous restraint, allowing forces to be transmitted 
from one part of the model to another. The constraint is discontinuous because it is 
applied only when the two surfaces are in contact. When the two surfaces separate, no 
constraint is applied. The analysis has to be able to detect when the two surfaces are in 
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contact and apply the contact constraints accordingly. Similarly, the analysis must be 
able to detect when the two surfaces separate and remove the contact restraints. 

To model contact conditions in ABAQUS, contact surfaces must be created on the 
various components of the model. The pairs of surfaces that may contact each other, 
known as ·contact pairs, must be identified. Finally, the constitutive models governing 
the interactions between the various surfaces, such as friction, must be defined. 

ABAQUS provides several mechanical interaction models to describe the interaction of 
contacting surfaces, including a friction .model. The ABAQUS friction model 
characterises the frictional behaviour between the surfaces using a coefficient of 
friction, J .. L The product Jlp, where p is the contact pressure between the two surfaces, 
gives the limiting frictional shear stress for the contacting surfaces. The contacting 
surfaces will not slip until the shear stress across their interface equals the limiting 
frictional shear stress, Jlp. The solid line in Figure 5.3 summarises the ideal behaviour 
of the ABAQUS friction model: there is zero relative motion, or slip, of the surfaces 
when the shear stresses are less .than Jlp. Modelling the ideal friction behaviour can be 
very difficult; therefore ABAQUS uses a penalty friction formulation with an allowable 
'elastic slip', shown by the dotted line in Figure 5.3. The 'elastic slip' is the small 
amount of relative motion between the surfaces that occurs when the surfaces should be 
sticking. ABAQUS automatically chooses the penalty stiffness (the gradient of the 
dotted line) so that this allowable 'elastic slip' is a very small fraction of the 
characteristic element length. 

Simulation of pile-soil contact was modelled in a number of stages to investigate and 
verify the contact capabilities of ABAQUS. In all cases, the pile was modelled as a 
number of connecting rigid elements. The first stage comprised a plane strain model of 
a pile resting on the ground surface subjected to a downward vertical displacement of 1 
unit. The displaced mesh is shown in Figure 5.4 and shows that the pile has deformed 
the surface layers of the soil in the expected manner. The vertical stresses in the soil are 
plotted as contours in Figure 5.5.: The displaced mesh and the contour plot of vertical 
stresses for the axisymmetric case are shown in Figures 5.6 and 5.7 respectively. These 
examples highlight a problem at the pile-soil interface: a gap appears because the nodes 
of the master surface (the' pile) coincident with those of the slave surface (the soil). 
In order to overcome this the same axisymmetric case was modelled for a pile 
with a pointed toe, as shown in Figures 5.8 and 5.9, and for a pile with a rounded toe, as 
shown in Figures 5.10 and 5.lL . These latter examples model the pile-soil interface 
very effectively with no gaps between the contact surfaces. 

The next stage of the simulation comprised an axisymmetric model of a pile sliding 
vertically against a soil surface in order to model the interaction between the pile shaft 
and the soil. The ABAQUS friction model was used to model the interaction between 
the pile shaft and the soil withi a value for the coefficient of friction, Jl, of 0.1. The soil 
elements beneath the pile toe were omitted for simplicity. The displaced mesh is shown 
in Figure 5.12 and,. the vertical and horizontal stresses in the soil at step 0 (initial 
geostatic stress) and step 1 (following pile displacement) are shown in Figure 5.13. 

The final stage :ofthe s'imulation comprised the combination of the pile toe and pile 
shaft models above in order to model a pile being driven into the soil at depth. 
This simulatioh an axisymmetric · model of a pile with a rounded toe at a 
. . \ . '·. ··' 
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depth of 1 unit. The pile was subjected to a vertical displacement of 0.9 units assuming 
a coefficient of friction, fl, of 0.1. The displaced mesh is shown in Figure 5.14 and the 
vertical stresses are plotted in Figure 5.15. This example appears to model pile-soil 
interaction fairly realistically but the plots do indicate some separation of the pile and 
soil elements at the corner between the pile toe and the pile shaft. The plot of vertical 
stress indicates a tensile stress concentration at this corner. This is probably caused by 
the soil elements at the corner being pulled down by the pile toe as the pile is displaced 
downwards and, at the same time, remaining connecte<J to the rest of the finite element 
mesh. In reality, the soil particles at the corner of the pile would rearrange themselves 
and separate as the pile moved downwards. 

This problem was largely overcome by the development of the two-stage model 
described in Section 5.3. In the first stage, the soil response at the toe is simulated by a 
spring and dashpot in parallel and a contact analysis is performed to model the 
interaction of the pile shaft with the surrounding soil. This effectively isolates the 
interaction of the pile shaft with the soil from the pile/soil interaction at the toe and the 
tensile stress concentration in the soil elements at the corner does not occur. 

The simple finite element models described above were all constructed with a fixed 
boundary along the bottom of the mesh and a free boundary on the right hand side. An 
initial geostatic stress condition was applied prior to the contact analysis in order to 
model typical geotechpical conditions of a vertical stress increasing linearly with depth, 
equilibrated by the weight of the soil, and horizontal stresses caused by tectonic effects. 
These horizontal stresses provide the contact pressure, p, between the two contact 
surfaces (the pile and the soil) which is required to define the limiting frictional shear 
stress, J.lp, in the ABAQUS friction model. The soil was assumed to be unsaturated. 

Some work was undertaken to validate the ABAQUS contact model by adapting some 
of the verification examples provided as part of the ABAQUS package. The units of the 
parameters used in these examples are not defined and appear to be fairly arbitrary 
(ABAQUS has no units built into it. The units chosen by the user must therefore be 
self-consistent.). A simple case of a 1.75 x 1.75 8-noded plane strain element coming 
into contact with a line of three 8-noded plane strain elements, sitting on a rigid surface, 
was set up in ABAQUS as shown in Figure 5.16. The single element was moved down 
so that its bottom surface coincided with the top surface of the line of three elements. A 
spring with a stiffness of 100 was attached to one side of the single element and a force 
of 100 was applied to the other side. The single element moved by 1 unit in the 
direction of the applied force and was independent of the value of the coefficient of 
friction applied. This demonstrates that a normal pressure must exist between contact 
surfaces in order for the ABAQUS friction model to work. (The application of a lateral 
force of 10 resulted in a horizontal displacement of 0.1.) 

The case was repeated but this time a vertical pressure of 10 was applied to the top of 
the single element in the first step of the analysis as shown in Figure 5.17. A horizontal 
force of 100 was applied to the single element in the second stage of the analysis and 
resulted in a lateral displacement of 0.9475 for a coefficient of friction of 0.3 which 
agreed with hand calculations. 

The methods of applying a contact pressure between a deformable element (E=30e6
, 

v=0.3) and a rigid surface were then investigated. (Again, the units of the parameters in 
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these examples were not defined.) A pressure of 250 was applied to the top 
surface of an 8-noded plane strain element (5 wide and 5 high) in contact with a rigid 
surface as shown in Figure 5.18. This resulted in a contact pressure of 250 between the 
bottom of the element and the rigid surface and. the top nodes of the element displaced 
downwards by 3.7917e·5

• The analysis was then repeated but this time the top nodes of 
·the deformable elements were fixed in the vertical direction and an upward force of 
1250 (250 x 5) was applied to the rigid surface (Figure 5.19). Again, this resulted in a 
contact pressure of 250 between the bottom of the element and the rigid surface and the 
top nodes of the element displaced downwards by 3.7917e·5• 

A similar case was then analysed for the axisymmetric condition as shown in Figure 
5.20. A lateral pressure of 250 was applied to the right-hand side of the deformable 
element (v=0.3) resulting in a contact pressure of about 367 between the deformable 
element and the rigid surface. Hand calculations for this case indicate a contact 
pressure of about 379. 

These simple test cases verified the contact surface mechanisms and behaviour. 

Although the method of modelling pile-soil interaction appeared to be satisfactory at 
first, difficulties arose when infinite elements were added to the boundaries of the finite 
element mesh. Infinite elements were required to prevent the outwardly radiating 
ground waves generated by pile driving from reflecting from the boundaries of the finite 
element mesh and introducing errors into the results. 

A significant problem encountered was that of rigid body motion. During dynamic 
response analysis following static preload, as is common in geotechnical applications, 
the traction provided by the infinite elements to the boundary of the finite element mesh 
consists of the constant stress obtained from the static response, with the quiet boundary 
damping stress added. Since the infinite elements have no stiffness during dynamic 
analysis, they allow a net rigid body motion to occur, as illustrated in Figure 5.21. The 
magnitude of this effect appears to be independent of the magnitude of the load: in this 
case the net displacement at the point of application of load is equal to 0.51 units for 
loads of 1 unit and 300 units. 

Before the contact model could be implemented, it was necessary to develop a 
technique for applying the horizontal (normal) stresses on the pile from the soil in the 
FE/lE model in such a way as to avoid rigid body motion. The first problem was to 
determine the magnitude and distribution of the normal stress on the pile shaft during 
vibratory pile driving. The vertical harmonic motion of the pile induces shear stresses 
and strains in the soils in contact with the pile shaft. The pile also forces normal and 
potentially convective movement of soil below the pile toe. The behaviour of soil under 
loading from vibratory piling is therefore highly complex and the main elements that 
affect the complex large-strain, dynamic and cyclic stress-strain behaviour of the soil 
are summarised by Holeyman (2000). 

Wong et al (1992) proposed a model for vibratory pile driving in sand which was 
verified with large-scale laboratory tests. In particular, they demonstrated the 
importance of the soil parameters (relative density and particle size) and in situ stress 
conditions on pile drivability in the determination of the non-linear soil resistance. 
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Holeyman's opinion (2000) is that the most critical factor determining vibro-drivability 
is the soil resistance to vibratory driving. Holeyman (1996) suggested a more involved 
assessment of the degradation parameters adopted to assess the vibratory penetration 
resistance based on CPT results. In this method, the soil driving resistance is obtained 
by interpolation between a static value and an ultimately degraded value. The driving 
base and shaft unit resistances are derived from the static and the liquefied soil 
resistances depending on the vibration amplitude 

From the literature it appears that horizontal in situ stress is an important factor in the 
determination .of the non-linear soil resistance to vibratory pile driving. It is likely that 
the in situ stress is a major factor in the initial resistance to motion provided by the 
shear strength of the soil during first few cycles (coupled behaviour), before soil 
degrades and liquefies (uncoupled behaviour). Degradation of soil can be modelled by 
reduction in the coefficient of friction used in the contact model. 

The values of skin friction, 'ts, for piles in non-cohesive soils can be calculated from the 
expression 

'rs tan 8 = tan 8 (5.1) 

where is the normal effective stress acting around the pile shaft after installation, and 
8 is . the angle of friction between the pile and the soil. The normal stress may be 
represented by some ratio K of the vertical effective stress cr'v, as shown. The 
appropriate values of K will depend on the in-situ earth pressure coefficient, K0, the 
method of installation of the pile and the initial density of the non-cohesive soil. 

In the past, the skin friction around a pile shaft in a cohesive soil was usually estimated 
in terms of the undrained shear strength of the soil, by means of an empirical factor, a, 

· (Tomlinson, 1957) giving 

(5.2) 

The value of a deduced from pile load tests appears to reduce from unity or more for 
piles in clay of low strength, down to 0.5 or below for clay above about 100kN/m2

• 

However, plots of measured values of skin friction from driven piles against the shear 
strength of the soil generally demonstrate a large amount of scatter and this has led to 
the development of alternative, more scientific approaches. 

Chandler (1968) considered the bond between pile and soil as purely frictional in nature, 
with the resulting skin friction a function of the normal effective stress, a/n, and an 
interface friction angle, 8, in much the same way as for piles in free-draining soils. The 
normal stress was related to the effective overburden stress, a/v, by a factor, K, to give 

-rs tan 8 = tan 8 = (5.3) 

where f3=K tan 8. The value of K will vary depending on the type of pile (driven or 
bored) and the past stress history of the soil. 
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The skin friction on the pile in both non-cohesive and cohesive soils has been shown to 
be dependent on the effective overburden pressure (equations 5.1 and 5.3) and this is 
likely to be the case during, as well as after, installation. It was therefore decided to 
simulate the normal stresses on· the pile by applying a lateral force, equivalent to the 
sum of all of the horizontal forces on the pile from the soil, to the rigid pile elements. In 
ABAQUS, forces and displacements are applied to rigid bodies (rigid elements or rigid 
surfaces) through a reference node at some convenient position in the mesh. The 
application of this lateral force to the reference node for the rigid pile elements 
simulated a radial expansion of the pile into the surrounding soil, thereby generating a 
normal pressure on the pile/soil interface equivalent to the average lateral pressure on 
the pile. Mabsout & Tassoulas (1994) used a similar approach by inserting special 
"pressure elements" down the length of the pile shaft in order to apply the lateral soil 

· pressure on the pile. 

Variation in the lateral soil pressure with depth was simulated by factoring the relevant 
coefficient of fdction with respect to the average horizontal stress for the whole depth of 
penetration of the pile. A series of rigid surfaces was used to model the contact surfaces 
of the pile as opposed to rigid elements because the latter resulted in convergence 
problems when a number of varying friction coefficients were applied. Several analyses 
were undertaken to check that both analyses gave similar results for simple cases. 

When the main modelling difficulties had been resolved, the model . was used to 
simulate some case history data from the Second Severn Crossing. An extensive 
parametric study was undertaken to determine the sensitivity of the model to various 
parameters. Once reasonable matches were obtained with measured data, the 
techniques developed for choosing parameters were tested by modelling a completely 
different case history from Flitwick, Bedfordshire. 

The finite element model that has been developed for vibratory piling is presented in the 
following section. 

5.3 A FINITE ELEMENT MODEL FOR VIBRATORY PILING 

5.3.1 General 
The model for simulating pile response to cyclic excitation and the generation and 
propagation of ground waves has been developed as a .two-stage procedure as follows. 

In stage one, the objective is to establish a model for rigid body vertical oscillation of 
the pile in response to the cyclic excitation of the vibro-driver. This is done by the use 
of rigid axisymmetric elements for the pile shaft, limited slip contact elements at the 
interface nodes, a limited axisymmetric finite element/infinite (FEIIE) mesh 
representing the soil around the pile shaft (Figure 5.22), and a mechanical model for toe 
reaction based on a spring and dashpot in parallel (Figure 5.23), proposed by Lysmer & 
Richart (1966). The pile/soil interface comprises a two-surface contact and the 
interaction between the surfaces is modelled using the friction model available in 
ABAQUS. A static computation is made to simulate the normal stresses on the pile/soil 
interface from the soil. A dynamic analysis is then conducted to set up a steady state 
response of the rigid pile to the cyclic excitation from the hammer using the technique 
developed to avoid rigid body motion of the entire FE mesh as described previously. 
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In the second stage, a large FEIIE mesh is established (Figure 5.24) and the sinusoidal 
displacements of the soil nodes on the pile/soil interface and under the pile toe, 
computed in stage one, are imposed. in the form of Fourier series. Spurious wave 
reflections from artificial boundaries are prevented by the use of infinite elements 
around the periphery of the model. Material damping is applied in the form of Rayleigh 
damping. 

There are several advantages of breaking down the computations in this way. Complex 
inelastic soil properties and contact conditions can be modelled in the first stage using a 
relatively small finite· element mesh, thus reducing the number of computations 
required. Once the displacements on the pile/soil interface have been determined, these 
can be applied directly to the soil interface nodes in the second stage of analysis where a 
simpler linear-elastic model of the soil is used to model the propagation of ground 
waves over large distances. In addition, this staged approach allows each parameter or 
group of parameters to be isolated, and rapid parametric studies can be used to ascribe 
values. This approach is particularly useful for modelling vibratory pile installation 
because the first stage allows the interaction of pile shaft with the soil to be isolated 
from the pile/soil interaction at the toe. 

5.3.2 Mesh Design (Representation of the Ground) 
A two-dimensional axisymmetric finite element/infinite element (FE/lE) mesh is used to 
represent the ground in all cases. This obviously assumes axial symmetry but is much 
less computationally expensive than a full three-dimensional analysis. An axisymmetric 
mesh gives the best two-dimensional representation of the geometric damping of ground 
waves from a central source such as a pile. 

Eight-noded (second order) quadrilateral elements are used to represent the soil as these 
have the advantage of being computationally efficient and allow curved geometries to 
be modelled more accurate I y. 

A given element can only propagate waves accurately up to a cut off frequency defined 
by the size of the element and its shape functions. The element acts as a low pass filter 
and will filter out the high frequency components of the signal. The elements are 
therefore chosen so that there are 10 nodes per wavelength of the shortest wavelength to 
be propagated (usually the P-wave at the highest frequency of the vibrodriver). 

Since the mesh will be used in dynamic analyses, it is designed to be as uniform as 
possible in order to prevent spurious wave reflection within the finite element mesh 
itself. As the wavefronts will travel through all parts of the model given sufficient time, 
all points within the mesh are equally important at different times in the response and 
therefore a uniform mesh is required. If a non-uniform mesh is used, the finer part of 
the mesh will propagate higher frequencies than the coarser part. There will then be 
reflections of the high frequency components and the wave will not propagate correctly. 
The mesh must therefore be fine enough in its coarsest region for it to propagate the 
highest frequency in the input. 

In terms of the practicalities of mesh design, it is necessary to ensure that nodes occur at 
geophone locations for comparison with measured vibration records. The elements are 
defined in groups to simplify the definition of the various soil strata and water table. 
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The meshes are also created for the maximum depth of pile so that the same mesh can 
be used to model the pile at various shallower depths. 

For simplicity, the fi'nite element mesh for the first stage of analysis is taken to be a 
truncated version of the main mesh, usually terminating at a convenient point about 10-
12m from the pile. Check analyses have been performed to ensure that the closer 
boundary does not affect the pile-soil interaction. 

Infinite elements are placed around the boundaries of both the truncated and main finite 
element meshes to model far-field and minimise the reflection of outgoing waves 
back into the finite element mesh. As the first stage of the analysis is primarily 
concerned with pile/soil interaction rather than wave propagation, the ABAQUS infinite 
elements are considered to provide an adequate quiet boundary. The most effective 
boundary for the second stage of analysis, which simulates the propagation of ground 
waves, is the new quiet boundary developed in Chapter 4. The application of the new 
boundary to the vibratory piling model and its performance is discussed in more detail 
in Section 5.5. 

5.3.3 Representation of the pile 
As the model is defined in an axisymmetric plane, it is necessary to model the pile as an 
equivalent circular section. The diameter of the pile is assumed to be the maximum 
dimension of the pile section. This is accurate for a cylindrical or tubular pile, closely 
similar for a square section, and an adequate representation for 'H' sections and sheet 
piles. Makris and Gazetas (1993) have shown that during longitudinal oscillation, every 
point along a pile can be assumed to be in phase, or very nearly in phase. The pile is 
therefore modelled as a rigid axisymmetric body in the finite element analysis 
oscillating about a fixed point or reference node. The inertial properties of the pile are 
incorporated in ABAQUS by attaching a mass element to the reference node associated 
with the rigid pile elements. 

5.3.4 Material Properties (Soil behaviour under vibratory loading) 
A staged approach to the analysis is helpful because it allows the insertion of large­
deformation, high strain parameters for the near-field (stage one) model and very small 
strain parameters for the far-field modelling of the propagation of the ground waves 
(stage two). 

The behaviour of soil under loading from vibratory piling is highly complex. The 
vertical harmonic motion of the pile induces shear stresses and strains in the soils in 
contact with the pile shaft. The pile also forces normal and potentially convective 
movement of soil below the pile toe. The understanding of the shear stress/shear strain 
relationship is therefore of paramount importance and has been extensively studied 
within the field of earthquake engineering. Laboratory testing of soil samples (mainly 
triaxial and simple shear testing) has led to the development of constitutive relationships 
representing the complex large-strain, dynamic and cyclic shear stress-strain strength 
behaviour of the soils surrounding the vibrating pile. Holeyman (2000) summarises the 
elements that require characterisation for these constitutive relationships as follows: 

109 



• Static stress-strain law expressing non-linear behaviour under monotonic loading 
and hysteresis upon strain reversal, 

• Shear modulus at small strains and ultimate shear strength, 
• Softening and increase of hysteretic damping with increasing strain, 
• Effect of strain rate on initial shear modulus and ultimate shear strength, 
• Degradation of properties resulting from the application of numerous cycles, and 
• Generation of excess pore pressure leading to substantial loss of resistance and 

possibly to liquefaction. 

Holeyman (2000) reviews the current state of knowledge on the above mainly in the 
context of vibro-drivability. 

The problem for this study, however, is that detailed data about soil parameters are 
currently not available for the sites where vibration data have been acquired. The 
characterisation of the relationships described above is therefore not possible, although 
the staged approach would allow such relationships to be modelled if the data became 
available. 

As the soil data from pile sites are often confined to a description, a range of 
typical values for shear stiffness and density have been used for the first stage of 
analysis where the strains local to the pile are very large and liquefaction commonly 
occurs. Typical Mohr-Coulomb parameters have been derived from the soil 
descriptions, standard penetration test data and laboratory test results using the guidance 
given "in BS5930 (1981). 

In the second stage of analysis the soil is modelled as a linear-elastic medium as it has 
been shown that beyond a short distance from the pile (about one pile radius) most of 
the energy is propagated in the form of elastic waves (Massarsch 1992). Parametric 
studies based on the arrival times of ground waves at various distances from the 
vibration source indicate that the small strain stiffness of the ground in the far-field is 
much greater than the large-strain stiffness in the vicinity of the pile. The non-linear 
stress-strain behaviour of soils which demonstrate very high stiffness at very small 
strains has often been observed (eg. Matthews et al, 1996). The small-strain stiffness of 
the soils in the cases presented in this thesis have therefore been back-analysed from the 
observed arrival times of various wavefronts at the geophones, see Section 5.6.3. 

Material damping is applied in the form of a Rayleigh damping ratio given by 

(5.4) 

where mu = = undamped frequency of vibration. A typical damping ratio of 5% 

has been suggested by Massarsch (1992) for the elastic range of soil deformations. 

5.3.5 Simulation of pile-soil interaction 
For the purposes of this study, the interface between the pile shaft and the soil is 
modelled using a surface-based contact simulation, with slip controlled by the friction 
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model available in ABAQUS. It is possible to apply a maximum allowable equivalent 
shear stress limit, 'tmax. across the interface so that regardless of the magnitude of the 
contact pressure stress, sliding will occur if the magnitude of the equivalent shear stress 
reaches this value. 

In order to generate the horizontal stresses on the pile from the soil, a lateral force 
equivalent to the sum of the horizontal forces on the pile shaft is applied to the reference 
node associated with the rigid pile elements. This avoids the problem of rigid body 
motion described in Section 5.2. The application of this lateral force to the reference 
node for the rigid pile elements simulates a radial expansion of the pile into the 
surrounding soil, thereby generating a normal pressure on the pile/soil interface 
equivalent to the average lateral pressure on the pile. 

Variation in the lateral soil pressure with depth was simulated by factoring the relevant 
coefficients of friction with respect to the average horizontal stress for the whole depth 
of penetration of the pile. 

5.3.6 One-dimensional model for pile toe response 
The dynamic response of the soil under the pile toe is simulated using the one­
dimensional model proposed by Lysmer and Richart (1966) to simplify the analysis of 
the dynamic response of rigid footings. This model comprises a spring and dashpot in 

. parallel as shown in Figure 5.23 

Lysmer and· Richart used the complex compliance of a half-space model with a 
Poisson's ratio of 113 to compute equivalent spring and dashpot constants. Although 
these parameters are dependent on dimensionless frequency, constant values were 
selected which gave reasonable agreement with the half-space model. Because the 
variation of complex compliance with Poisson's ratio is quite small, Lysmer and Richart 
suggested that the model be used for all values of Poisson' s ratio. This suggestion has 
largely been followed, and all rational models of pile-driving dynamics have employed 
base. derived from the elastic response of Lysmer's analogue (eg. Deeks and 
Randolph, 1995, Wong et al, 1992) 

The values for spring constant (k), and damping constant (c) are calculated from the 
following equations:. 

k= 4GR 
1-v 

c=0.85KJi 
c. 

(5.5) 

(5.6) 

where G is the soil shear modulus, R is the radius of the footing, p is the soil bulk 
density and Cs is the shear wave velocity, · 

c = IQ 
s v!J 
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In ABAQUS all of the springs and dashpots in the model have to be defined and 
inserted before the first step of the analysis. They can not be defined and inserted 
within the analysis steps themselves. As the first step of the analysis is a static 
computation to generate the normal stresses on the pile from the soil, the springs and 
dashpots attached to the rigid pile have to be removed using the *MODEL CHANGE 
command in ABAQUS. The spring and dashpots can then be reapplied using the same 

. command in the second dynamic step of the analysis. 

5.3. 7 Simulation of vibratory hammer motion 
The cyclic excitation of the hammer in the dynamic analysis is given by 

2 F(t) = m.e.co 

where m is the total mass at eccentricity e, rotating at m rad/s. 

(5.7) 

The range of operating frequencies and the eccentric moment (m.e) of any particular 
hammer are generally given in the manufacturer's hammer specification. 

Care must be taken to ensure that the analysis does not allow the motion of the pile to 
exceed the maximum amplitude rating of the specified vibratory hammer. This is a 
possibility where the friction on the pile-soil interface is very low, thus allowing large 
oscillation of the pile. In this case, the sinusoidal displacement of the pile should be 
specified directly in the analysis and should be equal to the maximum amplitude rating 
of the hammer. 

5.3.8 Analysis Procedure 
Excitation of the ground by vibratory piling is primarily sinusoidal and continuous (a 
periodic forcing function). The most efficient solution methods for periodic forcing 
functions are those which calculate the steady state response directly. This is usually 
done in terms of the harmonic response in the frequency domain for each frequency in 
the Fourier series rather than in the time domain where the computation has to continue 
long enough for the tr'ansient response to have decayed away. This is typically fifty to 
one hundred cycles of oscillation for light damping. 

ABAQUS provides a direct harmonic response analysis but unfortunately ABAQUS 
does not allow the insertion of user-defined elements into any of its frequency domain 
analyses.. As one of the main objectives of this work was to develop a new quiet 
boundary for the absorption of ground waves from piling, this was a serious restriction 
and dictated the use of the general dynamic analysis in the time domain for the vibratory 
model. This type of analysis is more computationally expensive in that the computation 
has to continue until a steady state response is achieved - usually after 1.0-1.5 seconds. 
Although the method did not appear to be ideal, several advantages became apparent 
with the use of a time domain analysis. Firstly, the initial start up transient response 
could be used to determine suitable parameters for the dynamic stiffness of the soils 
from the measured arrival times of the various wavefronts at the geophones. Secondly, 
the output from the time domain analyses could be directly compared to the 
velocity/time traces recorded by geophones. A limitation of frequency domain analyses 
in ABAQUS is that the program only allows the user to plot variables against frequency 
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and not time. Finally, the use of time domain analyses indirectly led to the discovery of 
the 'standing wave' phenomenon described in Section 5.4. ' 

This work was primarily concerned with developing a model to simulate the measured 
ground response from vibratory piling. Validation of the model has been achieved by 
matching the predicted ground response with the measured response for the single 
operating frequency recorded at each discrete depth of pile penetration. Frequency 
analyses are particularly valuable in the prediction of ground response for a range of 
operating frequencies, and can be used to specify and control the range of. operating 
frequencies used during vibratory piling so as to control excessive vibration. 

It was decided to split the problem into two stages of analysis for the reasons given in 
Section 5.3.1 above. The analysis procedures for each stage are described in detail 
below. 

Stage One: Pile/soil interaction model 
The pile/soil interaction model requires an initial static analysis where the lateral 
stresses on the pile from the soil are simulated by applying an average lateral force to 
the reference node associated with the rigid pile elements. In effect, this expands the 
pile into the soil to create contact pressures between the pile shaft and the soil. After 
static equilibrium has been achieved, a periodic forcing function representing the 
vibrating hammer (see Section 5.3.7) is applied in a vertical direction to the reference 
node of the rigid pile and a dynamic analysis is undertaken. Where preliminary 
analyses indicate that the pile displacement exceeds the maximum amplitude rating of 
the hammer, the maximum amplitude is applied to the reference node directly at the 
frequency of the vibrodriver. 

The purpose of the stage one analysis is to undertake a contact analysis to compute the 
vertical displacement functions of the soil nodes on the pile-soil interface for input into 

. the stage two analysis. Extraction of these functions from the output generated by an 
ABAQUS time domain analyses involves a lengthy procedure as follows. The vertical 
displacement functions are extracted during post-processing and saved in a separate file. 
The maximum and minimum displacements, together with the times at which the 
maximum displacements occur, are then manually extracted from this file for each node 
on the pile-soil interface and inserted into three separate files (max.dat, min.dat and 
tmax.dat respectively). These data are then read into a short fortran program 
(disp2vib.f) which was written to calculate the Fourier constants which describe the 
sinusoidal displacement of each node. The program then puts them into the correct 
format for input into ABAQUS. The fortran program is presented in Appendix F. 

Stage Two: Wave propagation model 
The sinusoidal displacements of the nodes on the pile-soil interface calculated by the 
stage one analysis are imposed on the equivalent soil interface nodes on the edge of the 
stage two FEIIE mesh in the form of Fourier series. A dynamic analysis is undertaken 
to simulate the ground waves generated by the oscillating pile and to calculate the 
vertical and radial particle velocities at various distances from the pile at the surface for 
comparison with measured vibration traces at geophone locations. 
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5.4 THE 'STANDING WAVE' PHENOMENON 

5.4.1· Identification of the phenomenon 
Following development of the model for vibratory piling, work commenced on using 
the model to simulate some case history data of vibratory, piling at the Second Severn 
Crossing. A parametric stQdy was commenced to investigate, in the first instance, the 
sensitivity of the ground response to the magnitude and distribution of the shaft friction, 
the effects of material damping and the stiffness of the soil. However, as the work 
proceeded, it became apparent that the ground response did not attenuate uniformly with 
distance from the source, as shown in Figure 5.25 which plots the velocity/time traces 
for nodes on the surface of the mesh at various distances from the pile. This shows that 
the maximum amplitude of vibration (the ppv) does not decay uniformly with distance 
from the pile, indeed, at distances of 6.3m to 10.35m from the pile the ppv increases 
from about 4.5mm/s to almost 9rnmls. In order to investigate this further, the vertical 
and radial particle velocities for all of the nodes along the top edge of the finite element 
mesh (Figure 5.26), representing the ground surface, were plotted against time (Figures 
5.27 and 5.28). Although these figures appear to be quite complex, they are simply the 
velocity/time traces for each surface node on the surface of the mesh superimposed onto 
one graph. The data have been separated into four sets, namely the nodes between 
0.75m to tom, 10.25m to 20m, 20.25m to 30m and 30.25m to 40m, for clarity. 

Unfortunately, ABAQUS/Post did not allow the generation of plots of maximum 
particle velocity at each node on the surface of the mesh against horizontal distance 
from the pile. However, as the nodes were equally spaced at 0.25m centres, portions of 
the envelopes of these plots are the same as the corresponding graphs of maximum 
particle velocity versus horizontal distance from the pile, as shown in Figures 5.27 and 
5.28. These plots revealed that the vibratory motion induced by the piling process may 
generate a component of a standing wave on the ground surface at certain frequencies. 
The non-travelling wave generated on the ground surface by vibratory piling does not 
contain nodal points (points of zero amplitude) and is not therefore a true standing 
wave. However, for convenience, the term 'standing wave' will be used to describe the 
phenomenon in this thesis. This is the first time that this 'standing wave' phenomenon 
has been identified in the context of vibrations from vibratory piling. 

The 'standing wave' phenomenon was first identified for a simulation of vibratory 
piling extraction· in a uniform soil. It was therefore concluded that the 'standing wave' 
was not caused by a particularly complex pattern of ground waves, and therefore may 
be a common occurrence where the frequency range of the vibratory hammer falls 
within the range of natural frequencies of the soils. 

Checks were then undertaken to ensure that the 'standing wave' was not due to 
reflection from boundaries ·or some other function of the size of the finite element mesh. 
Identical analyses were run using finite element meshes of varying size and nodal 
spacing. The 'standing wave' patterns obtained for the same input into various mesh 
configurations were the same apart from some minor reflection depending on the 
position of the boundary. 

The 'standing wave' appears to be caused by the differing soil displacements that are 
generated as a result of the pile/soil interaction analysis. If a uniform displacement is 
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applied to all of the pile/soil interface nodes, the maximum particle velocities of the 
surface nodes decrease uniformly with distance from the source· as shown in Figures 
5.29 and 5.30. However, when the differing sinusoidal displacement functions of the 
nodes on the pile-soil interface calculated by the stage one contact analysis are imposed 
on the equivalent pile-soil interface nodes on the edge of the FE/lE mesh, the maximum 
particle velocities of the surface nodes do not decay uniformly with distance, and may 
actually increase with distance from the source, as shown in Figure 5.29 and 5.30. This 
indicates that the interaction of the vibrating pile with the soil around the pile shaft 
which varies down the pile shaft may generate a complex pattern of ground waves 
which interact to form a 'standing wave' on the ground surface. (It should be noted that 
Figures 5.29 and 5.30 are only illustrative as the input functions are not directly 
comparable). 

5.4.2 Frequency effects 
As expected, the shape of the 'standing wave' alters with change in frequency, 
particularly in the vicinity of the pile, as shown in Figures 5.31 and 5.32 which show the 
velocity/time traces obtained for the same input parameters but for frequencies of 15.2 
Hz and 20.9 Hz respectively. This is because the 'standing wave' is generated when the 
frequency of the vibratory hammer matches a natural frequency of the ground. In 
particular, the magnitude of particle velocity at any point on the ground surface may 
change markedly in relation to other points in response to changes in frequency. For 
example, referring to Figure 5.31, the peak vertical particle velocity for the node at 1 Om 
changes from about 2.4mrn/s at an operating frequency of 15.2 Hz to 1.6rnrnls at a 
frequency of 20.9Hz. 

It should be noted that the operating frequency of the hammer affects the value of the 
maximum vertical force applied to the pile (F=m0 ero2

) and therefore the effect on the 
vertical force on the pile of any change of frequency is squared. A change in the 
vertical force on the pile will result in a change in the amplitude of the vibratory motion 
of the pile and hence an increase or reduction in the motion transmitted to the ground. 

5.4.3 Influence of the depth of pile penetration/distribution of shaft friction 
Several analyses were undertaken to study the effect of depth of pile penetration on the 
shape of the 'standing wave'. This was achieved by analysing parallel runs with the 
same operating frequency, but with differing depths of penetration. The resulting 
velocity/time traces for an example of a pile at depths of 11m and 13.8m, vibrating at a 
frequency of 22.3 Hz in both cases, are shown in Figures 5.33 and 5.34. The magnitude 
of vibration at each of the nodes changes very significantly, particularly in relation to 
each other, indicating that the shape of the 'standing wave' is ·also dependent on the 
depth of penetration of the pile. It is suggested that the shape of the 'standing wave' is 
primarily influenced by the nature of soil displacement around the pile shaft and so the 
depth of pile penetration has a major influence. However, it should be noted that the 
resistance of the soil to vibratory motion is dependent upon many factors, not least the 
frequency of the motion. 

It is very difficult to determine whether the discrete increases in vibration amplitude that 
were observed at particular geophones during pile extraction at the Second Severn 
Crossing site were caused principally by changes in frequency or by changes in the 
depth of penetration. This is because, during vibratory pile extraction or installation, the 
operating frequency tends to change with the depth of penetration of the pile into the 
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soil. However, it has been shown above that changes in the depth of pile penetration at 
a constant operating frequency can significantly. change the shape of the 'standing 
wave' and thus the relative magnitudes of the vibrations at geophone positions. This 
supports the view of Holeyman (2000) and Hill er ( 1999) that the magnitude of 
vibrations generated by vibratory piling primarily depends on the pile/soil interaction. 
Changes of operating frequency also appear to affect the shape of the 'standing wave'. 
These effects are likely to be more obvious during start-up simply because this is 
usually the time of greatest change in frequency, but also because as the frequency 
increases it may pass through some of the natural frequencies of the soil leading to 
resonance. 

5.4.4 Summary 
The generation of a 'standing wave' on the ground surface at certain combinations of 
hammer frequency, depth of pile penetration and ground conditions has several 
implications for the monitoring and modelling of ground waves generated by vibratory 
piling, as follows: 

• The presence of a standing wave on the ground surface means that attenuation of the 
surface vibrations may be highly non-linear and can not be interpolated from 
measurement of particle velocities at discrete, widely spaced, geophone locations. 

• The particle velocities recorded at discrete locations on the ground surface will not 
necessarily record the maximum amplitudes of vibration generated by the vibratory 
piling. 

• When hammer operating frequencies and ground conditions are such that generation 
of a standing wave is likely, it is recommended that geophones are placed at closely 
spaced intervals in order to determine the shape of the resulting standing wave. 

• In order to validate fully the vibratory piling model presented in this chapter, a full 
set of data recorded by closely spaced geophones is required to check that the 
standing wave predicted by the model is correct. Unfortunately, such a data set is 
currently not available. 

• The vertical and radial particle velocities resulting from vibratory piling simulations 
should be plotted for all of the surface nodes to check for the presence of a standing 
wave. 

5.5 APPLICATION OF NEW QUIET BOUNDARY TO MODEL 

This section investigates the effectiveness of the new quiet boundary developed in 
Chapter 4 in absorbing ground waves produced by vibratory piling. The vibratory 
piling model used in this study was based on typical parameters from the Second Severn 
Crossing data. 

It was decided to model a vibratory extraction case first because the excitation is limited 
to the interaction betwe.en the pile shaft and the soil and is not complicated by additional 
P wave generation at the pile toe. 

The extraction of a 15.5m long, 1050mrn diameter, casing from a depth of 13.8m was 
modelled. The PTC50H3 vibratory hammer was assumed to vibrate at its maximum 
amplitude of ±22mm in order to model the worst case scenario. The coefficient of 
friction between the pile and soil was assumed to be 0.1 for simplicity. 
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Uniform ground conditions were assumed and the parameters used m the wave 
propagation model were as follows: 

E=50e6N/m2 

V=0.25 
p= 1750kg/m3 

The size of the axisymmetric finite element mesh was then chosen on the basis of the 
propagation velocities of the P, Sand R waves calculated for this material, as follows. 

The propagation velocity of a P wave is given by 

c =t·+2G 
p p 

The propagation velocity of an S wave is given by 

c = {Q .. V/J 

his (2.10) 

his (2.13) 

and the propagation velocity of an R wave for a Poisson's ratio of 0.25 is given by 

Inserting the soil parameters into equations (2.10) - (2.14) gives the following wave 
propagation velocities: 

cp=185rnls 

Cs =107rnls 

Cr =98rnls 

To investigate the effectiveness of the various boundaries, it was decided to compare the 
responses with a finite element (FE) mesh large enough to prevent any reflections from 
reaching the area of interest. With the particular set of soil parameters chosen above, 
the most appropriate mesh appeared to be an 80m wide, 40m deep FE mesh with 
ABAQUS infinite elements attached to the right-hand vertical boundary and the bottom 
horizontal boundary as shown in Figure 5.35. 

This mesh size allowed the study of the first 1.0 second of response without any 
significant reflection back into a 40m radius of the pile. With the particular set of 
parameters chosen, any S wave reflection would only have travelled to within 53m of 
the pile (80-[107-80]=53) and any R wave reflection would have only travelled to 
within 62m of the pile (80-[98-80]=62). Only any P wave reflection would be travelling 
fast enough to reach the vicinity of the pile. However in this case P wave reflection 
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could be considered to be negligible as the choice of vibratory extraction minimised P 
wave generation, P waves attenuate on a hemispherical wavefront and the ABAQUS 
infinite elements on boundaries should totally absorb any plane P waves impinging 
orthogonally on the boundary. The 80m wide FE mesh can therefore be considered to 
give a realistic response within a 40m radius of the pile for the first 1.0 second. 

The FE- mesh comprised 8-noded quadrilateral elements of equal size throughout to 
prevent reflection within the mesh. The size of the elements (0.5m x 0.5m) was chosen 
to be small enough to model all of the waves accurately for a typical frequency of 
vibratory hammer operation of 15.2 Hz. 

The various boundary conditions were then applied to the right-hand vertical boundary 
of a 40m x 40m FE mesh with ABAQUS infinite elements along the bottom horizontal 
boundary as shown in Figure 5.36. The particle velocities of all of the surface nodes 
between 0.75m and 40m could then compared to those for the 80m x 40m FE/1E mesh 
(Figure 5.35). 

The performance of the ABAQUS infinite elements was determined first. The 
ABAQUS infinite elements were applied to the vertical boundary of the 40m wide FE 
mesh as shown in Figure 5.37. The vertical particle velocity/time traces for all of the 
surface nodes between 0.75m and lOm, IOm and 20m, 20m and 30m, and 30m and 40m 
are compared with those for the 80m wide FE/1E mesh in Figure 5.38. The 
corresponding radial particle velocity/time traces are given in Figures 5.39. 

These figures demonstrate that the ABAQUS infinite elements do not provide a perfect 
boundary. The reflection from the boundary is immediately obvious. 

If the same vertical particle velocity/time traces are produced for the whole time period 
of 0.0 to 1.0 second, the propagfition of the reflecting waves can be clearly seen (Figure 
5.40. The first indication of reflection within a lOm radius of the pile occurs at about 
0.74 seconds. This means that the reflected wave must have travelled 40m to the 
boundary and then at least 30m back in order for the effect to be visible within this part 
of the mesh. This means that the wave must have travelled with a velocity of between 
95rn/s and 108rn/s and must therefore be an S or R wave. No reflection from the faster 
moving P waves is evident in these graphs, as expected. 

The Rayleigh viscous boundary, developed in Chapter 4, was then applied to the 
vertical boundary of the 40m wide FE mesh, from the ground surface to a depth of 40m, 
as shown in Figure 5.36. The vertical and radial particle velocity/time traces of all of 
the surface nodes are compared with those for the 80m wide FE/1E mesh in Figures 5.41 
and 5.41. These figures demonstrate the superiority of the Rayleigh viscous boundary 
over the ABAQUS infinite elements in absorbing ground waves from vibratory piling. 
Some reflection is still evident which is likely to be due to the reflection of S waves 
which are not perfectly absorbed by the Rayleigh viscous boundary. 

In order to try and improve the performance of the boundary, it was decided to adopt a 
similar approach to that used by Chow & Smith (1981) who applied infinite elements 
derived using the Rayleigh wave number near to the free surface. They interpreted 
'close to the surface' as 0.1 times the wavelength of the shear wave. Below this, they 
applied infinite elements derived using the P wave number in the shape function for 
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horizontal displacement and the S wave number in the shape function for vertical 
displacement. Chow & Smith developed this boundary for a vibrating disc on the 
surface of an elastic half-space where the S wave is propagated on a hemispherical 
wavefront rather than a cylindrical wavefront as is the case with a vibrating pile. In 
order to modify this approach for the latter, the vertical and horizontal particle 
displacements were plotted for various vertical sections between 25m and 40m from the 
pile from the ground surface to a depth of 15m (Figures 5.43 and 5.44). These plots 
show that the wavefront approximates to an R wave over the top 3.2m which is 
equivalent to half of the R wavelength. The wavefront appears to be a combination of 
the R and S waves below this. 

It was therefore decided to apply a Rayleigh viscous boundary to the top 3m of the 
vertical boundary of the 40m wide FE mesh. ABAQUS infinite elements (equivalent to 
a standard viscous boundary) were applied to the remainder of the vertical boundary as 
shown in Figure 5.45. The vertical and radial particle velocity time traces of all of the 
surface nodes are compared with those for the 80m wide FEIIE mesh in Figures 5.46 
and 5.47. 

These plots show that the Rayleigh viscous boundary over the whole depth of the 
vertical boundary gives better results than the combined Rayleigh/standard viscous 
boundary. This suggests that the R wave is the dominant wave at 40m from the pile. 
The insertion of a standard viscous boundary below the R viscous boundary may reduce 
the amount of S wave reflection but the benefit of this does not outweigh the benefit 
derived by full absorption of the R wave. On balance the most effective boundary for 
the absorption of ground waves from piling appears to be a Rayleigh viscous boundary 
over the whole depth of influence of the Rayleigh wave. It is suggested the insertion of 
the Rayleigh viscous boundary over the top 12.9m (2.0 X R wavelength) with the 
standard viscous boundary below might give slightly better results. Further work is 
required to determine the optimum depth of the Rayleigh viscous boundary, but it is 
questionable whether the minimal improvement that might be achieved is worth the 
extra effort. 

The Rayleigh viscous boundary has been shown to be very effective and could be used 
to reduce the size of FE meshes used to model ground waves and thus the computing 
time required. Unfortunately the interface for inserting user-defined elements into 
ABAQUS is very inefficient and it was found that analyses of large FE meshes coupled 
with ABAQUS infinite elements took less time than smaller FE meshes with the new 
boundary applied. If the Rayleigh boundary was programmed directly into ABAQUS, 
the size of the FE mesh could be limited to the area of interest and thus would be 
considerably smaller and quicker to analyse. 

5.6 MODELLING VIBRATORY EXTRACTION AT THE SECOND 
SEVERN CROSSING 

5.6.1 Site Conditions 
The model for vibratory extraction simulation has been developed using case history 
data collected and reported by the Transport Research Laboratory (Hiller, 2000 & TRL 
Report 429). Vibration data were collected during the extraction of 1050mm diameter 
casings for one of the M49 southern approach bridges to the Second Severn Crossing 
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