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Abstract

This thesis investigates various roles that investor sentiment may play in asset pricing. The
empirical analysis consists of three main parts based on the role of investor sentiment in the stock
markets. The first part discusses the role of investor sentiment as conditioning information. It aims
to examine its ability to explain the dynamic nature of the expected returns for individual stocks
and its explanatory power capture the financial market anomalies such as the size, value, liquidity,
and effects. The second part focuses on the role of investor sentiment as a risk factor. The purpose
is to construct a risk factor on the basis of investor sentiment and test whether this proposed
sentiment factor is priced and helps to explain the aforementioned financial market anomalies. The
third part explores the role of investor sentiment in different international stock markets. It
attempts to assess the extent to which investor sentiment affects the stock market volatility and
returns of different regions.

The results suggest that investor sentiment exhibits explanatory power for cross section of
stock returns in the U.S. market. Acting as conditioning information or a risk factor, investor
sentiment can generally capture the size and value effects. Furthermore, it can also capture the
momentum effect under certain model specifications. The thesis shows that investors require
compensation for bearing noise traders; in other words, investor sentiment is a priced factor. At
the market level, the impacts of investor sentiment on stock volatility and returns vary across
countries. For some countries investor sentiment affects both volatility and returns while for the
others investor sentiment has less influence on stock price behaviour.

Overall, the findings of the thesis provide empirical evidence that overlooking the role of
investor sentiment in classical finance theory could lead to an imperfect picture of describing the

stock price behaviour.
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CHAPTER1 INTRODUTION

1.1 Background

The efficient market hypothesis (EMH) has been one of the central pillars of finance
since the 1960s. Extensive academic research on whether stock markets are efficient has been
widely seen in finance journals and conferences in the past decades. The idea of market
efficiency was developed independently by Samuelson and Fama in the 1960s. According to
Fama (1970, p.383), an efficient market is “a market in which prices always fully reflect
available information.”

The EMH has become a widely accepted belief among financial economists since its
inception. For example, Jensen (1978, p.95) claims that “there is no other proposition in
economics which has more solid empirical evidence supporting it than the Efficient Market
Hypothesis.” One of the primary implications of the EMH with respect to investment
strategies is that average investors, both individual and institutional, cannot consistently beat
the market if markets are efficient. Investors are advised to passively buy-and-hold the
market portfolio rather than waste time and effort to engage in active investment strategies
because all information has been fully incorporated into prices and hence financial assets are
always priced correctly.

Despite its early theoretical and empirical success, the EMH subsequently faces both
theoretical and empirical challenges and gradually loses its ground just as other once-fully
supported economic theories must encounter at some stage. The first challenge to the EMH,
probably also the most fatal one, results from its theoretical assumption that investors in
general are fully rational. According to the EMH, investors’ shifts in demand for financial
assets are their reactions to the information associated with the fundamental values of the

underlying assets. Consequently, changes in prices simply reflect the random arrivals of



fundamental news. This argument becomes difficult to sustain according to Black’s (1986)
seminal discussion about noise trading. Black (1986) points out that there are some investors
who trade on “noise” as if it were profitable information associated with fundamentals.
Nevertheless, he emphasizes the importance of existence of noise traders in making
transaction happen in asset markets. The impact of noise traders is first theorised by De Long,
Shleifer, Summers, and Waldmann (1990) (DSSW, 1990). Assuming a market in which both
informed traders — investors who trade on information, and noise traders — investors who
trade on noise as if it were information coexist, they show that the unpredictable changes in
noise traders’ beliefs would deter informed traders from take opposite positions against noise
traders and hence prices of risky assets may deviate further from their fundamental values as
noise traders become more bullish or bearish. The deviation of price from fundamental value
could be prolonged than anticipated by informed traders, depending on the strength and
proportion of noise traders in the market. They term this risk caused by noise traders as
“noise trader risk”.

In addition to the theoretical challenges, the EMH falls in a vulnerable position after the
publication of Shiller’s (1981) and Leroy and Porter’s (1981) volatility tests. They provide
empirical evidence that stock market is too volatile to be justified by changes in dividends,
suggesting investors are not fully rational and stock prices could be affected by factors
irrelevant to fundamental information.

The EMH predicts that stock price should follow a random walk due to the random
arrivals of new information. If the EMH fully describes stock price behaviour, predictability
of returns from past data or firm characteristics should be impossible. However, a large
number of studies have identified abnormal returns are associated with firm’s past
performance, market capitalization, and firm-specific financial ratios. For example, DeBondt

and Thaler (1985) find that stocks with low returns in the past three to five years have higher



average returns than stocks with high returns in the same past period — the reversal effect. On
the other hand, Jegadeesh and Titman (1994) show that movements in individual stock prices
over the period of six to twelve months tend to predict future movements in the same
direction — the momentum effect. Researchers also find that stocks with small capitalization
or those with prices that are low relative to accounting magnitudes like book values, earnings,
and cash flows yield higher average returns (Banz, 1981; Basu, 1977; Fama and French, 1988;
Lakonishok, Shleifer, and Vishny, 1993; Chan, Hmao, and Lakonishok, 1991). These
empirical results that seem to be inconsistent with theories are called “anomalies”. The
existence of anomalies implies either financial markets are inefficient or traditional asset
pricing models are inadequately specified.

The unexplained volatility in the stock market and the anomalies call into question the
foundation of the EMH and call for the demand for a new paradigm for modern financial
theory. In the recent decades, financial economists have attempted to return to the original
point to understand how human psychology influences investors’ financial decisions. This
evolution leads to the emergence of a new paradigm of financial research — behavioural
finance.

Being a relatively new field in finance, behavioural finance applies psychology to the
study of financial behaviour. It attempts to study why people buy or sell financial assets
based on the psychological principles of decisions making. Instead of completely replacing
traditional finance, behavioural finance plays a complementary role in understanding the
issues that traditional finance appears to fail to provide satisfactory answers to the questions
such as: (i) Why do individual investors trade? (ii) How do they perform? (iii) How do they
choose their portfolios? (iv) Why do returns vary across stocks for reasons other than risk'?

Behavioural finance focuses on how investors interpret and act on information during their

! See Subrahmanyam (2007) for detailed review of behavioural finance.
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investment decision making. The standard assumption underlying traditional finance that
investors are always behave in a rational, predictable, and an unbiased manner is relaxed in
behavioural finance. Behavioural financial economists have documented plenty of evidence
that investors’ emotions and cognitive errors are associated with various financial market
anomalies.

Despite behavioural finance is a relatively new approach in finance research, the topics
that behavioural finance covers have grown rapidly in the past decades. One of the important
areas that researchers have devoted to learn is the role that noise traders play in determining
asset prices. This issue is also the focus of this thesis. The noise trader approach to finance is
a vis-a-vis alternative to the efficient markets approach. This thesis adopts the noise trader
approach to examine whether investor sentiment helps to better describe individual stock
returns and can explain the well-documented financial market anomalies. This thesis also
explores the impacts of investor sentiment on stock volatility and returns at the market level
for different countries.

Compared to the EMH, the assumptions of the noise trader approach are more plausible
as a description of investor behaviour and stock markets. They are also the two building
blocks of behavioural finance. Shleifer and Summers (1990) summarise the basic
assumptions of the noise trader approach as follows. First, the noise trader approach assumes
that some investors are not fully rational and their demand for risky asset is affected by their
beliefs or sentiments that are not fully justified by fundamental values. Second, arbitrage —
defined as trading by fully rational investors not subject to such sentiment — is risky and
therefore limit. These two critical assumptions are also employed in this thesis. Consequently,
the trading behaviour of noise traders causes deviations of stock price from fundamental

value because changes in investor sentiment are not fully countered by rational investors.



1.2 Objectives

Despite the existing literature documents that investor sentiment exhibits certain degree
of predictability for both time-series and cross-sectional stock returns, few studies address the
issues with respect to the relationship of investor sentiment and financial market anomalies
and the interactive impacts of investor sentiment on stock volatility and return. This thesis
attempts to shed light on how investor sentiment can help to enhance our understanding of
stock price behaviour when it plays various roles in the asset pricing models.

The role that investor sentiment is adopted in the existing empirical studies is quite
limited. Researchers normally use raw investor sentiment measures as an explanatory
variable in the empirical framework. They test whether these raw investor sentiment
measures predict time-series or explain cross-sectional stock returns. Commonly-used
investor sentiment measures in the literature include survey-based data such as consumer
confidence or transaction-based data such Baker and Wurgler’s (2006.

Using the University of Michigan Consumer Sentiment Index (MS) and the Conference
Board Consumer Confidence Index (CCI), respectively, Fisher and Statman (2003) find a
positive relationship between the monthly change in the investor sentiment and
contemporaneous S&P 500 stock returns, and a negative relationship between the level of the
investor sentiment in one month and the stock returns over the next month and the next 6 and
12 months. Brown and Cliff (2005) use the Investors Intelligence sentiment index (II), which
reflects the sentiment of the newsletter writers, to examine the long-run sentiment-return
relation. They find that returns over future multiyear horizons are negatively associated with
investor sentiment. These studies show that investor sentiment can predict future stock
returns.

Baker and Wurgler (2006) find that investor sentiment has larger effects on stocks

whose valuations are highly subjective and difficult to arbitrage. Their results show that when



beginning-of-period sentiment is low (high), subsequent returns are relatively high (low) for
small stocks, young stocks, high volatility stocks, unprofitable stocks, non-dividend-paying
stocks, extreme growth stocks, and distressed stocks. Lemmon and Portniaguina (2006) find
that investor sentiment forecasts the returns of small stocks and stocks with low institutional
ownership. These findings suggest that investor sentiment can also affect the cross section of
individual stocks.

A handful of studies also detect sentiment-return relation for the non-U.S. markets.
Jansen and Nahuis (2003) find that changes in investor sentiment, proxied by the European
Commission’s consumer confidence indicators, are positively associated with
contemporaneous stock returns in nine European countries. Schmeling (2009) finds that
consumer evidence and subsequent aggregate stock returns are negatively correlated in most
of the eighteen industrialised countries. Consumer confidence has larger impacts on stock
returns for countries with incomplete markets and more subjected to herding behaviour. This
evidence shows that investor sentiment effect exists globally.

Despite numerous studies on the effect of investor sentiment in stock markets, few
researchers address this issue in the asset pricing contexts. Traditional asset pricing models
such as the Capital Asset Pricing Model (CAPM) or Fama-French model (FF) rarely consider
behavioural component such as investor sentiment in model specifications. If investor
sentiment plays a critical role in investors’ decisions making, incorporating investor
sentiment into model specification could potentially help to better describe stock price
behaviour and may explain the financial market anomalies such as size effect (Banz, 1981),
value effect (Chan, Hamao, and Lakonishok, 1991), and momentum effect (Jegadeesh and

Titman, 1993).



The purpose of this thesis is to propose new directions of the roles of investor sentiment
that researchers could adopt in the analysis of the explanatory power of investor sentiment for

stock price behaviour.

1.3 Research Questions

Despite the literature has provided some interesting findings about sentiment-price
relation, our understanding about the role of investor sentiment in asset pricing models is still
limited. A number of key questions have yet been answered. For example, how investor
sentiment is associated with financial market anomalies? What might be the roles that
investor sentiment plays in determining cross-section stock returns? Is investor sentiment a
priced factor? In other words, do markets compensate investors for bearing noise trader risk?
To what degree could investor sentiment affect stock price behaviour in different countries?
These are the main questions that this thesis attempts to address.

Specifically, the first question concerns the role of investor sentiment as conditioning
information in asset pricing models. Two important issues are investigated: first, I investigate
whether conditional models completely explain conditional expected returns and examine
whether conditional alphas are unrelated to the conditioning instruments as in Bauer,
Cosemans, and Schotman (2010); second, I assess whether incorporating investor sentiment
into the information asset of the asset pricing models helps to capture the financial market
anomalies. One of the criteria when selecting conditioning variables in asset pricing models is
that they should reflect investors’ perception of future market returns or business cycle
conditions. Studies have shown that investor sentiment not only predicts stock returns but
also leads business cycle. Hence, it is nature to consider investor sentiment as a good
candidate for conditioning variable since Furthermore, adding investor sentiment as

conditioning information to an asset pricing model transforms a traditional rational model to



a more behavioural-oriented model that considers the possible human emotion effect that may
involve in investment decisions.

The second question explores the role that investor sentiment plays as a risk factor in
determining stock prices. DSSW (1990) claim that noise trading could cause the market to
misprice the risky asset if limits of arbitrage are present. Baker and Wurgler (2006) find that
stocks whose values are hard to value and difficult to arbitrage tend to be more responsive to
investor sentiment. Their empirical work suggests that investor sentiment exhibits cross-
sectional influence on individual stock returns. Motivated by these findings, thesis attempts to
construct a factor on the basis of noise trader risk and test whether this factor is prices. The
search for risk factors that accurately describe differences in expected returns across assets
has been one of the primary research tasks in the finance literature. Given the numerous
empirical findings that investor sentiment exhibits time-series and cross-sectional stock
returns, it would be natural to develop a risk factor based on investor sentiment and test
whether such sentiment-based factor is priced.

This thesis also investigates to what extent investor sentiment could potentially explain
the financial market anomalies using the two-pass regression framework proposed by
Avramov and Chordia’s (2006). In their model specifications, they allow the factor loadings
of various asset pricing models to vary with default spread and firm-specific variables over
time. Their models can successfully capture both the size and value effects. However, they
fail to capture the momentum effect, just as Fama and French fail to explain in their three-
factor model. In their paper, Avramov and Chordia’s conjecture that it is possible that there
exists a yet undiscovered risk factor related to the business cycle that may capture the impact
momentum on the cross-section of individual stock returns (p.1034). Since the literature has
shown that investor sentiment is closely related to business cycle, investor sentiment has

potential to explain not only the size and value effects but also the momentum effect. Hence,



the thesis asks whether investor sentiment risk factor can also explain these anomalies,
especially the momentum effect.

The third question investigates the role of investor sentiment at the market level. Using
the data for the U.S., European, and Asia-Pacific regions, the thesis asks whether investor
sentiment has different effects on the stock markets in different countries. Apart from
investigating the impact of investor sentiment on stock market returns, the thesis also asks
whether investor sentiment affects the volatility of stock returns. DSSW (1990) argue that
noise traders’ misperceptions are stochastic and they have the worst possible market timing.
The more variable noise traders’ beliefs are, the more damage their poor market timing does
to their returns. In other words, price risk increases as noise traders’ beliefs become more
variable. Despite their noise trader model has become one of the important theories in
behavioural finance, relevant empirical studies are limited, particularly the tests on the impact
of investor sentiment on stock volatility. Lee, Jiang, and Indro (2002) utilise the GARCH-M
model to test the four effects that DSSW (1990) theorise but it fails to control for the
macroeconomic variables which are also related to stock market returns and its analysis is
focused on the U.S. market. Hence, this thesis intends to fill this gap by exploring the role of
investor sentiment in international stock markets by assessing its impacts on both stock

returns and volatility using a framework similar to Lee, Jiang, and Indro (2006)’.

1.4 Structure of the Thesis

The structure of the remainder of this thesis is as follows.

Chapter 2 provides a literature review of the financial market anomalies examined in
this thesis and the relationship between investor sentiment and stock price behaviour. This
chapter begins by reviewing the size, value, and momentum effects: the empirical evidence

that conflicts the prediction of the EMH and cannot be explained by the traditional asset

2 Compared to their model, my model adopts monthly consumer confidence as investor sentiment proxies, controls for
macroeconomic variables in the mean equation, and considers the lead-lag relation between investor sentiment and returns.

9



pricing models. Then, it provides an overview of the relationship between investor sentiment
and stock price behaviour. It discusses the features of the noise trader approach which is
perceived to be a more plausible description for stock markets. A section is then devoted to
reviewing the important empirical evidence regarding the relationship between investor
sentiment, stock returns, and volatility.

Chapter 3 describes the data used followed by the discussion of the methodology
employed in this thesis. This chapter provides the information on the investor sentiment
proxies used in the analysis, the macroeconomic variables, and stock return data. It then
describes the empirical frameworks of the two-pass regression model proposed by Avramov
and Chordia (2006), the formation of conditional asset pricing models, the construction of
investor sentiment risk factor, and the GARCH-M model.

Chapter 4 investigates the role of investor sentiment as conditioning information in
asset pricing models. The primary purpose of this chapter is to answer whether incorporating
investor sentiment as a conditioning variable in the Capital Asset Pricing Model (CAPM),
Fama-French three factor model, and Fama-French based models helps to capture the size,
value, liquidity, and momentum effects on the risk-adjusted returns of individual stocks in the
U.S. market.

Chapter 5 examines the role of investor sentiment as a risk factor in asset pricing. This
chapter starts with constructing an investor sentiment factor followed by a test on whether the
sentiment factor commands a risk premium. Then, this chapter focuses on the pricing ability
of the sentiment-augmented modes for the financial market anomalies.

Chapter 6 studies the role of investor sentiment in international stock markets by
examining how investor sentiment is related to stock market returns and volatility in the U.S.,
European, and Asia-Pacific markets. In addition, this chapter also explores the degree to

which macroeconomic variables affect the market returns.
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Chapter 7 summarises the findings of this thesis and proposes some directions for

future research.
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CHAPTER 2 REVIEW OF LITERATURE

2.1 Financial Market Anomalies

One of the primary purposes of this thesis is to study whether incorporating investor
sentiment in asset pricing models helps to capture the financial market anomalies. In this
section, | provide an overview of the major financial anomalies that this thesis intends to
examine. Anomalies are simply the empirical results that appear, until adequately explained,
to run counter to market efficiency. These empirical phenomena are called anomalies because
they are inconsistent with maintained theories of asset pricing behaviour.

It is worth noting that empirical tests of the EMH are by their very nature joint
hypothesis tests which involve testing the EMH and the underlying asset pricing model such
as the CAPM. Rejections of the tests suggest that either the market examined is not efficient
or the asset pricing model used for risk adjustment fails to properly describe stock price
behaviour.

In the past decades, researchers have identified a handful of facts that one group of
stocks earns higher average returns than another. Many of the anomalies indentify predictable
stock returns related to individual firm-specific characteristics. This chapter focuses on the

three anomalies: the size, value, and momentum effects.

2.1.1 Size Effect

Banz (1981) finds the size effect, also called the “small-firm” effect in the literature. He
finds that firms with low levels of market capitalisation on the New York Stock Exchange
(NYSE) tend to earn higher average returns than is predicted by the Sharpe — Lintner (1965)
capital asset pricing model over 1936-1977. A trading strategy of buying very small firms
results in an average return of 19.8% annually compared to one of buying very large firms

over the same sample period. The international evidence on the size effect is also well-
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documented in the literature. In his recent paper that reviews the size effect, Dijk (2011)
reports that small firms outperform large firms in 18 of the 19 countries investigated, and also
in a sample of emerging markets and in Europe, suggesting that data mining is unlikely to be
the reason why the size effect arises.

The size effect is one of the first anomalies that relate firm characteristics to stock
returns. Following Banz’s finding and conjecture that higher returns on small stocks might be
attributable to the fact that many investors are less willing to hold small stocks due to
relatively insufficient information as opposed to large stocks, there have been numerous
studies into possible explanations. Several studies show that the January effect is related to
the size effect. Kleim (1983) reports that almost 50% of the small firm effect occurs in
January. Horowitz, Loughran, and Savin (2000) observe that the average return of the size
decile varies across months in a year — the average return of the smallest size decile of stocks
is significantly higher than the average return of the largest size decile in January while this
relation reverses in the other 11 months. This evidence suggests that the size effect is actually
a manifestation of the January effect. Similarly, Pettengill, Sundaram, and Mathur (2002)
provide evidence that the size effect is actually asymmetric: it is more pronounced in down
markets compared to up markets, suggesting that the assumption that beta should be the same
in up and down markets could cause an underestimation of the size effect.

Another line of explanation for the observed size effect focuses on the betas estimated
for the small firms. Some researchers argue that small firms earn higher average returns than
predicted by the CAPM because the betas estimated for small firms are incorrectly too low,
as a result, the difference between the actual returns on small firms and the expected returns
predicted by the CAPM is biased upwards. Roll (1970) and Reinganum (1981) claim that the
underestimation of beta for small firms is due to their less trade compared to large firms and

nonsynchronous trading. Christie and Hertzel (1981), however, argue that beta of small firms

13



is downward biased because the estimation of beta uses historical returns and the estimated
beta for small firms fails to recognise the fact that small firms have become riskier as their
economic characteristics have changed over time. Other researchers attribute the failure of
the CAPM in describing equity returns to the static nature of beta. They content that a
dynamic version of the CAPM which allows beta to be time-varying with available
information over time could provide a superior description of stock price behaviour.
Jagannathan and Wang (1996) show that a conditional CAPM can explain about 30% of the
cross-sectional return variation as opposed to the static CAPM for 100 size-beta sorted
portfolios of NYSE and American Stock Exchange (AMEX) stocks over 1962-1990.
Motivated by the evidence that the conditional asset pricing models outperform the
unconditional models, this thesis adopts the time-varying beta model to explore the
explanatory power of investor sentiment for the financial market anomalies.

Another group of researchers claim that the size effect arises because the single factor
CAPM is an inappropriate pricing model for estimating expected equity returns and propose a
multifactor model should do a better job in explaining expected returns. Using the APT
model, Chan, Chen, and Hsieh (1985) find that the difference in return between the smallest
portfolios and the largest portfolio shrinks to 1.5% per year compared to 11.5% obtained by
the standard CAPM. Similarly, Vassalou and Xing (2004) and Hwang, Min, McDonald, Kim,
and Kim (2010) document that the size effect is associated with the factors related to default
risk and credit spread, respectively. This implies that the size effect may be captured if more
appropriate models with multiple risk factors are used to estimate expected returns, hence,
this thesis attempts to construct a risk factor based on investor sentiment and examine
whether this factor can explain the anomalies.

Finally, some researchers show that the size effect arises because investors of small

stocks would require compensation for holding stocks with less liquidity (Amihud and
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Mendleson, 1991). The literature shows that small stocks tend to have larger bid-ask spreads
and large transactions would cause larger price impacts for small stocks.

Interestingly, despite investor behaviour is often used to explain the value effect,
similar explanations for the size effect are relatively rare (Dijk, 2011). By introducing
investor sentiment into asset pricing models, the thesis is the first that examines the size

effect in this line.

2.1.2 Value Effect

The second anomaly this thesis intends to examine is the value effect, noted by Basu
(1977) that firms with high earning-price (E/P) ratios earn positive abnormal returns than
predicted by the CAPM?. In his seminal paper, Basu (1977) groups the sample stocks into
quintiles on the basis of P/E ratios. A strategy of forming these portfolios at the beginning of
each year and then holding for 12 months reveals that high P/E portfolios yield lower returns
than do low P/E portfolios. Investment strategies of this type involve classifying stocks into
“value stocks” and “growth stocks”. Value stocks are those with low prices relative to
earnings, book value, or cash flows while growth stocks are those with high scaled-price
ratios.

Similarly, after controlling for risk, researchers later find stocks with high book-to-
market ratios (B/M) or dividend yields (D/P) outperform those with low B/M or D/P. Fama
and French (1992) divide stocks listed on the NYSE, AMEX, and NASDAQ over 1963-1990
into 10 portfolios each year based on their B/M ratios, and then calculate the average return
of each portfolio over the next year. They report that value stocks (stocks with high B/M)
additionally earn 1.53% per month compared to growth stocks (stocks with low B/M) and
this return difference is much higher than can be justified based on the differences in beta

between these two groups of stocks. A similar result but with a slightly lower return

3 Reinganum (1981) shows that the E/P effect is highly correlated with the size effect.
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difference of 0.68% between the two extreme portfolios is found when using E/P to group
stocks. To control for the size effect, Lakonishok, Shleifer, and Vishny (1994) first group
stocks into 5 quintiles based on size, then within each size quintile, they divide stocks into 10
deciles according to market-to-book ratio. Their finding shows that high B/M stocks (i.e., low
market-to-book ratio) outperform low B/M stocks by 7.8% per year. Furthermore, they
examine whether this difference in returns between these two extreme B/M portfolios is
caused by the difference in risk between portfolios. Instead of estimating betas for the B/M
portfolios like most researchers do to measure the corresponding risks of portfolios, they
differentiate periods of good markets from bad markets. They argue that a stock would be
perceived to be less risky if it performs well in bad markets. No evidence is found that high
B/M stocks provide a higher return than low B/M stocks in bad market periods. Hence, they
conclude that the value effect is not linked to the level of risk. As the size effect, the value
effect is evident not only in the U.S. markets but also prevalent in an international context.
For example, Fama and French (1998) document that, besides the U.S., the value effects are
also observed in Japan, the U.K., France, and Germany over 1975-1995 when using B/M, E/P,
and cash flow-to-price (C/F) ratios to classify stocks into value and growth groups.

Now the question is what causes the value effect. Why stocks with high B/M, E/P, or
C/F consistently earn higher average returns than stocks with low B/M, E/P, or C/F? Two
competing explanations for this phenomenon exist in the literature. The first explanation
focuses on the link of the value effect to risk compensation. For example, Fama and French
(1992) argue that value stocks are fundamentally riskier than growth stocks. Hence, investors
in values stocks would require higher expected returns for bearing higher fundamental risk.

The second line of explanations involves some degree of investor irrationality that leads
to mispricing of extreme B/M portfolios. Lakonishok, Shleifer, and Vishny (1994) claim that

the value advantage is mainly due to investors’ errors of expectation about future earnings on
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growth and value stocks that cause investors’ preference of growth stocks over value stocks”.
Investors extrapolate past growth rate too far into the future: some investors are overly
excited about stocks that have done very well in the past and buy them up and this causes the
growth stocks to be overpriced while they overreact to stocks that have done very poorly,
overselling them and hence these stocks are underpriced. In particular, growth stocks are the
firms whose earnings growth rates are expected to lie above the market average while value
stocks are those whose growth rates are anticipated to fall below the market average in the
future. People in general make forecasts based on the past information. As a result, a series of
unexpected good news related to a firm’s earnings may cause investors to think that this
favourable pattern will keep continuing in the future and hence forecast a period of
significant growth, and vice versa. If the market overreacts to such information and
extrapolates it too far into the future, the growth stocks are overpriced and the value stocks
are underpriced. When the stock prices revert to a mean later, the value stocks will
outperform the growth stocks. Lakonishok, Shleifer, and Vishny’s (1994) view receives
supportive empirical evidence of La Porta, Lakonishok, Shleifer, and Vishny’s (1997) and
Skinner an Sloan (2002) who also show that investors underestimate future earnings for value
stocks and overestimate future earnings for growth stocks.

Another behavioural explanation for the value effect considers the differences in firm
characteristics such as volatility, arbitrage costs, and ownership by sophisticated investors for
value portfolios and growth portfolios. Ali, Hwang, Trombley (2003) show that the value
effect is greater for stocks with higher idiosyncratic return volatility, higher transaction costs,
and less ownership by sophisticated investors. Their finding supports Shliefer and Vishny’s
(1997) view that the value effect reflects market mispricing caused by arbitrage risk.

According to Shliefer and Vishny’s (1997), volatility deters arbitrage activities. Since

* They propose four reasons why individual investors, and even institutional investors, prefer to hold growth stocks over
value stocks in their paper.
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arbitrageurs are risk averse and are concerned about the idiosyncratic risk of their portfolios,
high arbitrage risk due to the volatility of arbitrage returns deters arbitrage activity and
explains the existence of the value effect. Furthermore, arbitrageurs tend to avoid stocks with
high transaction costs. Stocks with lower sophisticated investor ownership are more likely to
be mispriced because noise traders, compared to sophisticated investors, are prone to
suffering systematically biased expectations about future firm earnings.

Interestingly, the firm-specific characteristics of stocks — high volatility, large
transaction costs, and low sophisticated investor ownership — reported to have greater value
effect in Ali, Hwang, Trombley (2003) coincide with the characteristics of stocks which are
considered to be highly subjective and difficult to arbitrage in Baker and Wurgler (2006). In
their seminal paper on the impact of investor sentiment on the cross-section of future stock
returns, Baker and Wurgler (2006) find that more volatile stocks, unprofitable stocks,
distressed, and those which are less attractive to arbitrageurs are likely to be more affected by
shifts in investor sentiment. Also, the low sophisticated investor ownership argument in Alj,
Hwang, Trombley (2003) is consistent with Lemmon and Portniagunia (2006) that stocks
held predominantly by individual investors are more prone to mispricing arising from
changes in investor sentiment.

The empirical evidence provided by Ali, Hwang, Trombley (2003), Baker and Wurgler
(2006), Lemmon and Portniagunia (2006) implies that stocks with greater value effect tend to
have hard-to-value and difficult-to-arbitrage features and are more likely to be mispriced.
This thesis proposes that investor sentiment could play a potential role in explaining the
existence of the value effect because investor sentiment has a greater impact on the returns of
stocks whose values are hard to value and difficult to arbitrage and these stocks are also the

ones reported to have larger value effect due to mispricing.
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2.1.3 Momentum effect

The third anomaly this thesis attempts to examine is the momentum effect reported by
Jegadeesh and Titman (1993) who find that stocks with high returns over the past three to
twelve months (winners) continue to outperform stocks with low returns (losers) over the
next three to twelve months. For example, investors who long winners and short losers of the
past six months are expected to earn an average excess return of 0.95% per month over the
next six months. They show that this momentum profit cannot be explained by the CAPM or
other risk factors and propose that underreaction to firm-specific information might be the
reason why this patter in stock returns is present. Subsequently, researchers find that the
momentum effect is also present at the level of industry. Moskowitz and Grinblatt (1999) find
momentum works extremely well among industry and sector portfolios. Compared to
individual stock momentum, they find that industry momentum works quickly and at a
shorter horizon. Industry momentum investment strategies, which buy stocks from past
winning industries and sell stocks from past losing industries, are highly profitable even after
controlling for size, B/M, individual stock momentum, the cross-section dispersion in mean
returns, and potential microstructure influences. Furthermore, numerous studies show that
momentum is present in international markets and hence make the data snooping criticism
weakened (Rouwenhorst, 1998; Griffin, Ji, and Martin, 2003, 2005) For example,
Rouwenhorst (1998) report that momentum profit of 1% per month is present in the 12
European countries. Griffin, Ji, and Martin (2003, 2005) show that momentum is virtually a
global phenomenon.

A number of explanations for momentum have emerged since its detection by
Jegadeesh and Titman (1993). Efficient-markets-based explanations focus on the risk nature
of momentum. Chordia and Shivakuman (2002) show that lagged macroeconomic variables

can explain profits to momentum strategies, and once stock returns are adjusted for their
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predictability based on these macroeconomic variables such momentum profits vanish. They
argue that momentum profits are conditional on business cycle: momentum profits are
positive during expansionary periods while become negative during recessions. Their result
shows that dividend yield, default spread, yield on three-month T-bills, and term structure
spread can predict one-month-ahead stock returns which constitute the primary component of
the observed momentum profits. Another notable explanation for momentum is proposed by
Conrad and Kaul (1998) who claim that momentum profits could be entirely due to cross-
sectional variation in expected returns rather than to any predicable time-series variation in
stock returns. They show that stocks with high unconditional expected rates of return in
adjacent time periods are expected to have high realised rates of returns in both periods, and
vice versa. They claim that profits to momentum strategies are positive on average even
though the expected returns are constant over time. Lesmond, Schill, and Zhou (2004) argue
that momentum profits are simply an illusion induced by trading cost because momentum
strategies involve stocks that are highly trading intensive, expensive, and risky (small, high
beta, illiquid, off-NYSE extreme performers). Pastor and Stambaugh (2003) show that their
liquid risk factor explains half of momentum profits and Bansal, Dittmar, and Lundblad
(2005) that consumption risk embodied in cash flows explains the average return differences
across momentum portfolios. Some researchers argue that momentum profits are related to
time-variation in expected returns (Chordia and Shivakuman, 2002; Wu, 2002; Wang, 2003;
Li, Miffre, Brooks, and O’sSullivan, 2008).

Behavioural financial economists’ explanations for momentum are centred on
psychology and market inefficiency (Barberis, Shleifer, and Vishny, 1998; Daniel, Hirshlifer,
and Subrahmanyam, 1998; Hong and Stein, 1999). They propose that momentum profits arise

because of investors’ cognitive errors when incorporating information into prices.
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Several cognitive errors are claimed to be the cause of the momentum effect. The
“conservatism bias”, proposed by Barberis, Shleifer, and Vishny (1998), causes momentum
because it leads investors to underreact to information when salient news initially arrives.
Investors tend to underweigh new information and hence update their beliefs slowly. Stocks
prices gradually reflect this information until the information is fully incorporated. They
propose that investors also suffer from the “representative heuristic” which is the tendency
that investors to identify an uncertain event, or a sample, by the degree to which it is similar
to the parent population. Investors who behave in this manner would mistakenly conclude
that firms with extraordinary earnings growths in the past will continue to experience similar
extraordinary growth in the future. Together with the conservatism bias, the profitability of
momentum strategies arises.

Daniel, Hirshleifer, and Subrahmanyam (1998) claim that the “self-attribution bias” is
responsible for momentum. They argue that informed investors are overconfidence about the
signal received. Investors who suffer from a “self-attribution” bias tend to attribute the
performance of ex post winners to their stock selection skills but blame the performance of ex
post losers for their bad luck. As a result, these investors may overestimate the precision of
the signals and drive the prices of the winners above fundamental values. Together with their
delayed overreaction, momentum profits are present.

Hong and Stein (1999) attribute momentum profits to the bounded rationality of
investors, who use partial information when updating their information. They assume two
groups of investors who act on different sets of information in the market. The informed
investors possess signals about future cash flows but overlook information in the past history
of prices. The other investors act on a limited history of prices but fail to observe
fundamental information. The informed traders tend to underreact to the information obtained

and hence the prices gradually reflect the contained information, resulting in momentum
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profits. The investors who trade on past information but ignore fundamental information may
extrapolate the future price pattern based on the past pattern and push prices of past winners
higher than fundamentals. As a result, the past winners continue to outperform the past losers
in the future period.

Despite extensive literature on momentum, its relationship with investor sentiment
receives little attention. Motivated by the findings of the following studies, this thesis
conjectures that momentum profits could be associated with investor sentiment. First, in their
evaluation of various explanations for momentum, Jegadeesh and Titman (2001) conclude
that behavioural stories are more promising in explaining momentum than do risk-based or
trading cost stories. Investor sentiment concerns investor psychological and emotional
conditions and has become one of the important fields in behavioural finance research.
Second, investor sentiment could lead to momentum through the sentiment-liquidity (or
sentiment-volume) and liquidity-return (or volume-return) channels. For the sentiment-
liquidity channel, Hong and Stein (2007) argue that trading volume appears to be an indicator
of investor sentiment. Baker and Stein (2004) and Liu (2006) show that investor sentiment is
positively related to stock market liquidity. For the liquidity-return channel, Chan, Hameed,
and Tong (2000) find that momentum profits tend to be higher when the trading volume of
the previous period is higher. The findings of these studies suggest that investor sentiment
could lead to momentum profits firstly through its positive impact on trading volume and
then push stock prices with the increased trading volume.

Among the anomalies mentioned so far, the momentum effect is the only anomaly that
Fama and French’s three factors (Fama and French, 1996) and Avramov and Chordia’s (2006)
conditional versions of asset pricing models fail to successfully capture. Capturing the

momentum effect hence becomes one of the most important challenges to this thesis.
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2.2 Investor Sentiment in Stock Market

A growing body of research shows that investor sentiment influences stock price
behaviour, suggesting that the issue now facing financial economists is not whether investor
sentiment affects prices but to what extent can investor sentiment impact stock market.
Studies that explore the impact of investor sentiment on stock market rest on three critical re-
examinations of the assumptions underlying market efficiency: investor rationality,
uncorrelated errors, and unlimited arbitrage.

This section starts with an overview of the noise trader approach, an alternative to the
efficient markets approach. The noise trader approach questions the plausibility of the
assumptions of investor rationality, uncorrelated errors, and unlimited arbitrage in describing
investor behaviour and market. Subsequently, this section reviews the empirical evidence of

the various relationships between investor sentiment and stock price behaviour.

2.2.1 The Noise Trader Approach

Economists of behavioural finance suggest that investors exhibit excessive optimism or
pessimism in assessing asset values (DSSW, 1990), and have the propensity to speculate
(Baker and Wurgler, 2006). Individuals also often trade on noise not related to fundamentals
(Black, 1986), and buy or sell stocks in concert (Kumar and Lee, 2006). The unpredictable
fluctuation of investor sentiment deters arbitrage activities, and may create a risk that is not
diversifiable and is unrelated to fundamental risk (DSSW, 1990). Furthermore, a broad-based
wave of sentiment affects the prices of individual stocks differently, and impacts the cross-
section of returns (Baker and Wurgler, 2006). Recently, Yu and Yuan (2011) document that
at the aggregate market level sentiment significantly influences the mean-variance trade-off,
and thus they suggest the integration of investor sentiment into models of stock prices and the

risk-return relation.
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The findings of these studies directly challenge the assumptions of market efficiency.
According to the EMH, investors are always rational. Rationality means two things. First,
investors update their beliefs correctly by following Bayes’ law when receiving new
information. Second, investors make choices that are normatively acceptable in the sense that
they are consistent with Savage’s notion of Subjective Expected Utility (Barberis and Thaler,
2003). Hence, the EMH predicts that prices are always right in the sense that stock price
equals its fundamental value. However, behavioural finance argues that some investors are
irrational. For example, Black (1986) indicates that people sometimes trade on noise as if it
were information. Noise represents the information that has no fundamental component and
hence rational investors should not use noise to value financial assets. DSSW (1990) describe
two groups of investors in their noise trader model: noise traders and rational arbitrageurs.
Noise traders form erroneous beliefs about the future distribution of returns on a risky asset.
Noise traders feature several characteristics. First, they are subject to behavioural biases such
as overconfidence, conservatism, overreaction or underreaction in processing information and
forecasting stock returns. Second, they perceive risks incorrectly. Third, they form portfolios
based on noise rather than information. As a result, noise traders may drive prices away from
fundamentals. In contrast, rational arbitrageurs are sophisticated investors who have rational
expectation. They buy when noise traders depress prices and sell when traders push prices up.
Compared to noise traders, rational arbitrageurs are assumed to be risk averse and have
reasonably short investment horizons. Trading of rational arbitrageurs helps to bring prices
back to fundamentals and keeps markets efficient.

The second assumption underlying the EMH is that investors’ errors are uncorrelated.
Proponents of the EMH argue that investors’ trading behaviours are random and will be
cancelled out. As a result, the impact of noise traders is insignificant. However, researchers

show that investing in risky assets could be a social activity, investors’ transactions are
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systematically correlated, and investors are subject to the same kinds of judgment errors. In
reality, investors are exposed to information, often times rumours or noise, provided by their
family, friends, colleagues, and neighbours in casual chats. Shiller (1984) emphasises the
importance of social influences on investing in our daily lives as follows:

Investing in speculative assets is a social activity. Investors spend a substantial part

of leisure time discussing investments, reading about investments, or gossiping about

others successes or failures in investing. It is thus plausible that investors’ behaviour

(and hence prices of speculative assets) would be influenced by social movements.
Such social influence embodies in behaviour of investors in two aspects. First, apart from
fundamental information, psychology or investor sentiment may affect the decisions of
investors and drive asset prices. Second, transactions of individual investors, including
professional investors, could be systematically correlated. When investors buy or sell stocks
in concert, stock returns tend to move in lock-step. Using the trading records of individual
investors in the U.S. market, Kumar and Lee (2006) find that systematic trading by retail
investors leads to stock comovements beyond the usual risk factors. Retail trades do
aggregate across individuals and that collective action of these individuals can influence
stock returns. Their result also shows that small firms, lower-priced firms, firms with lower
institutional ownership, and value (high B/M) firms have strong retail concentration and
disproportionately high retail trading activities.

The third assumption of the EMH is that there are no limits to arbitrage, which has long
been an essential concept in traditional finance. Alexander, Sharpe, and Bailey (2001) define
arbitrage as

Arbitrage is the process of earning riskless profits by taking advantage of differential

pricing for the same physical asset or security....., arbitrage typically entails the sale

25



of a security at a relatively high price and the simultaneous purchase of the same
security (or its functional equivalent) at a relatively low price.
The EMH states that mispricing cannot occur because arbitrageurs, who form fully rational
expectations about stock prices, can always bring prices to fundamentals by taking opposite
positions against noise traders. If the price of the stock falls below that of the substitute
portfolio, arbitrageurs sell the substitute portfolio and buy the stock until these two assets
reach the same price, and vice versa.

The noise trader model predicts that the impact of noise traders on stock prices would
not be entirely countered by rational arbitrageurs because rational arbitrageurs face two types
of risk — fundamental risk and noise trader risk. These risks would deter the willingness of
arbitrageurs from betting against noise traders and limit the size of the arbitrageurs’ initial
positions, leaving the price deviating from its fundamental value.

Fundamental risk exists because new fundamental information may unexpectedly arrive
after an arbitrageur has taken his initial position. For example, an arbitrageur who believes
that a particular stock is selling above the stocks’ present value of expected future dividends
is selling short this stock in hopes of making profits when closing his position by buying back
the stock at a lower price in the future. The arbitrageur is bearing the risk that the realisation
of dividends may turn out to be better than expected or new fundamental information of
positive nature may suddenly arrive. The arbitrageur would suffer a loss on his position in
either case. In the first scenario in which the realised dividends are higher than expected, the
arbitrageur who sells short are responsible for the payment of the dividends to the investor
from whom he borrowed the stock for short selling. Miscalculation of the future dividends
would result in an additional cash crunch for the arbitrageur. In the second scenario in which
new fundamental information unexpectedly arrives, the arbitrageur is likely to suffer a loss if

this new information is positive and causes the price to rise above his short-selling price for
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his initial position. As a result, fear of such a loss limits arbitrageurs’ trading against noise
traders even arbitrageurs believe that the current market price is not in line with its
fundamental value.

The second risk that deters arbitrageurs from taking opposite positions against noise
traders is noise trader risk. Noise trader risk arises from the unpredictability of the future
resale price caused by the unpredictability of noise traders’ future opinions or investor
sentiment (DSSW 1990). Suppose an arbitrageur is short selling an overpriced stock and will
liquidate his position in the future, he must bear the risk that at that time the stock will be
even more overpriced than it is today because of the increasing bullishness of noise traders
later. If he for some reasons has to liquidate his short position before the price returns to the
fundamental value, he would suffer a loss. The more unpredictable the future resale price is,
the higher the noise trader risk can bring to the market. The possibility that the mispricing
being exploited by the arbitrageur worsens in the short run limits the arbitrageur’s initial
position and hence keeps him from driving the price entirely back to its fundamental value.

In real-world trading, there are some other factors that further limit arbitrage and hence
noise traders can create an extensive effect on stock price and arbitrageurs’ efforts to bring
price back to fundamental value may become in vain.

The first factor is the length of the arbitrageurs’ horizon (DSSW, 1990; Shleifer and
Summers, 1990). Noise trading can more effectively drive prices away from fundamentals
when arbitrageurs have shorter horizons. In general, arbitrageurs have finite horizons. Several
reasons explain why arbitrageurs have short horizons. For example, arbitrage is costly.
Arbitrageurs must pay per period fees in order to borrow cash or securities to implement their
trades. The longer period they take to close out their positions, the higher amount of such fees

accumulates. Costly real-world arbitrage discourages arbitrageurs to trade and hence they fail
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to completely eliminate the long-term price divergence from fundamental values caused by
noise trading.

The second factor is the ownership of the money that arbitrageurs use to engage in
arbitrage (Shleifer and Vishny, 1997). In the real world, professional managers who engaged
in arbitrage act as agents for their investors: they manage other people’s money. Arbitrageurs
with highly specialized knowledge of financial markets usually engage in arbitrage using the
money from wealthy individuals, banks, endowments, and other investors who are perceived
to have a limited knowledge of these markets. Investors quite often allocate their money to
the funds managed by such arbitrageurs based on their past returns — performance-based
arbitrage. When prices further diverge far away from fundamental values, the performance of
arbitrageurs can get worse. It is the time that arbitrageurs require more capital to exploit such
profit opportunities. However, investors might withdraw their money from the arbitrageurs
because of the observed bad performance of the arbitrageurs. As a result, arbitrageurs can
become most constrained when they have the best opportunities to bet against this mispricing.
This phenomenon gives more room for noise traders to increase the effectiveness of their
trading on stock prices. Performance-based arbitrage helps boost the force of noise trading in
the market, especially when prices are significantly out of line and arbitrageurs are fully
invested.

Finally, market structure can also influence the effect of investor sentiment on the
behaviour of stock prices. Deuskar (2008) provides empirical evidence that in a market with a
specialist market maker investor sentiment does not affect return continuation because there
is no underreaction to information in the order flow while in a market without a specialist
market marker, higher investor sentiment is associated with higher return continuation

because noise traders underreact to the information in the order flow.
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The discussion so far indicates that investor sentiment or noise trading can affect stock
prices and stock markets are not efficient. In their seminal work, DSSW (1990) develop a
noise trader risk model which shows that irrational noise traders with erroneous beliefs not
only affect prices but also earn higher expected returns than rational arbitrageurs.
Consequently, prices can prices can diverge significantly from fundamentals even though
there is no uncertainty about fundamentals. They study the equilibrium stock prices under the
assumption that arbitrage is risky and limited. Their theory shows that investor sentiment
affect stock prices through four effects. The “price pressure” effect states that as noise traders
become more bullish, their demand for stock increases and push up its price. They reduce the
return to risk bearing and, hence, the differential between their returns and those of
arbitrageurs. The “hold more” effect states that when noise traders on average become more
bullish they would hold more stock and earn a larger share of the rewards to risk bearing.
Noise traders’ expected returns relative to those of arbitrageurs increase. The buy high-sell
low effect or Fried effect is associated with the misperceptions of noise traders. Noise traders
tend to buy the most of stock just when other noise traders are doing so, together with their
poor market timing, they are most likely to suffer a capital loss. The damage caused by noise
traders’ poor market timing to their returns increases with the variability of their beliefs. The
last effect is the “create space” effect. This effect is associated with the variability of noise
traders’ beliefs. The more variable noise traders’ beliefs are, the higher the price risk is. Since
arbitrageurs are risk averse, higher price risk is a deterrent to arbitrage. DSSW (1990) show
that the price pressure and buy high-sell low effects will have lower damage to noise traders’
average returns relative to arbitrageurs’ returns, suggesting that noise traders’ relative
expected returns will rise when the variability of noise traders’ beliefs increases. The “hold

more” and “create space” effects tend to raise noise traders’ relative expected returns while
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the “buy high-sell low” and “price pressure” effects tend to lower noise traders’ relative

expected returns.

2.2.2 Investor Sentiment and Stock Price Behaviour

Over the past decade, a large of body of literature has provided empirical evidence that
investor sentiment is closely related to stock price’. Early studies focus on the time-series
relationship between investor sentiment and stock price and document that investor sentiment
is a contrary indicator of future stock returns. Fisher and Statman (2000) find both American
Association of Individual Investors’ sentiment index and Wall Street strategists’ sentiment
are negatively correlated with the S&P 500 returns in the following month®. In their later
study, Fisher and Statman (2003) examine whether consumer confidence proxies investor
sentiment and predicts stock returns. Their result shows that increases in consumer
confidence about the economy are accompanied by statistically significant increases in the
bullishness of individual investors about the stock market. Similar to their earlier findings in
Fisher and Statman (2000), their results indicate that high consumer confidence is generally
followed by low subsequent S&P 500, NASDAQ, and small stock returns.
Contemporaneously, changes in consumer confidence move in the same direction with the
S&P 500 returns.

Using a sentiment measure based on Investors Intelligence sentiment index, Brown and
Cliff (2005) find the market pricing errors predicted by their valuation model increases with
investor sentiment. High investor sentiment level is followed by low returns at horizons of

two and three years for large and growth stocks’. Charoenrook (2005) uses the University of

5 The review here focuses on the studies that use survey-based investor sentiment indicators because the sentiment measures
adopted in thesis such as consumer confidence and investor sentiment indicators are survey data. Readers who are interested
in other investor sentiment proxies can find detailed discussion in Baker and Wurgler (2007).

® Their result shows that the relationship between the level of Investors Intelligence sentiment indicator and S&P 500 returns
is also negative but not statistically significant. Furthermore, the level of sentiment does not exhibit predictive power for the
returns of small stocks.

" In contrast, their earlier study (Brown and Cliff, 2004) shows that their investor sentiment constructed differently exhibits
little power for near-term future stock returns despite sentiment levels and changes are strongly correlated with
contemporaneous market returns.
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Michigan Consumer Sentiment Index to investigate its explanatory power for market returns.
Similarly, she finds that changes in consumer sentiment are positively related to
contemporaneous excess market returns and are negatively related to future excess returns at
one-month and one-year horizons.

These findings reveal two distinctive sentiment-return relationships. First, the positive
contemporaneous sentiment-return relationship shows that stock price tends to be overvalued
in a bullish market, especially when the excessive optimism of investors is unwarranted by
fundamentals and there are limits to arbitrage in the market. Second, the negative relationship
between current investor sentiment and subsequent stock returns indicates that the market
tends to revert to its fundamental value after gradual corrections occur over a longer horizon.

Early studies on investor sentiment and stock price mainly focused on the U.S. market.
Recently, researchers have investigated whether investor sentiment affects stock returns
internationally. Due to the lack of indicators specifically compiled to measure the sentiment
of stock investors, most empirical tests employ consumer confidence to proxy for investor
sentiment. For example, Jansen and Nahuis (2003) use the consumer confidence indicators
compiled by the European Commission to investigate the short-run relationship between
investor sentiment and stock returns for 11 European countries. Their findings indicate that
stock returns and changes in sentiment are positively correlated for most of the countries in
the sample, with Germany as the main exception®. Using consumer confidence indices of 18
industrialised countries, Schmeling (2009) shows that investor sentiment is a contrarian
indicator for the future stock returns across countries: high (low) investor sentiment tends to
be followed by lower (higher) stock returns. They show that this negative sentiment-return

relationship holds for not only the aggregate market returns but also for returns of value,

8 However, they find that stock returns generally Granger-cause consumer confidence over two-week to one-month horizons,

but consumer confidence does not Granger-cause stock returns for the same horizons. This finding is in line with Otoo (1999)
for the U.S. that changes in stock prices and changes in investor sentiment are contemporaneously correlated and stock price

performance raises consumer confidence with a lag. Using different sentiment measures, Wang, Keswani, and Taylor (2006)

also find that their sentiment measures are caused by returns and volatility rather than vice versa.
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growth, and small stocks for different forecasting horizons. The effects of sentiment on stock
returns are more pronounced in countries with low institutional development or countries
which are prone to herd-like behaviour and overreaction. Akhtar, Faff, Oliver, and
Subrahmanyam (2011) even find when a lower than previous month consumer confidence is
announced, the Australian stock market suffers a significant negative announcement day
effect.

Another line of research investigates how investor sentiment influences people’s
investment decisions and subsequently affects returns of stocks with different firm
characteristics. Lee, Shleifer, and Thaler (1991) document that small stocks are
disproportionately held by individual investors, a group of people who are more likely to
trade on noise as if it were information, as opposed to institutional investors. Nagel (2005)
finds that institutional investors tend to hold large stocks and stocks with low institutional
ownership misreact to news about future cash flows. Also, Zweig (1973), Lee, Shliefer, and
Thaler (1991), and Neal and Wheatley (1998) argue that because closed-end funds are
disproportionately held by individual investors, closed-end fund discount is an appropriate
proxy for investor sentiment. They show that the discount increases as investors become
bearish. Based on this evidence, it is nature to conjecture that there is a close relationship
between (retail) investor sentiment and the returns of certain groups of stocks. Kumar and
Lee (2006) find that the trades of individual investors are systematically correlated: they buy
or sell stocks in concert. Small, value (high B/M), and low institutional ownership stocks
have stronger retail concentrations and disproportionately high retail trading activities. The
combination of the systematic trading of individual investors and high retail concentration for

certain stocks explains why the returns of these stocks tend to move together closely.
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Using consumer confidence to proxy for investor sentiment, Lemmon and Portniaguina
(2006) provide additional supportive evidence that stocks predominantly held by individual
investors such as small stocks are more prone to mispricing arising from changes in investor
sentiment. They also find that high sentiment level predicts lower future returns on value
stocks. In their seminal paper, Baker and Wurgler (2006) show that their investor sentiment
measure has cross-sectional effects on stock returns. They find that stocks whose valuations
are highly subjective and difficult to arbitrage are more likely to be affected by shifts in
investor sentiment. In particular, they show that newer, smaller, more volatile, unprofitable,
non-dividend paying, distressed or with extreme growth potential stocks earn relatively lower
(higher) subsequent returns when investor sentiment is high (low).

Motivated by the findings of these studies, this thesis proposes that investor sentiment,
if used as a conditioning variable or a risk factor, may help to capture the size, value, and
momentum anomalies. This is the primary issue that the first two essays of this thesis intend
to address. This thesis is the first that directly tests the explaining power of investor sentiment
for these anomalies by using sentiment as a conditioning variable or a risk factor in various
dynamic asset pricing models.

Finally, despite DSSW (1990) theorise that investor sentiment or noise trading can
affect the volatility of stock returns through the Friedman and the “creates space” effects,
existing empirical evidence on this line of research is scarce as opposed to the well-
documented sentiment-return evidence. Supportive evidence mainly focuses on the U.S.
market. For example, Brown (1999) shows that individual investor sentiment is related to
increased volatility of close-end funds, suggesting that irrational investors acting in concert
on noise not only influence asset prices but also generate additional volatility. Lee, Jiang, and
Indro (2002) use Investors Intelligence sentiment index to examine its relationship with stock

market volatility and excess returns. They find that the magnitude of bullish (bearish)
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changes in investor sentiment leads to downward (upward) revisions in volatility and higher
(lower) future excess returns.

The third essay of this thesis adopts the framework of Lee, Jiang, and Indro (2002) to
investigate the impacts of investor sentiment, proxied by consumer confidence, on volatility
and excess returns in the eight international markets. This essay not only extends its study to
the non-U.S. markets but also considers the following issues that Lee, Jiang, and Indro (2002)
fail to consider in their analysis. First, I control for the macroeconomic variables in the mean
equation of the GARCH model when examining the direct impact of investor sentiment on
excess returns. Second, the sentiment variable is lagged one period in the mean equation in
order to clearly demonstrate the lead-lag relationship between investor sentiment and stock
returns.

Overall, the existing literature shows that investor sentiment is a vital component in the
formation of stock prices. Investor sentiment is positively related to contemporaneous stock
returns but negatively related to subsequent returns. Investor sentiment also affects cross
section of stock returns. Some stocks are more prone to changes in investor sentiment than
the others, depending on the firms’ characteristics such as market capitalisation, price
multiples, and ownership concentration. Studies also show that investor sentiment influences
stock volatility at the market level. Despite plenty of evidence that investor sentiment exhibits
explanatory power for stock returns and volatility, to my best knowledge, no studies assess
the performance of sentiment in capturing financial market anomalies in the asset pricing
context. Contrary to most of the existing empirical studies that simply use the raw sentiment
index to explore the sentiment-return relation, the first two essays of this thesis attempt to
understand this issue from the perspective of asset pricing framework by treating investor
sentiment as a conditioning variable or a risk factor in the models. Also, using an empirical

framework that is superior to the existing studies in terms of its model specification, the third
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essay contributes to the knowledge by extending the sentiment-volatility-return to the

international markets beyond the U.S. evidence.
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CHAPTER3 DATA AND METHODOLOGY

3.1 Investor Sentiment Measures

Despite a growing body of empirical studies on the influence of investor sentiment on
stock market has emerged dramatically over the last two decades, there is no consensus on
investor sentiment measures in the literature.

The investor sentiment measures employed in previous studies fall into two categories:
survey-based and market-based sentiment indices. Survey-based investor sentiment indices
are obtained by polling the opinions or perceptions of household investors or financial
experts on a regular basis — usually weekly or monthly. The respondents are requested to
express their beliefs about the prospect of the economy, personal financial situation, or the
predicted move of the stock market. Examples of survey-based sentiment indices are the
University of Michigan Consumer Sentiment Index, the Conference Board Consumer
Confidence Index, and the Investors Intelligence sentiment index. Some researchers use or
develop market-based investor sentiment indices which are calculated based on stock market
transaction activities. These investor sentiment measures, for example, include put-call ratio
and the Volatility Index (VIX). Bake and Wurgler (2006) develop a composite index of
sentiment based on the common variation in six underlying proxies for sentiment: the closed-
end fund discount, NYSE share turnover, the number and average first-day returns on IPOs,
the equity share in new issues, and the dividend premium. Despite various indices are used to
proxy investor sentiment, they reflect and capture different aspects of information. The
selection of investor sentiment proxy in empirical work is sometimes arbitrary, depending on
the purpose of the study and the data availability.

This thesis employs both survey-based and market-based investor sentiment indices.
For the tests of the U.S. market, I use the University of Michigan Consumer Sentiment Index,

the Conference Board Consumer Confidence Index, the Investors Intelligence sentiment
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index, and Baker and Wurgler’s composite sentiment index. When examining the impact of
investor sentiment on the performance of the international stock markets, I use mainly the
country-specific consumer confidence index — an index that is similar to the University of
Michigan Consumer Sentiment Index. The literature, for example, Jansen and Nahuis (2003)
and Schmeling (2009), that investigates the sentiment-return relation in international stock
markets uses consumer confidence as a measure of investor sentiment due to the lack of
direct investor sentiment like Investors Intelligence sentiment index that is particularly
focused on the beliefs of the specific stock market in a country. Fisher and Statman (2003)
show that consumer confidence moves with investor sentiment in the U.S. market. Therefore,
this thesis uses consumer confidence for the non-U.S. stock markets to proxy the investor
sentiment of each market. The consumer confidence indices used in this study are either
provided by the governments or institutions of these countries.

This section introduces each investor sentiment measure used in this thesis, including

the contents of each index and the method used to compose its overall score or index.

3.1.1 The University of Michigan Consumer Sentiment Index

The University of Michigan Consumer Sentiment Index has been published on a
quarterly basis for months 3, 5, 8, and 11 since 1947 and became on a monthly basis since
1978. It polls via telephone approximately 500 respondents representing all U.S. households
based on their opinions regarding buying major household items, current financial position,
the twelve-month conjecture of business conditions, and the five-year forecast of the
economy prospects as well as unemployment conditions. In particular, the overall consumer
confidence index is based on the following five questions: (1) Do you think now is a good
time for people to buy major household items? (good time to buy/uncertain, depends/bad time
to buy). (2) Would you say that you (and your family living there) are better off or worse off

financially than you were a year ago? (better/same/worse). (3) Now, turning to business
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conditions in the country as a whole—do you think that during the next 12 months, I’ll have
good times financially or bad times or what? (good times/uncertain/bad times). (4) Looking
ahead, which would you say is more likely—that in the country as a whole I’ll have
continuous good times during the next 5 years or so or that I’ll have periods of widespread
unemployment or depression, or what? (good times/uncertain/bad times). (5) Looking
ahead—do you think that a year from now, you (and your family living there) will be better
off financially, or worse off, or just about the same as now? (better/same/worse).

For each question a “diffusion measure” is calculated as 100 plus the difference
between the percent of favorable replies and the percent of unfavorable replies. Then, an
index is constructed by dividing the level of diffusion measure by the base-period level of
110 and multiplying by 100 (i.e., diffusion measure times 0.909). Finally, Michigan obtains
an overall consumer confidence index by averaging the diffusion indices into a composite

diffusion index and then converting the results to a base-period index.

3.1.2 The Conference Board Consumer Confidence Index

The Conference Board Consumer Confidence Survey started on a bimonthly basis in
1967 and became available on a monthly basis in 1977. The Conference Board mails out the
survey questionnaires to 5,000 households designed to represent all US households. The
index results are based on approximately 3,500 responses. The questions surveyed by the
Conference Board are designed to track the respondents’ perceptions or forecast on the
present business conditions, current job availability, business conditions over the next six
months, job availability over the next six months, and family income prospects over the next
six months. The questions — somewhat different from those in the Michigan survey — are (1)
How would you rate present general business conditions in your area? (good/normal/bad). (2)
What would you say about available jobs in your area right now? (plentiful/not so many/hard

to get). (3) Six months from now, do you think business conditions in your area will be
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(better/same/worse)? (4) Six months from now, do you think there will be (more/same/fewer)
jobs available in your area? (5) How would you guess your total family income to be 6
months from now? (higher/same/lower).

Slightly different from the Michigan survey, the Conference Board calculates its
diffusion measure by dividing the positive response percentage by the sum of the positive and
negative response percentages. Then, the index is obtained by dividing the diffusion measure
by 62.5 (the diffusion measure in the base period)’. The Conference Board calculates an
overall index from the question-level indices by converting each diffusion index to a base-

year index and then averaging the indices together.

3.1.3 The Investors Intelligence Sentiment Index

The Investors Intelligence sentiment index, published by Chartcraft, has become
available since 1963. The survey was monthly for 1963, then bi-weekly through June 1969
when it was shifted to the weekly schedule, that continues through the present. It reflects the
outlook of independent financial market newsletter writers. Investors treat this index as a
contrarian indicator in the sense that extremes of the index in either direction are signals of
reversal of the market’s current trend'’. Investors are advised to act opposite to the balance of
expert opinion since most advisory services are trend followers: they are most bearish at
market bottoms, and least bearish at market tops (Investors Intelligence, November, 1984).

Unlike consumer confidence that is mainly designed to track consumer attitudes and
expectations, Investors Intelligence sentiment index directly reflects the opinions of the stock
market participants. Each week, the editor of Investors Intelligence reviews approximately
150 market newsletter writers and classifies their opinions into three categories. “Bullish”

represents , among the total number of the bullish and bearish newsletter writers, the

% The Michigan and the Conference Board use different base periods — 1966:Q1 and 1985. Therefore, the index levels of the
two surveys are not comparable since the response patterns on which the indices are based are different.
' The “normal range” Investors Intelligence considers to be 45% bulls, 35% bears, and 20% correction.
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percentage of the bullish advisors who recommend stock for purchase or predict that the
stock market will rise; “Bearish” indicates the proportion of the advisory services that
recommend closing long positions or opening short ones because the market is predicted to
decline; “Correction” denotes the ratio of the newsletter writers who predict a bull market but
advises clients to hold off buying, or predicts a bear market but sees a short-term rally in the

near future.

3.1.4 The European Commission Consumer Confidence Index

For each examined EU country I use the consumer confidence survey composed by the
European Commission. The monthly European consumer confidence surveys began in 1985.
The survey is conducted by various national institutes on behalf of the European Commission.
The consumer confidence survey is one of the surveys used to construct the Economic
Sentiment Indicator. The sample sizes for consumer confidence surveys are: 2,000 for UK,
3,300 for France, 2,000 for Germany, and 2,000 for Italy. The European consumer
confidence surveys are harmonized, thus, the questionnaires are identical in all countries.

The respondents express their economic or financial expectations over the next twelve
months in the following areas: the general economic situation, unemployment rate, personal
household financial position, and personal savings. Specifically, they are asked to answer the
following questions: (1) How do you expect the general economic situation in this country to
develop over the next 12 months? It will (get a lot better (PP) /get a little better (P) /stay the
same/get a little worse (N) /get a lot worse (NN) /don’t know). (2) How do you expect the
number of people unemployed in this country to change over the next 12 months? The
number will (increase sharply (NN) /increase slightly (NN) /remain the same/fall slightly (P)
/fall sharply (PP) /don’t know). (3) How do you expect the financial position of your
household to change over the next 12 months? It will (get a lot better (PP) /get a little better

(P) /stay the same/get a little worse (N) /get a lot worse (NN) /don’t know). (4) Over the next
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12 months, how likely is it that you save any money? (very likely (PP) /fairly likely (P) /not
likely (N) /not at all likely (NN) /don’t know). The relative score for each question is
calculated as the difference between the percentages of positive (PP and P) and negative (NN
and N) answers with the weight of 1 on PP and NN, and of 0.5 on P and N. (i.e.,

CC,=(PP+0.5P)—(NN,+0.5N,),i=1,2,3,4). The overall consumer confidence index that

captures the degree to which how the consumers are confident about the prospect of the
future economy is then obtained as the unweighted average of the four relative scores.

The consumer confidence surveys conducted by the University of Michigan, the
Conference Board, and the European Commission are designed to measure the same concept
but are different in terms of sample size, survey methodology, index construction, and
questions asked. Some differences in the contents among these three surveys are noted. First,
the European consumer confidence survey focuses exclusively on the respondents’
expectations about the future, while the U.S. surveys also look at perceptions of present
economic conditions. Second, the Michigan survey seeks some backward-looking
information because the respondents are asked whether their financial positions have
improved over the past year. Third, the Conference Board survey focuses on the economic
conditions of the specific residential areas of the respondents while the other two surveys
concern about the economic condition in the country as a whole. Fourth, the Conference
Board asks about expectations over a relatively short horizon of six months, while the other

two surveys look further out, to twelve months or five years.

3.1.5 The Japanese Consumer Confidence Index

To measure the investor sentiment in the Japanese stock market, this thesis adopts the
consumer confidence index published by the cabinet office of Japan. The Japanese consumer
confidence survey became available on a monthly basis after 1982. It surveys the perceptions

of 6,720 households in overall livelihood, income growth, employment, and willingness to
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buy durable goods. The sample households are asked to evaluate on a scale of one to five
based on their beliefs in the following four questions. (1) Do you think your family’s life will
get better in the coming 6 months? (improve/improve slightly/no change/ worsen
slightly/worsen). (2) Do you think your family will receive more revenue in the coming 6
months? (improve/improve slightly/no change/ worsen slightly/worsen). (3) Do you think the
employment situation (stabile employment and easy in finding a job) will get better in the
coming 6 months? (improve/improve slightly/no change/ worsen slightly/worsen). (4) Do you
think the condition to purchase consumer durables will get better in the coming 6 months?
(improve/improve slightly/no change/ worsen slightly/worsen).

After the consumers’ perceptions of the above questions are obtained, points are then
allotted in accordance with the one-to-five scale for each question based on the anticipated
effects on consumption. The consumer perception index is calculated by computing the
weighted average of the points of the results (component ratio). (The following evaluation
points in the five response categories are multiplied by the component ratio (%) and added:
positive responses (improve +1), (improve slightly +0.75); neutral response (no change +0.5);
negative responses (worsen slightly +0.25), (worsen +0). The consumer confidence index
(original figure) is then calculated by simply averaging the four consumer perception indices

(original figures).

3.1.6 The Australian Westpac-Melbourne Institute Survey of Consumer Sentiment

I use the Westpac-Melbourne Institute Consumer Sentiment Index, published by the
Melbourne Institute of Applied Economic and Social Research, to measure the investor
sentiment of the Australian stock market. The survey began in 1974 to provide an indication
of the level and shifts in consumer sentiment over time. The indicator reflects consumers'
opinions by combining their replies to five internationally standardized questions, originating

from the U.S. survey. The survey that polls 1,200 households in Australian covers consumers'
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personal financial position and expectations, national economic expectations (over the next
12 month and over the 5 next years) and attitudes to major purchases. The survey contains
five questions. (1) Are you better or worse off financially now than a year ago? (better off/the
same/worse off). (2) Do you expect to be better or worse off financially this time next year?
(better off/the same/worse off). (3) Do you expect good or bad economic times over the next
12 months in Australia? (good times/uncertain/bad times). (4) Do you expect good or bad
economic times over the next 5 years in Australia? (good times/uncertain/bad times). (5) Is it
a good or bad time to buy major household items? (good time to buy/uncertain, depends/bad
time to buy).

The Westpac-Melbourne Consumer Sentiment Index is calculated as the balance of
optimism regarding five questions about the general economic outlook. The calculation of the
overall score of the index is simple. Each question can be represented by an index that is
equal to the percentage of optimists minus percentage of pessimists plus 100. The Consumer

Sentiment Index is an average of the five component indices.

3.1.7 The New Zealand Westpac-McDermott Miller Consumer Confidence Survey

For the New Zealand market, I use the Westpac-McDermott Miller Consumer
Confidence Index surveyed by Westpac Banking Corporation in New Zealand. The survey
initiated in 1988. The questions are the same as those asked in the Australian survey. The
data are collected via a random sample of at least 1,500 New Zealanders by means of
computer aided telephone interviews. The index is calculated as 100 plus the unweighted
average of the difference between positive/optimistic responses and negative/pessimistic
responses. A score above 100 denotes more optimism than pessimism and a score below 100
denotes more pessimism than optimism. McDermott Miller Limited claims that “The Index

can be compared directly with the Australian Westpac-Melbourne Institute Index of
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Consumer Sentiment ... It can also be compared with similar United States and European

indices.”

3.1.8 The European Commission Economic Sentiment Indicator

In addition to consumer confidence, for the European Union (EU) markets, I also
include the European Commission Economic Sentiment Indicator (ESI) in order to analyze
impact of the sentiment of the consumer and manufacturers on the European stock markets.
The ESI is constructed as a weighted average of monthly survey results from five sectors:
industry (with a weight of 40%), services (30%), consumers (20%), retail trade (5%) and
construction (5%). Most of the ESI surveys started in 1985 with the exception of the services
sector, which started later. Approximately 125,000 firms and almost 40,000 consumers are
surveyed across the EU. For the countries examined in this paper, the total sample sizes are
5,800 for the UK, 18,550 for France, 10,460 for Germany, and 9,600 for Italy.

The ESI reflects the confidence of the consumers and manufactures of each EU country.
The basic idea behind the ESI is that, if consumers and manufacturers feel confidence about
the prospects of the general economic and own financial situation, they are more willing to
increase their consumption and production, respectively. As a result, the stock markets should

reflect such economic activities if economy-wide sentiment influences stock price behaviour.

3.1.9 Baker and Wurgler Composite Investor Sentiment Index

Apart from the aforementioned survey-based measures of investor sentiment, this thesis
also adopts a composite investor sentiment index developed by Baker and Wurgler (2006).
Using the constructed sentiment index, Baker and Wurgler (2006) find that investor
sentiment exhibit cross-sectional impacts on individual stock returns. Their result shows that
when the beginning-of-period sentiment is low (high), subsequent returns are relatively high
(low) for small stocks, young stocks, high volatility stocks, unprofitable stocks, non-

dividend-paying stocks, extreme growth stocks, and distressed stocks.
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Baker and Wurgler (2006) use principal component analysis to construct this sentiment
index based on the common variation in six underlying investor sentiment proxies: the
closed-end fund discount, NYSE share turnover, the number and average first-day returns on
IPOs, the equity share in new issues, and the dividend premium''. They argue that this
constructed sentiment index can isolate the common sentiment component from idiosyncratic,
non-sentiment-related components existing in these sentiment proxies.

Alternatively, Baker and Wurgler (2006) provide a cleaner constructed sentiment index
in the sense that it removes business cycle from the sentiment proxies. They first regress each
of the six raw sentiment proxies on the growth in the industrial production index, the growth
in consumer durables, nondurables, and services, and a dummy variable for NBER recessions.
Then the first principal component of the residuals from these regressions is used as the
alternative sentiment index.

When constructing a sentiment-based risk factor in the second essay of this thesis, I use
sentiment measures compiled by Investors Intelligence and Baker and Wurgler composite
sentiment indices, respectively. These indices capture distinct information about investor
sentiment due to their differences in sentiment construction. The index proposed by Baker
and Wurgler (2006) attempts to extract investor sentiment from the trading-related variables
in the stock market while the Investors Intelligence index captures the psychological attitudes
and forecasts of the experts towards the future movement of the stock market. Using different
sentiment measures helps to examine whether my results are sensitive to the choice of

sentiment proxy.

3.2 Market Data
This thesis employs both the firm-level and market-level stock returns data. In the first

and second essays that explore the role of investor sentiment in determining the cross-section

" The sentiment index used in Baker and Wurgler (2006) is annual data. Baker and Wurgler publish the monthly sentiment
index later at their website http://pages.stern.nyu.edu/~jwurgler/.
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of stock returns and the ability of investor sentiment to capture the financial market
anomalies, I use the firm-level data. In the third essay that investigates the direct and indirect
impacts of investor sentiment on stock market returns in different countries, I adopt the

market-level data.

3.2.1 Firm-Level Data

I use the monthly transaction data of the common stocks listed on the NYSE, AMEX,
and the NASDAQ for the period from July 1964 through December 2005. The firm-level
variables for the equity data are retrieved from the Centre for Research in Security Price
(CRSP) and COMPUSTAT datasets.

A stock must meet the following criteria in order to be included for analysis: First, the
return in the current month, 7, and over the past 36 months must be available. Second,
observations on stock prices and shares outstanding for calculating firm size and the month
t — 2 trading volume for calculating turnover must be available. Third, B/M as of December
of the previous calendar year must be available from the COMPUSTAT dataset. The analysis
only includes stocks with positive B/M as in Fama and French (1992). The first two years of
COMPUSTAT data for every firm are dropped to control for the COMPUSTAT survival bias
as in Fama and French (1992) and Kothari, Shanken, and Sloan (1995). As in Fama and
French (1992), the value of B/M for July of year ¢ to June of year ¢t + 1 is computed using
accounting data as of the end of year t — 1. Following Avramov and Chordia (2006), B/M
values greater than the 0.995 fractile or less than the 0.005 fractile are set to be the values of
the 0.995 and 0.005 fractiles, respectively. The CRSP value-weighted return is employed to

proxy for the market return.

3.2.2 Market-Level Data
When investigating the channels through which investor sentiment affect stock market

performance in the third essay, I adopt the major market index of each examined country as a
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measure of the stock market performance. These market indices are widely reported in the
medium and draw close attention of the public.

The monthly stock market return indices are collected from Datastream and include
S&P500 (the U.S.), FTSE100 (the U.K.), CAC40 (France), DAX30 (Germany), MIB30
(Italy), NIKKEI225 (Japan), ASX20 (Australia) and NZ50CAP (New Zealand). I use each
country’s one-month T-bill rate to proxy for the risk-free rate except for Australia and New
Zealand which the one-month interbank rates are used because the one-month T-bill rates are
not available for these two countries in Datastream. The sample start dates vary across

countries due to data availability but all end in September 20062,
3.3 Methodology

3.3.1 The Two-Pass Regression Framework

Avramov and Chordia (2006) propose a two-pass regression framework that applies to
single securities to test whether various conditional versions of the asset pricing model
specified in the first-pass regression can successfully explain the financial market anomalies
examined in the second-pass regression. Their framework is particularly suitable for the
purpose of my study on the role of investor sentiment as conditioning information or as a risk
factor in explaining the financial market anomalies.

This section introduces the two-pass regression framework based on which I develop
the sentiment-augmented asset pricing model that includes investor sentiment as a
conditioning variable in the information set or one that contains a risk factor constructed
based on the sensitivity of stock returns to the change in investor sentiment.

The exact pricing specification of a conditional version of a K-factor model is

"2 The starting months for the sample periods are 01. 1985 for U.S., 01. 1986 for UK., 01. 1989 for France, 01. 1991 for
Germany, 12. 1994 for Italy, 03. 1993 for Japan, 06. 1992 for Australia, and 01. 2001 for New Zealand.
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K
Et—l(Rjt) = Rp + Z Akt-1 ﬁjkt—l (3.1
k=1

where E¢ is the conditional expectations operator, R, is the return on stock ; at time ¢

and R, is the risk-free rate. Ai.i is the risk premium for factor k at # — 7 and S, is the

conditional beta corresponding to factor k. This pricing specification imposes the theoretical
restrictions ex ante that the zero-beta return equals the risk-free rate and that the factor
premium is equal to the excess return on the factor, in line with Lewellen, Nagel and Shanken
(2008). Using an econometric model derived from Equation (3.1), I attempt to understand
whether asset-pricing anomalies might exert impacts on risk-adjusted returns — the parts of
stock returns left unexplained by pricing models.

The two-pass regression framework that considers investor sentiment, default spread
and firm characteristics as conditioning variables to form a dynamic asset pricing model can

be summarised in a generic form as

R; =R, —[R,+p(6:S, .2, X)) Fl=c,,+¢Z,  +e, (3.2)

< jt-1
where R;, is the estimated risk-adjusted return on stock j for time ¢ and is equal to the

sum of the intercept and the residual obtained from a first-pass time-series regression that

contains the risk factors under examination. # denotes the parameters that capture the

dependence of £ on investor sentiment (S, ,), default spread (z, ,), and firm characteristics
(X ;). F is the vector of risk factors specified in the asset pricing model. The vector of the

conditional beta is estimated by the first-pass time-series regression over the entire sample

period. Z,, , is the vector of the financial market anomalies — the size, value, liquidity, and

-1
momentum effects — that the traditional asset pricing models fail to capture. ¢, is the vector

of characteristics rewards. Equation (3.2) is a cross-sectional regression by which I run, in

each month, the estimated risk-adjusted returns of individual stocks on the variables of size,
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B/M, liquidity, and prior returns. I test the null hypothesis that the second-pass cross-

sectional slopes on the financial market anomalies are zero and statistically insignificant, that

~ ' -1 ' * . T~ . .
is, ¢, =(Z,Z,) Z R,=0. The adjusted R squared (R”) in the second-pass regression serves
as an indicator for comparing the relative overall performance of the conditional

specifications of the asset pricing model. A smaller cross-sectional R* indicates a higher
overall explanatory power of the asset pricing model specified in the first-pass regression for
stock returns.

Following Avramov and Chordia (2006), I use the deviations of the firm-specific
characteristics from the cross-sectional means in a given month rather than the raw values of
the firm characteristics as the regressors in the second-pass cross-sectional regression. This
implies that the average stock will have a value of zero for each of the non-risk firm
characteristics, so only the risk factors can determine its expected return. The variables of
firm characteristics are also lagged one more period to get around the possibility that the

estimate of the risk-adjusted return may be biased due to bid-ask effects and thin trading.

3.3.2 Conditional Specifications of Asset Pricing Models

The traditional asset pricing models used to form the sentiment-augmented models in
my study are: (i) the CAPM, (ii) the Fama-French (1993) three-factor model (FF), (iii) the FF
model augmented by the Pastor-Stambaugh (2003) liquidity factor (FFP), (iv) the FF model
augmented by the winners-minus-losers portfolio (WML) which proxies for the momentum
factor (FFW), and (v) the FF model augmented by both the liquidity and the momentum
factors (FFPW).

The most parsimonious traditional asset pricing model examined is the CAPM which
contains only a single risk factor — the excess market return. To illustrate the approach to

forming the conditional models used in the first-pass regression in the two-pass regression
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framework, I use the single-factor CAPM as an example. Assuming the beta of the excess

market return, S, , can be expressed as a function of investor sentiment (S.;), default spread

jt=12

(z1), and firm characteristics (SIZEj.; and B/M;. ;) as’

ﬂjt—l R j3S—1 4% 1S
+(ﬂ,5 +ﬁJ6Sz 1 P72 1)SIZE

jt-1

+(ﬂj8+ Jj9 t—l+ j10 tl)(B/M)/zl

(3.3)

Substitute Equation (3.3) into the CAPM, the conditional version of the CAPM that

contains these three conditioning variables is

Iy =¢, +ﬂ/1 't +:B12 11Dt +IB/3SZ 1ot +/B14 St

+IB]5SIZE]t 1" mt +ﬂj6S S[ZE]t 1 rm j7Zt ISIZEjt 1" mt (34)
+ﬂJSB/M]tlmt+ﬂ]9S B/M]tlmt 110Z1— IB/thlmt

where the firm characteristics, investor sentiment and default spread are all lagged one

period to stock returns and risk factors. The estimated risk-adjusted return on stock j at time ¢

to be used in the second-pass regression as in Equation (3.2)is R, =, +u,, .

This approach can be applied to other examined models to form the corresponding
conditional version of the pricing model with more risk factors like the one that contains all

the considered risk factors like the FFPW model as follows
= +ﬂjmrmt + jSmSm +ﬂjml_ﬂ\ﬂ’t +ﬂjPSPSt +ﬂjmm +u, (3.5
where 7, = R, — R, and r,, is the excess return on the (CRSP value-weighted) market
index at time 7. u, is the error term. SMB denotes the monthly return difference between the

average return on the three small size portfolios minus the average return on the three big size

portfolios. HML denotes the monthly return difference between the average return on the two

1 One can form different specifications by considering the beta to be a function of different conditioning variables. This will
be further discussed in Chapters 4 and 5.
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value portfolios minus the average return on the two growth portfolios. PS is the Pastor-
Stambaugh (2003) liquidity factor constructed by the difference between the value-weighted
return on the high liquidity sensitive portfolios and the value-weighted return on the low
liquidity sensitive portfolios. WML is the momentum factor that represents the difference
between the returns on the winner and the loser portfolios of the momentum strategies

depicted by Jegadeesh and Titman (1993).

3.3.3 Construction of Investor Sentiment Risk Factor

The previous sections illustrate how various versions of the conditional asset pricing
models can be formed in order to test their ability to capture the financial market anomalies.
Using this framework, Chapter 4 tests the role of investor sentiment as a conditioning
variable in the information set in investigating the financial market anomaly issue. The
second role of investor sentiment that Chapter 5 of this thesis intends to explore is its role as a
risk factor in asset pricing. This requires the construction of a risk factor based on investor
sentiment measures.

This section discusses how the investor sentiment factor is constructed and is used to
form the unconditional and conditional versions of the asset pricing models. My approach of
constructing the sentiment factor is in the spirit of the SMB and HML factors constructed by
Fama and French (1993) and the liquidity factor of Pastor and Stambaugh (2003). In
particular, SMB, HML, and the liquidity factors are the payoffs on the long-short spreads
constructed by sorting stocks according to market capitalization, B/M, and the sensitivity of
stock returns to liquidity (the liquidity beta), respectively. Similarly, the sentiment factor
SMN (sensitive minus non-sensitive) in my study represents the payoffs on the long-short
spreads constructed by sorting stocks according to the sensitivity of stock returns to investor

sentiment (the sentiment beta).
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I start with the estimation of the sensitivity of the excess returns on individual stocks to
the changes in the market-based investor sentiment index. Prior studies that explore the
relation between investor sentiment and stock returns use sentiment measures based on either
survey indices or market data'®. I consider both the raw sentiment index and the index that is
orthogonalized to macroeconomic variables by Baker and Wurlgler (2006). I also use the
survey-based sentiment index — the Investors Intelligence sentiment index which reflects the
perceptions of investment newsletter writers about the stock market. Using different
sentiment measures in the construction of the investor sentiment factor allows us to examine
whether the empirical results are influenced by the choice of the sentiment measures.

The estimation for sentiment beta is performed on the 25-month window rolled 1 month
forward based on the following equation

e —
jt =Rjt_RFt

= aj + B{ASENT, + Bt +B; P SMB, + B{MHML, + &, (3.6)
For each stock in turn, the sentiment beta ] at time t is estimated using the monthly

observations from months t through t-24. For each month I then break the stocks into five
sentiment beta groups based on the absolute values of the monthly sentiment beta'’. The
monthly returns on the SMN factor are obtained by subtracting the returns on the equally
weighted portfolio of the lowest sentiment beta group (non-sensitive portfolio) from the
returns on the equally weighted portfolio of the highest sentiment beta group (sensitive

portfolio).

The rationale underpinning the construction of the sentiment factor according to the

sentiment beta is inspired by the empirical findings of Baker and Wurgler (2006) that investor

' For example, Fisher and Statman (2000) find that the sentiment level of Wall Street strategists is a reliable contrary
indicator for future S&P 500 index returns. Others use the closed-end fund discount, e.g., Lee, Shleifer and Thaler (1991),
Chopra et al. (1993), Swaminathan (1996), and Neal and Wheatly (1998).

"> The absolute value of the sentiment beta rather than its raw value is used because the former represents the degree to
which stock returns move in response to the change in the raw investor sentiment index. The higher the absolute value of the
sentiment beta, the higher the responsiveness of stock returns to the change in sentiment.
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sentiment not only has explanatory power for the time series of stock returns but also has a
significant role in determining the cross section of average return on stocks. They document
that when sentiment is low, smaller, younger, more volatile, unprofitable stocks, non-
dividend-paying, extreme growth and distressed stocks earn higher subsequent returns, while
these stocks earn relatively low subsequent returns when sentiment is high. Similarly,
Glushkov (2006) finds that high sentiment beta stocks tend to be smaller, more volatile stocks
with greater short-sales constraints and lower dividend yields that do not earn higher average
returns in the short-run but require a premium in the long-run. He also provides theoretical
justification that the correlation of a stock with investor sentiment increases as the proportion
of irrational sentiment traders in a stock, which is reflected by the value of the sentiment beta.
Incorporating the constructed sentiment factor into the traditional asset pricing models
allows me to form sentiment-augmented pricing models to investigate the explanatory power
of the sentiment factor for the size, value, turnover and momentum effects. This investigation
is conducted in the two-pass regression framework that has been discussed previously. If the
sentiment factor helps to explain the financial market anomalies, it is expected to see that the
anomalies variables in the second-pass regression become statistically insignificant once the
sentiment factor appears in the asset pricing model specified in the first-pass regression.
Sorting stocks into groups based on certain firm-specific characteristics has been
widely adopted as a standard approach in the finance literature to informally test the relation
between the interested firm-level variables and stock price behaviour (Fama and French,
1992; Pastor and Stambaugh, 2003) The approach to constructing the sentiment risk factor in
my study is in the same spirit as the literature. It is worth some discussion about the reason
why I sort stocks into five quintiles based on the absolute value of the sentiment beta of each
stock rather than its raw value. My approach relies on two critical assumptions that underpin

behavioral finance. First, some investors, if not all, are subject to investor sentiment (DSSW,
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1990). Baker and Wurgler (2007) define investor sentiment as “a belief about future cash
flows and investment risks that is not justified by the facts at hand”. Second, the limits of
arbitrage exist because betting against sentimental investors is costly and risky. Based on
these two assumptions, DSSW (1990) theorise that sentimental investor who trade on noise,
i.e., the noise traders as they dub in their paper, can affect stock prices and create a risk in the
price of the asset that deters rational arbitrageurs who trade on information from aggressively
betting against them. As a result, stock prices can deviate from fundamental values
dramatically in an unpredicted way depends on the sensitivity of stock returns to the change
in investor sentiment, which can be measured by the absolute value of the sentiment beta 57
in Equation (3.6).

Researchers in behavioural finance claim that stock price contains at least two
components: fundamental risk and noise trader risk. Assuming stocks A, B, and C have the
same fundamental risk. Consider two stocks with the same absolute value of sentiment beta
but have opposite signs, for example, stock A has a positive sentiment beta of 1 and stock B
has a negative sentiment beta of -1. Assuming stock C has a zero-sentiment beta which
suggests that its price is not affected by investor sentiment but determined completely by its
fundamental value. Which stock is more affected by investor sentiment and hence perceived
to be riskier by rational arbitrageurs? For rational arbitrageurs, stocks A and B are equally
risky because their returns are equally sensitive to the change in investor sentiment. With a
sentiment beta of 1, the return of stock A would increase by 1% as investor sentiment goes up
by 1%. This suggests that whenever investor sentiment increases by 1% the stock price would
be driven away positively by investor sentiment from its fundamental value by 1%. For
arbitrageurs who would like to bet against stock A, they bear noise trader risk as described in
DSSW (1990) because the price may not return to its fundamental value as expected in their

investment horizon. If the price goes extremely, it can further deviate in a positive direction
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from the fundamental value in a prolonged period of time and causes capital loss for
arbitrageurs. Would the arbitrageurs face less risk and suffer less loss had they bet against
stock B? The answer is “No”. With a sentiment beta of -1, stock B simply suggests that its
price will be driven to the other direction, i.e., negatively, from the fundamental value when
investor sentiment goes up. For stocks A and B, the magnitude of the price deviations from
their fundamental values is actually identical because their prices respond to the change in
investor sentiment equally though in different directions. Any traders who have taken
opposite positions on stock A or stock B against noise traders’ are expected to bear the same
amount of the noise trader risk created by the unpredictability of noise traders’ beliefs. By
contrast, stock C with a zero-sentiment beta contains no noise trader risk because its price is
assumed to be determined by fundamental risk only and is unaffected by investor sentiment.
Hence, for rational investors, stocks A and B are equally risky and stock C has the smallest
risk given the equal fundamental risk for all three stocks.

To the contrary, using the raw value of the sentiment beta to form stock groups would
mistakenly conclude that stock B is the least risky investment followed by stock C, and stock
A has the highest risk. Sorting the stocks into quintiles by the raw sentiment beta would lead
to conceptually incorrect sentiment-beta portfolios because the purpose is to form portfolios
on the basis of the sentimental risk caused by noise trading which can be properly captured
by the sentiment beta in absolute terms. Therefore, it would be more appropriate to use the

absolute value of the sentiment beta rather than its raw value.

3.3.4 The GARCH-M Model

Chapter 6 modifies the framework of Lee, Jiang, and Indro (2002) to test the channels
by which investor sentiment affects stock returns. According to DSSW (1990), investor
sentiment either directly influences stock returns or indirectly affects stock returns by

changing the volatility of returns. DSSW (1990) theorise that the direct effect of investor
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sentiment on stock returns is the result of the “hold more” and the “price pressure” effects
while the indirect effect is determined by the Fried and the “create space” effects. Lee, Jiang,
and Indro (2002) propose that GARCH-M model can be used to capture these four impacts of
noise trading on stock price.

Following Lee, Jiang, and Indro (2002), the third essay of this thesis adopts the
GARCH-M framework with two major remedies to the model to test the noise trading effects
in the international context. First, in addition to the regressors used by Lee, Jiang, and Indro
(2002), I add the lagged values of the dividend yield, DY;_,, the annual measure of inflation,
PI;_,, the change in the 1-month T-bill rate, DI;_;, and the 12-month change in the industrial
production index, DIP;_,, to the mean equation because Pesaran and Timmermann (1994)
find that these variables can predict monthly stock returns on the S&P 500 portfolio and Dow
Jones portfolio, respectively. Second, I use the lagged value of the change in investor
sentiment rather than its contemporaneous value in the mean equation in order to examine the
lead-lag relationship between investor sentiment and stock returns'®.

Specifically, for each country i, I estimate the sentiment-volatility-return relation using
the following GARCH-M model.

Rit — Rpy = ag + aq loghy + ayjan, + asOct, + a,Sent,_4
+ asDY,_y + agPl,_, + a;DI,_ + agDIP,_, + &;,

it~ N(0, hy) (3.7)

hie = Bo + Br&fi—y + Bagfi—qliz—1 + B3hie—1 + BaRy

+35(A5t—1 )th—l +B6(A5t—1 )2(1 _Dt—l) (38)

' While most studies have provided empirical evidence that investor sentiment can predict stock returns at the monthly
frequency, Wang, Keswani, and Taylor (2006) show that their sentiment measures are Granger-caused by returns at either the
daily or the weekly frequency.
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where R;; is the monthly return on a market index, Ry, is the risk-free rate, Sent,_; is a
measure of noise trader risk, proxied by consumer confidence index, or investor sentiment
index, or the ESI'. R; and § are country-specific. The sign of the coefficient a,
demonstrates the net direct effect of investor sentiment on stock returns and is determined by
the relative strengths of the “price pressure” effect and the “hold more” effect. When
sentiment becomes more bullish (AS; > 0) the “price pressure” effect predicts a negative a,
while the “hold more” effect predicts a positive a,.

The dummy variable I;;_, in Equation (3.8) acknowledges the asymmetric response in
investors’ formation of conditional volatility to positive and negative shocks, that is, [;;_; =
1if&; < 0and I;;_; = 0 otherwise. Glosten, Jagannathan, and Runkle (1993) find that the
magnitude of the change in market volatility is greater for bad news than for good news. The
coefficient f, captures the sensitivity of conditional volatility on negative shocks. I expect 3,
to be positive, implying that a negative shock is likely to cause volatility to rise by more than
a positive shock of the same magnitude'®.

This model also recognises the possibility that individual investors may react
differently to the magnitudes of the shifts in bullish and bearish sentiment through the
dummy variables. In Equation (3.8), the dummy variables D,_; = 1 if AS;_; > 0 and
D;_; = 0 otherwise.

The coefficients S5 and [, capture the impacts of the shifts in noise traders’ bullish and
bearish sentiment on their formation of conditional volatility, respectively. In conjunction
with the coefficients f5 and S, the coefficient a; reflects the net effect of the “create space”

and the Friedman effects. For example, if S5 is positive and statistically significant, the

171 use both the level of the index and the change in the index to measure Sent,_,. Detailed discussion of the specification
of the model can be found in Chapter 6.
18 . . . . . o . . . .

The literature gives different explanations for the asymmetric return-volatility relation. The traditional view is that of the

leverage effect (see Bollerslev (2008) for a detailed discussion), while a behavioral explanation is offered by Hibbert,
Daigler and Dupoyet (2008).
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indirect effect of sentiment on stock returns relies on the statistical significance of the
coefficient ;. When the “create space” effect dominates (subordinates) the Friedman effect,

a, should be positive (negative).
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CHAPTER 4 INVESTMENT SENTIMENT AS CONDITIONING

INFORMATION

4.1 Introduction

The literature has documented plenty of empirical evidence that investor sentiment is
related to stock returns. Methodologically, researchers of this area normally regress stock
returns on a variety of investor sentiment measures to examine whether investor sentiment
can predict or explain stock returns. In this chapter, I propose that investor sentiment can act
as an information variable in dynamic asset pricing models when exploring the sentiment-
return relation.

The CAPM of Sharpe (1964) and Lintner (1965) theorises that systematic risk is
measured by the exposure to the market portfolio and the market risk is the only determinant
of returns on individual stocks. Empirical studies, however, document that the CAPM cannot
explain the returns on stocks with certain firm-characteristics or price histories such as the
effects of firm size (Banz, 1981), value (e.g., Chan, Hamao, and Lakonishok, 1991) and
momentum (Jegadeesh and Titman, 1993). These cross-sectional and time series patterns in
stock returns that are not predicted by the CAPM are named financial market anomalies.

The evidence on financial market anomalies intrigues the interests of finance
researchers to reexamine the well-established asset pricing paradigm. Some researchers look
for the dimensions of risk other than the market risk. For example, Fama and French (1993)
add size and value factors to the single-factor CAPM to form a new three-factor model, and
Pastor and Stambaugh (2003) construct a liquidity factor based on the sensitivity of stock
returns to liquidity measures. Other researchers pursue solution by relaxing the static nature
of the factor loadings of asset pricing models. Harvey (1989) shows that factor loadings of
the CAPM and multifactor models change over time. Gibbons and Ferson (1985) and Ferson,

Kandel, and Stambaugh (1987) argue that conditional models appropriately capture the
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dynamics of factor loadings and thus outperform unconditional models in explaining stock
returns. Recognising numerous empirical studies have shown that investor sentiment can
influence stock prices'’, in this chapter, I assess whether the pricing ability of the asset
pricing models with investor sentiment as conditioning information improves.

Researchers of behavioural finance argue that investor sentiment and trading activities
of noise traders affects stock returns (Shleifer and Summers, 1990; DSSW, 1990; Campbell
and Kyle, 1993; and Kelly, 1997). Fisher and Statman (2000) find that the sentiments of both
small and large investors are reliable contrarian indicators for future S&P500 index returns
and that high consumer confidence is generally followed by low returns. Brown and CIiff
(2004) document a relationship between institutional investors’ sentiments and the returns on
large size stocks. Charoenrook (2005) shows that changes in consumer sentiment are
positively related to contemporaneously excess market returns. Baker and Wurgler (2006)
find that investor sentiment affects the cross-section of stock returns and that the impacts are
most profound on the stocks whose valuations are highly subjective and difficult to arbitrage.

Investor sentiment also affects trading volume and is related to the profits to the
momentum strategies. Chan, Hameed, and Tong (2000) document that increases in trading
volume strengthen momentum returns. Baker and Stein (2004) argue that high market
participation by irrational traders, which reflects a risk related to investor sentiment, increases
trading volume. Liu (2006) finds that high investor sentiment induces high market turnover.
In a similar vein, Glushkov (2006) shows that an increase in the proportion of irrationally
sentimental traders on a stock increases the correlation of the stock with the common
sentiment factors, and hence, leads to a higher sentiment beta.

Traditionally, researchers use two types of conditioning variables when considering

time-varying betas in their empirical studies of asset pricing. Some researchers consider

1 Baker and Wurgler (2007) state “Now, the question is no longer, as it was a few decades ago, whether investor sentiment
affects stock prices, but rather how to measure investor sentiment and quantify its effects.”
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macroeconomic variables such as the term premium, default spread, or consumption-wealth
ratio as conditioning variables (e.g., Shanken, 1990; Ferson and Harvey, 1991; Braun, Nelson
and Sunier, 1995; Ferson and Schadt, 1996; Jagannathan and Wang, 1996; and Lettau and
Ludvigson, 2001). Other researchers scale factor loadings by firm-specific characteristics
such as D/P, B/M, or market capitalization of equity (SIZE) (e.g., Cochrane, 1996; Lewellen,
1999; Gomes, Kogan, and Zhang, 2003; and Avramov and Chordia, 2006). To my best
knowledge, no researchers adopt investor sentiment as a conditioning variable in examining
its explanatory power for financial market anomalies. Investor sentiment is eligible for acting
as conditioning information in asset pricing models because it reflects investors’ expectations
about the current state and future prospects of financial markets or business-cycle conditions
(Schrimpf, Schroder, and Stehle, 2007).

In specifying the dynamic asset pricing models, I extend the conditional asset pricing
framework of Avramov and Chordia (2006) by allowing factor loadings to vary with investor
sentiment measures in addition to default spread and firm-specific characteristics — size and
book-to-market ratio. The investor sentiment measures in my empirical study include three
different survey-based investor sentiment indices: the Conference Board Consumer
Confidence Index (CCI), the Investors Intelligence sentiment index (II), and The University
of Michigan Consumer Sentiment Index (MS). To extract the common variation component
of these three indicators, I further construct a composite sentiment measure (COMP) by using
Principal Component Analysis.

The purpose of this study is twofold. First, this study investigates whether conditional
models completely explain conditional expected returns and also tests whether conditional
alphas are unrelated to the conditioning instruments as in Bauer, Cosemans, and Schotman
(2010). Second, using the two-pass regression framework of Avramov and Chordia (2006),

this article assesses the relative performance of various specifications of conditional asset
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pricing models in respect of how well these models capture the size, value, liquidity, and
momentum effects. In the first-pass time-series regressions, I regress monthly individual
stock returns on the risk factors of asset pricing models in which factor loadings may vary
with conditioning variables. In the second-pass, I run cross-sectional regressions of the
estimated risk-adjusted returns — the sums of the pricing error and the residual from the first-
pass regressions — on firm characteristics of size, book-to-market ratio and variables
representing the liquidity and momentum effects. The null hypothesis of exact pricing is that
the conditional pricing models specified in the first-pass regressions successfully capture the
anomalies, and thus, the size, value, liquidity, and momentum effects do not explain the
cross-section of risk-adjusted stock returns in the second-pass regressions™.

The primary contributions of this study to the literature are summarised as follows.

First, this study shows that incorporating investor sentiment as conditioning
information enhances the overall performance of the asset pricing models in depicting stock
prices. In the conditional framework, the size effect becomes less important in the conditional
CAPM and is no longer significant in all the other models examined. Furthermore, the
conditional models often capture the value, liquidity and momentum effects on individual
stock returns, suggesting that the conditional model specifications specified in my work more
appropriately capture the dynamics of factor loadings. This contribution becomes more
evident when comparing my findings with those of Avramov and Chordia (2006) who do not
consider investor sentiment in their conditional specifications and find that the conditional
models fail to capture the impacts of the liquidity and momentum effects. In line with Hansen
and Richard (1987), Ghysels (1998) and Bauer, Cosemans, and Schotman (2010), my results

show that the conditional pricing models outperform unconditional models in terms of

2% The corrections of Shanken (1992) and Jagannathan and Wang (1998) are reported in the empirical results to account for
the bias in the Fama-MacBeth (1973) standard errors. Based on the tables, my empirical results, qualitatively, are not
affected by such corrections.
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explaining conditional alphas, capturing the financial market anomalies and the magnitude of
R

Second, previous studies have treated investor sentiment as an explanatory variable to
explore its time-series or cross-sectional relationship with stock returns. My use of investor
sentiment as conditioning information in asset pricing models provides an alternative
approach, which sheds light on the impacts of investor sentiment upon the dynamics of risk
factors sensitivities.

Finally, the framework proposed in this study provides a platform for comparing
various proxies for investor sentiment in terms of improving the performance of asset pricing
models in explaining stock returns. The results indicate that, in the conditional versions of the
CAPM and multifactor models, the Conference Board Consumer Confidence Index and the
composite sentiment index often yield better model performance than the other sentiment
measures examined.

This chapter is organised as follows. The next section provides additional information
about the data used in this chapter but not discussed Chapter 3. Section 4.3 details the various
specifications of the asset pricing models considered in this chapter. Section 4.4 examines
whether conditional models completely explain conditional expected returns. Section 4.5
investigates the performance of the dynamic asset pricing models that contain investor
sentiment as a conditioning variable in capturing the financial market anomalies Section 4.6

concludes.

4.2 Data

4.2.1 Proxies for Investor Sentiment
The first issue that researchers who investigates the sentiment-return relation need to

address is the choice of an appropriate proxy for investor sentiment. Reviewing previous
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empirical studies shows that no consensus on the investor sentiment measure has been
reached. To circumvent this problem, in this chapter, I use three survey sentiment indices,
CCI, II and MS as well as the composite sentiment index extracted from these three indices to
proxy for investor sentiment in my framework. I use these three investor sentiment indices
because of their longer history starting from the 1960s, compared to those compiled by the
American Association of Individual Investors or UBS/Gallup. Also, the length of the periods
of these sentiment indices properly matches the stock returns and risk factors considered in
my study.

The II Index is considered as a direct sentiment measure of the stock market investors
because it reflects the opinions of the market professionals about the future movements of
stock prices. In contrast, both the MS and CCI concern consumers’ expectations about the
overall prospects of the economy rather than the stock market per se. Nevertheless, previous
studies use these two indices as proxies for investor sentiment and show that these indices
predict stock returns (e.g., Fisher and Statman, 2002; Lee, Jiang and Indro, 2002; Brown and
Cliff, 2004 and 2005; Lemmon and Portniagunia, 2006; and Liu, 2006). Fisher and Statman
(2002) further demonstrate that consumer confidence moves stock prices.

Earlier parts of the MS and CCI indices were not released at the monthly frequency.
The MS was released every quarter prior to January 1978 and the CCI was released every two
months prior to January 1977. For these non-monthly data, I use the most recently available
observations for the current month to align the time-series frequency of the sentiment indices
with monthly stock returns (see also, Lemmon and Portniaguina, 2006). For example, the MS
index published in February is used for the following March and April until the new index
observation became available in May. For II, I obtain the monthly index values from the

averages of the weekly data available in the same month.
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Due to different formulae used to compile the sentiment indices, I use the coefficient of
variation to measure the dispersion of each sentiment time-series data. The result shows that
CCI and II have similar coefficients of variation of 23.45% and 22.81%, respectively. The
coefficient of variation of MS is 13.97% which is relatively lower compared with those of
CCI and II, indicating that the time-series of MS is more stable than CCI and II. The
correlation coefficient between the two consumer confidence measures, MS and CCI, is 0.76
and statistically significant, reflecting their common nature of representing the opinions of
general households. MS and II are significantly correlated with a coefficient of 0.27. The
correlation coefficient between CCI and II is as low as 0.04 and insignificant.

Apparently, these three survey-based investor sentiment indicators may capture
different aspects of the expectations or perceptions of certain groups of people about the
economy or stock markets. An individual index may not completely reflect the common
views of investors and is likely to have its own idiosyncratic nature. One of the solutions to
this problem is to construct a composite sentiment index using Principal Component Analysis
so that the common component contained in the three sentiment indices can be extracted. The
selected first principal component from Principal Component Analysis gives a composite

index,
COMP, = 0.521MS; + 0.493CCI; + 091211, 4.1

where each of the index components has been standardized. The COMP; represents the
composite sentiment index which captures high common variation in the components of the
three survey indices because it explains 60.53% of the total (standardized) sample variance.
The composite sentiment index extracts essential information from the three sentiment
indices and may represent a useful investor sentiment measure (see also, Brown and CIiff,

2004; and Baker and Wurgler, 2006).
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4.2.2 Trading Data

The stock trading data used for this chapter includes the common stocks of the firms
listed on NYSE and AMEX for the period from July 1964 through December 2005. To be
considered in the analysis, the firms must meet the selection criteria specified in Section 3.2.1.
The total number of common stocks in my sample is 3,918.

The following lists the detailed definitions of the monthly variables considered in my
analysis®'.

MS: the level of University of Michigan Consumer Sentiment Index.,

CCI: the level of the Conference Board Consumer Confidence Index,

I1: the percentage of newsletters classified as optimism by Investors Intelligence,

SIZE: the natural logarithm of the market capitalization of a firm measured in billions
of dollars,

B/M: the natural logarithm of the book-to-market ratio of a firm,

TURNOVER: the ratio of trading volume to the number of shares outstanding of a firm,

RET2-3 (%): the cumulative return over the past second through the past third months,

RET4-6 (%): the cumulative return over the past fourth through the past sixth months,

RET7-12 (%): the cumulative return over the past seventh through the past twelfth
months, and

z: default spread, the return difference between Baa and Aaa rated bonds.

In addition to investor sentiment, both the firm characteristics — size and book-to-
market ratio and market-wide macroeconomic variable — default spread are also considered in
the information set in the conditional asset pricing models under examination because the
literature shows they predict stock returns. Default spread is negatively correlated with MS

and CCI with both correlation coefficients of around -0.5, but is weakly and insignificantly

2! Chapter 5 uses the same variables except the consumer confidence indices discussed here.
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correlated with II with a coefficient of -0.02. Default spread also exhibits a higher coefficient

of variation of 39.62% than those of the sentiment indices.

4.2.3 Descriptive Statistics

Table 4.1 summarizes the time-series averages of the cross-sectional means and
standard deviations of the firm characteristics as well as the Fama-MacBeth coefficients from
the regressions of the excess stock returns on the firm characteristics. Consistent with
Brennan, Chordia, and Subrahmanyam (1998), Chordia, Subrahmanyam, and Anshuman
(2001), and Avramov and Chordia (2006), small firms and those with high B/M ratios earn
higher excess returns. The negative coefficient on turnover shows that stocks with lower

liquidity have higher excess returns, consistent with Amihud and Mendelson (1986). Also,

short-term prior returns are positively related to excess returns. Finally, the average R® of

5.76 for all stocks in my sample period is close to the result in Avramov and Chordia (2006).

4.3 Specifications of Factor Loadings in Asset Pricing Models

Using the conditional asset pricing models that are discussed in Section 3.3.2, I propose
a variety of specifications for each of the models. These specifications are formed based on
the variables that enter into the information set in the asset pricing model examined in the

first-pass regression of the framework. In particular, the specifications are
Specification A: function of (SIZE+B/ M) and S (i.e., B, =B,, =B, = B, =0)
Specification B: function of (SIZE+B/M) andz (e, B;,=p,,=p =P, =0)
Specification C: function of z and S (i.e., B;s =B = B, = Bis = Bio = B0 =0)
Specification D: function of (SIZE+B/M) (i.e., B, =B =u =P =B =B =P =0)
Specification E: function of S (i.e., 8, = B,, = B;s =B =B, = Bis =Bjo = P10 =0)
Specification F: function of z (i.e., B; =B, = B,s =B =B;7 = Bs = Bio =B1o=0)
Specification G: function of all variables z, S, SIZE and B/ M (i.e., all fs #0)

As discussed in Chapter 3, Equation (3.3) demonstrates the factor loading on the

corresponding risk factor of each asset pricing model as a function of all conditioning
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variables considered in the analysis, i.e., Specification G. Specification A represents the form
of the conditional version of the asset pricing model that considers the firm-specific
characteristics and investor sentiment in the information set, which is equivalent to say that
B2, Bja, Bj7, and ;o in Equation (3.3) are all zeros. The rest of the other specifications can
be formed and understood in the same way. Hence, the unconditional version of the asset
pricing model with constant factor loadings simply represents a special case when all S in

Equation (3.3) are all zeros.

4.4 Do Conditional Models Explain Conditional Expected Returns?

Prior studies document that conditional asset pricing models outperform the
unconditional models in explaining stock returns. For example, Ghysels (1998) claims that a
conditional model outperforms an unconditional model if the dynamics of beta are properly
specified. In this section, I examine whether conditional models completely explain
conditional expected returns. I specify the conditional alpha as a linear function of a set of

conditioning instruments as in Shanken (1990) and Bauer, Cosemans, and Schotman (2010),
ajt = ajo + ajlvl/jt (4.2)
where a;jy is a scalar, a;; a vector of parameters and Wﬂ a vector of conditioning

variables considered in the paper for the conditional alpha. Specifically, I first perform an F-
test for the hypothesis that the conditional alpha in the first-pass time-series regression is zero,
i.e., whether a;9 and a;; in Equation (4.2) are all equal to zero.

Using the composite sentiment index as the proxy for investor sentiment, Panel A of
Table 4.2 reports the Bonferroni adjusted p values® for a joint test across firms and the
proportions of firms having p-values lower than 0.05. The hypothesis of a zero conditional

alpha is rejected at the 5% level for 22.1% of firms in the unconditional CAPM and between

22 The Bonferroni p value is a conservative test which places an upper bound on the p value of a joint test. It equals N times
the smallest of the /V individual p values, where N is the number of firms.
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18.4% and 21.7% of firms in the conditional versions of the CAPM. There are similar
patterns in the FF-based models, i.e., the FF, FFP, FFW, and FFPW models. For each asset
pricing model, specification G which allows factor loadings to vary with all the conditioning
variables outperforms all the other conditional specifications in explaining conditional
expected returns. The results indicate that the conditional models perform better than the
unconditional ones in explaining conditional expected returns. In each asset pricing model,
the Bonferroni adjusted p value for a joint test across firms is less than 0.05 in all
specifications of beta.

I next test the weaker hypothesis that the conditional alpha is unrelated to the
instrumentals (a;; = 0), 1.e., that the alpha is constant in the asset pricing model. The results in
Panel B of Table 4.2 show that the weaker hypothesis is rejected at the 5% level for 24.7% of
firms in the unconditional CAPM and between 20.5% and 24.1% of firms in the conditional
versions of the CAPM. Generally in the FF-based models, the proportion of firms to which
the weaker hypothesis is rejected at the 5% level in conditional beta specifications is lower
than that in the unconditional beta case. Nevertheless, the Bonferroni adjusted p value for a
joint test across firms is close to zero in most of the beta specifications of models.

Overall, my findings show that conditional asset pricing models outperform the
unconditional counterparts in explaining the dynamics of conditional expected returns,
consistent with Bauer, Cosemans, and Schotman (2010). When betas are allowed to vary with
investor sentiment, default spread and firm characteristics, the ability of the instruments to

predict mispricing is much reduced in all the asset pricing models.

4.5 Performance of the Asset Pricing Models in Explaining Anomalies

4.5.1 Capital Asset Pricing Model (CAPM)
Next, I examine the extent to which the unconditional and conditional versions of the

CAPM explain the financial market anomalies. Table 4.3 presents the Fama-MacBeth
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coefficient estimates from running the OLS cross-sectional regressions of monthly risk-
adjusted returns of individual stocks on the anomaly variables. The first column lists the
unconditional model and conditional models with various beta specifications. For the
conditional models that investor sentiment enters into the time-varying beta specification, I
report the results from using each of the four proxies for investor sentiment. The last four
columns present, for each beta specification, the average and confidence intervals for the
cross-sectional R”.

For the unconditional CAPM, the first row of Table 4.3 shows that all the coefficient
estimates on the anomaly variables are all highly significant” and that firms with small
market value, high B/M, low turnover, and high past returns earn higher risk-adjusted returns.
Clearly, the CAPM with a constant beta fails to capture any of the anomalies. In the
conditional versions of the CAPM, the #-statistic for SIZE is reduced in Specification C
where the beta is allowed to vary with investor sentiment (using either CCI or COMP as the
proxy) and default spread. In Specification G which uses CCI and all the other instruments in
the conditional beta specification, the ¢-statistics for SIZE after using the corrections of
Shanken (1992) and Jagannathan and Wang (1998) are reduced to -1.82 and -1.90,
respectively. Moreover, all the conditional models have lower R”s than that of the
unconditional CAPM. Overall, the impact of firm size on the cross-section of risk-adjusted
returns becomes less important when either CCI or COMP enters into the conditional beta
specifications of the CAPM as in Specifications C and G.

Lewellen, Nagel, and Shanken (2008) argue that the point estimate of cross-sectional R>
can be biased and suggest reporting confidence intervals for the R* in order to provide more

transparent information. I thus report, for each model, a confidence interval for R*. For

2 The analysis here only reports the corrected ¢-statistics of corrections of Shanken (1992) and Jagannathan and Wang (1998)
here since the differences between the unadjusted and the corrected f-statistics are very minor and do not affect the
inferences and conclusions. Campbell, Lo, and MacKinlay (1997, p.216)) provide detailed discussion about the Shanken’s
adjustment. In the later sections, I include unadjusted #-statistics for the FF model for the purpose of illustration, but only
report the corrected #-statistics for all the FF based models, i.e., the FFP, FFW, and FFPW models, for brevity.
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example, in Table 4.3 the 5™ percentile of the R? in the unconditional CAPM is 4.39% and
the 95™ percentile is 5.30%. Lewellen et al. (2008) also propose the uses of GLS cross-
sectional regressions for asset-pricing tests and the GLS R” to gauge model performance.
Table 4.4 shows the results from using GLS regressions. Compared with the OLS results in
Table 4.3, the magnitudes of the adjusted #-statistics for SIZE are dramatically decreased in
all models and the size effect is no longer significant, although all the other anomaly
variables remain significant. Noticeably, the model R* increases to around 30% in the GLS
regressions because the GLS uses transformed variables, and hence, reduces the noise caused

by the variability of the observations.

4.5.2 Fama-French Three-Factor Model (FF)
Table 4.5 presents the results of the FF model. Compared with the unconditional

CAPM, the unconditional FF model has a reduced (Shanken) adjusted z-statistic of -1.87 on

SIZE as well as a lower R* of 2.79%. Thus, the impact of firm size on the cross-section of
risk-adjusted returns decreases when SMB and HML are included as additional risk factors.
The conditional FF models outperform the unconditional FF model and all versions of the
CAPM in capturing the impacts of firm attributes on stock returns. All the conditional FF
models can capture the size effect. Moreover, both variables SIZE and B/M are no longer
significant in the beta specifications A, B, and G that use, respectively, investor sentiment,
default spread and both macroeconomic variables in addition to the firm-specific
characteristics as conditioning variables. In contrast, the beta specifications D, E, and F that
use either only the firm-specific characteristics or a macroeconomic variable as conditioning
information are only able to capture the effect of SIZE, but not the B/M effect.

Strikingly, in the beta specification C which allows factor loadings to vary with both
COMP and default spread, the impact of the short-term momentum variable RET2-3 on the
cross-section of risk-adjusted returns becomes insignificant. In contrast, Avramov and
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Chordia (2006) do not consider investor sentiment as conditioning information and find that
the conditional FF model fails to capture the momentum effect. My results suggest that
investor sentiment plays an important role for capturing the momentum effect.

I also find that the overall explanatory power of anomaly variables on risk-adjusted
returns is reduced when replacing default spread by investor sentiment as conditioning
information. Comparing the R’s of the conditional FF models, the beta specification E which

incorporates investor sentiment as conditioning information has a lower R” than that of the
beta specification F which uses default spread. Similarly, the beta specification A which
incorporates investor sentiment and firm characteristics as conditioning variables has a
slightly lower R’ than that of the beta specification B which uses default spread and firm
characteristics as conditioning information. These suggest that investor sentiment may be a
better instrument than default spread in the pricing models for conveying conditioning
information because investor sentiment directly measures investors’ expectations about the
conditions on stock markets and the economy.

I repeat the cross-sectional tests by using GLS regressions. The GLS results are
qualitatively similar to those based on OLS regressions. Again, the beta specifications A, B,
and G can capture both the SIZE and B/M effects, the beta specification C can capture both
SIZE and RET2-3, but the other models can capture SIZE only. The ¢-statistics of the
captured anomaly variables from using GLS are much lower than those based on OLS
estimations. For example, in the beta specification B the #-statistics for SIZE and B/M change
from -1.27 and 1.00, respectively, in the OLS regressions to 0.03 and 0.50 when GLS
regressions are applied. These results indicate that using GLS estimations enhances the
precision of coefficient estimates, but does not change the inferences and conclusions for the

tests of the conditional FF models.
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4.5.3 The FF Model plus Pastor-Stambaugh Liquidity Factor (FFP)

Pastor and Stambaugh (2003) document that high liquidity-beta stocks earn higher
average returns than low liquidity-beta stocks. I examine whether the PS liquidity-augmented
FF models capture the anomalies which the conditional CAPM and FF models fail to capture.
Results of Table 4.6 show that the inclusion of the liquidity factor improves model
performance. In the unconditional FFP model the size effect is no longer significant. The beta
specification C of the FFP model fully captures the impacts of both RET2-3 and SIZE
regardless of which measure of investor sentiment being used. In addition, the beta
specification F which scales factor loadings by default spread alone also captures the impact
of RET2-3. These findings show that return momentum is related to liquidity risk. Adding the
liquidity factor to the FF models, however, does not significantly reduce the impact of
TURNOVER on stock returns. The adjusted #-statistic for TURNOVER in the FFP model

remains significant in all the beta specifications.

Similar to the results of the conditional FF models, the R* of the beta specification E
using either one of the four sentiment proxies is lower than that of the beta specification F;
and the R* of the beta specification A using either one of the four sentiment proxies is lower
than that of the beta specification B. These results show that the conditional versions of the
FFP model that use investor sentiment as conditioning information are better than those use
default spread for explaining expected returns in the first-pass time-series regressions.
Consequently, in the second-pass cross-sectional regressions the overall impact of firm
attributes on risk-adjusted returns is reduced.

Using GLS regressions, I find striking results for the beta specification G that all of the
(transformed) anomaly variables, namely, SIZE, B/M, TURNOVER, RET2-3, and RET4-6
are no longer significant. RET7-12 is also insignificant when using either CCI or COMP. In

addition, in the beta specification D the B/M variable becomes insignificant. The results of
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the other conditional versions of the FFP model are qualitatively similar to those based on the

OLS regressions in terms of capturing the impacts of anomalies.

4.5.4 The FF Model plus Momentum Factor (FFW)

Table 4.7 reports the results of the FFW model that adds the WML risk factor to the FF
model. With constant betas, the unconditional FFW model does not capture any of the
anomalies. Using MS, CCI or II as the proxy for investor sentiment, the beta specification G
of the conditional FFW model can successfully capture the impact of TURNOVER on
individual stock returns. In addition, the beta specification G captures RET2-3 when either
MS or II is used to proxy for investor sentiment. Specification G also captures RET4-6 when
IT is used to proxy for sentiment. The results of the other conditional versions of the FFW
model are qualitatively similar to those of the FFP model.

Comparing with the results of the conditional versions of the FF model, the conditional
FFW models further capture the effects of TURVOVER, RET2-3, and RET4-6 in addition to
the effect of SIZE. These results suggest that adding investor sentiment to the conditioning
information set and adding the momentum factor to the FF model enhance the power of the
asset pricing model. In the unreported results of the GLS regressions, the beta specification E
which uses either CCI or COMP as conditioning information further captures RET2-3 in
addition to SIZE. The results of all the other models are qualitatively unchanged from using

GLS regressions.

4.5.5 The FF Model plus Liquidity and Momentum Factors (FFPW)

Finally, I ask whether adding both the liquidity and momentum factors to the FF model
further enhances model performance. Table 4.8 presents the results of the FFPW model. The
overall results are qualitatively similar to those of the FFP models. Contrary to expectations,
the explanatory power of the beta specification G of the FFPW model is virtually reduced

compared with the results of the FFW model. In particular, the beta specification G of the
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FFPW model now loses its power to capture the impacts of B/M, TURNOVER, RET2-3, and
RET4-6 on stock returns. All these variables become significant again when both the
momentum and the Pastor-Stambaugh liquidity factors are added to the FF model.
Interestingly, when using GLS cross-sectional regressions, none of the anomaly variables in
the beta specification G is significant.

Overall among the conditional specifications of the liquidity and/or momentum factor
augmented FF models, the beta specification C which allows factor loadings to vary with
both investor sentiment and default spread always captures the short-term momentum —
RET2-3 — regardless of which of the proxies for investor sentiment being used. The beta
specification G that contains most comprehensive instrumental variables does not necessarily
capture more anomalies than those with fewer instruments. The only exception occurs in the
momentum-factor augmented FF model (FFW) in which the beta specification G is able to

capture most of the anomalies.

4.6 Conclusion

Following Avramov and Chordia (2006), this chapter tests the pricing ability of
investor sentiment by considering a two-pass regression framework. The first-pass regression
represents the conditional asset pricing model where factor loadings are time varying with
investor sentiment, default spread and firm-level size and book-to-market ratio. The second-
pass regression links the cross-sectional risk-adjusted stock returns to the financial market
anomalies under consideration. Several proxies are used to measure investor sentiment,
including survey-based sentiment indicators such as consumer confidence indices and
Investors Intelligence sentiment index. Furthermore, using the Principal Component Analysis,
I develop a composite sentiment index which extracts the common variation component of

these three survey indices (MS, CCI, and II).
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With the proxies for investor sentiment, this chapter first tests whether conditional asset
pricing models that further incorporate investor sentiment as conditioning information
explain conditional alphas. The result shows that the conditional models outperform the
unconditional ones in explaining the dynamics of expected stock returns.

This chapter then tests whether incorporating investor sentiment as conditioning
information in pricing models helps capture the impacts of firm size, B/M, the liquidity and
momentum effects on the cross-section of risk-adjusted stock returns. The result indicates
that the conditional model specifications outperform the unconditional beta models in terms
of capturing these anomalies. Furthermore, the conditional models often capture the value,
liquidity and momentum effects. The conditional FF models that further allow factor loadings
to vary with investor sentiment can often capture the impacts of the firm size and B/M effects
on stock returns. The conditional liquidity-augmented FF models, which incorporate investor
sentiment and default spread as conditioning information, also capture the impact of the
momentum effect. In the conditional momentum-augmented FF models the impacts of both
the liquidity and momentum effects on stock returns generally decline and become
insignificant in many cases. Overall, the evidence of this chapter suggests that investor
sentiment, as an information variable in the conditional versions of the asset pricing models,
helps to capture the financial market anomalies that traditional models fail to explain. The
finding that investor sentiment can act as an information variable enhance our understanding

of the role that investor sentiment may play in asset pricing.
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Table 4.1: Summary statistics (3,918 firms: 07/1964 - 12/2005)

Mean Std. Dev. Coefficient (%) t-statistics

EXCESS RETURN (%) 0.84 5.47

SIZE (S billions) 1.97 2.10 -0.12 -2.73
B/M 0.89 0.35 0.26 4.69
TURNOVER 0.05 0.03 -0.09 -1.63
RET2-3 2.61 8.38 0.65 2.23
RET4-6 3.93 10.58 0.82 3.13
RET7-12 7.94 15.44 0.96 6.15

2 (%) 5.76

This table presents the time-series averages of the cross-sectional means and standard deviations for 3918 NYSE-AMEX stocks over 498 months from July
1964 through December 2005. The column labeled with “Coefficient” represents the time-series averages of the slop coefficients from the cross-sectional OLS
regressions of excess return on the firm characteristics. The #-values for the slop coefficients of the characteristics are in the last column. R? denotes the
adjusted R squared. SIZE represents the market capitalization in billions of dollars. B/M is the book-to-market ratio of equity. TURNOVER is the monthly
trading volume of shares divided by shares outstanding. RET2-3, RET4-6, and RET7-12 are the cumulative returns over the second through third, fourth
through sixth, and seven through twelfth months before the current month, respectively. A common stock must meet the following criteria in order to be
included in the analysis: (i) the returns of the stock must be available in the current month, ¢, and over the past 36 months in the CRSP, (ii) stock prices and
shares outstanding for calculating the size of a firm and the month ¢ — 2 trading volume for calculating turnover must be available, (iii) the B/M as of
December of the previous calendar year has to be available from the COMPUSTAT dataset, (iv) the B/M must be positive, and (v) the B/M values greater than
the 0.995 fractile or less than the 0.005 fractile are set to be the 0.995 and 0.005 fractile values, respectively.
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Table 4.2: Tests of the time-varying alphas in the first-pass time-series regressions

Panel A: Test Zero Conditional Alpha

CAPM FF FFP FFU FFPU
MODEL Bonferroni % < 0.05 Bonferroni % < 0.0 Bonferroni % < 0.0 Bonferroni % < 0.05  Bonferroni % < 0.05
UNCOND 0.001 22.11 0.002 19.05 0.008 14.07 0.009 13.39 0.006 13.49
A 0.000 19.28 0.002 14.91 0.002 14.23 0.000 12.99 0.000 12.58
B 0.000 19.43 0.001 14.58 0.002 13.37 0.000 12.16 0.000 11.62
C 0.001 20.12 0.003 17.08 0.000 13.62 0.000 12.80 0.000 12.52
D 0.000 20.43 0.001 16.93 0.001 15.57 0.000 15.01 0.000 14.37
E 0.001 20.63 0.001 18.46 0.002 14.31 0.014 13.63 0.002 14.10
F 0.001 21.68 0.005 18.16 0.001 13.24 0.000 12.62 0.000 12.07
G 0.000 18.39 0.002 13.76 0.000 12.20 0.000 10.84 0.000 11.04

Panel B: Test Constant Alpha

CAPM FF FFP FFU FFPU
MODEL Bonferroni % < 0.05 Bonferroni % < 0.0 Bonferroni % < 0.0 Bonferroni % < 0.05  Bonferroni % < 0.05
UNCOND 0.000 24.74 0.001 22.01 0.003 16.02 0.004 16.08 0.002 15.92
A 0.000 21.99 0.001 16.80 0.001 15.82 0.000 14.70 0.000 14.14
B 0.000 21.12 0.000 16.29 0.001 15.22 0.000 13.25 0.000 13.05
C 0.000 22.93 0.001 19.74 0.000 15.04 0.000 14.40 0.000 14.01
D 0.000 23.31 0.000 18.08 0.001 17.08 0.000 16.51 0.000 15.90
E 0.000 23.31 0.000 20.91 0.001 15.79 0.006 15.64 0.001 15.66
F 0.000 24.13 0.002 20.28 0.000 15.02 0.000 14.63 0.000 14.57
G 0.000 20.51 0.001 14.84 0.000 12.85 0.000 11.66 0.000 11.38

This table presents the Bonferroni adjusted p values for a joint hypothesis across firms and the percentage of firms whose p-values of an F-test are
below 0.05 for the hypothesis that the conditional alpha is zero (Panel A) and the hypothesis that the alpha is constant (Panel B) for the 3,918 firm in
the sample. The row of “UNCOND” displays the results of the unconditional models. The rows for the beta specifications A through G show the
results for the conditional models as per the specifications described in Section 4.3.
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Table 4.3: Fama-MacBeth estimates with excess market return as the risk factor (CAPM)

Specification SIZE BM TURNOVER RET2-3 RET4-6 RET7-12 Adj. ]f(%)
CCI 1 COMP MS CCI 11 COMP MS CCI I COMP MS CCL )i COMP MS CCL i COMP MS CCl 1 COMP MS CCL 11 COMP
UNCOND 0.099 0.265 -0.161 0.764 0.850 1.024 484
(2,36} {5.01} {384} (282} {3.56} (112} 439,5.30]
[247) [5.22] [4.01] [292] [3.68] [740]
A 0093  -0.087  -0.010  -0.085 0253 0266 0234 0271 -0.160  -0.180  -0.157  -0.184 0925 0878 0953  0.846 0933 1.005 0968 0977 1046 LISI 1067 1125 4.70 452 4.64 454
(231) {207 {247y {-2.03} (502} {5.08) {470} {5.19} (408 {-449) {398} {-4.62} (351} {340} (367} {327} (420) {454} (435) (438) (155} {821} {170} {8.00} [24515] (410495 [420508)  [410497)
[242)  [217)  [-258]  [-213] [525]  [531] [490] [543] [426] [469] [415] [483] 363 [353] (379 [339] [435]  [471]  [450) [454] [789] [859] [8.03] [8.36]
B 0.087 0.241 -0.152 0.936 1.009 L1119 4.67
{215} 479} {3.86) {3.58} (453} {8.10} [4245.10]
[-2.25] [5.01] [-4.02] 3.1 [4.69] [8.44]
C 0088 -0.081  -0.09  -0.079 0257 0271 025 0276 0162 0183 0143 -0.187 0748 0639 0733 0625 0875 0918 0857  0.905 1048 1.09%  1.010 1107 478 461 478 460
(213} (191} {240} (-186} (499} (504 (5.00) {5.19} (397} {438) {348} (450} {275} {236} {274} {230} (380 {402} (369} {393} (141} {763} {708} {177} B352] [BI7505] (433523 [416504]
[223]  [-1.99] [-252]  [-1.94] 5200 [527) [522] (542 [415]  [457) [3.64] [470] 285] [244] 282 [238] [3.92] [412] [381] [406] 7700 [795] [7.35] [8.09]
D 0.093 0.266 -0.158 0.852 0.910 1.050 473
{-2.26} {5.20% {-3.92} {3.22} {3.99} {7.39} [4.28.5.18]
[-237] [5.43] [-4.10] [3.33] [4.14] .72
E 0.097  -0.088  -0.100  -0.087 0268 0290 0260  0.292 <0162 -0.185  -0.158  -0.189 0784 0.684 0785  0.673 0.861 0887 0842 0882 1024 1.090 1.010  1.088 4.80 4.64 4.80 4.63
(234} (204 (2400 (202} (5.2} {531} {502} {539} (393 {439} {379} {451} (289) (253 {292} (247} (370} (381} {356} {3.78) 120y {751} {107} {154} [435526] [419508)  [435526) [419,508]
[245]  [-214] [251] [-211] [535]  [5.55] [5.24] [5.63] [410] [459] [-396] [471] [299] [261] [3.01] [255] 381 [393] [3.68]  [3.90] [748] [181] [734] [1.84]
F 0.095 0.268 -0.150 0.726 0.846 1.032 481
{-2.28} {5.09} {-3.61} {2.70} {3.60} {7.20} [4.36,5.28]
[-2.38] [5.31] [-3.77] [279] [3.72] [748]
G 0087 0074 -0.093  -0.076 0221 0238 0215 0240 0157 0178 0151 -0.180 0979 0928 0936 0895 0998 1053 1.066  1.035 1074 1130 1.091 1135 463 444 460 444
(219} (182} {237} {185} (452} (470} {439} {477} (410} {457 {393} (463} (377} (364} {364} {351} (459} (485} (492} {475} (803} {830} {8.04) {836} (420506 [403485]  [417502)  [403489)
[229]  [-190]  [-247]  [-1.94] [473]  [492] [4.58] [4.99] [426] [476] [4.08] [482) 390] [378] [376] [3.64] [476] [5.04] [5.08] [493] [837) [865] [835] [8.71]

This table presents the averages of the coefficient estimates from the second-pass OLS cross-sectional regressions for the NYSE-AMEX individual stocks over 498 months
from July 1964 through December 2005. The dependent variable is the excess risk-adjusted return using the excess market return as the risk factor. The explanatory
variables are SIZE, B/M, TURNOVER, RET2-3, RET4-6, and RET7-12 as defined in Section 4.2.2. UNCOND denotes the constant beta model specified in the first-pass.
Specifications A — G represent the conditional versions of the asset pricing model as in Section (4.3). The conditioning variables for factor loadings are investor sentiment
index, default spread, SIZE and B/M. The columns under 4 4;. R * report the time-series average and the confidence interval of the 5™ and the 95" percentiles of the

monthly adjusted R squared. MS, CCI, and II are the investor/consumer sentiment indices compiled by the University of Michigan, Consumer Conference Board, and
Investor’s Intelligence, respectively. COMP is the composite sentiment index derived from the principal component analysis. The #-statistics in curly brackets use standard
errors as in Shanken (1992) and the #-statistics in square brackets use standard errors as in Jagannathan and Wang (1998). All coefficients are multiplied by 100.
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Table 4.4: Fama-MacBeth GLS regression estimates with excess market return as the risk factor (GLS-CAPM)

S SIZE BM TURNOVER RET23 RET4 RETT-12 AGR(%)
0 CcOMP MS (I COMP MS c I COMP MS I I COMP M COl I COMP MS  CCL I COMP MS i8] 1 COMP
UNCOND 0057 0231 0159 0716 0874 1055 0
14y 488) (391} 269) {3 131 (03636
[148] [5.10] [409] 7] B8] [166)
A 0 0051 06 M8 029 025 022 0260 057 075 IS5 IR 0902 0846 0905 0806 0% 1006 095 09% LS LB LT LIS BT 0T 30
FLO) LS CLS FLIS, {86 MO {60 (508 RIS, MSI (A T B4 B3 BS4 BI6 (9 @) M4 M4 (70 (842 (93 816 s ARy ponn  psws)
FLAG 30 ) R 09 20 [ (31 M) [T [ %) Bel (45 D66 D2 M) @) BS80S [881) (828 854
B 0049 0207 0151 0902 1019 112§ 3199
-125) 461} (39 (331 1462 819) (030367
[130] 48] [409] [364] 479 [859)
C M 008 000 D00 024 0255 020 0262 DI OIS ABS IS 079 066 0701 063 0886 0986 0867 0911 L0 LUT L6 LIS A6 A e 07
PO OLOA LSO (00T S8 W86 W48 (505} MOL SIS S D7) 31 Q68 3B B8N I3 BT B9 () (85 (030 (97 OnM peBy POR  pens)
LS [ [LSS) FLO [A0] [SST (04 B8] (48 [T [0 47 RS 40 276 R4 [0 [28) BSO) [A) (195 818 (759 [830)
D 005 0283 0157 0818 0932 1067 20
(133} 507} (399} 34 o 1761} (0303.7]
[140] [5.30] [418] [26] [430] [196]
B 004 009 0059 007 0257 023 047 0280 016 I 0159 18 076 065 09 064 0S8 09 08 0911 0% LIS LM LI R A% S
FMOLITY CLAT RLIY M 16 [0 (5300 [AOL (448 (394 (459 286 4y ) Q36 B8} W0 B0 (3% (48 (77 (3 (85 DeR% MBI RNRS  [RRRN)
LA [ S FLT 26 B39 B3 S (49 (48] (41 [481 96 250 293 D4 (%S [l B8) MM (7 (809 (761 [8.7
F 005 0256 0151 0699 0873 1055
(131) (5.00) (374) (269) (67) (04) 3141
(131} (5.00) (374 (264) 3 {14 ERE)
[137] [52) [391] 1K) 389] 0
G 0050 000 006 0M1 022 026 0205 025 012 0% 06 007 0%9 080 0901 086 09% 1066 105 L0910 LISO LI LISI W2 W0 08 3008
FALORLO LA RLO M4 WS W30 @S9 06 (ST (0 6T B89 (45 BS6 BAD (46 [4SS) M9 {76 (810} 849 (R19) (85 (MM [Rd6]  [SsR0G (83T
L3 FL06 [LSS) [LOS) [ [ [49] [0 (42 [476 [406 [486] B8 PSS (&S B8] @9 [Sl6 [0 [4%) (346 (887 851 [889)

This table presents the averages of the coefficient estimates from the second-pass GLS cross-sectional regressions for the NYSE-AMEX individual stocks over 498 months
from July 1964 through December 2005. The dependent variable is the excess risk-adjusted return using the excess market return as the risk factor. The explanatory
variables are SIZE, B/M, TURNOVER, RET2-3, RET4-6, and RET7-12 as defined in 4.2.2. UNCOND denotes the constant beta model specified in the first-pass.
Specifications A — G represent the conditional versions of the asset pricing model as in Section (4.3). The conditioning variables for factor loadings are investor sentiment
index, default spread, SIZE and B/M. The columns under 44;. R report the time-series average and the confidence interval of the 5" and the 95 percentiles of the
monthly adjusted R squared. MS, CCI, and II are the investor/consumer sentiment indices compiled by the University of Michigan, Consumer Conference Board, and
Investor’s Intelligence, respectively. COMP is the composite sentiment index derived from the principal component analysis. The #-statistics in curly brackets use standard
errors as in Shanken (1992) and the #-statistics in square brackets use standard errors as in Jagannathan and Wang (1998). All coefficients are multiplied by 100.
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Table 4.5:Fama-MacBeth estimates with Fama-French three factors as the risk factors (FF)

Specification SIZE BM TURNOVER RET2-3 RET4-6 RET7-12 Adj. Rz(%)
CCI 11 COMP MS CCI 1 COMP MS CCI 1 COMP MS CCI I COMP MS CCI I COMP MS CCI 1 COMP MS CCI 1 COMP
UNCOND -0.046 0.166 -0.161 0.726 0.846 0.954 279
(-1.91) (4.04) (-4.31) (291) (3.93) (7.10) [2543.03]
{-1.87} {3.96} {-423} {2.85} {3.85} {6.96}
[-1.94] [4.11] [-4.39] [2.95] [3.99] [7.29]
A 0029  -0019 0026 -0.025 0034 0034 0060  0.040 0.154 <0170 -0.158  -0.163 0812 0773 0992 0.774 0991 098  L116 0982 1028 1080 1031 1073 245 236 239 235
(-143)  (0.92)  (-129) (-1.22) (L07)  (106)  (1.81) (1.23) (-4.84)  (5.13)  (501)  (4%4) (346)  (332) (438) (336) (544) (549 (634 (543) (897) (939 (8.65 (934 [226.2.64] [2.17255] [2202.59] [2.16,2.54]
{-140} {090}  {-126}  {-1.19} {105} {104} {177} {121} {(-476}  {5.03} {491} {485} {3401 {326} {429} {330} {534} {538} {621} {533} (881} {921} {847y {9.16}
[-146]  [-094] [-131]  [-1.24] [1.09]  [1.08] [1.83] [1.25] [-491]  [-5200 [-5.08] [5.01] [348] [336] [441] [338] [551]  [5.58] [641]  [5.50] [9.24] [9.66] [8.86] [9.61]
B -0.026 0.032 -0.153 0.781 1.009 1.025 246
(-1.27) (1.00) (-4.81) (3.36) (5.51) (8.78) [2.26,2.66]
{-125} {0.98} {-472} {3.30} {5.40} {8.61}
[-1.29] [1.01] [-4.87] [339] [5.58] [9.01]
C -0.040  -0.026  -0.041 -0.035 0.105 0.105  0.107  0.I11 -0.151  0.160 -0.152  -0.167 0522 0482 0583 0432 0781 0.801 0.893 0.792 0902 0918 0.899  0.937 2.65 258 2.66 2.56
(179)  (-117)  (-1.84)  (-1.56) (294) (282 (285 (3.02 (430)  (450) (437) (469 209 (192) (@36) (1.73) (387)  (401) (453 (3.96) (728)  (721) (697) (7.50) [2422.87] [236,281] [2.442.89] [233.278]
(175 {114} {-180}  {-1.53} (287} {276} {279} {2.96} (421} {440} {427} {459 (205 {188} {231} {169} (379} {393} {442} {388} (113} {705} {681} {734}
[1.82]  [-119]  [-1.88]  [-1.59] [299]  [287] [290] [3.07] [437]  [458] [445] [-477) 212] [195] [239] [1.75] [393] [407] [459]  [401] [748] [741] [1.17)  [171]
D -0.030 0.083 -0.156 0.856 1.003 1.046 248
(-137) 243) (-458) (3.65) (5.26) (839 [2.27,268)
{134} {238} {-4.49} {358} (5.16} (822}
[-139] [247] [-4.65] [3.69] 2.34] [8.61]
E -0.044 0037  -0.047  -0.041 0.144 0.147  0.148  0.156 -0.159 0171 -0.161  -0.178 0.688 0595 0757  0.586 0.847  0.847 0880  0.834 0918 0952 0951 0954 270 2.60 2.70 258
(1.89)  (-1355) (-203) (-1.73) (371 (366) (372) (391 (435)  (458)  (449) (478) (278)  (240) (3.09) (237) (413)  (418) (4260 (411 (1.14) (7220 (119 (130) [2462.94] (237,283 [246,2.93] [235281]
(185} {152} {-1.99}  {-1.70} (363} (358} {(3.64} (3.82) (426} (-448) (439} {467 Q73 (234 (3.02) {232 (404} {409} {417} (402} (700} {7.06} {7.03} {7.14}
[192]  [-1.58] [207] [177) B BB B 397 [442] [466] [457] [-486] 282] [244] [3.13] [240] [419]  [426] [433] [418] [734] [743] [138] [751]
F -0.040 0.135 0.154 0542 0.802 0.907 2.74
(-1.70) (344 (-4.19) (2.18) (3.85) 6.87) [2.50.2.97]
{-1.66} {3.36} {-4.10} {2.13} {3.77} {6.72}
[-1.73] [3.50] [-4.26] [221] [391] [7.03]
G 002 0007 0014  -0.016 0010 0015 0012 0018 0.148 <0157 -0.154  -0.154 0806 0770 0.882  0.765 0988 0974 1100 1013 0961 0985 0954  1.008 243 233 241 234
-117)  (037)  (-0.76)  (-0.88) 0.35)  (049) (039 (0.59 (-5.07)  (521) (532)  (5.16) (344 (3360 (385 (333) (5.63)  (571) (657  (5.83) (9.14)  (9.26) (8.63) (9.57) [2242.61] [2.14251] [222,2.60] [2.15253]
-115} {036} {-0.75}  {-0.86} {034} {048} {038}  {0.58} {(-498} {501} {522} {-5.06} 337 {329} {378} {327} {5.53}  {5.60} {644} {572} 897} {9.08} {846} {9.39}
[-L19]  [-037]  [-0.78]  [-0.89] [035]  [049] [040] [0.60] [-5.12]  [-526] [-538] [5.22] [343] [336] [3.86] [3.34] [5.68] [5.76] [6.62]  [5.89] [9.36] [9.50] [8.85] [9.81]

This table presents the averages of the coefficient estimates from the second-pass OLS cross-sectional regressions for the NYSE-AMEX individual stocks over 498 months
from July 1964 through December 2005. The dependent variable is the excess risk-adjusted return using the excess market return, SMB, and HML as the risk factors. The
explanatory variables are SIZE, B/M, TURNOVER, RET2-3, RET4-6, and RET7-12 as defined in Section 4.2.2. UNCOND denotes the constant beta model specified in
the first-pass. Specifications A — G represent the conditional versions of the asset pricing model as in Section (4.3). The conditioning variables for factor loadings are
investor sentiment index, default spread, SIZE and B/M. The columns under 4 4;. R * report the average and the confidence interval of the 5™ and the 95" percentiles of

the monthly adjusted R squared. MS, CCI, and II are the investor/consumer sentiment indices compiled by the University of Michigan, Consumer Conference Board, and
Investor’s Intelligence, respectively. COMP is the composite sentiment index derived from the principal component analysis. The z-statistics in curly brackets use standard
errors as in Shanken (1992) and the #-statistics in square brackets use standard errors as in Jagannathan and Wang (1998). All coefficients are multiplied by 100.
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Table 4.6: Fama-MacBeth estimates with Fama-French three factors plus Pastor-Stambaugh liquidity as the risk factors (FFP)

Syt SIZE BM TURNOVER RET2-3 RET4-6 RETT-12 A R%)
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[0.59] [084] [426] [3.14) [5.93] 920]
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