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Abstract 

A recent analysis by the DELPHI collaboration showed that if one uses an 

"optimised" choice of renormalization scale, some e+ e- event shape means can 

be described without significant power corrections. Motivated by this, in this 

thesis optimised scales (and schemes) are applied to similar observables. First, a 

brief review of QCD and scale/scheme optimisation is given. Then, the 

distributions of the e+ e- event shapes 1-thrust and heavy-jet mass are studied 

within the Method of Effective Charges, including performing a next-to-leading 

log resummation of the effective charge beta function. There is some reduction 

in the apparent size of power corrections, but the resummed results behave 

pathologically in the 2-jet limit. Next, the Principle of Minimal Sensitivity is 

applied to the choice of renormalization and factorization scales for event shape 

means defined in the Breit frame of ep DIS. This has little effect on the 

perturbative predictions and large power corrections are still required. However, 

if one introduces separate renormalization scales for the q')'* and 91'* 

sub-processes, a substantial reduction in the size of the power corrections is seen 

for most observables. 
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Chapter 1 

Introduction 

1.1 Motivation 

One of the remarkable things about QCD is that in the limit of massless quarks it 

has only a single free parameter, usually taken to be aM8 (A1z). Therefore, many 

tests of QCD reduce to attempts to extract values of aM8(Niz) from different 

types of experimental observables. In order to do this accurately it is important to 

choose the right kind of observable. The physical processes described by QCD can 

be divided into two rough categories according to the characteristic momentum 

transfers involved: soft (low momentum transfers) and hard (high momentum 

transfers). Of the two, the soft processes are by far the less well-understood. These 

involve things like the structure of bound states, the confinement mechanism and 

the properties of hadronization. The hard processes all relate to scattering among 

the elementary quanta of the theory, the quarks and gluons. These are easier 

to understand because the asymptotic freedom of QCD allows one to describe 

them in terms of perturbation theory. However, it is unfortunately impossible 

to perform an experiment where only a hard process occurs. This is because free 

quarks and gluons never appear in asymptotic states- one cannot escape the effects 

of hadronization. It is therefore necessary to find observables that are relatively 

1 



CHAPTER 1. INTRODUCTION 2 

insensitive to the soft processes going on m the experiment, whilst maintaining 

sufficient sensitivity to the hard, perturbatively calculable parts that a meaningful 

measurement of arvr8 (Mz) can be made. 

These rough ideas can be made rigorous by appealing to the factorization 

theorems of QCD. These theorems allow one to express many classes of physical 

quantities as a convolution of a hard, perturbative cross-section with some uni­

versal parton ditribution functions, plus terms suppressed by powers of the hard 

momentum scale (power corrections). 

Consider for example the simplest QCD observable, the R-ratio, which mea­

sures the ratio of the hadronic to the muonic cross-section in e+ e- annihilation. 

This has been calculated perturbatively to O(cx~) and the leading power correc­

tions are suppressed by the fourth power of the hard scale. This should make 

it ideal for measuring D's at collider energies where D's ....._, 0.1 and the power­

suppressed terms should be negligible. However, the R-ratio is dominated by the 

parton model O(a~) term and thus very small errors are needed to see the a 8 

dependence. Moreover it contains no detailed information on the final state and 

so allows only a very simple test of the validity of QCD. 

These vices and virtues are exactly reversed for the so-called event shape vari­

ables [1] which measure properties of the energy-momentum distribution in the 

final state of some QCD process. They exhibit very strong dependence on D's 

and contain a lot of information about the detailed structure of the final state. 

However, they have so far only been computed to O(a~). Worse, one can deduce 

from simple models of hadronization [2] or through a renormalon analysis [3], that 

they should receive power corrections suppressed only by one power of the rele­

vant hard scale. These corrections may therefore be expected to be sizeable even 

at collider energies ....._, A1z. For example, one might expect the numerator in the 

power correction to be of the order of some confinement scale, say 1GeV; in that 
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case the power correction at Nlz could be of order 1% """' a;. 

Despite these problems event shapes are a very powerful means for measuring 

D's and testing the detailed predictions of QCD. Still, they would be even more 

useful if the power corrections which affect their values so substantially could be 

understood. The magnitudes of these corrections are not at present calculable in 

a truly systematic way from the QCD Lagrangian. Therefore to fit the data we 

require the introduction of either a phenomenological hadronization model or ad­

ditional non-perturbative parameters. Although this hampers attempts to extract 

reliable measurements of a 8 from the data, it also provides a good opportunity to 

study the IR behaviour of QCD experimentally. 

A particular approach to modelling these corrections, which has become the 

standard one employed in analysing data, was proposed in Ref.[4]. In this ap­

proach, which we shall refer to as the Dokshitzer-Webber approach after the ini­

tiating authors, power corrections to many event shape means are parametrized 

by one additional parameter, fro which has the interpretation of the mean value 

of the strong coupling over some infra-red energy range. 

This model does indeed appear to give a reasonable description of the data, 

with the fro values derived from several observables agreeing to within about 25% 

- the mean value being around 0.5 (see e.g. the review Ref. [1] and references 

therein). However, the interpretation of this is not completely straightforward be­

cause of a subtlety that was glossed over in the above. This is the so-called scheme 

dependence problem, which we will refer to here (a bit pedantically) as the renor­

malization prescription dependence problem. In a renormalizable theory like QCD 

there is no natural expansion parameter to use in formulating perturbation theory 

because the bare coupling which appears in the Lagrangian is related to physical 

quantities by divergent expressions. Renormalization eliminates this problem by 

defining a new, renormalized, coupling which absorbs the divergent terms, but 
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there is a considerable ambiguity in how this is achieved. Fixing this ambiguity 

amounts to defining the coupling by giving a renormalization prescription (RP) 

[5]. An RP consists of a choice of renormalization scheme (RS) and renormaliza­

tion scale (J-L). An exact calculation of a physical quantity is independent of the 

RP, so the choice of RP is unphysical, but unfortunately fixed-order perturbative 

approximations do depend on it. In fact, this ambiguity is essentially total - by 

a suitable choice of RP one can get any answer one wishes from a fixed-order 

perturbation series. Therefore one needs to make some "reasonable" choice of RP 

if perturbation theory is to have any chance of working. In QCD phenomenology 

one usually uses the MS renormalization scheme [7] and sets the corresponding 

renormalization scale J-LMs equal to some relevant hard physical scale. Varying 

J-LMS by a factor of 2 (or sometimes J2 or 4) is taken to indicate the likely size 

of higher-order corrections. Although this approach basically works as is shown 

by the overall success and consistency of perturbative QCD phenomenology [6] 

there is very little theoretical motivation for it (setting J-L equal to a hard scale Q 

is often explained on the grounds that terms like ln n (J-L / Q) otherwise appear at 

the nth order of perturbation theory, but strictly speaking J-L = xQ would suffice 

to eliminate these for arbitrary x). 

Most of the fits using the rnodel of Ref. [4] have used this standard approach 

to fixing the RP. An exception is work within the Dressed Gluon Exponentiation 

(DGE) framework (see Refs.[8, 9, 10] for the application to average thrust, and 

the thrust and heavy-jet mass distributions). For the event shape means, another 

possible approach is to used a so-called "optimisation" procedure to choose the 

RP. Several such proposals have appeared in the literature (some of them will 

be described in Chapter 3 of this thesis). One of these, the Method of Effective 

Charges (ECH) [11] was applied to the mean of the e+e- event shape 1-thrust 

in Re£.[12], and somewhat reduced power corrections were found compared to the 
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physical scale approach. This suggests the possibility that the power suppressed 

effects are partly compensating for missing higher-order perturbative terms asso­

ciated with the running of the coupling. Indeed, similar conclusions were reached 

in the DGE approach, although there the subset of terms resummed differs sig­

nificantly from that resummed by the change of scale implicit in NLO ECH: the 

former is factorially divergent, the latter actually converges. Recently an analysis 

similar to that of Ref.[12], though more extensive, was performed by the DELPHI 

collaboration [13], taking into account effects arising from the finite bottom quark 

mass via Monte Carlo simulations. Remarkably, with the ECH choice of RP the 

perturbative predictions were in good agreement with the data; for several observ­

ables there was no need to add additional power corrections. Even the deviations 

from universality of the apparent a0 values seen when working in the MS scheme 

could be predicted by NLO ECH perturbation theory. 

These results motivate looking at other observables where the DW model has 

been applied and studying the effect of using "optimized" RPs. In this thesis, two 

sets of observables are investigated: event shape distributions (specifically those 

of 1-thrust and heavy-jet mass) in e+e- annihilation, and event shape means in 

the Breit frame of ep DIS. 

1.2 Thesis Outline 

Chapter 2 contains a. brief summary of the main ideas from QCD needed for the 

rest of the thesis. A review of the RP-dependence problem and various proposed 

solutions to it is presented in Chapter 3. In Chapter 4 we apply the ECH to 

distributions of the e+ e- annihilation event shapes thrust and heavy jet mass, in­

corporating a. resumma.tion of infrared logarithms to next-to-leading log accuracy. 

Then in Chapter 5 we turn to event shape means in the Breit frame of ep DIS. In 

this case, a new unphysical parameter appears: the factorization scale. We exam-
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ine the effects of optimizing both renormalization and factorization scales using the 

Principle of Minimal Sensitivity (PMS). Chapter 6 summarises our conclusions. 



Chapter 2 

Quantum Chromodynamics 

The aim of this chapter is to review the basic physics background needed for under­

standing the later chapters. For reasons of space only a brief sketch of each idea 

can be included, but references are given to other, more comprehensive, reviews. 

2.1 QCD as a Quantum Field Theory 

2.1.1 The QCD Lagrangian 

Quantum Chromodynamics (QCD) forms one half of the Standard Model of par­

ticle physics [14, 15], providing a simple explanation for the profusion of hadronic 

and strong-interaction phenomenology in terms of an underlying quantum field 

theory (QFT). As with any QFT, we can specify the theory by giving its La­

grangian density, £. In the case of QCD (as with the other parts of the standard 

model) this is far from arbitrary; indeed it is almost uniquely determined by simply 

asking for a "renormalizable theory of Dirac fermions in the fundamental repre­

sentation of an SU(3) gauge symmetry". The fermions are called quarks, and the 

gauge bosons gluons. The familiar stongly-interacting particles, such as nucleons 

and pions, are composite objects constructed out of the fundamental quarks and 

7 



CHAPTER 2. QUANTUM CHROMODYNAMICS 8 

gluons. 

To construct £qeD we can start with the Lagrangian density (often simply 

called the Lagrangian) for a single species of Dirac fermion with mass m: 

(2.1) 

In QCD, the quark fields transform in the fundamental representation (3) of the 

gauge group, 1 so they must be three-component objects, 'lj;i, i = 1, 2, 3. The 

conjugate fields must transform in the conjugate fundamental representation (3), 

and this can be emphasised by writing them with a lower index as 1fii· This 

suggests the Lagrangian (using the summation convention) 

(2.2) 

which is invariant under a global SU(3) transformation 'lj;i--> U]'I/Jj, 1jji--> 1f;j(Ut)i 

Here, the u are unitary, so they satisfy uut = ll where ll is the 3 X 3 identity matrix. 

To promote this global symmetry to a gauge (i.e. local) symmetry requires some 

more work. Consider the effect on £ of a local transformation 

£ --> 1J;j(U(x) t)i ( i-yl-l81, - m )U(x )t 'lj;k 

1jjj(U(x)tU(x)){(irl-l81-l- m)'lj;k + 1J;j(U(x)t){(ir11 (81,U(x)t))7j} 

1fidi"fl-l81-l- m)'lj;k + 1J;j('h1'((U(x)t)i 81,U(x)k))'lj;k. (2.3) 

So, £ returns to itself plus an extra term involving uta/-lu. If we define a new 

covariant derivative 

(2.4) 

and require that 6. 11 satisfy the (matrix) transformation law 

(2.5) 
1 For group theory background, see Ref. [18]. 
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then the Lagrangian rewritten using D
11 

(2.6) 

will be invariant under the action of a local U ( x). 

At the moment, 6.1l is playing the role of an additional background field. To 

get to QCD we need to promote it to a full dynamical field, which requires looking 

more closely at what values it can take. Note that it is a 3 x 3 matrix, and must 

be hermitian to give a real contribution to the Lagrangian. Any such matrix has 

a unique expansion of the form 

8 

6.11 = 6.~ll + L 6.~ta (2.7) 
a=l 

where theta are matrices called the generators of SU(3). These are closed under 

taking commutators 

(2.8) 

(the real constants rbc are called structure constants [18]). 

The uniqueness of the expansion in Eq. (2. 7) follows from the fact that these 

matrices form a basis for the space of 3 x 3 matrices, considered as a 9-dimensional 

vector space. 

We will now show that the transformation Eq. (2.5) doesn't affect the value 

of 6.~, so this can be set to zero without violating the SU(3) gauge invariance 

(choosing a non-zero value would correspond to coupling the quarks to an addi-

tional background U(l) field). Note that of the basis matrices in Eq. (2.7) only 

ll has non-zero trace (the ta can be seen to be traceless by taking the trace of 

Eq. (2.8)). Substituting Eq. (2.7) into Eq. (2.5) and taking the trace, we see im­

mediately that the value of 6.~ will be unchanged if and only if the second term, 

( 811 U)Ut, is traceless. To see that this is so we can start from the fact that any U 

in SU(3) can be written U = exp('io:ata) (using the summation convention). Using 
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the relation exp(O) = limN_,00 (1 + ~)N we can express the second term as 

(2.9) 

Introducing the notation c = (1 + ia~ta ), C' =aiLe, we have 

(8JLU)Ut = lim ([C'C ... C] + [CC' ... C] + ... + [CC ... C'])c-N. 
N->oo 

(2.10) 

Here each [ ... ] contains N - 1 factos of C and a single C'. This is difficult 

to simplify further because in general C and C' do not commute. However, in 

computing the trace we can use cyclicity to cancel all the C terms from each of 

the N orderings to arrive at 

tr[(8JLU)ut] = lim tr[NC'C- 1] 
N->oo 

= J~~ tr [i(o!Laa)ta + 0 ( ~)] 
=0 (2.11) 

as advertised. 

After setting .6.~ = 0 we are left with 8 background fields .6.~; these are the 

gluon fields. Extracting a factor of the strong coupling g for convenience we write 

.6.~ = gA~ so the covariant derivative becomes 

D '" · Aata. J1 = UJL - ~g JL ' (2.12) 

To complete the construction of the QCD Lagrangian it remains to promote 

the A~ to true dynamical fields. This requires adding a kinetic term which is fully 

determined by the requirement of SU(3)-gauge invariance. First we construct a 

field strength tensor (analogous to F;w in electrodynamics) by noting that the 

commutator of covariant derivatives acting on the fermion field behaves like a 

matrix multiplication 

(2.13) 
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with 

F a a Aa a Aa JabcAb Ac 
JlV = 11 v- v 11 + 9 11 v· (2.14) 

Now, the covariant derivative of '1/J transforms under a gauge transformation in 

the same way as '1/J itself 

(2.15) 

and this must also hold for the commutator in Eq. (2.13), implying that F~vta 

transforms according to 

Therefore, a gauge invariant kinetic term can be written in terms of F 

-~tr[Fa taF11vtb] =-~Fa F 11vtr[tatb] 2 JlV b 2 JW b 

(the normalisation is conventional). 

=-~Fa ppv 
4 pv a 

(2.16) 

(2.17) 

Putting all this together, the QCD Lagrangian (generalised for Nf flavours of 

quark) is 
Nf 

LQCD = L1fiiJ(i''/"D11 -?nJ)VJ}- ~F:vp~w. 
f=l 

(2.18) 

If we require renormalizability, which just as in QED prevents operators of 

dimension greater than 4 appearing in the Lagrangian, and SU(3) invariance which 

prevents for example a gluon mass term ex A 2 , there is only one other term we 

could possibly add to the Lagrangian. This is the so-called theta term 

(2.19) 

which is a total derivative and produces no effects at the perturbative level. How-

ever, if() 1- 0 non-perturbative effects would induce a CP-violating electric dipole 

moment for the neutron, and experimental constraints on this provide a bound 

j()J < 3 . 10-10 [19]. 
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Although the SU(3) gauge symmetry of QCD has been stressed as being of 

paramount importance, if we want to actually calculate predictions from the 

QCD Lagrangian it will be necessary to explicitly break this symmetry by fix-

ing the gauge. This is evident already at the classical level; because the gauge 

transformation can have an arbitrary time-dependence, it cannot be possible to 

write equations of motion to describe the solutions of the theory. Classically it is 

sufficient to add to the Lagrangian a gauge-fixing term 

,. _ 1 (81LAa)2 
Lgauge-fixing - 2~ IL (2.20) 

where~ is an adjustable parameter selecting one from an infinite family of covari­

ant gauges (other more general gauge choices exist, such as axial gauges which 

break manifest Lorentz invariance). At the quantum level (for non-Abelian gauge 

theories) additional complications arise, which require so-called ghosts to be added 

into the theory. These are unphysical anti-commuting scalar degrees of freedom, 

whose effect is to cancel unphysical longitudinal gluons. Writing T/ for the gluon 

fields, we must add to the Lagrangian 

(2.21) 

(see Ref. [14], p 514). It should be stressed that the manner in which the gauge 

is fixed has no effect on the predictions of the theory for observable quantities, 

precisely because the theory before gauge fixing is gauge invariant. However, 

unobservable objects like Green's functions can depend on the choice of gauge 

(e.g. the value of ~). 

2.1.2 The Feynman Rules 

As with all QFTs of physical relevance, QCD is much too complex to solve exactly, 

but useful predictions can be obtained using perturbation theory (there are also 

other approaches, e.g. lattice gauge theory, but they aren't relevant to this thesis). 
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Perturbation theory involves expanding some quantity of physical interest (per­

haps a scattering amplitude or a cross-section) as a power series in the coupling 

constant g. The coefficients at each order in the expansion can be calculated by 

the method of Feynman diagrams [14, 16]. Let us sketch how this works for the 

case of scattering amplitudes. 

Suppose M(I _____, F) is the amplitude for a scattering process where a set 

of particles I with definite momenta comes in from infinity and scatters, and 

then a set of particles F (again with definite momenta) emerges. To construct a 

perturbative expansion for this quantity, start by drawing external lines as shown 

in Fig. 2.3 for each particle in I and F. Consider all the ways of joining these 

external lines using the internal lines shown on Fig. 2.1 and the vertices shown on 

Fig. 2.2 (which give fully connected diagrams). Remove from these any diagrams 

containing loops attached to outgoing lines (that is, any diagrams which have 

pieces that can be detached by cutting a single line). This leaves only the so­

called "amputated" diagrams. Each of the diagrams in this set will contribute to 

the amplitude M(I _____,F). 

To calculate the contribution from each diagram we first need to assign a mo­

mentum vector to each line. This can be done as follows: assign to external lines 

momenta equal to the observed momenta of the initial state/final state particles. 

Use momentum conservation at each vertex (i.e. ensure the incoming momentum 

balances the outgoing momentum) to fix the other momenta; for diagrams con­

taining loops this will not be sufficient to fix all momenta, so some will be left 

undetermined. Now for each line or vertex in the diagram write down the corre­

sponding factor given by the Feynman rules shown in Figs. 2.1-2.3. Whenever 

a line meets a vertex, corresponding spin/ colour /lorentz indices should be iden­

tified. Integrate over each undetermined momentum, and sum over all internal 

spin/colour/lorentz indices (this latter is implicit in the form of the expression 
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if we use the summation convention). For each closed fermion or ghost loop, an 

additional factor of -1 is required. For some diagrams, it is also necessary to divide 

by a symmetry factor (the number of ways of switching vertices and lines in the 

diagram that leave it unchanged). 

The sum of the contributions from all diagrams, calculated in this way, should 

equal iM(I -+ F). It is then straightforward to square this amplitude and multiply 

by some kinematic factors (specific to the number of final state particles) to obtain 

a (fully differential) cross-section. If the momenta and other quantum numbers of 

the particles are not observed, they can then be summed over, subject to contraints 

imposed by conservation laws. However, there are clearly an infinite number 

of diagrams, growing to arbitrary complexity as more vertices are added. Still, 

looking at Fig. 2.2 one notes that every vertex carries at least one factor of g. So 

if one is interested in computing M to a fixed order in g, only a finite number of 

vertices (and hence a finite number of diagrams) are required. 

But how useful is working at a fixed order in g in QCD? The problem is that 

the interaction between quarks and gluons is strong, in fact so strong that they 

are confined inside hadrons. This makes it seem doubtful that g would be small 

enough for a fixed-order approximation to be useful. An even bigger problem 

arises when we actually try to use the rules given above to compute diagrams 

with loops. It very often happens that the integration over undetermined momenta 

diverges, giving nonsensical answers for scattering amplitudes. Remarkably both 

these problems can be addressed together, as we will see in the next sections. 
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Figure 2.1: QCD Feynman rules for internal lines. 
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Figure 2.2: QCD Feynman rules for vertices. 
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Figure 2.3: QCD Feynman rules for external lines. The solid point marks the 

connection to the rest of the diagram; this stands to the right for incoming lines 

and to the left for outgoing lines. Momentum flow is always left-to-right (i.e. 

inwards for incoming particles, outwards for outgoing ones). Arrows indicate the 

direction of fermion number flow. 
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2.2 UV Singularities 

2.2.1 Regularisation 

Consider the diagram 

p/2 + k 

c (2.22) 

]J p/2- k ]J 

which appears as a sub-diagram in various scattering processes, as well as a contri-

bution to the 2-point function for the quark field. Note that it contains a loop, so 

there is an undetermined momentum, k. vVhen evaluating this diagram we need 

to perform an integral over k. For simplicity let us discard the propagator fac-

tors coming from the outer fermion propagators, and work with massless quarks. 

Then, evaluating the diagram using the Feynman rules of Figs. 2.1-2.3 with~= 1 

(Feynman gauge) we obtain 

J d
4k . a !1) i(p/2 -I/) . b v -igl1v6ab 

(27r)4 ( -zgt 1 (p/2- k)2 + iE ( -zgt 1 ) (p/2 + k) 2 + iE · (2.23) 

The lj can be dropped from the numerator because it gives a contribution which 

is odd ink. Simplifying the expression using tatbJab = CFIT (CF = 4/3 for SU(3) 

QCD) gives 

(2.24) 

This integral can be evaluated by Wick rotation to Euclidean momenta k ---t kE. 

For large /kEI, the integrand goes like 

d4 kE 1 

(27T)4 k~ 
dfh d/kE/ 

(27T)4 /kE/ 
(2.25) 

which fails to converge. If the integral were cut off at /kE / rv A, the results would 

behave like ln(A) as A ---t oo, so this is referred to as a logarithmic ultraviolet (UV) 

divergence. 
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How can this be interpreted physically? The first step towards doing so is 

to gain control over the divergence by regularising it. We introduce a parameter 

(such as the above-mentioned A), called a regulator, which removes the divergence; 

the divergence only reappears in the limit when the regulator is removed (e.g. 

A --t oo). Here we will use so-called dimensional regularisation [20], where the 

number of space-time dimensions d is analytically continued away from d = 4 to 

d = 4 - 2f. This renders the integrals finite for f > 0, the divergences showing 

up as poles in f at f = 0. Changing the dimension of space-time in this way 

alters the mass dimension of the fields and coupling constants, because the d­

dimensional integral of £ is the (dimensionless) action and therefore every term 

in the £ must have mass dimension d. Looking at the kinetic terms allows us to 

deduce that [A] = (d- 2)/2 and [~] = (d- 1)/2. The interaction term then gives 

[g?JA~] = [g] + (d-1)+ (d-2)/2 = d, implying that [g] = (4-d)/2 =f. To achieve 

this we introduce a scale t-t and replace g --. {LEg (so g is still dimensionless). This 

breaks the scale in variance that the (massless) theory has at the classical level. 

Dimensionally regularising the integral in Eq. (2.24) gives 

2 ip [1 p
2 

] -CFg -- - + ln47r -IE -ln- + 1 + O(E) 
(47r) 2 f {L2 (2.26) 

where the 4-dimensional divergence is clearly visible as the simple pole at f = 0. 

This diagram is far from unique in containing a divergence. In fact in QCD 

there are an infinite number of divergent diagrams. How we deal with this physi-

cally is the subject of the next subsection. 

2.2.2 Renormalization 

The key observation that lets us make sense of the divergences is that they all arise 

when we follow the standard practice in physics of relating our predictions back to 

the parameters of our theory (in this case, g). However, these parameters are not 

observable, so this is not necessarily a disaster. It is still possible that the theory 
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predicts sensible, finite relations between observable quantities. This is indeed the 

case, and the process that extracts these predictions is called renormalization. 

To renormalize the theory, we introduce for each field and parameter appearing 

in the Lagrangian a renormalization factor, Z. This relates it to a "renormalized" 

counterpart of that field/parameter in terms of which physical predictions will 

come out finite. In massless QCD this means we have 

where the subscript B indicates "bare" quantities - i.e. those appearing in the 

Lagrangian. Using these relations, we can rewrite the Lagrangian 

Nf 

L = "'\:"' -:!.. (i'll )··'·i _~Fa p!Lv + 2_({)1-L Aa)2 + 17a(-826ac _ gatLjabcAb )one 
QCD ~ o/t,f 'r!L If/ f 4 ILl/ a 2~ !L 11 't 

f=l 

-l63(8,,A~- 8vA~) 2 + J21i}(if1)7/J- J~f/82 ·'7a 

+g fJ J,,.,y A a tao/,_ g63gjabc({) Aa)Ab Ac 
lo/t !L If/ 1 Jl I> Jl 1/ 

This breaks the Lagrangian into a piece looking just like the bare Lagrangian but 

written in terms of renormalized quantities, and a set of counterterms. The coef-

ficients of the counterterms 61 , 62 , ... are functions of the renormalization factors 

(for details, see Ref. [14], Ch. 10 and 16). 

Deriving Feynman rules from this new Lagrangian gives us a set identical to 

those shown on Figs. 2.1-2.3 but written in terms of the renormalized parameters 

and fields, plus a set of new counterterm vertices. Some of these are shown on Fig. 

2.4. When we now draw the diagrams for a scattering amplitude or correlation 

function, these vertices need to be included. For example, whenever evaluating a 

diagram containing the sub-diagram illustrated in Eq. (2.22), one has to consider 

also the diagram where the external quark lines connect not to the quark-gluon 
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loop, but to the first counterterm vertex of Fig. 2.4. The total contribution from 

both possibilities is 

2 ip [ 1 p2 ] . 
-CFg -( )2 - + ln4JT -{E -ln 2 + 1 + O(E) + zpo2. 

41T E ~ 
(2.27) 

By choosing a suitable £-dependent value for 02, the 1/E pole can be subtracted. 

This part of the diagram will then be finite in the limitE---+ 0 (i.e. in 4 dimensions). 

It is possible to show to all orders in perturbation theory that a single choice for the 

counterterm coefficients 01, o2 , ... is capable of removing all the UV divergences 

from every physical prediction (in other words, QCD is renormalizable [21]). The 

divergences only appear in the relations between these renormalized parameters 

and their bare counterparts, which are unobservable. Therefore one can take 

the limit E ---+ 0 with the renormalized parameters fixed. This produces physical 

predictions which are finite functions of the renormalized parameters. 

However, this procedure is not uniquely defined because although the singular 

parts of the counterterm coefficients are fixed by requiring a finite result, their 

finite parts are arbitrary. The precise choice of counterterms is called a renormal-

ization scheme (RS). Coupling this with a choice of the renormalization scale JL 

we arrive at a full renormalization prescription (RP). This describes precisely how 

the renonnalized parameters are related to the bare paremeters. Fortunately, this 

freedom in choosing an RP does not lead to an ambiguity in the physical content 

of the theory. The reason is that a choice of RP can be thought of as a change 

in the definition of the theory's parameters: the parameters in two different RP's 

are said to differ by a finite renormahzation. If we compensate for this fact by 

suitably altering the value of each parameter when the RP is changed, the choice 

of RP becomes purely conventional. 

Unfortunately, this invariance of predictions under a change of RP does not 

hold for the perturbative approximations discussed in Subsection 2.1.2. In par-

ticular, problems arise from the dependence of the renormalized coupling on the 
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RP, because the compensation between the effects of changing the counterterms 

and changing the value of the coupling requires cancellations between different 

orders of perturbation theory. To see this, note that in perturbation theory the 

renormalized coupling equals the bare coupling at leading order (because there 

are no loops, and hence no renormalization, at leading order). Therefore it can be 

expanded in terms of the bare coupling as follows 

2 
9 = 9B + 'VI9B + ... (2.28) 

where the coefficients v11 depend on the RP. Suppose we compute an observable 

quantity S whose bare perturbation series is 

(2.29) 

The renormalized perturbation series for S will be 

(2.30) 

Although S is itself independent of the RP, its truncation to order g2 is not. For 

example, varying v1 leads to a change of order g3 . 

This makes it vital to choose the "correct" RP when using perturbation theory 

if reasonable answers are to be obtained. The first step in doing this is to find 

how the coupling depends on the RP. 

2.2.3 The Beta-Function 

An important aspect of the choice of RP is the choice of the scale ft which breaks 

the classical scale invariance of the theory (here Jl appeared through the shift 

g -+ {lEg made when using dimensional regularisation, but a similar scale will 

appear however we regularise the theory). The dependence of the coupling on ft 

is governed by the so-called beta-function: 

&g 
~l = f3(g). 
u n fl 

(2.31) 
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Figure 2.4: Some of the QCD Feynman rules for counterterm vertices. 

vVe can calculate the beta-function by examining the tt-dependence of the 

renormalized connected Green's functions of the theory 

(the subscript "conn" indicates that unconnected diagrams in the perturbative 

expansion are to be removed). These are related to the bare connected Green's 

functions 

by 

G~t,m) ({xi, Yj }; ea, ga) = (DIT{Aa(xl) ... Aa(xn)¢a(yl) ... ¢a(Ym)}ID)conn 

(2.33) 

G(n,m) ({ •. }· (: ( )) - z-n/2z-ml2c(n,m) ({ . }· (: ) 
Xz,Yj >'>>fL,g tL - 3 2 B Xz,Yj o<,B,9B · (2.34) 

Differentiating with respect to In tL with JLE9B fixed (i.e. with the Lagrangian 

fixed), and using the fact that the bare Green's functions ouly depend on the 
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combination p,EgB, we arrive at the Callan-Symanzik equation 

( 
a a a) aln,Lt +fJ(g)ag -n[A(g)-mr1f;(g)+6(g)a~ Q(n,m)({xi,Yj};~,p,,g(p,)) =0. 

(2.35) 

The functions {A and /1/J are anomalous dimensions for the gluon and quark fields 

respectively. They satisfy 

1 a ln z3 1 a ln z2 
IA(g) = --2 al '!1/;(g) = --2 Ol . 

n,LL n fJ, 
(2.36) 

6(g) describes the evolution of the gauge parameter with the renormalization scale 

a~ 
6(g) = -. a lntJ, 

(2.37) 

Calculating a sufficient set of Green's functions then allows one to solve Eq. (2.35) 

for /3, /A, {1/J and 6. In particular, one can obtain a perturbative expansion for the 

beta-function governing the evolution of the coupling. At leading order (one-loop) 

in SU(3) QCD this is 

a9 9
3 

( 2N1 ) 5 
alnp, = (J(g) =- (47r) 2 

11 - -3- + O(g ). (2.38) 

It is often more convenient to work instead with the expansion parameter a = 
g

2 /47r2 (the "couplant") which puts the beta-function coefficients in a very simple 

form. At leading order, for SU(3) QCD: 

aa 2NJ 2 3 -- = jJ(a) = -(11- -)a + O(a ). 
aln,Lt 3 (2.39) 

For Nf :S: 16, the sign of the beta-function is negative, which means that the 

couplant a decreases as the renormalization scale p, is increased (so long as there is 

some p, such that a(,Lt) is small enough for the leading order term to dominate the 

beta-function). This can be seen explicitly if we solve the one-loop beta function 

equation Eq. (2.39) to obtain 

a(") - 1 b = 11 - 2Nf 
,_., - bln *' 3 

(2.40) 
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where A is the undetermined parameter one expects to find when solving a first 

order ODE. 

Going beyond leading order the beta-function takes the form 

aa 2 2 3 ) -- = f3(a) = -ba (1 + ca + c2a + c3a + .... a In !t 
(2.41) 

It turns out that this equation is also relevant for understanding the rest of the 

RP-depenclence of a, the RS dependence (i.e. the dependence on the choice of 

counterterm coefficients) [22]. The first two coefficients, b and c, are independent 

of the RS as can easily be checked by making a general transformation a ---t a' = 

a+ O(a2 ), which is the effect a change of RS has on a (because a= as+ O(a~), 

c.f. Eq. (2.28)). In contrast, the higher order ceofficients { c2, c3, ... } depend on 

the RS. In fact, if we restrict our attention to physical quantities (rather than 

Green's functions) so the gauge parameter can be ignored, the RS can be labelled 

by the values of these coefficients, along with the scale A which appears when we 

solve Eq. (2.41), as it did when we solved Eq. (2.39). 2 

In fact the couplant does not depend separately on !t and A, because by sim­

ple dimensional analysis the solution to Eq. (2.41) must be a function of !tl A. 

Therefore to describe the RP through a set of independent parameters one can 

Something slightly odd has happened here, because this set of parameters fixes 

not just the definition of a in terms of its bare counterpart as, but its actual value. 

What happened to the free dimensionless parameter in the QCD Lagrangian? 

It turns out that it has been eliminated by the process of renormalization, and 

converted into a freedom in the overall energy scale of the theory - an effect called 

dimensional transmutation. To see this, imagine we compute some dimensionless 

observable R which depends on a and an overall energy scale Q. The perturbative 

2 This is evident from the fact that these parameters, along with JL, are sufficient to fix a. 

Therefore, since this is the only parameter of the (massless) theory, they totally fix the RS. 
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coefficients are dimensionless and can only depend on f-L and Q, so we must find 

R = R(a(f-L), t-L/Q). (2.42) 

If we set {L = Q (which we can do as f-L has no effect on the physics) this reduces 

to 

R = R(a(Q), 1), (2.43) 

which inherits all its dependence on Q through a- therefore the scale for its energy 

evolution is set by A. This is the true parameter we must fit from experimental 

measurements of R. But isn't A supposed to be a parameter describing the RP, 

which should not affect the physics? It turns out that although different values of 

A differentiate between different schemes, the actual value of A in a given scheme 

cannot be uniquely determined from the recipe we use to renormalize the theory. 

There is a freedom in rescaling the A values in every scheme simultaneously which 

functions as a free, dimensionful parameter. This will be further discussed in 

Chapter 3. 

Another important consequence of Eq. (2.43) is that it gives the evolution of a 

some physical significance. It implies that as Q -. oo, the QCD contributions to R 

(involving powers of a) will decrease. This is called asymptotic freedom [23, 24, 25] 

and was one of the most important clues in picking out QCD as the correct theory 

of the strong force. It also answers the question raised at the end of Subsection 

2.1.2 about the validity of perturbation theory in QCD where the interaction is 

very strong. It is true that for low energies Q (in practice of order a few GeV or 

so) perturbation theory fails because a( Q) is large (in some appropriate scheme; 

this will be discussed further in Chapter 3). However, as we increase Q, a exhibits 

the fall-off approximately illustrated in Eq. (2.40), allowing perturbation theory 

to come into its own. 

Note that in the original equation, Eq. (2.42), the argument of a is the unphys­

ical scale f-L· As R is independent of f-L, it is perfectly legitimate to send !L -. oo, in 
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which case a goes to zero without requiring Q to be large. However, this does not 

allow one to improve perturbation theory, because R also depends on p, through 

IL/ Q. In fact 

d ( a a) -dl R(a(lt), IL/Q) = ~l + {3(a)~ R(a(p,), p,/Q) = 0. 
np, unp, ua 

(2.44) 

Expanding this in a, allows one to deduce how the perturbative coefficients of r de-

pends on p,: the coefficient of a,n is a degree n-1 polynomial in ln(p,/Q). Therefore 

if one takes IL very different from Q the higher order perturbative coefficients will 

become large, spoiling the convergence of the perturbation series. It seems best to 

set IL = Q (the so-called renormalization group (RG) improvement of perturbation 

theory), but things are actually not so straightforward (see Section 3.2). 

2.2.4 Hadronization 

So far we have discussed how to obtain perturbative predictions for scattering 

amplitudes between states containing quarks and gluons. However, real quarks 

and gluons (collectively partons) are actually confined inside hadrons. What rele-

vance, then, do these partonic scattering amplitudes have? Because of asymptotic 

freedom, the strength of the QCD coupling is effectively smaller for processes oc-

curing at higher energies. Therefore, at these energies quarks and gluons behave 

essentially like free particles. If we consider a process such as the annihilation of 

an electon and a positron to produce hadrons at low centre-of-mass energy (e.g. 

Q"' lGeV), the small momentum transfers involved will ensure that the effective 

QCD coupling a( Q) is strong, and an analysis in tenns of quarks and gluons will 

be impractical. However, as the centre-of-mass energy Q is increased, a(Q) will 

decrease until the basic e+ e- annihilation process can be described in terms of 

weakly coupled quarks and gluons. These partons, however, will never be ob-

served coming out from the scattering event. Once the initial hard scattering has 

occurred, soft, long-distance interactions will take over, transforming the emerging 
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partons into jets of hadrons. This process is called hadronization. Various phe­

nomenological models have been constructed to describe hadronization [2], but it 

is not well understood from a fundamental point of view. 

Processes with incoming hadrons can also be described in terms of quarks and 

gluons. This is briefly discussed in Section 2.4. 

2.2.5 Minimal Subtraction Schemes 

The simplest renormalization scheme to use in practice is the Minimal Subtrac-

tion (MS) scheme [7]. This involves fixing the counterterms to subtract only the 

divergent 1/E terms. For example, Eq. (2.27) would allow us to fix J2 at order a 

to be 

(2.45) 

More popular in practice is the Modified Minimal Subtraction scheme (MS), where 

one also subtracts the In 4n - IE which invariably appears front dimensionally 

regulating divergent integrals. In this scheme 

(2.46) 
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2.3 IR Singularities 

2.3.1 Cross-Section for e+e~ -----t qq 

In the last section it was explained how the UV divergences could be removed from 

the predictions of QCD by absorbing them into singularities in the unobserved 

parameters of the theory. However, these are not the only divergences that can 

appear in Feynman diagram calculations. To show this we will take as an example 

the cross-section for the process e+e~ __, qq (at leading order in the QED coupling). 

A cross-section is obtained as a phase space integral over the absolute square 

of the corresponding amplitude IM 12 , and if the beams are unpolarizecl and no 

polarization information is measured in the final state (as we assume here) one 

must average over initial spins and sum over final spins. This can be elegantly 

clone using the method of cut diagrams. In this, the product of one diagram 

and the complex conjugate of another is drawn as a single diagram making use 

of "cut propagators" arising from the spin sums I::s us (p )us (p) = fJ + m and 

L:s vs (p )vs (p) = p - m. Note that there is no integration over the momenta. 

carried by cut propagators. The cut diagram for the leading order (LO) 0( a0 ) 

contribution to O'(e+e~ __, qq) is shown in Fig. 2.5. Taking all masses to be 

negligible, the cut diagram can be easily evaluated using the Feynma.n rules of 

QCD and QED (which resemble those of QCD but with no colour factors or 

gauge boson self-interactions, and with g2 / 47r __, a '::::' 1/137 ~ the "fine structure 

constant"). 

Finally performing the phase-space integral yields 

+ ~ ~ 47ra2 ~ 2 -
O'Lo(e e __, qq) = --~ Q J = O'o 

s f 
(2.4 7) 

where s = (ql + q2) 2 is the square of the centre of mass energy. Qf is the charge 

of the quark of flavour fin units of e (e.g. Q1, = +2/3). 

Next, consider the next-to-leading order (NLO) O(a) corrections to this cross-
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section. These arise from the cut diagram shown in Fig. 2.6 (plus its complex 

conjugate). Unlike the LO diagram, this contains a loop, so we must integrate 

over the momentum k. The evaluation of the diagram therefore contains a factor 

(2.48) 

For large Euclidean momenta, we again find a logarithmic UV divergence (d4 kE · 

k'fdk~ "' dikEI/ikEI). This can be cancelled by adjusting the O(a) part of the 

QED counterterm vertex for a quark of charge Q 

(2.49) 

so as to fix the "fq(j vertex at zero momentum to be -ieQ'Yil (this amounts to 

defining the renonnalized QED coupling in terms of the charge measured on long 

distance scales e.g. in the Coulomb potential). However, there is also a divergence 

for small k. To see this, note that we are assuming massless quarks, so (p1 + k )2 = 

2pl · k + k2, which is O(k) in the k----+ 0 limit (and similarly for (P2- k) 2 ). So as 

k ----+ 0, the denominator falls like k4 . If we insert an infra-red cutoff at kE = m, 

the loop integral diverges like ln(m)- a logarithmic infrared (IR) divergence. This 

is clearly going to cause problems. For the moment, let us regulate it by adding a 

small gluon mass m 9 . Evaluating the full renormalized diagram then gives 

(2.50) 

where L = log(m~/s) = log(m~/(q1 + q2) 2 ) diverges as theIR regulator m
9 

is sent 

to zero. 

The fact that this cross-section diverges in the physical m
9 

= 0 case seems 

disasterous, but in fact it is just a sign that the quantity O"(e+e- ----+ qq) is not 

truly observable. In reality, no experiment could distinguish a simple qq final 

state from one accompanied by any number of other particles which are either 
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e 

q 

Figure 2.5: LO diagrams used in calculating a(e+e- ----t qq). On the left is the 

contribution to the amplitude M, on the right the contribution to IMI 2 obtained 

by joining this diagram to its mirror image with a cut. The cut quark propagators 

are given in the text. The momenta are taken to point in the direction of fermion 

number flow. 

soft or collinear with the quark/ anti-quark (of course, as noted in Subsection 

2.2.4, the observed final states actually contain hadrons, but this doesn't affect 

the argument: the hadrons corrsponding to a qq state would be indistinguishable 

from those corresponding to a qq+soft/collinear final state). Therefore, if we want 

to compute a physical cross-section we need to include contributions from emission 

of additional soft or collinear particles. The simplest quantity that illustrates this 

is the total cross-section for e+e- ----t hadrons. 

2.3.2 Inclusive Hadron Production 

Consider the cross-section a(e+e- ----t hadrons). This is referred to as an "inclu­

sive" observable, because all possible hadronic states are included. At O(a), it 

receives the leading order and virtual next-to-leading order corrections described 

in Subsection 2.3.1, but it also receives contributions from the emission of a single 

real gluon. These can be computed from the cut diagrams shown in Fig. 2. 7. 

If we ignore the overall orientation of the final state, it can be described by the 
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Figure 2.6: On the left is the cut diagram for the O(a) contribution to IMI 2 for the 

process e+e- ____,qq. There is also a contribution given by the complex conjugate 

(left-right reflection) of this diagram. The right hand diagram shows how the -yqq 

counterterm vertex cancels the UV singularities from the loop integration on the 

left. 

dimensionless quantities 

Xi= p~~ (i = 1,2,3) 
ql CMS 

(2.51) 

which satisfy x 1 + x2 + x3 = 2, Xi < 1. Evaluating these diagrams then allows one 

to calculate the differential cross-section 

(2.52) 

This becomes singular as x 1 ____, 1, x2 < 1 (gluon becomes collinear with anti­

quark) and x2 ____, 1, x1 < 1 (gluon becomes collinear with quark), and also as 

x1 ____, 1, x2 ____, 1 (gluon becomes soft). 

The singularities in Eq. (2.52) cause its integral, the cross-section a( e+ e- ____, 

qqg), to diverge. Just as with a( e+ e- ____, qq), this is a sign that this is an un­

physical cross-section. Instead, we wish to calculate the physical cross-section 

a(e+e- ____, hadrons) = a(e+e- ____, qq) + a(e+e- ____, qqg) + .... This is finite, so sin-

gularities must cancel between the virtual and real gluon contributions. To see this 

cancellation explicitly, we need to add a gluon mass regulator to our calculation 
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of Eq. (2.52), obtaining 

( (xi+~ )
2 + (x2 + ~ )2 

(1- XJ)(1- X2) 

- ~~ [ (1 -
1
x1) 2 + -(1---

1
-x-2)-=-2]) 
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(2.53) 

Integrating this over the allowed phase space (which is now slightly reduced be-

cause of the gluon mass so as to avoid the divergent regions) we arrive at a cross-

section 

(2.54) 

Combining this with Eq. (2.50), the logarithmic terms cancel and the gluon mass 

can safely be set to zero. vVe are left with the simple result 

+ ( 3CFa) aNLo(e e- ___. hadrons) = ao 1 + -
4
-

=ao(1+a). (2.55) 

Dividing this by the cross-section a(e+e- ___. f.L+ f.l-), which receives no QCD 

corrections (at O(o:~Eo)), we obtain the R-ratio described in Chapter 1: 

( r:) = aNLo(e+e- -t hadrons) = 3 (~ Q2) ( ) 
RNLO v s ( + _ + _) ~ 1 1 + a . 

aee -tf.lf.l f 
(2.56) 

2.3.3 Exclusive Processes and IR Safety 

In the last subsection the cancellation of IR singularities between virtual and real 

corrections was demonstrated for the total cross-section a( e+ e- ___. hadrons) at 

O(a). However, the phenomenon is much more general, and we can ask what 

exactly characterises the quantities where the cancellation occurs. Recall that the 

real emission cross-section Eq. (2.52) exhibits singularities only when the gluon 

becomes soft or collinear with one of the other particles. It is the contributions 
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Figure 2. 7: Cut diagrams for the process e+ e- __, qqg at order a. There are also 

an additional two diagrams where the gluon is attached differently to the inner 

loop (these look like reflections of the diagrams shown). The cut gluon propagator 

is -glw. 

from these regions of phase space that cancel the divergences in the virtual cor-

rections. In fact this can be shown to extend to all orders of perturbation theory, 

and to all processes (although there are subtleties when there are hadrons in the 

initial state, see Section 2.4). Therefore, any quantity which always sums contri-

butions from the soft and collinear real emissions with the virtual corrections to 

the process without real emissions will be free of IR singularities. 

Consider a variable 0 which depends on the final state momenta {Pi} (but 

not on their arbitrary ordering). Given the definition of 0 we can define the 

differential cross-section ~0 . How can we guarantee that this will be free of IR 

singularities? The answer is to require 0 to be insensitive to the addition of soft 

particles to the final state, and to the collinear splitting of final state particles. 

That is 

(2.57) 

Such a variable is said to be infrared safe. The reason this works is that ~0 ( o) is 
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computed by summing the fully differential cross-section over all final states with 

0 = o, so for an IR safe 0 the contributions from soft/collinear real emissions are 

always added to the contributions without such emissions. 

A very important class of infrared safe variables are the so-called event shapes 

which are the subject of this thesis. The prototypical example of an event shape 

is Thrust, defined in the centre-of-mass frame in e+ e- annihilation: 

(2.58) 

For a qq final state, T = 1. Considering final states with more and more evenly 

spread emissions, T decreases, reaching a minimum value of 1/2 for an isotropic 

event. Because Tis IR safe, the differential cross-section ~~, and the corresponding 

distribution ~ j~, are finite. However, theIR singularities leave a nasty legacy in 

the perturbative coefficients for ~~. This is easiest to understand at 0 (a). We 

can convert Eq. (2.52) into j~ by noting that for a qqg state 

(2.59) 

The distribution ofT as T -t 1 therefore comes from integrating Eq. (2.52) along 

a path in the (xi, x2) plane that approaches the singular region XI, x2 "' 1. This 

causes the O(a) contribution to j~ to blow up like log(1- T)/(1- T) as T -t 1. 

This divergence is not unexpected, because when T equals 1 exactly, the qq final 

state will make an O(a) IR-divergent contribution to the T-distribution. The 

integral over the whole distribution is finite, so the contribution from the real-

emission qqg final state must be IR-divergent when integrated over all T. More 

specifically, the finiteness of the observables 

1 1I d(} 1 
Rr(To) = - dT-, -

2 
<To < 1 

(}tot To dT 
(2.60) 

(Rr(To) is the fraction of events with T > T0 ) implies that the real-emission 

contribution must diverge as T -t 1. 
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Although Rr(To) is observable and hence IR-finite for all To < 1, it too has 

diverging perturbative coefficients as T0 --t 1. These arise because imposing the 

condition T > To limits the cancellation of real and virtual IR singularities. When 

To = 1/2, the integral in Eq. (2.60) runs over all the possible final states; in 

this case, the real and virtual corrections cancel almost exactly, leaving over the 

small contribution shown to O(a) in Eq. (2.55). However, as To is increased, the 

integral in Eq. (2.60) misses more and more of the phase space for emission of 

a real gluon. The cancellation between real and virtual singularities is impaired, 

and the perturbative coefficients grow as a result. 

This divergence in the distribution is clearly unphysical (for one thing, Rr(To) 

is a fraction, so it must lie in the interval [0, 1]). Indeed, the actual behaviour of the 

thrust distribution is very different from what this leading order calculation might 

suggest. Rather than growing as T --t 1, it first rises to a peak and then falls off to 

zero. This conclusion can be obtained from perturbation theory if one takes into 

account the fact that the growth in perturbative coefficients is not unique to 10. At 

higher orders, emission of soft/ collinear gl uons is also enhanced in a manner similar 

to Eq. (2.52), so emission of n gluons gives factors like an log2
n-

1(1- T)/(1- T) in 

the distribution, and an log2n(l-T0 ) in Rr(To). The effective expansion parameter 

for the perturbative series becomes alog2(1- T), damaging its convergence for 

T"' 1. To fix this one requires some form of resummation. For example, one can 

show that including the leading logs at each order of perturbation theory gives 

Rr(To) = exp( -CF log2 (1- To)a). (2.61) 

As To --t 1 this gives Rr --t 0 even though all fixed order approximations to Rr 

diverge. Resummations like this will be further discussed in Chapter 4. 

It is worth noting that although resummed perturbation theory gives the cor­

rect qualitative behaviour for the thrust distribution near T = 1, its detailed shape 

is expected to be subject to large non-perturbative corrections. This is because 
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gluon emissions at low transverse momentum dominate the distribution forT"' 1, 

and these are not expected to be under perturbative control due to the low scales 

involved. 

2.4 Initial State Hadrons 

2.4.1 Initial State IR Singularities 

In the last subsection we saw how IR singularities arising m soft or collinear 

final-state emissions cancel with those from virtual corrections. However, there is 

another kind of IR singularity, which appears when an initial state particle emits 

collinear radiation. Just like all IR singularities, it appears because an internal 

propagator goes on-shell and leads to a singular cross-section. 

In the case of collinear radiation from a final state particle, we argued that 

no experiment could distinguish the state with radiation from the state without, 

so the cross-sections needed to be combined, allowing the divergence to cancel. 

However, this is not the case for initial state collinear radiation- it is not collinear 

to anything in the final state, so there is no problem of principle in detecting it. 

Thus, there seems to be no possibility of removing the divergence from physically 

observable cross-sections. 

2.4.2 Factorisation 

The solution to this problem comes from recognising that it is impossible to carry 

out a scattering experiment with incoming quarks or gluons because they are 

confined inside hadrons. The closest we can come is to consider a scattering 

experiment with hadrons in the inital state e.g. electon-proton ( ep) scattering. 

Because the proton is a composite object made of partons, ep scattering can be 

analyzed in terms of all the possible partonic subprocesses, weighted by factors 

giving the probability of a particular parton being found in the proton with a 
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given momentum. 

For a high energy process we can treat the proton as massless. This means 

it will have an almost lightlike momentum P, and all its constituents will have 

momenta collinear with this (one would expect the constituents to have a typical 

transverse momentum of order the inverse width of the proton, which is similar to 

its mass and so negligible here). Therefore to characterise a constituent one need 

give only its species (gluon, up quark, down quark. .. ) and its momentum fraction 

~ (which is a number between 0 and 1 such that its momentum is p = ~P). We 

denote the probability of finding a parton of species a with momentum fraction ~ 

by 

fa(~). (2.62) 

These are the parton distribution functions (PDFs). 

Because of asymptotic freedom, for large momentum transfers we would expect 

the quarks and gluons to behave like weakly interacting particles. This should 

allow us to calculate the cross-section u( ep __, X) for a process ep __, X in terms 

of the partonic cross-sections &(ea __, X) (where a represents a generic parton) 

and the PDFs 

u(ep __,X)= L 11 

d~fa(~)&(ea __,X). 
a 0 

(2.63) 

This is called factorisation. Q- should be calculable in terms of QCD Feynman 

diagrams - but these diagrams will have initial state quarks and gluons, and 

therefore initial state collinear singularities. So, even requiring the initial state 

to contain only physical particles like hadrons does not remove these singularities 

from the predictions of the theory. 

2.4.3 Removing the Singularities 

The way in which initial state collinear singularities can finally be removed from 

the predictions of the theory closely parallels the method of renormalization sketched 
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in Subsection 2.2.2. The key idea is to recognise that the only observable quantity 

in Eq. (2.63) is a(ep ----+ X). The diagrams that go into calculating the unob-

servable quantity 8-( ea ----+ X) have singularities in them, but all this means is 

that there are singularities in the relation between a(ep ----+ X) and the PDFs 

fa(O, which are themselves unobservable. To avoid singularities in the physical 

predictions, the PDFs can be made singular in such a way that the observable 

cross-section a(ep----+ X) comes out finite. Accordingly, we rewrite Eq. (2.63) 

(2.64) 

where B indicates that these are "bare" quantities that may be singular. The 

singularities can be regulated by adding a small gluon mass mg, leading to sin­

gularities of the form log(m~/.s), or by using dimensional regularisation which 

leads to poles in E. In any case, these singularities can be cancelled by choosing 

a suitably singular value for J/!(0 (which is playing a role similar to the bare 

coupling in renormalization) in terms of the finite fa(O (which is playing a role 

similar to the renormalized coupling) . The way in which we do this defines a 

factorisation prescription (FP). This consists of a scale, called the factorization 

scale 1\!f, and a factorization scheme (FS). Jvf appears either through the shift 

g ----+ MEg in dimensional regularisation, or in the process of splitting the divergent 

term log(m;/.s) = log(m~/M2 ) + log(M2/s) to remove the divergence from G- 8 . 

The FS specifies the details of how much of the finite parts of 8- 8 are absorbed 

into the definition of fa(~) at each order in perturbation theory. 

After the divergences have been removed, we are left with a finite expression 

a(ep----+ X)= L 11 

d~fa(~, M, FS)G-(ea----+ X, M, FS). 
a 0 

(2.65) 

Note that a(ep----+ X) is independent of the FP; just like the RP the FP is arbitrary 

and does not affect the physical content of the theory. However, the cancellation 

of the FP-dependence between tbe various fa and 8-'s on the RHS of Eq. (2.65) 
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requires all orders of perturbation theory to be present. Just as with the RP, finite 

order approximations will exhibit an unphysical dependence on the FP. 

2.4.4 DGLAP Evolution 

\Ve saw in Subsection 2.2.3 that the renormalized coupling evolves with the renor­

malization scale according to the beta-function. The "renormalized" PD Fs fa ( ~, 111, F S) 

similarly evolve with the factorization scale according to a system of integra-

differential equations called the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) 

equations 

dfa(~, M, FS) = (M) 11 dz ~ pFS (z)f (5_ M FS). 
dl ~1' a L a<-b b ' ' nm ( z b z 

(2.66) 

The functions P:~b(z) are called splitting functions. They have a perturbative 

expansion 

pFS (z) = p(o) (z) + a(M)P(l),FS(z) + ... 
a<-b a<-b a<-b (2.67) 

where the LO term is independent of the FS, and the higher order terms depend 

on (and in fact label) the FS (note the similarity to the beta-function). 

As remarked above, after rendering (J finite, it will contain terms like log( Jv£2 / s) 

in its perturbation series (indeed an additional power of this log at every order). 

These can be removed by setting the unphysical scale Jvf ex: Js- this resembles 

RG-improvement (see Subsection 2.2.3), and should improve the convergence of 

the perturbation series. 

Because of the factor a(M) in Eq. (2.66), the behaviour of the PDFs cannot 

be computed in QCD perturbation theory for small 111. Instead, one treats the 

PDFs at some low scale (e.g. lGeV) as an additional set of phenomenological 

parameters to be fitted to data, by writing the PDFs in terms of some simple, 

physically motivated functions of a handful of parameters. Because the PDFs are 

process-independent (all the process-dependence being carried by (J), they can be 

extracted from one set of experiments and used to predict the results of others. 
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2.5 Power Corrections to Event Shapes 

2.5.1 Non-Perturbative Effects 

So far in this chapter we have mostly discussed perturbative QCD, but have also 

mentioned that there are important effects (such as confinement) which cannot 

be understood at a perturbative level. Indeed, it is possible for an observable to 

receive contributions which fail to show up in its perturbation series at all. For 

example, consider an expression like 

-bk 
P(a) =Po exp(-). 

a 
(2.68) 

Taking n derivatives of P gives a polynomial in a- 1 times P(a), and in the limit 

a --t 0 from above the exponential always wins (for positive k). Therefore every 

term in the perturbation series of P vanishes. One can add a term like P(a) to 

any observable without changing its perturbation series. 

Applying renormalization group improvement to turn the dependence on a 

into a dependence on the energy scale Q using a,..._, 1/(bln(Q/A)) we find 

(2.69) 

This is called a power correction, because it falls off like a power of the energy 

scale Q. In contrast, the RG-improved perturbative terms go roughly like powers 

of 1 j In Q. All power corrections therefore fall off faster as Q --+ oo than any pertur-

bative term, but at finite energies they can still have important phenomenological 

effects. 

2.5.2 The Dokshitzer-Webber Model 

In Subsection 2.3.3 we introduced the class of observables known as event shapes. 

It turns out that to describe them correctly one requires rather large 1/Q power 

corrections to be added to the NLO perturbative result (in the MS scheme with 11 
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set to the centre-of-mass energy Q). For example, to fit the evolution of the mean 

value of thrust (T), one requires a power correction ~ 1GeV /Q, which provides 

of order 10% of the total value at Q = Mz. 

In Ref. [4] Dokshitzer and Webber proposed a way to predict the power cor-

rections to various event shapes by relating them to a single non-perturbative 

parameter. The basic assumption is that the power corrections can be described 

by assuming that soft gluon emission is governed by a universal couplant which 

freezes to a finite value in the infrared (in contrast with the solutions to the per­

turbative beta-function at one or two loops which become singular). 

To make use of this, one takes the LO result for an event shape mean and 

expresses it as an integral over the transverse momentum of the gluon kr 

(2.70) 

The next step is to choose to evaluate the differential cross-section with fL = kr; 

this is supposed to approximately include the effects of higher order diagrams (a 

form of RG-improvement). This gives 

{Q dCJ 
(Y)resummed = Jo dkr dkr a(kr )y (2.71) 

which is ill-defined for a solving the one/two loop beta-function equation because 

of the singularity in a in the infrared (c.f. Eq. (2.40)). 

Instead one assumes that a follows the perturbative beta-function equation 

only down to an infrared matching scale Ill. Below this it is to be parametrized 

by some phenomenological parameters. Suppose ltrY,......, ayJrkjjQP+l for kr « Q 

with ay a constant. Then we can divide the integral over kr at the matching scale 

to obtain 

1 1fiJ 1Q dCJ 
(y) ""'ay QP+l dkrJrkPa(kr) + dkr-,:-a(kr )y. 

o ~~ dn.r 
(2.72) 

The first integral is proportional to a moment of the coupling in the infrared 

1
/if ,_l+l 

dkr1rkja(kr) = - 1-ap(M ). (2.73) 
0 p + 1 
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This implies that the first integral in fact gives a power correction proportional to 

ap(f.-LI)- this will be our non-perturbative parameter. ay is observable dependent, 

but calculable, so we can relate power corrections for different observables. 

One final subtlety is that in adding this power correction to a perturbative 

result we need to avoid double counting, because the perturbative result already 

includes part of this correction (as can be seen by expanding it in perturbation 

theory). Further taking the coupling which freezes to be in the CMW scheme [26] 

one obtains the final formula 

(y)pc 

(2.74) 

M ~ 1.49 is the so-called Milan factor [27], which arises from taking into account 

certain 2-loop effects. I< appears because of using the CMW scheme for the IR-

freezing coupling: 

67 7f
2 5 

]{ = -- -- -Nf. 
6 2 9 

(2.75) 

In Ref. [28] it was shown how this approach could be extended to apply to event 

shape distributions. Since then many experimental studies have appeared, fitting 

event shape means and distributions simultaneously for o:M8 (Mz) and 75.o(M)· 

Generally an approximate (up to corrections~ 25%) universality of the 75.0 values 

is observed, supporting the hypothesis that power corrections can be related to a 

universal coupling in this way. 



Chapter 3 

Renormalization Prescription 

Dependence 

This chapter reviews the problem of renormalization prescription dependence, along 

with several proposed solutions. These include the standard MS-scheme, physical 

scale approach, along with the Method of Effective Charges and the Principle of 

Minimal Sensitivity which will be used in Chapters 4 and 5 respectively. 

3.1 The Problem 

3.1.1 Ambiguities in Perturbation Theory 

As discussed in the previous chapter, QCD and the other QFTs that make up the 

Standard Model of particle physics cannot be solved exactly; some approximation 

method must be used to produce physical predictions. By far the most popular 

such method is the perturbative approach sketched in Subsection 2.1.2. This 

chapter is a discussion of some issues that arise in applying this to QCD (with 

massless quarks only). 

44 
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Given some physical quantity1 S depending on the renormalized couplant a, 

one can use the method described in Subsection 2.1.2 and Subsection 2.2.2 to 

compute the coefficients in the asymptotic expansion 

(3.1) 

(here SqpM is the value of S in the Quark Parton Model, i.e. with no QCD 

radiation). In practice, computing the Sn is so difficult, and the difficulty increases 

so sharply with n, that for most quantities only sl and 52 are known. 

To maintain generality, imagine that the Sn have been computed up to SN. 

To obtain a perturbative approximation for S, one truncates the series after the 

last calculated term and takes the resulting polynomial in a as an approximation 

to S(a) 

(3.2) 

Provided that the series in Eq. (3.1) really is asymptotic to S(a), this means that 

s(Nl(a) = S(a) + O(aN+l ), i.e. for sufficiently small a 

(3.3) 

( K N is some arbitrary positive constant). This is the sense in which S(N) is an 

approximation to S. However, in producing physical predictions, the behaviour 

of S(a) as a ---+ 0 is not what counts. We really want to know how well S(N) 

approximates S for a particular finite a; that is to say, we want to be able to put 

a bound on the remainder function R(Nl(a) = S(a)- S(Nl(a). This depends on 

1. The size of the unknown higher order coefficients 511 , n > N. 

2. The size of non-perturbative effects (see Subsection 2.5.1) which leave no 

trace in the perturbative expansion of Eq. (3.1). Note that in general this 

1 Here physical quantity is taken to mean a single number that one could in principle measure 

in an experiment (for example the mean value of thrust in e+e- annihilation at Q = 1\!fz). 
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series will not converge, and a finite perturbative sum will need to be con-

structed before the non-perturbative effects can be unambiguously quanti-

fied. 

Unfortunately the size of these effects cannot be predicted; in other words, 

the size of the remainder function R(Nl(a) is simply unknown. This is not an 

uncommon situation in physics, and normally one would simply press ahead using 

the approximation (perhaps taking the apparent convergence of the series as a 

crude guide to its likely accuracy). 

There is, however, a problem with this solution: our final approximation will be 

far from unique. Truncating the series at order aN corresponds to approximating 

the higher order Sn by 0. However, given that these higher order Sn are unknown, 

there is nothing to prevent one from defining a "truncation" where they take any 

arbitrary values (note in particular that this would still differ from the true S 

by a remainder of order aN+1). vVhy would anyone do this? It seems that 0 

is the most reasonable choice - one could even argue that since the coefficient 

is unknown, it is as likely to be negative as positive, and so we should take its 

expectation value to be 0! This cannot always be correct, however, because any 

such alternative "truncation" is equivalent to a real truncation of S expanded in 

terms of a different parameter a' of the form 

I ( ) 2 3 a = v a = a + v1 a + v2a + · · · (3.4) 

Using such changes of expansion parameter, arbitrary results can be obtained at 

any fixed order of perturbation theory. The choice of expansion parameter is 

therefore absolutely crucial. 

This discussion applies quite generally, but outside of renormalizable quantum 

field theory a variation of expansion parameter would not usually be considered. 

Rather, a perturbative expansion would only be constructed in terms of some 
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"natural" parameter (e.g. some quantity from the equations of motion, or La­

grangian). Of course, this is often very successful, even it is not necessarily clear 

why. 

In renormalizable QFTs like QCD this "naturalness" criterion is not suffi­

cient to fix the expansion parameter. This is because the "natural" expansion 

parameter that appears in the Lagrangian is in fact the bare coupling, and us­

ing this would cause all the Sn (and, more to the point, the remainder function) 

to diverge. To get a finite perturbation series we must renormalize the theory, 

defining a renormalized coupling according to some renormalization prescription. 

As described in Subsection 2.2.3, there are an infinite number of ways to do this, 

resulting in couplings related to each other exactly as in Eq. (3.4), and none is 

obviously more "natural" than any other. This is the renormalization prescrip­

tion dependence problem. Note that the set of renonnalized couplings one would 

consider at a given order in perturbation theory is a subset of all those couplings 

of the form Eq. (3.4), because of the way the beta-function is normally truncated 

at the same order as the perturbative series. So even in the QCD case not all 

possible expansion parameters are considered equally natural, but the set of those 

that are is large and diverse enough to cause significant ambiguity in perturbative 

predictions. 

To summarise the situation, we have one basic underlying problem: lacking any 

information about higher order corrections, any guess for them gives an equally 

reasonable approximation (or equivalently, any choice of expansion parameter 

gives an equally reasonable truncated series). In most situations, non-standard 

guesses for the higher order corrections (or non-standard expansion parameters) 

would be ignored as "unnatural". However, in renormalizable QFTs we have a 

large number of "natural" expansion parameters. Therefore, we need some more 

refined criterion for selecting an expansion parameter. 
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However, this problem can be turned to our advantage, because it makes it 

possible to tune the expansion paremeter (or equivalently the RP) to a particular 

observable, in the hope of getting a more accurate approximation. This lies behind 

the idea of renormalization group improvement introduced in Subsection 2.2.3, as 

well as the so-called "optimized" approaches to fixing the RP that are the subject 

of this thesis. The remaining sections of this chapter review some of the most 

popular of these possibilities. 

3.2 The "Physical Scale" 

3.2.1 Method 

By far the most popular choice of RP in practice is to take I'· to equal a char­

acteristic "physical scale" of the process, which is generically denoted by Q (for 

example, the centre of mass energy in e+e- annihilation), and to work within the 

MS-scheme at all times. A variation of f-l within the range Q /2 < f.L < 2Q is often 

taken to indicate a theoretical error on the prediction. 

For brevity, this approach will be referred to in this thesis as MSPS (for MS­

scheme with the physical scale). 

3.2.2 Motivation 

The standard argument used to motivate the use of MSPS was briefly given in 

Subsection 2.2.3. It starts by considering the MS-scheme perturbative series for 

some single-parameter observable S(Q), which acquires its Q-dependence through 

logs L = log(J-l/Q): 

S(Q) = SQPtvl + soa(tt) + (sobL + SJ)a
2 (ft) + (sob2 L2 + 2s1bL+ s2)a3 (11,) + · · · (3.5) 

where for simplicity c has been set to zero (see Subsection 2.2.3 for details of 

the notation). One then notes that the coefficients of an (ft) consist of degree 



CHAPTER 3. RENORMALIZATION PRESCRIPTION DEPENDENCE 49 

n - 1 polynomials in bL. All but the constant terms in these polynomials can 

be predicted on the basis of lower order calculations (e.g. the leading terms ex 

bn-l Ln-l are known once r 0 has been calculated). Since these terms are known, 

they can be resummed by choosing J-L = Q. This change in the expansion parameter 

causes L to vanish, so in effect the terms involving L have been absorbed into the 

couplant a( Q). This should improve the convergence of the perturbation series, 

and make maximal use of the information we have at a given order (because all 

the known logs have been resummed). 

On the surface, this argument seems compelling, but this is deceptive. Note 

that we have been working in the MS-scheme, but nothing in the argument relies 

on this. Applying the same reasoning in, say, the MS-scheme would lead to us 

once again choosing J-L = Q. The only difference between these two schemes is 

that the MS scheme subtracts an extra ln 4n- '"YE along with the 1/ E pole (see for 

example Eqs. (2.45) and (2.46)). We can simulate setting J-L = Q in the MS scheme 

by working in the MS scheme with J-L = QV47fexp(-'"YE/2) ~ 2.66Q (this restores 

the subtracted ln 4n - '"YE term, see for example Eq. (2.26)). This is an instance 

of the fact, noted in Subsection 2.2.3, that the RP depends not on f.L and the RS 

separately, but rather on the combination J-L/ A and the coefficients c2, c3, .... The 

MS and MS schemes must differ only by the value of A, because they can be made 

equivalent by a rescaling of f.L. 

In short, MSPS gives the MS-scheme a privileged status. It is hard to find 

even an intuitive justification for why this should work, but nonetheless it is very 

successful. This can be seen in the overall consistency of QCD phenomenology 

where MSPS is almost invariably used (see for example Ref. [6]). This provides a 

pragmatic justification for using MSPS, but also leaves open the possibility that 

more theoretically motivated choices of RP could lead to improved perturbative 

predictions. 
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3.3 The Method of Effective Charges 

3.3.1 Method 

This section briefly summarises the Method of Effective Charges (ECH) originally 

proposed in Ref. [11]. Consider a function of Q normalised so that its perturbation 

series takes the form 

Such a quantity could either be the coupling defined in some RS with Q as the 

renormalization scale or a suitably normalized observable R( Q) depending on a 

single energy scale Q. Indeed, these possibilities are not mutually exclusive. Given 

some observable of the form Eq. (3.6), one can define an RP such that a.ll the rn 

vanish; in this RP, R = a, so the observable is equal to the coupling. Such an 

observable/coupling is called an effective charge [11]. A typical example is the R­

ratio in e+ e- annihilation with which one can associate an effective charge R( Q) 

via 

R(Q) ~ 3 ( ~Q}) (I +R(Q)). (3.7) 

Comparing this to Eq. (2.56), we see that indeed R =a+ O(a2 ). 

Whatever the nature of the function represented in Eq. (3.6), it will be in-

dependent of the RP in which the expansion is performed. Moreover, when the 

expansion is truncated at some order, the variation in this partial sum clue to 

a change of RP is always one order higher in a. This implies specific relations 

between the rn and the RP [22]. 

Recall that the dependence of the coupling a defined in some RS on It is 

described by the beta-function 

da(~t, RS) 2 2 :.J 
dln(lt) = f3(a) = -ba (l + ca + c2a + c3 a + ... ), (3.8) 
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where b and c are independent of the RS, and the ci, i 2: 2 can be taken to label 

the RS, along with the scale parameter A. Restricting a to the subset of couplings 

which are also effective charges, the same equation is conventionally written as 

dn(Q) 2 2 3 ) 
dln(Q) = p(n) = -bn (1 +en+ p2n + p3n + ·. · , (3.9) 

where b and c are now independent of the choice of effective charge, whereas the 

p11 depend on this choice. 

When using ECH, one treats p as the object which is to be approximated 

perturbatively. Because it describes a functional relation between two physical 

quantities, namely n and its energy derivative, it is automatically independent of 

any choice of RP we make in calculating it. Clearly, the Pn must also be similarly 

RP-independent. This means that truncating pat some fixed order in perturbation 

theory, and calculating an approximation for n by integrating the corresponding 

approximate effective charge beta-function will give RP-independent results. An-

other way of looking at this is to say that the method of effective charges involves 

a specific choice of RP (i.e. the RP where n = a), so that the energy evolution of 

the observable is identical to the beta-function evolution of the coupling. To apply 

ECH, we must obtain a perturbative approximation to p. To this end, consider 

setting ~L = Q in Eq. (3.6) (which is allowable as the full sum is independent of 

J-L), and then differentiating with respect to ln Q. This gives 

p(n) = dn = an da(Q) I = an (J(a)l . 
d ln Q aa dIn Q a=a(R) aa a=a(R) 

(3.10) 

Expanding this order-by-order in n and comparing to Eq. (3.9) gives expressions 

for the Pn as multinomials in the T 11 and the c11 ; for example, the first two are 

P2 (3.11) 

Suppose we have performed a NLO calculation of n (in some arbitrary RP). 

This provides us with T1, but not T2 or any higher-order coefficients. So as 
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this stage, our best approximation to p(R) is simply the universal form p(R) = 

-bR2 (1 + cR). This can therefore be termed the "NLO" approximation to p. 

Given the ri and ci for i = 1 ... n, we can calculate the Pi to the same order, 

obtaining a NnLO approximation. 

Having constructed an approximation for p it just remains to relate this to 

the effective charge itself and hence to the corresponding observable. This can 

be accomplished by integrating the separable differential equation Eq. (3.9). This 

gives 
{n(Q) dx 

In Q = J 
0 

p( x) + C. (3.12) 

For R(Q) > 0 we need the RHS to be finite; therefore the constant of integration 

C must be infinitely large to cancel the singularity arising from the pole in the 

integrand at x = 0. In general, C may differ from one effective charge to another, 

but the differences must be finite, because the singularity in the integral only 

depends on the universal beta-function coefficients b and c. To see this, expand 

the integrand for small x as 

1 1 

p(x) -bx2(1 +ex+ P2x2 + · · ·) 
1- ex+ O(x2 ) 

-bx2 (3.13) 

giving a singular term depending on b and c and a finite part containing depen-

dence on P2, p3, .... Therefore C can be split into a universal singular contribution 

C00 and an observable dependent finite part Cn. Conventionally we take 

c - roo dx 
00 

- } 0 -bx2(1 +ex) 
(3.14) 

which clearly has the same divergence as the integral in Eq. (3.12). For our final 

equation to be dimensionally correct, we must be able to write Cn as the logarithm 

of a dimensionful quantity, which we call An. Thus we have 

Q ioo dx 1n(Q) [ -1 1 ] bIn - = + dx . + . 
An n(Q) x 2(1 +ex) o x 2(1 +ex+ P2X2 + · · ·) x 2(1 +ex) 

(3.15) 
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The first integral is independent of the particular effective charge under consider­

ation (it is just C00 ), whereas the second is not. Exponentiating gives 

A; = F(R(Q))Q(R(Q)) (3.16) 

where F is universal and comes from the first integral in Eq. (3.15) 

( 
1 ) c/b 

F(R) = e-1/bn 1 + cR ' (3.17) 

and g comes from the second integral and depends on the effective charge, 

[ 

(n(Q) 1 1 l 
g(R) = exp - Jo dx p(x) + 1Jx2(1 +ex) (3.18) 

Approximating p by its NLO form gives gNLO = 1. 

The freedom in choosing the constant of integration An means that Eq. (3.9) 

only fixes R up to an arbitrary rescaling of Q. This is necessary, as the NLO p is 

the same for all effective charges, and they certainly should not all have the same 

NLO predictions. An is acting here like the one free parameter of QCD -in fact, 

as the notation suggests, it represents one possible definition of the dimensional 

transmutation parameter A alluded to in Subsection 2.2.3. 

For each effective charge, and each unphysical coupling such as aMS> there will 

be a corresponding A parameter. By convention, for an unphysical coupling the 

scheme is used as the subscript, and one writes AMs rather than AaMs. The tilde 

is added to avoid confusion with another (more widely used) definition of AMs 

[29], the relation between the two being 

(3.19) 

Obviously all these different A parameters cannot be modified independently 

as there should only be one free parameter in QCD; therefore, they must all be 

related. To show how this comes about, suppose we have two effective charges, R 
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and R', such that R'(Q) = R(Q) + rR2 (Q) + O(R3 (Q)). Specialising Eq. (3.16) 

to R' and R and taking the ratio between the results one arrives at 

An' F(R')9'(R') 
An :F(R)9(R) 

(3.20) 

(the prime on g indicates that the p function for R' is being used). This holds 

as an identity at all energies. If we insert for R' the perturbative expansion in 

terms of R all the energy dependence is carried by R, so the equation now holds 

for all R. Since the LHS is independent of R we might as well evaluate the RHS 

for R -. 0. It is easy to check in this limit that 9' (R') = 9(R) + O(R) and 

F(R') = exp(r jb)(F(R) + O(R)). Therefore taking R-. 0 gives 

An' 
- = exp(rjb). 
An 

(3.21) 

This is called the Celmaster-Gonsalves relation [30]. Note that it is exact, but 

only requires NLO information (the coefficient r). 

This relation allows NLO information to be incorporated into ECH, by deter­

mining the scale An in terms of some reference scale. Usually AMS is used, though 

it is easy to translate to any other scheme using Eq. (3.21). Specifically, we have 

An= exp(r1 (1, MS)/b)AMs· (3.22) 

Putting together Eqs. (3.16),(3.19) and (3.22) gives 

AMs = QF(R(Q))9(R(Q))e-TI (l,MS)/b (2bc) c/b (3.23) 

This equation allows us to extract values of AMS directly from the observed values 

of R, or to make predictions for R (by solving the implicit equation e.g. itera-

tively). 

One way to compare this with the more standard approach of truncating the 

series for R in some fixed RP is to write an "effective" effective charge beta-

function describing the energy evolution of R implied by this standard approach. 
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Let us call this function p. It can be computed from Eq. (3.10) using the truncated 

relation between Rand a. It always agrees with the true pup to the order (NLO, 

NNLO, ... ) to which R has been calculated, but it also includes terms of all higher 

orders in R which depend on the RP we chose to perform our truncation in. If the 

RP is such that r 1 is large, these higher order terms are also large, so the ECH 

predictions will differ radically from the standard prediction in that RP. 

3.3.2 Motivations 

Many motivations have been given for the Method of Effective Charges. 

Uniqueness [11] 

Unlike an expansion in some fixed RS, ECH requires no arbitrary choices to be 

made (except for the choice of observable itself [31]). In this respect, it gives a 

more "normal'' perturbative framework, without the ambiguities that plague PT 

in renormalizable QFTs. 

Complete Renormalization Group Improvement [32] 

The perturbative coefficents rn for an effective charge can be written in terms of 

the scheme invariants Pn and the scheme parameters r1, c2, c3, ... 

R = a+ r1a2 + (ri + cr1- c2 + P2)a3 + ~(2ry + 5cd- 4c2rl + 6r1P2- c3 + p3)a4 + · · · 

(3.24) 

Note that the coefficient r 11 is a degree n polynomial in r 1 . All the dependence on 

~t,AM8 ,An and especially Q is hidden inside r1 . In fact 

~L Q 
r1 = bln ---- bln -. 

AMs An 
(3.25) 

The standard renormalization group improvement described in Section 3.2 involves 

setting /L = Q so r1 = b ln :R . The idea behind CORGI is that this resummation 
MS 



CHAPTER 3. RENORMALIZATION PRESCRIPTION DEPENDENCE 56 

is incomplete because it does not totally eliminate the r1 terms from the higher-

order rn. To do this, one ought to chose the RP so r1 = 0, which is equivalent 

to using ECH at NLO (because then at NLO we are in a scheme where R = a). 

This is similar to the motivation behind the "Physical Scales" approach. 

r 1 Is Not Intrinsic to an Effective Charge [11 J 

Grunberg suggests that r 1 only tells us about the relation between Rand a, rather 

than providing information intrinsic to R. In other words, the associated p func-

tion (the "intrinsic" information, as it could be determined simply by measuring 

R) is not predictable on the basis of r 1 . If true, this would imply that one ought 

to make use of ECH, at least at NLO (going beyond NLO is equivalent to the 

further assumption that the Pn can't be predicted based on the Pm, m < n). A 

good reason to imagine this might be true comes from considering the fact that an 

observable defined simply by rescaling the energy variable (e.g. R' ( Q) = R(2Q)) 

is identical except for the value of r1. 

Renormalization-Scheme-Invariant Perturbation Theory [33] 

The Lagrangian of QCD (Eq. (2.18)) contains no dimensional parameters, so by 

dimensional analysis it cannot make unambiguous predictions for dimensionless 

observables with any non-trivial energy dependence. However, it can unambigu-

ously predict the logarithmic energy derivative of an observable as a function of 

the observable itself 

dR(Q) = (R). 
dlnQ p 

(3.26) 

The fact that p(R) is an unambiguous prediction with no dependence on either 

the physical parameter A or any choice of RP is taken to indicate that a successful 

PT should be based around it. This leads to ECH. 
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A-based Perturbation Theory [34] 

Taking A (in any desired scheme, because of the Celmaster-Gonsalves relation) as 

the basic parameter of QCD, once should attempt to write the simplest relation­

ship possible between A and the observable, A = A(R(Q), Q) and expand this as 

a perturbative series in the observable. In the case of a.n observable which can be 

written as an effective charge, this gives Eq. (3.23). 

Fastest Apparent Convergence Criterion [11] 

The RP one uses when working with ECH has a= R, so all higher-order coeffi­

cients in the perturbation series for R vanish. In practice this means that when 

working at a given order n in perturbation theory one chooses the scheme which 

causes all the terms up to order n to vanish. Therefore this scheme has the "fastest 

apparent convergence" (FAC). Note though that this is not to say that the ECH 

approximants at different orders converge quickly; this may or may not be true 

depending on the details of the observable (if ECH is a good method, one would 

hope it is often true). 

3.4 The Principle of Minimal Sensitivity 

3.4.1 Method 

The Principle of Minimal Sensitivity (PMS) is an idea of very broad applicability. 

Indeed, in the paper where Stevenson first gave it this name and applied it to the 

problem of RP-dependence in QCD [22], he noted it had already been in use for 

several years in various areas of physics. Since then it has been put to a vast range 

of disparate uses. 

The PMS simply states that if we are given an approximation which depends 

on some parameter arising only as part of the approximation procedure (so that 
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the exact result is independent of the parameter), the approximation is most 

believable where it is least sensitive to this "unphysical" parameter. This gives a 

simple way to choose an "optimal" value for the parameter (in the ideal case; in 

general there may be multiple "PMS points" and it may be necessary to use some 

other criterion for choosing between them). 

To make use of the PMS in QCD, we need first to specify the approximation we 

want to optimise. This will consist of a perturbative approximation to a physical 

quantity S 

(3.27) 

into which we substitute the couplant evaluated at a scale ~L, evolving according 

to the beta-function truncated to the same number of terms as S 

da(~t, RS) (N) 2 2 3 
dln(~t) = f3 (a)= -ba (1 + ca + c2a + · · · + CN_ 1a ). (3.28) 

The unphysical parameters here are T = ln(~t/ A) and the beta-function coefficients 

c2, c3, ... , CN-I· They are fixed by requiring the approximation be stable with 

respect to them, i.e. 

as(N) 
--=0 
8cN-I 

(3.29) 

where the partial derivatives are to be taken with all other unphysical parameters 

fixed. The value of S(N) with the unphysical parameters fixed by Eq. (3.29) is the 

Nth order PMS-approximant for S. 

In general, there is no guarantee that such a stability point exists. If there 

is no stability point one may be able to adopt some other definition of minimal 

sensitivity (for example, looking for the point which minimizes the slope of s(Nl). 

For N = 1, S and all its scale derivatives are monotonically decreasing functions 

of ~L, so there is no PMS point in any sense. Therefore, like ECH, PMS requires 

at least an O(a2 ) calculation to have been performed. 
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Another potential problem with PMS is that there may be multiple points 

satisfying Eq. (3.29). In this case, one either requires some other criterion for 

choosing between them, or else one can treat the variation between the values of 

S(N) at the different points as some estimate of the uncertainity on the result. 

For the most phenomenologically interesting case, N = 2, the PMS couplant 

satisfies 

2 + 3ca 1 ( ca ) b 1 ( Q ) 
2 ( 1 + ca) a + c n 1 + ca = n An 

(3.30) 

where An is the scale parameter of the effective charge defined by S = SQPM+S1 R. 

Solving this equation for a, and then inserting this into the formula for s<2l, gives 

the NLO PMS approximation for S. 

3.4.2 Motivations 

The main motivation behind the PMS was stated explicitly in Ref. [22]: 

In the space of the unphysical parameters the exact result is a con-

stant. Therefore the calculated result cannot possibly be a successful 

approximation where it is rapidly varying. The most reliable numerical 

result is likely to be where the calculation shows the correct qualitative 

behaviour, i.e., where the approximate result is flattest. 

The PMS also draws some of its credibility from the success it finds in toy 

models, several of which are discussed in Stevenson's original paper [22]. 

One can also motivate the PMS in a different, more physical, way, in the 

case when the unphysical parameter can be seen as dividing some aspect of the 

theory into two pieces whose effects are approximated differently. For example, 

suppose the unphysical parameter defines an energy scale such that lower energies 

are considered "soft" and higher energies are considered "hard". Furthermore, 

suppose that the effects of these soft and hard modes are handled by different 
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approximations, which become increasingly accurate for the very soft and very 

hard modes respectively. In such a situation, the value of the unphysical splitting 

scale needs to be set such that both soft and hard approximations are reasonably 

accurate. But how can this be determined without access to exact solutions for 

comparison? One possibility is to compare the soft and hard approximations 

against ea.ch other. If they are sufficiently different approximations, for instance 

based on different physical principles, agreement between the two should be a good 

indicator of accuracy. But note that if both approximations agree on the effects 

of modes in the vicinity of the splitting scale, varying the scale will have no effect 

on the overall approximation - in other words, this value of the splitting scale 

is exactly the one that would be found using the PMS. A toy model illustrating 

this situation is the example of determining the integral of a function known only 

through its Taylor expansion about two different points, given in Ref.[22]. One 

can also consider the case of renormalization scale dependence in QCD to crudely 

fit this pattern. This is because one can think of /L as a UV factorization scale, 

with the effect of modes with p2 > 112 felt through the running of the coupling. 

The approximate a.(~t) does indeed become increasingly exact as /L--> oo, although 

the remaining part of the approximation, the truncated expansion relating a. to 

the observable, doesn't become exact as ~t--> 0. It does, however, prefer smaller 

values of ~t, so a compromise is required, which can reasonably be determined by 

the PMS. 



Chapter 4 

NLL ECH and Event Shape 

Distributions 

In this chapter, the Method of Effective Charges described in Section 3.3 is applied 

to the distributions of 1-thrust and heavy-jet mass in e+ e- annihilation. A next­

to-leading log resurnrnation of the ECH beta-Junction p is performed, and the effect 

on power correction fits is investigated. 

4.1 Background 

As described in Chapter 1, this work is motivated by the observation of the DEL­

PHI collaboration [13] that if one uses the Method of Effective charges to describe 

the means of e+e- event shapes, there is a very substantial reduction in the need 

for non-perturbative power corrections. In this chapter, we investigate whether 

this conclusion also extends to e+ e- event shape distributions. 

In fact, event shape distributions have previously been studied within the 

ECH framework [35, 36]. Ref.[35] in particular studied how the fit of the ECH 

results to data varied in quality for different regions of phase space. To do this 

an effective charge was constructed separately for each bin of the data, and NLO 

61 
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QCD calculations were used to extract AMs at centre of mass energy Q = lvfz. 

The consistency of these AMs values between different data bins could then be 

examined. Non-perturbative effects were taken into account by using Monte Carlo 

simulations to correct the data back to "parton-level" distributions. This generally 

improved the consistency of the AMs measurement, but with this approach it is 

hard to see whether the ECH distributions prefer smaller hadronization corrections 

than the MSPS ones. Moreover, even after these corrections were applied there 

were still two kinematical regions where the effective charge ceased to be a good 

description of the data, leading to instability in the measured AMs values: the 

2-jet limit where large logs enhance the higher-order perturbative coefficients (as 

explained in Subsection 2.3.3), and the region (which exists for many observables) 

where the LO result vanishes, causing r 1 -----) oo. The latter problem is hard to 

address within the effective charge approach, but the former problem seems to 

call for a resummation of the effective charge beta-function. The next section 

gives details of a recipe for carrying out this resummation. 

4.2 Resummation of Logarithms In the ECH Beta­

Function 

It is commonly stated that the method of effective charges is inapplicable to exclu­

sive quantities such as event shape distributions. The idea is that the dependence 

of the physical quantity on multiple scales invalidates the derivation of the ECH 

beta-function as presented here in Section 3.3. However, as pointed out in [33], 

this is not really the case. Given an observable R = R(Q 1 , Q2, ... , Qn) depend­

ing on n scales, one can simply re-express it as R = R(Ql, Q2/QI, ... , Qn/QI) = 

RJ:2 , .. ,x, (Ql). Here the Xi = QdQl are dimensionless quantities that can be 

thought of as labelling the effective charge which is now a function of one single 

dimensionful scale Q1. We can then write an effective charge beta-function for 
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this R describing the energy evolution of our observable for fixed values of the 

ratios xi. Still, this formal manipulation cannot tell us whether the p function we 

arrive at in this way will be well approximated by its NLO terms, which is what 

we require for most fixed-order phenomenological applications, given the current 

state of the art in perturbative QCD calculations. One reason in particular why 

this might not be the case is if some of the Xi become large - typically this leads to 

powers of large logs Li = log(xi) enhancing the coefficients rn in the perturbation 

series for R, and hence also the Pn in the corresponding p(R) function. A common 

situation is that more logs appear as the order of perturbation theory is increased, 

so that for a sufficiently large L the terms all become of similar magnitude. This 

invalidates both the NLO (universal) approximation for p(R) and NLO MSPS. 

However, in the latter case, there is a well-known way out. If the leading powers 

of the logs can be identified as having some simple dynamical origin, we may be 

able to calculate them to all-orders and then effect a resummation, extending the 

validity of our perturbative results into the large L region. This suggests that 

essentially the same trick might work for the p function. In this section we de­

scribe how to accomplish this, expanding on ideas in Ref.[37]; an example of the 

phenomenological application of these ideas to event shapes is presented in the 

next section. 

Our approach will be to start with some resummed result for the observable of 

interest calculated by conventional means. As an example, consider an observable 

of the form 

O(L) = LALL(aL) + ANLL(aL) + aANNLL(aL) + · · · , (4.1) 

where a is as usual the couplant and Lis the large logarithm which this expression 

resums. The subscripts "LL'', "NLL" and "NNLL" stand for leading log, next­

to-leading log and next-to-next-to-leading log respectively. We can relate this 
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observable to an effective charge 

O(L) = ro(L)R(L) = r0 (L)(a + r 1(L)a2 + r2(L)a3 + · · · ). (4.2) 

Here r0 is the leading order coefficient, whose large L behaviour is ro ""' L2
. The 

Tn can now be expanded in powers of the large log L. In this case their leading 

behaviour is r 11 rv L'n and we can write 

(4.3) 

so the structure of the Pn as illustrated in Eq.(3.11) implies that 

( 4.4) 

Because L is a logarithm of a physical quantity, this expansion of the Pn is RP-

independent We can thus define resummed, RP-independent approximations to 

p(R) such as 

00 

PLL(R) -bR2 (1 + cR + L p~L L 11 Rn) (4.5) 
n=2 
00 

PNLL(R) -bR2(1 + cR + L(P~LLn + p~LLLn-l)Rn). (4.6) 
n=2 

and so 011. These can be calculated order-by-order using the relations between the 

Pn and Tn, the first few of which are shown in Eq.(3.11). Alternatively, we can 

apply a numerical procedure to extract our desired p function from R calculated 

to similar logarithmic accuracy. This is particularly simple for PLL, as can be seen 

by considering the p corresponding to RLL with the one-loop beta-function 

_ ( ) _ {3( )dRLL _ b 2dRLL PLL X - a -- - - a --, 
da da 

(4.7) 

with a chosen such that RLL(a) = x. The perturbative coefficients of this p 

function can be obtained from the expressions for the Pn, of which the first two 

are shown in Eq.(3.11), using c = 0, Ci = 0 and rn = r~LLn. But then it is 
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easy to see that the coefficients we obtain are proportional to Ln and moreover 

identical to the coefficients of PLL (because adding the sub-leading terms in (J(a) 

and R only affects the Pn at next-to-leading logarithmic accuracy). In other words 

PLL, defined as above, is equal to PLL except for the cR term which can easily be 

added (in some sense this term is NLL as it is O(L- 1) in the large L, fixed RL 

limit, but we include it in PLL as it is obviously present in the full expression, 

and this avoids having to modify Eq. (3.18)). Thus PLL(R) can be calculated to 

arbitrary accuracy for a given R by numerically inverting RLda) to obtain the 

corresponding a, then substituting this a into Eq.(4.7). 

Going beyond leading log accuracy things become slightly more complicated, 

because the j5 functions pick up terms at lower logarithmic accuracy that do not 

appear in our resummed approximations. For example, at NLL we will have 

T] = rrL L + rrLL' so that P2 will contain not only L2 and L1 terms, but also L0 

terms. These are not included in our definition of PNLL, and indeed they must not 

be, as they are affected by the addition of the remaining missing terms in R and 

hence are RP-dependent. However, it is still the case that the NLL terms in PNLL 

are unchanged by adding sub-leading terms (in (J(a) and R), and are therefore 

identical to the corresponding terms in PNLL (assuming that the j5 functions are 

defined with beta-functions having sufficiently many terms to make this true, e.g. 

(J(a) = -ba2 (1 + ca) for the NLL case). So, truncating j5 by numerically taking 

limits (L ---+ oo with LR fixed) allows us to extract the LL and NLL terms. The 

generalization to higher logarithmic accuracy is straightforward. 

Some physical quantities might have more divergent logarithmic behaviour, eg. 

In this case, Tn rv L 211 but the preceding argument goes through essentially un­

changed, except that Pn rv L 2n as well. 

Having obtained a resummed p function, we can proceed to extract A from the 
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observable making use of Eq.(3.15) with R = O(L)/ro(L). In doing this, we may 

have available exact values for ro and r 1 from a fixed-order calculation, which we 

can use in place of their approximations from the resummed results. This allows 

us to combine resummed and fixed-order information in an essentially unique way 

(once we have fixed the definition of our effective charge), avoiding the so-called 

"matching ambiguity" associated with doing this in MSPS. In particular the full 

exact NLO coefficient r 1 in a given RS is reproduced if R which solves Eq. (3.15) 

is expanded in the coupling a for that scheme, thanks to the RS invariant An 

which appears on the lefthand side of the equation. 

This provides us with a complete method for making ECH predictions includ­

ing resummations of large logarithms. In the next section we test this approach 

by comparing the distributions of thrust and heavy-jet mass in e+c- annihilation 

to NLL ECH predictions. 

4.3 ECH for Event Shapes at Next-to-leading Loga­

rithmic Accuracy 

4.3.1 Outline 

In this section we study the distributions of 1-thrust (T = 1- T) and heavy-jet 

mass (Ph). We first show the effect of replacing the hadronization corrections of 

[35] with an analytical power correction ansatz. For simplicity, we use a shift in 

the distribution by an amount CI/Q. This form can be motivated by considering 

simple models of hadronization or through a renormalon analysis [2] and has been 

found successful phenomenologically (see for example [13]). Although better fits 

are often obtained using the model of [4, 28], because we are using a different 

perturbative approximation to standard NLO QCD, the subtractions needed to 

remove double counting will not in general be so simple - in particular, it is not 
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clear what scheme should be used for performing the subtraction. 

Next we consider placing the effective charge into the exponent of the inte­

grated thrust distribution. Even using a NLO approximation for the effective 

charge, this has the effect of resumming a series of logs in the distribution itself 

(in particular the "double logs" are included). 

Finally we present results showing the effect of using the resummecl p func­

tions described here in Section 4.2. First we investigate the extent to which higher 

order MSPS logs are already included in the lower order ECH predictions ( "RG­

preclictability"). Then we actually perform fits using the resummecl ECH predic­

tions. 

For comparison, at all stages we also give results of fits to the same data using 

MSPS (at NLO, LL and NLL accuracy). As is customary, we use the variation of 

{i such that Q /2 < {L < 2Q to estimate a "theoretical error". 

The general question of separating perturbative and non-perturbative effects 

also deserves comment. Because perturbation theory diverges, it is not straight­

forward to define its sum; however, without doing this the magnitude of the "non­

perturbative" effects is ambiguous. Therefore, it is preferable to combine a fit for 

power corrections with a renormalon resummation, as in [8, 9, 10]. We have not 

clone so in this analysis, but as we are comparing ECH to MSPS which differ only 

by a convergent set of higher order terms, we believe that our conclusions regard­

ing the relative size of power corrections stand. It would of course be interesting 

to investigate the effects of a renormalon resummation on our ECH results (ECH 

renormalon resummations have already been carried out for some single-scale ob­

servables in Ref. [38]). 

Our data is taken over a wide range of centre-of-mass energies Q = 35 -

189GeV (Refs.[36],[39]-[49]). Lacking information on the correlation between data 

points we have simply combined statistical and systematic errors in quadrature and 
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performed a min-x2 fit, allowing x2 to vary by 4 from its minimum to estimate a 2a 

error. This over-simplistic treatment means that our errors cannot be considered 

reliable, however the central values of A1115 do give an impression of the effect 

of including the power corrections and logarithmic resummation into the ECH 

framework. 

4.3.2 Analytical Power Corrections in the Approach of Burby and 

Maxwell 

Let us now consider the effects of analytical power corrections on the results of 

Ref. [35]. The procedure used in Ref. [35] was to write an effective charge to 

represent the value of the event shape distribution integrated over each bin of the 

data. First, the Monte Carlo program EERAD [50] was used to compute the NLO 

perturbative coefficients 1 for each bin 

1 Ida 2 3 
dy -- = Aia + B1a + O(a ). 

bin i a dy 
(4.9) 

These were then used to write an effective charge, from which a value for AMs 

could be extracted by feeding the data into Eq. (3.23). Here, to introduce a fit 

for cl we drop this "direct extraction" approach and instead perform a minimum 

x2 fit for AMS and cl. For this to work, we need to exclude the regions where 

the EC approach cannot fit the data. For comparison with Ref. [35], we choose 

the same ranges selected there (based on the flatness of r1), except that the lower 

end of the range is made proportional to 1/Q when looking at data away from 

Q = lvfz. The reason for this is that sub-leading non-perturbative effects are 

expected to become important for y :::- A/Q [28, 52, 53]. As we are shifting the 

predictions before comparing to data we require the NLO coefficients evaluated for 

arbitrary bin edges. We have approximated these using a set of order 6 polynomial 

1For our analysis we actually used EVENT2 [51] and we have checked that both programs 

give consistent coefficients. 
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interpolations from the output of EVENT2. We have checked by halving the 

Monte Carlo bin size to 0.005 that this induces no sizeable error (using the doubled 

sampling changes the best fit values here by less than 2%). 

The results for 1-thrust and heavy-jet mass are presented m Fig. 4.1 and 

Fig. 4.2 respectively. 

In the case of thrust it appears that the ECH results prefer larger power correc-

tions (and significantly smaller AMs values). For heavy-jet mass, the situation is 

similar, although the differences are not quite as extreme. However, in both cases 

we find comparable AMs values to those found in Ref. [35] using hadronization 

corrected data rather than an analytical power correction ansatz. 2 

4.3.3 Exponentiation 

A crucial property that an event shape must possess in order for a resummation of 

logarithms to be feasible with present techniques is so-called exponentiation. To 

illustrate this property, consider the typical form of an event shape distribution 

as a double expansion in a and L = log(1/y): 

1 dCJ 2 -1 2 -2 2 
--d = ALL(aL ) + L ANLL(aL ) + L ANNLL(aL ) + · · · 
(J y 

(4.10) 

The A functions have a perturbative expansion A(x) = A 0x + A1x 2 + ... and for 

T and Ph are known up to NNLL accuracy. If the event shape exponentiates, then 

2 However, the values of AMs quoted in Ref. [35] are actually wrongly normalized for two 

reasons. Firstly the factor of (2c/b)(c/b) :::: 0.85 was omitted, so the results are really values for 

AMs· Secondly, the results of EERAD were normalized to the Born cross-section CJo, whereas the 

data are normalized to the total cross-section CJ, and this was not taken into account. Mutiplying 

the EERAD perturbation series by a correction factor CJo/CJ = 1 - ofrr + · · · decreases T 1 by 

exactly 1, increasing the extracted AMs values by e1
/b So the total correction factor to apply to 

the results of Ref. [35] is (2c/b)(cfb)el/b:::: 1.11. 



CHAPTER 4. NLL ECH AND EVENT SHAPE DISTRIBUTIONS 70 

11!!5" /MeV 

1600~--~----~----------------~--------~ 

1400 

1200 

1000 

BOO --
600 

400 

200 

C 1 /GeV 
-0.2 0 0.2 0.4 0.6 0.8 1 

Figure 4.1: 1-thrust: Fits for AMs and C1 within the framework of Ref. [35] (solid 

ellipse) and standard NLO QCD perturbation theory (dashed ellipse). In the 

latter case the scale is chosen to be J.t = Q, and the effect on the central value of 

a change of renormalization scale by a factor of 2 is indicated by the arrows. 2a 

error contours are shown (from allowing x2 to vary within 4 of its minimum). The 

fit range is 1- T = 0.055A1z/Q- 0.23. 
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Figure 4.2: As Fig. 4.1 but for heavy-jet mass. The fit range is Ph= 0.035Mz/Q-

0.2. 
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we can also write 

1y' 1 da 
Ry(y') = dy-- = C(an) exp(Lg1 (mrL) + 92(anL) + ag3(anL) + 

0 a dy 

ag3(anL) + · · ·) + D(an,y). (4.11) 

For T and Ph, 91 and 92 are known [54]. When working with this form of the 

distribution it is conventional to refer to 91 as containing the leading logarithms 

and g2 as containing the next-to-leading logarithms. C = 1 + O(a) is independent 

of y, and D contains terms that vanish as y ----+ 0. These can be calculated to 

NLO by comparison with fixed-order results. However, there is no unique way of 

including this fixed-order information into Ry (y') (this is the so-called matching 

ambiguity). For example, it is also legitimate to include the C, D terms into the 

exponent (termed "log R matching"), as the difference is of order a3 . 

In Eq. (4.10), there are terms at O(a11
) with up to 2n factors of L multiplying 

them. In contrast, in the exponent of Eq. (4.11) at O(a11
) we find no more than 

n + 1 factors of L. The Lman terms with n + 1 < m ~ 2n are generated by the 

exponentiation. For example, including just the leading order, leading log term 

rv L 2a in the exponent of Eq. (4.11) leads, after the exponent is expanded out, to 

the entire set of double-logs rv L 2nan in Eq. (4.10). Ideally we would like to use 

this exponentiation property in our ECH approximation. So, let us consider the 

effect of defining 

Ry(y') = exp(ro(y')R(y')) . (4.12) 

Here all the physics is encoded into a single effective charge, which is exponentiated 

in its entirety. This is similar to log R matching in that if we re-expand r 0R in 

terms of a and L the C and D functions will clearly appear in the exponent. 

However, in this approach there is no matching ambiguity because once we have 

picked the effective charge the inclusion of C and D is automatically determined. 

The function ro for thrust can be found by integrating the analytically known 
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leading order 1-thrust distribution [17] 

1 dO" I 
0" dT LO 

CFa (3- 9 T- 3 T2 + 9 T3 + ( -4 + 6 T- 6 T2) log(~ - 2)) 

2T(T-1) 
(4.13) 

with the boundary condition that Rr vanishes to LO for T 2: 1/3. The result is 

ro(T) CF ( -~ + ~
2 

+ 3T + 
9

:
2 

+ (~- 3T) (log(1- 2T) -log(T)) 

-(log(1- T) -log(T))2 - 21i2 (
1 
= T)). (4.14) 

1-Thrust and heavy-jet mass agree at 10, so the same result holds for heavy-jet 

mass. A given prediction for R(y) now allows us to calculate a corresponding R(y). 

Then, by taking the difference in R(y) across the bins in each experimental data 

set, a comparison to data can be carried out, including a 1/Q power correction 

by using Rpc(y) = Rpr(Y- CI/Q). In the remainder of this chapter we will 

consider predictions for the distributions of 1-thrust and heavy-jet mass arising 

from subsituting various ECH approximations into Eq. (4.12). 

The simplest possibility is to use a standard NLO ECH R(y). This only re-

quires knowledge of r 1, which can be easily obtained from the results of Monte 

Carlo calculations of the distributions to NLO. This NLO ECH, re-expanded in 

a( Q) and L in the MS scheme, includes terms ,....., U 11 a11 for all n and all m :S: n + 1. 

Some of these terms can be compared with their exactly known LL and NLL 

counterparts allowing us to determine to what extent the LL and NLL terms are 

"RG-predictable". In this context, RG-predictability refers to the extent to which 

the higher order coefficients in the perturbation series for R are already present 

in some lower order ECH result. Overall, the logs are not very well predicted by 

the NLO ECH results except for rather small n (see Figs. 4.3 and 4.4 for NLL ex-

amples). However, the exponentiation of the effective charge will produce further 

towers of logs in the distributions themselves. We might therefore expect these 

NLO ECH results to have better behaviour in the 2-jet region than the results of 

Ref. [35]. This is indeed the case, as can be seen in Fig. 4.5. It is interesting to note 



CHAPTER 4. NLL ECH AND EVENT SHAPE DISTRIBUTIONS 74 

predicted/exact 

e e 8 II " D .. .. " II 

" 0 

0 
0 

0.8 " 0 
0 

0 0 0 

0. 6 

" 0. 4 

"' 
0. 2 "' 

"' 
10 

Figure 4.3: Prediction of NL MSPS logs m the exponent for 1-thrust based on 

re-expanding lower order ECH results in aMs· The ratio of the predicted NL 

cofficient at O(an) with the corresponding exact coefficient is shown. Triangles 

are for NLO ECH, diamonds for LL ECH. As a consistency check, squares show 

the results for NLL ECH where the NL log must appear exactly. 

that exponentiation of a NLO MSPS series in place of R produces a distribution 

(the clashed curve in Fig. 4.5) with a badly misplaced peak (this remains the case 

for any reasonable value of AMs). Therefore, the good qualitative description of 

the peak is only obtained at NLO with the use of both exponentiation and ECH 

(until we introduce non-perturbative effects).3 

3 At NLO, ECH is equivalent to a scale choice f.L = Qe-rJ!b. In the case of both thrust 

and heavy-jet mass r1 = bL/2 +canst+ · · ·, so using a NLO ECH is equivalent to choosing 

f.L = Qy'Yf(y) where J(y) goes to a constant as y---+ 0. This is interesting as a "physical scale" 

argument where one takes, for example, the heavy-jet mass m, = y'PhQ as the scale would 

give f.L = Qy'Ph. So these two scale-setting methods have the same leading Ph dependence, and 

only differ by the factor f. This factor is important, however, as its overall normalization is 

RS-dependent and this ensures that fL is chosen in such a way that we obtain the same ECH 

HllSwer whatever RS we choose. 
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Figure 4.4: As Fig. 4.3 but for heavy-jet mass. 

4.3.4 Resummation of p 

We can now consider performing a resummation of logs in the p function as de-

scribed in Section 4.2. First, constructing these order-by-order in R allows us 

to again address the question of the "RG-predictability" of the MSPS logs. For 

example, one can ask how much of the NL log at O(an) in MSPS is included when 

we use the LL ECH result (of course, if we use the NLL ECH the full NL MSPS 

log is included by construction). To find out, we can re-expand the ECH results 

in terms of o:Ms(Q) as we did for the NLO ECH. The resulting coefficients are 

shown in Fig. 4.3 (for 1-thrust) and Fig. 4.4 (for heavy-jet mass) as fractions of 

the exact coefficients. The LO and NLO (n = 1, 2) coefficients agree exactly as 

ro and r 1 have been used to NLL accuracy in all the predictions. There is a clear 

improvement in the prediction of the NL logs as we move from NLO ECH to LL 

ECH as one might expect. The extent to which the NL logs really are included 

in LL ECH is encouraging, as it suggests that NLL ECH might do a good job of 

including some higher order corrections that are omitted in the MSPS approach. 

The method described in Section 4.2 can now be used to produce numerical 
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Figure 4.5: Comparison of the 1-thrust distributions calculated using various NLO 

approximations in the 2-jet region. The solid curve arises from the exponentiated 

ECH of Eq. (4.12). The dashed curve is obtained by expanding this effective 

charge in the MS scheme with p, = Q. The dotted curve is a prediction in the 

approach of Ref.[35]. Throughout we have taken Q = Mz and AlviS = 250MeV. 

For comparison, DELPHI data at Q = l'Vlz are shown. 
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approximations to PLL and PNLL (these are not truncated at any order in R). All of 

our calculations were carried out using the computer algebra system Mathematica 

[55], allowing the use of arbitrary precision arithmetic in taking the L ---; oo 

limit. These PLL and PNLL functions can be used to make predictions for R, by 

inserting them in Eq. (3.15) and numerically solving the transcendental equation. 

To ensure exact cancellation between the singularities in Eq.(3.18), for R < 0.005 

we use the exact series expansions of p(R) up to to order R 4 (the difference is 

totally negligible for all values of L we consider) This defines what we call our "LL 

ECH" and "NLL ECH" predictions. 

4.3.5 Fits 

To perform fits with these exponentiated effective charges we again need to select 

a fit range. After exponentiation, the problem as ro ---; 0 remains, and in fact for 

thrust worsens; unfortunately this means we need to restrict the fits to 1 - T < 

0.18, Ph < 0.24 to obtain good fits in the ECH approach. Irrespective of the 

inclusion of logs, the onset of non-perturbative effects more complicated than a 

simple 1/Q shift means that we still need to impose a lower cut. These higher­

order non-perturbative effects are expected to be of order A/(Qy) [53] so our cut 

should be placed at y ,....., A/Q with A some infrared scale. One might expect the 

inclusion of the extra logs into p to improve the fit of the ECH prediction to data 

in the 2-jet region. Unfortunately, it turns out that including these logs actually 

worsens the behaviour of the ECH results. In this region the growth of r1 causes 

R to become larger (because An approaches Q), and this is accelerated by the 

addition of logs into p. In fact, R eventually grows large enough that we encounter 

a branch cut in p which appears due to the branch cut in g1 [54]. Clearly this 

behaviour is unphysical, and must be avoided in our fits to data. Presumably some 

other higher order corrections intervene to produce an ECH prediction which is 
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well-behaved in the 2-jet limit. In any case, in light of the RG-predictability of 

the sub-leading MSPS logs, it is still possible that the p resummations improve 

the quality of the ECH predictions in the intermediate region, so it is worth trying 

to fit the data with a lower cut in place (and studying the sensitivity of the best 

fit parameters to the choice of this cut). Good fits are obtained over the whole 

energy range using Ph, 1- T > 0.05Mz/Q. 

Any data bins not lying within the range 0.05Mz/Q <Ph< 0.24, 0.05Mz/Q < 

1- T < 0.18 have been left out of the fit; a summary of the data we actually used 

is given in Tables 4.3 and 4.4. We have also removed the JADE data at 35 and 44 

Ge V from the heavy-jet mass fits, since its inclusion dramatically worsens the fit 

quality for both the MSPS and ECH predictions. The results of fitting for AlviS and 

C1 are shown in Figs. 4.6 and 4.7 for all three approximations. For comparison, 

MSPS results are also shown. The fit range for these could in principle be extended 

as they do not suffer from the ro -----* 0 problem that afflicts the ECH, however, in 

order to facilitate a direct comparison between the two approaches we have used 

the same fit range for both. The most notable feature of the results is the stability 

of the AMs values found within the ECH framework as we move from NLO toLL 

and then to NLL accuracy, while the fit quality hardly changes. This improved 

stability with respect to the order of the approximation might be a consequence of 

the RG-predictability of the MSPS logs discussed above, because, for example, a 

lot of the logs that only turn up at NLL order in the MSPS predictions are included 

already at LL order in ECH. It must be noted however that despite their stability, 

these AM s values are still smaller than the world average. Some examples of the 

actual NLL ECH distributions are shown in Fig. 4.8. 

To investigate the sensitivity of these results to our choice of fit range we 

have redone the fits for a "low" range and a "high" range. The low range was 

determined by decreasing the upper cut until half the bins were excluded, and the 
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high range was determined by increasing the lower cut similarly. The effects of 

these changes on the central values of A/\·IS and C1 are shown in Table 4.1 (for 

1-thrust) and Table 4.2 (for heavy-jet mass). The ECH fit values for heavy-jet 

mass appear more stable than the MSPS ones; and the stability increases as the 

accuracy of the predictions are increased. This is also true for the thrust, but to 

a lesser extent. A particular exception is that the application of NLL ECH to the 

"high" fit range gives a significantly different power correction compared to the 

"low" fit range. This is probably responsible for the relatively large x2 for the 

"normal" fit. The reason for the change in C1 may be the To -t 0 problem being 

exacerbated by the increase in size of the effective charge as more logs are added 

into its beta-function. Because the To -> 0 problem represents a breakdown of our 

approximations, the "low" fit range results are probably more trustworthy (and 

in any case, agree very well with the "normal" fit range results). 

Lastly, we have also considered the so-called "modification of the logs" that 

is often invoked in studies of event shape variables. This consists of modifying 

L = log(1/y) -t log((2Ymax - y)jy) to ensure that the resummed parts of the 

expression vanish at the upper kinematic limit Ymax (which is 0.5 for both T and 

Ph)· The change in central values is shown in Tables 4.1 and 4.2. One finds that 

the fitted values change very little. This is to be expected since the restricted fit 

range automatically ensures that the logarithm is essentially unchanged in that 

region. 

4.3.6 Resummation without Exponentiation 

An alternative to the approach followed here would be to apply our resumma­

tions to an effective charge associated to the distribution itself similar to the one 

considered in Ref.[35] but taking the bin width to 0 (the NLO approximation for 

this effective charge is shown as the dotted curve on Fig. 4.4). This is certainly 
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Prediction AjMeV Cl/GeV x2 /do f. 

NLO ECH 98,116,118 1.02,0.85,0.89 24/46,59/88,27/44 

NLO MSPS 446,463,517 1.47,1.42,1.28 26/46,57/88,23/44 

LL ECH 101,119,108 0.80,0.63,0.88 23/46,63/88,30/44 
-

LL MSPS 371,417,478 1.12, 1.02,0.83 24/46,49/88,22/44 

NLL ECH 103,107,93 0.50,0.52,0.93 23/46,84/88,34/44 

NLL ECH (mod) 104,110,95 0.50,0.47,0.90 23/46, 81/88, 34/44 

NLL MSPS 200,233,268 0.94,0.79,0.60 23/46, 49/88, 23/44 

Table 4.1: Sensitivity of our fit values for AMs and C1 to the choice of fit range 

for thrust. The fit ranges are 0.05Mz/Q- 0.1 (low), 0.05lvfz/Q- 0.18 (normal), 

0.111112 /Q- 0.18 (high). 

Prediction AjMeV Cl/GeV x2/dof. 

NLO ECH 120,114,142 1.19, 1.22,0.94 19/42,50/84,29/41 

NLO MSPS 236,115,221 1.65, 1.84,1.27 19/42,68/84,37/41 

LLECH 124,123,128 1.06, 1.07, 1.01 21/42,51/84,29/41 

LL MSPS 185,132,146 1.39,1.57,1.33 19/42,63/84,36/41 

NLL ECH 125,127,122 0.99,0.97,1.04 21142,51/84,29141 

NLL ECH (mod) 126,128,122 0.98,0.97,1.05 21/42, 51/84, 29/41 

NLL MSPS 114,82,67 1.29,1.49,1.62 19/42,64/84,37/41 

Table 4.2: Sensitivity of our fit values for A1.,15 and C1 to the choice of fit range 

for heavy-jet mass. The fit ranges are 0.05Mz/Q- 0.12 (low), 0.05l\1z/Q- 0.24 

(normal), 0.1251112 jQ- 0.24 (high). 
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Figure 4.6: Fits to the thrust distribution for AMs and C1 . Solid ellipses use ECH, 

clashed ellipses MSPS (with the arrows showing the effect on the central value of 

varying Q/2 < 1-l < 2Q). The ellipses indicate 2a errors generated by allowing x2 

to vary within 4 of its minimum. For a summary of the data used see Table 4.3. 
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Figure 4. 7: As Fig. 4.6 but for heavy-jet mass. For a summary of the data see 

Table 4.4. 
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Figure 4.8: Examples of our best fit NLL ECH 1-thrust distributions. The solid 

curve is for Q = 44GeV, dashed is Q = 91.2GeV and dotted is Q = 183GeV. These 

predictions are compared to data from the JADE and DELPHI collaborations at 

these energies; crosses are JADE data at 44GeV, boxes are DELPHI data at 

91.2GeV and open circles are DELPHI data at 183GeV. 
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Experiment Q Range Data Points Source 

ALEPH 91.2 0.05-0.18 7 [39] 

133 0.04-0.15 4 [40] 

DELPHI 91.2 0.05-0.18 10 [36] 

133 0.04-0.18 5 [41] 

161 0.04-0.18 5 [41] 

172 0.04-0.18 5 [41] 

183 0.03-0.18 11 [41] 

JADE 35 0.14-0.18 2 [42] 

44 0.12-0.18 3 [<12] 

L3 91.2 0.065-0.175 4 [43] 

189 0.025-0.175 6 [44] 

OPAL 161 0.03-0.15 6 [46] 

172 0.03-0.15 6 [47] 

183 0.03-0.15 6 [47] 

189 0.03-0.15 6 [47] 

SLD 91.2 0.06-0.16 3 [48] 

TASSO 44 0.12-0.16 1 [49] 

Table 4.3: Summary of the data used in our fits for thrust. 
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Experiment Q Range Data Points Source 

DELPHI 91.2 0.05-0.2 8 [36] 

161 0.04-0.2 4 [41] 

133 0.04-0.2 4 [41] 

172 0.04-0.2 4 [41] 

183 0.03-0.24 10 [41] 

SLD 91.2 0.08-0.24 3 [48] 

ALEPH 91.2 0.05-0.2 8 [39] 

L3 91.2 0.051-0.216 7 [43] 

189 0.03-0.24 14 [44] 

OPAL 91.2 0.0625-0.2025 4 [45] 

161 0. 0289-0.2025 5 [46] 

172 0.0289-0.2025 5 [47] 

183 0.0289-0.2025 5 [47] 

189 0.0289-0.2025 5 [47] 

Table 4.4: Summary of the data used in our fits for heavy-jet mass. 
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possible and leads to a p function where the LL, NLL and NNLL terms are known. 

However this creates problems with the resummation which prevent this approach 

from yieding useful predictions. To see this, consider PLL· As explained in Section 

4.2, this is related to the leading log p via 

3 PLdR) = f5LL(R) + bcR . (4.15) 

In this (unexponentiated) case PLL is found using the one-loop beta-function and 

the double logarithmic distribution 

1 dO" d L 2 L -
-- =- exp( -kL2 a) = (2ke- L)aexp( -kL a)= (2ke- L)R, 
(]" dy dy 

(4.16) 

where k is a constant (4/3 for thrust and heavy-jet mass). This distribution has 

a peak as a function of a at amax = 1/ k£ 2
, and so its inverse only exists for 

R < R(amax) = e- 1 jkL2
. As a consequence pu(R) vanishes at this point (where 

a branch cut starts). Adding the bcR3 term to give PLL, and later adding the 

NLL terms, does not remove this branch cut. As R is evolved from Q = oo it 

increases until it reaches this maximum value, and then its evolution becomes 

undefined. This value turns out to be too small to allow fits to the data. One 

could possibly "switch branches" of p at this point and allow R to decrease again, 

although this would of course still not provide a good fit to the data. Note also 

that this zero of p does not correspond to an "infrared freezing" type behaviour 

because p approaches the zero as (R- Rmax)' with"' < 1 -thus the singularity in 

Eq. (3.15) is integrable and the zero is reached after a finite amount of evolution 

in Q. 

4.4 Discussion and Conclusions 

In Section 4.2 we showed how it was possible to build a resummation of large infra­

red logarithms into ECH. In principle, this allows the use of ECH for multi-scale 
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observables, even when the ratio between the scales grows large. The approach 

taken was to apply a resummation at the level of the effective charge beta-function 

p. A method was described allowing such a resummed p to be extracted numeri­

cally to any desired accuracy from the resummed expression for an observable in 

MSPS. 

In Section 4.3 we used the results of Section 4.2 to extend the direct extraction 

of AM s from e+ e- event shape observables of Ref. [35] to include a resummation of 

large infra-red logarithms (in this case L = log(l/y) where y is the shape variable). 

One could relate the observable Ry(y') to an effective chargeR by exponentiation, 

Ry(y') = exp(r0R). Using the NLO approximation for R lead to a good fit to 

data. One could then numerically construct PLL(R) and PNLL(R) functions by 

resumming to all-orders the corresponding pieces of the Pn in Eq. (3.15). The LL 

and NLL predictions for Ry(y') for a given value of AMS then follow on insert­

ing these p(R) functions in Eq. (3.15) and numerically solving the transcendental 

equation. To model 1/Q power corrections we fitted to a shifted distribution 

Rpc(y) = Rpr(Y- CI/Q). Whilst in principle straightforward a number of com­

plications arose. In particular as 1 - T approaches 1/3 the leading coefficient r 0 

goes to zero, invalidating the effective charge approach. This places a rather strin­

gent upper limit on the fit range. There are also problems in the two-jet region 

due to the growing R running into a branch cut in p which appears as the image of 

a branch cut in 91 in the MSPS approach. We also noted that one cannot directly 

relate the observables to an unexponentiated effective charge, as in Ref.[35], since 

in that case PLL(R) has a different branch cut such that the energy evolution of R 

becomes undefined and we are unable to fit the data. Simultaneous fits for AMS 

and cl were performed using data for thrust and heavy-jet mass distributions 

over a wide range of energies (see Tables 4.3 and 4.4). The 2a error contours in 

AMs and C1 are shown in Figs. 4.6 and 4.7. NLO, LL and NLL results are shown 
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for both standard MSPS, and for ECH. For MSPS there is a strong decrease in 

AMS going from NLO toLL to NLL, whereas for ECH the fitted AMs values are 

remarkably stable. The fitted value of C1 is also somewhat smaller for ECH. We 

also investigated the stability of the fits to changing the fit range in Tables 4.1 

and 4.2. The ECH results show more stability than MSPS. This, along with the 

stability of the fitted values with respect to the order of approximation, leads us 

to believe that the fit ranges we have chosen are restrictive enough to avoid the 

problems that appear in the 2-jet region for LL and NLL ECH, whilst hopefully 

retaining the benefit of including some RG-predictable sub-leading logs into our 

predictions. The fits all produce AMs values somewhat smaller than the world 

average. It is interesting to note, however, that they are of the same magnitude 

as those found in [35]. Converting our NLL best fit A values to aM5(A1z) using 

the 2-loop beta-function gives aM8 (Mz) = 0.106 for AMS = 100MeV (thrust) and 

aM8 (Mz) = 0.109 for AMS = 125MeV (heavy-jet mass). Similarly small values 

of at\•!S have also been reported in the DGE approach (see [10]). It is possible 

that sizeable NNLO corrections (omitted by both the DGE and ECH resumma­

tions) might be responsible. One can attempt to allow for this by performing a 

three-parameter fit for AM8 ,C1 and p~NLL, but unfortunately it tends to run off 

to very large p~NLL, in which case one would find it hard to justify ignoring other 

sub-leading terms. It will be interesting to see the effect of matching to fixed-order 

NNLO results when they become available. 

It is important to note that the conclusions we have given here assume that 

non-perturbative effects can be well modelled by a simple shift (y--. y- CdQ) of 

the perturbative distribution. A possible future extension of this work could be 

to investigate the effect of allowing a more general form of power correction. 

We would conclude that, notwithstanding the limited fit range and technical 

complications from which ECH suffers, there is evidence that the fitted power 
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corrections are reduced relative to the standard approach, although not as dra­

matically as in the DELPHI fits of Ref. [13] which are consistent with zero power 

corrections. However in that analysis corrections for bottom quark mass effects 

were made, which were not included in our analysis. 



Chapter 5 

PMS and DIS Event Shape 

Means 

In this chapter, the Principle of Minimal Sensitivity described in Section 3.4 is ap­

plied to the means of event shapes defined in the Breit frame of ep deep-inelastic 

scattering (DIS). The effect of optimizing the choice of renormalization and fac­

tm'ization scales on the size of power corrections is investigated by comparing op­

timized NLO perturbation theory to data from the Hl collaboration (63}. 

5.1 Introduction 

The Dokshitzer-Webber model described briefly in Subsection 2.5.2 can be applied 

not only to event shpaes in e+ e- annihilation, but also to those defined in the Breit 

frame of electron-proton ( ep) deep-inelastic scattering (DIS) [71]. Impressively, as 

with the e+e- shapes, a good description of the data can be given for a0 -:::::: 0.5 (see 

e.g. the review Ref. [1]). As in the e+ e- case, the power corrections for several 

shape variables (for example the analogue of thrust) make up a substantial part 

of their mean values even for Q rv 111z. It is therefore interesting to ask whether 

these power corrections would be reduced by optimising the choice of RP. 

90 
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For DIS, however, optimisation is not so straightforward. The appearance of 

the proton in the initial state leads to a dependence of the event shape means on 

the proton parton distribution functions (PDFs) and the accompanying factori­

sation scale, !VI, as described in Section 2.4. Ideally we would like to use some 

optimisation criterion to choose all the unphysical parameters, but none of the 

above-mentioned theoretical arguments simultaneously select unique values for 

both fL and M. However, the Principle of I\IIinimal Sensitivity (PMS) described in 

Section 3.4 does generalise very easily to the factorisation case [57, 58, 59, 60] (for 

recent applications to hadron-hadron interactions see Refs. [61, 62]). Moreover, 

the PMS tends to agree very well with the ECH as used in the DELPHI analysis 

when the latter can be applied. Therefore, the purpose of the present chapter is 

to apply the PMS to the choice of renormalization and factorisation scales in DIS 

event shape means, and compare NLO perturbation theory to data from the H1 

collaboration [63] to see how the required power corrections are affected. 

The plan of this chapter is as follows. Section 5.2 contains definitions of the 

observables. In Section 5.3 we review the way that dependence on fL and !vi arises 

in NLO DIS calculations, and define the PMS approximations we are going to 

study. Then, in Section 5.4 we describe the methods used in the calculation. 

Section 5.5 runs through the analysis in detail for one specific observable, the 

current jet thrust Tc· Results for all the observables discussed in Ref. [63] are 

presented in Section 5. 6. Section 5. 7 contains our conclusions. 

5.2 Definition of the Observables 

First, let us briefly define the relevant kinematical quantities. Let P be the 4-

momentum of the incoming proton and q the (space-like) 4-momentum of the 

virtual photon which transfers momentum from the positron to the proton. The 
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photon virtuality is Q2 = -q2 > 0. Bjorken x is given by 

Q2 
xs= 2P.q' 

92 

(5.1) 

The observables considered here are all defined in the Breit frame. We indicate 

quantities evaluated in the Breit frame by an asterisk. With this convention the 

Breit frame is defined by requiring 

2xsP* + q* = (Q, 0), (5.2) 

(which fixes the frame up to a rotation) along with the conditions that P* point in 

the +z* -direction and the incoming/outgoing electron momenta lie in the (x*, z*) 

plane (which fix the rotation). In a "parton model" event where we imagine 

there is no radiation from the struck quark, xsP = ~p is its momentum. Then, 

Eq. (5.2) implies that in the Breit frame the quark is back-scattered by the virtual 

photon into the -z* direction. In other words, it is scattered into the current 

hemisphere (CH) of the Breit frame, defined as the hemisphere for which z* < 0, 

where it fragments to produce a current jet. The proton remnant proceeds in the 

+z* direction into the remnant hemisphere (RH). The Breit frame is therefore 

special in that it belongs to the family of frames (related by boosts along the 

z* -axis) where there is a maximum angular separation between the current and 

remnant jets. The picture is complicated when more realistic QCD radiation is 

added, but still the Breit hemisphere gives a good separation without requiring 

detailed analysis of the hadronic part of the final state. The particular choice of 

the Breit frame over the other frames in this family has the consequence that at 

leading order the current hemisphere contains a single quark of energy Q /2, and 

so strongly resembles one hemisphere of an e+ e- annihilation event. 

The notation for event shapes in DIS is nowhere near as settled as in the e+ e-

case; in this chapter we follow the nomenclature of Ref. [63]. 

First, we consider five observables defined using particles in the CH only. To 

ensure infrared safety the total energy in the CH (evaluated in the Breit frame) 
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must exceed some threshold, taken to be Q/10, for an event to contribute to one 

of these variables. The z* -axis thrust is 

(5.3) 

where 1"'i is a unit vector in the z* direction. Similarly, the z* -axis jet broadening 

is 

(5.4) 

The thrust-axis thrust is 

(5.5) 

where ii is now the unit vector with respect to which the maximisation is performed 

(the value which leads to the maximum defines the thrust axis). The C-parameter 

is defined by making use of the tensor 

(5.6) 

where Pi,j is the jth component of the momentum of particle i. 8jk has three 

eigenvalues: )q, .-\2 and .-\3, in terms of which the C-parameter is 

(5.7) 

Lastly we have the jet mass 

(5.8) 

Because the jet mass involves the difference between energies and 3-momenta it 

is especially sensitive to hadron mass effects which can lead to additional power 

corrections beyond the scope of the model of Ref. [4, 28]. These can be removed 

by defining a related observable in the so-called "E-scheme" [64] 

(5.9) 
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This is just PE with each particle replaced by a massless particle of the same energy. 

Since our NLO perturbative calculations are carried out with the approximation 

of massless quarks, the perturbative predictions for p?f;Sch) will be identical to 

those for PE; only the non-perturbative contributions will differ. For the purposes 

of this chapter, data has been obtained for pt;Sch) by applying a correction factor 

from PYTHIA 6.2 [65] to the PE values given in Ref. [63]. 

The remaining two variables make use of both the CH and RH. They are 

defined based on two jet clustering algorithms, the factorisable Jade algorithm 

and the modified kr algorithm. These clustering algorithms allow one to gather 

the final-state momenta into a certain number of current jets, plus the remnant jet, 

according to a resolution parameter y which determines how aggressively momenta 

are combined. This is done by examining the momenta repeatedly, and combining 

those that are nearest according to a distance measure specific to the clustering 

algorithm, until the nearest pair have a separation YiJ > y. Event shapes can be 

defined from these algorithms by using the value of y at which the event goes from 

being a 2+1 jet event (two current jets, one remnant jet) to a 1+1 jet event. 

In the DIS case the distance measures need to be generalised from the e+ e-

case to include a distance between a jet and the remnant. For the factorisable 

Jade algorithm 

2E* E*(l- cos B*) 
I ) D 

YiJ = Q2 (5.10) 

2EixaE;(l- cos B~p) 
Yir = Q2 (5.11) 

where 'i, j indicate jets, r is the remnant and pis the proton. In the same notation 

the k1 measures are 

2min(E* 2 E* 2)(1- cos B*) 
_ I ' ) D 

YiJ- Q2 (5.12) 

2E* 2 (1 -cos B*) 
I 1p 

y~= Q2 . (5.13) 
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The related event shapes will be denoted by y J J and Ykt respectively. 

For discussions of cuts and more details about the definition of each observable, 

see H.ef. [63]. 

5.3 Applying The Principle of Minimal Sensitivity to 

DIS 

The simplest application of the PMS to QCD involves the case of an observable 

without hadrons in the initial state (and without identified hadrons in the final 

state). The only unphysical parameters are then those that label the renormal-

ization scale and scheme, as described in Section 3.4. At NLO it suffices to just 

consider the renormalization scale JL, as a change in scheme can be absorbed into 

a rescaling of f-l· For an observable involving hadrons in the initial state, we also 

have to take into account its unphysical dependence on the parameters that la­

bel the factorisation scale (M) and scheme. In contrast with the renormalization 

case, the factorisation scheme dependence cannot be absorbed into the scale even 

at NLO. This is obvious, because to specify the FS at NLO one must give the 

functions P~:l_{8 (z) (see Eq. (2.67)). Therefore, already at NLO, there is an infi­

nite number of degrees of freedom in the specification of the FS. Ideally one would 

optimise with respect to both M and the FS; however, it is difficult to formulate 

a PMS condition for the FS (in x-space) [66], so here we will simply neglect the 

scheme dependence and work in the MS factorisation scheme at all times. With 

this simplification, the relevant parameters are fJ. and !vi. 

The mean of some DIS observable y depending on the final state X can be 

expressed as 

(y) = f y(X)d(J(ep _,X, Q) 
J d(J(ep _,X, Q) 

(5.14) 

where d(J( ep _, X, Q) is the infinitesimal cross-section for the process ep _, X and 
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Q is the virtuality of the exchanged photon. To compute such a cross-section in 

perturbation theory we need to factorise the process into a soft part, described by 

the proton PDFs fa(~, 111), and a hard part, described by a partonic cross-section 

a(e a---+ X, Q, M) 

da(ep d; X, Q) = L j dUa(~, M) da(e a::' Q, M). 
a 

(5.15) 

As indicated, f and a depend on the unphysical parameter 111 even before they 

are approximated perturbatively; this dependence cancels between them after the 

integral over~ and the sum over a are performed. The dependence of fa(~, 111) on 

M is given by the DGLAP evolution equations Eq. (2.66). 

To arrive at a NLO approximation, we substitute into Eq. (5.15) PDFs evolving 

according to the NLO splitting functions, and the partonic cross-section expanded 

to NLO. This approximation not only prevents the exact compensation of M 

dependence between the PDFs and the partonic cross-section, but also introduces 

a dependence on the RS used for the expansion. 

In summary, at NLO, our approximation for (y) will have an unphysical de­

pendence on both M and /-L and we can look for a PMS point by requiring 

a(y)Nw 1 

OJ-L I'PMS 

a(y)NLo 1 = 0 aM · 
J'vfPMS 

(5.16) 

In general, the stationary point will be a saddle-point in the ({t, M) plane. 

This is the most straightforward way to apply the PMS to DIS, but the mul­

tiplicity of initial states compared to the e+ e- case allows some more involved 

possibilities. In particular, it is interesting to consider the possibility of using dif-

ferent renormalization scales in the various partonic channels. This is legitimate 

as the cross-section for each partonic sub-process is separately renormalization 

scheme invariant. However, it must be borne in mind that these cross-sections 

do depend on the factorization scheme, so only their sum is actually physically 

observable. Now, the usual advice is to avoid adding together observables prior 
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to optimisation (this makes sense as the PMS point could otherwise arise as a 

consequence of cancellations between the two observables, which is presumably 

not a good indication of reliability), but these components are not observable, so 

it might not be sensible to apply this rule here. 

The possibility of using different scales for the qf'* and 9/'* sub-processes was 

also raised (but not pursued) in Ref. [67], which studied the 2 + 1-jet rate in DIS 

using a number of "optimisation" methods. There the components were thought of 

as being in principle observable (assuming one could distinguish quark and gluon 

jets), because of the characteristically different final states. This would only be 

the case, however, if it was possible to separate the final state particles into those 

produced by the hard interaction and those belonging to the proton remnant. 

In reality, this separation depends on the FP, and so will the sub-process cross­

sections. 

However, for 111 of order the hard scale Q, the quark and gluon channels 

give quite different contributions to the weighted integrals in Eq. (5.14) to the 

extent that the NLO contributions are often of different signs. There can be large 

cancellations between them, and it seems plausible that we could get improved 

results by "optimising" them separately (because the cancellations may well be 

specific to NLO). 

Therefore, we will consider two variants of the PMS in this chapter: PMS 1 

where we optimise with respect to a single renormalization scale fL and the fac­

torization scale ./1.1, and Piv1S2 where we optimise with respect to renormalization 

scales {Lq and /Lg for the quarks and gluons respectively, along with ./1.1. It is also 

possible to assign different scales to the different flavours of quarks, but this makes 

no significant difference to the results because the optimisation procedure always 

chooses very similar scales for them. Therefore, for simplicity we confine ourselves 

to considering {Lq and {Lg. 
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For PMS 1 we can define (y) in the conventional way, by expanding the RHS 

of Eq. (5.14) in o:MS(ft) and truncating it at NLO. However, this won't work for 

PMS2 because there are two different couplings, o:Ms(Mq) and o:Ms(M9 ), appearing 

in both the numerator and the denominator. Instead we can perform a double 

expansion in o:Ms (Mq) and o:MS (flg), keeping all terms with two or fewer o:'s. (We 

could also truncate the numerator and denominator to NLO and use the quotient 

as our NLO approximation; this makes no qualitative difference to the results of 

this chapter). 

5.4 Calculational Methods 

NLO perturbative predictions for our observables were obtained from the matrix 

element integration Monte-Carlo program DISENT 0.1 [68], using the interface 

library NLOLIB [69]. The MRST2001E PDF set [70] was used, and throughout 

this chapter we fix o:M8 (Mz) = 0.119 to be consistent with these PDFs. To allow 

for optimisation with respect to ll1, many runs of DISENT were carried out at 

intervals b..M = 1GeV. For every value of Q and ll1, 108 events were generated 

to ensure the Monte-Carlo integration errors were negligible. The fl dependence 

was implemented by having DISENT compute the coefficients of each power of 

o:MS with fl = Q; the fl logs as well as the factors of o:MS could then be added in 

later. This means that only one run of DISENT was required for all values of JL 

However, to allow this to work it was necessary for all the events to be generated 

at the same value of Q, so the mean value of Q was used for each bin rather than 

integrating over the entire width of the bin. The effect of this was estimated by 

comparing the two results for fl = ll1 = Q, giving a correction factor which could 

be applied to the data. 

The power corrections can simply be added to the perturbative prediction for 
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the shape means 

(y) = (y)p + (y)pc. (5.17) 

We will present fits both for a simple Cl/Q or C2/Q2 term, and for the more 

sophisticated Dokshitzer-Webber model described in Subsection 2.5.2. This was 

extended to DIS in Ref. [71]. According to this model 

(5.18) 

(see Subsection 2.5.2 for the notation). 

The terms in (y)pc involving o:MS are to be evaluated with NJ = 5 and with 

p, the renormalization scale used in the perturbative part. Note that for our PMS 

optimised results this will in general differ from Q. In the case of PMS2 the 

appropriate scale is 1-lq as the power corrections do not receive contributions from 

the gluon-initiated sub-process [71]. 

For all our observables apart from Ykt, p = 1 and aF has been calculated, so 

we can use this formula to perform a fit for fr"o. For Yk 1 , p = 2 and aF is unknown, 

which prevents a reliable extraction of a1. The coefficients are: 

[71] 

1r 3 f3o 
aYJJ = 1 [72] asP = + S-

32 
- 0.3069 + 0(1) [73] (5.19) 

4 J ~o:CMW(e-3/4Q) 
In performing these fits we need to consider both experimental and theoret-

ical sources of error. The experimental errors consist of both a statistical and a 

systematic component; lacking knowledge of the proper correlation between the 

systematic errors we have treated them as uncorrelated, and simply added them 

to the statistical errors in quadrature, to arrive at a composite experimental error. 

\Vhere the errors are asymmetric, the maximum value was taken. 
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Q/GeV 7.46 8.8 14.95 17.73 23.75 36.69 57.61 80.76 

f.t/GeV 2.11 2.45 4.07 4.96 6.98 12.3 19.8 22.4 

MjGeV 7.87 7.01 6.69 6.25 5.55 3.82 2.72 2.35 

Table 5.1: PMS1 scales for (Tc)· 

The MRST2001E PDFs allow a PDF-related error to be estimated by sampling 

from an ensemble of different functions. Ideally we would repeat the entire anal­

ysis with the different PDFs, but this is impractical because of needing to rerun 

DISENT for each value of !11. Instead we have estimated the error by comparing 

the analyses at NI = Q only. However, the results are so stable with respect to 

changes of !11 that this should not be too much of a restriction (and in any case, 

the errors due to uncertainties on the PDFs are small). 

5.5 Case Study: Tc 

In this section we show the results of our analysis, along the lines described in 

the preceeding sections, when applied to one typical observable, 1 - Tc = Tc. A 

summary of the results for all the observables is given in the next section. 

In order to arrive at our PMS1 predictions, we need to consider the dependence 

of (Tc) on f.L and M. This is illustrated in Fig. 5.1. Note that the PMS points, 

defined by Eq. (5.16), are saddle points. Specifically, they are maxima in the 

Jt-direction and minima in the !11-direction. The actual PMS scales are given in 

Table 5.1. 

The effect of choosing these scales over the standard choice of f.L = !11 = Q is 

illustrated in Fig. 5.2. Evidently a substantial power correction is still required to 

fit the data. 
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Figure 5.1: Dependence of (Tc)(NLO) on f-.L and M for various values of Q. The 

PMS point is labelled, and the box indicates a variation of ~L and M within a 

factor of 2 of the "physical scale" Q. 
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Figure 5.2: Comparison of NLO predictions to Hl data [63] for (Tc) (combined 

statistical and systematic error bars are shown). The solid curve uses f..L = M = Q. 

The dashed curve uses the PMS 1 scale choices given in Table 5.1. The dotted curve 

uses the PMS2 scale choices shown in Table 5.2. 
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Moving on to consider the PMS2 approximation requires us to look at the 

dependence of (rc) on /-Lq, /Lg and lvf. Some typical examples are illustrated in 

Fig. 5.3. The PMS points here are maxima in the {tq and {tg directions, and may 

be either minima or maxima in the 11.1 direction; the relevant scales are listed 

in Table 5.2. There is a clear difference between the values of {tq and /-Lg, the 

former are very small and the latter very large. The result of using these PMS2 

scales is shown as the dotted line on Fig. 5.2. Clearly, at least for large Q, the 

size of the required power correction is substantially reduced, but at low Q the 

prediction now actually overshoots the measurement. It is perhaps not surprising 

that we run into trouble here, as {tq is extremely low (around 0.5GeV::: 2AM8 , so 

We can see why PMS2 makes such a large difference compared to PMS 1 by 

looking at the actual coefficients in the perturbative expansion for the integral 

j dXTc(X) d~( e~; X) ~ Aqa,(~,) + ( Bq + flo log ( ~~) Aq) a; (l•q) + 

A9a,(~,) + ( n, + iJo log ( ~) A,) a;(i<,). (5.20) 

The coefficients A and B depend on both M and Q; at M = Q = 7.46GeV they 

are 

Aq = 5.29, A 9 = 1.44, Bq = 15.4, B 9 = -10.3. (5.21) 

On the other hand, if {tq and {tg are identified as in PMS 1 , the coefficients in the 

perturbation series are simply 

A= Aq + A 9 = 6.74 B = Bq + B 9 = 5.10. (5.22) 

Because of the cancellation in the NLO coefficient B, PMS 1 sees a series which 

appears to be much more convergent than that seen by PMS2, and this lessens the 

effect of the optimisation (this can be seen most easily by recalling the similarity 

between PMS and the Method of Effective Charges, which fixes the scale so that 
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Q/GeV 7.46 8.8 14.95 17.73 23.75 36.69 57.61 80.76 

ttq/GeV 0.50 0.59 0.90 1.1 1.4 2.0 3.2 4.2 

{t9 jGeV 2.3·103 6.0·103 6.5·104 1.5·105 4.1·105 1.0·106 1.9·106 2.2·106 

M/GeV 4.95 5.20 6.23 6.41 6.76 6.70 5.79 4.50 

Table 5.2: PMS2 scales for (Tc)· 

B = 0). Therefore, it may be that PMS 1 underestimates the size of higher orders 

in the {l = M = Q series. If this cancellation does not persist to higher orders, 

then one would expect PMS2 to give a more realistic estimate of the higher order 

terms. 

This explanation for the values of the PMS2 scales is an over-simplification, 

because we aren't actually optimising the weighted integral Eq. (5.20), but rather 

the ratio Eq. (5.14). However, the total cross-section is convergent enough that 

these simple considerations do capture the essential reason behind the PMS scales 

shown in Tables 5.1 and 5.2. For example, the Effective Charge scales !LEC 

exp(-B /(,BoA) )Q corresponding to these coefficients are 

fl =4.0GeV 

{tq = 0.68GeV !Lg = 2.6 · 103 GeV 

(5.23) 

(5.24) 

which are all rather close to the corresponding PMS scales (although the agreement 

is not perfect: the EC f.Lg actually falls as Q is increased). 

Tc is expected to receive 1/Q power corrections, which we can try to describe 

either by simply adding a term CI/Q to the perturbative predictions, or by using 

Eq. (5.18) which relates the corrections to Zi"o. Because of the rise in the PMS2 

predictions for Q < 10GeV, these 1/Q corrections alone cannot compensate for 

the discrepancy between theory and data in this case. In addition, there must be 
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Figure 5.3: Dependence of (Tc)(NLO) on Jl-q, ~Lg and M for the extreme Q values. 

The left hand plot shows the dependence on Jl-q and Jl-g with M fixed to its PMS 

value. The right hand plot shows the dependence on lYI and Jl-q with Jl-g fixed to 

its PMS value. The PMS points are labelled, and the numerical values of the PMS 

scales are listed in Table 5.2. 
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large higher-order 0 (a~) effects and I or sub-leading power corrections ex 1 I Q2
. To 

compare the size of the power corrections required by the different perturbative 

predictions, it makes sense to exclude low Q data if this gives an unacceptably 

bad fit. This is especially true in view of the fact that the e+e- data examined 

in Ref. [13] had (Q) > 45GeV, so these additional effects might be important at 

low Q in the e+ e- case also. Therefore, we performed minimum-x2 fits, adding 

in data points from the highest Q downwards until the fit probability fell below 

5%. Experimental errors were estimated by allowing x 2 to vary within 1 of its 

minimum value. Fitting in this way for C1 gives 

J.L = M = Q: C1 = 1.23(11)GeV, Q > 30GeV 

PMS1 : C1 = 0.65(2)GeV, Q > 8GeV 

PMS2: C1 = 0.18(3)GeV, Q > 14GeV. 

As expected, the required power correction is largest for the "physical scale", and 

smallest for PMS2. Of the three predictions, PMS1 gives the best description of 

the data, as shown by the fact that it provides a good fit clown to Q rv 8Ge V. 

Because one expects also sub-leading power corrections to be present, it Is 

interesting to introduce e.g. a C2/Q2 term into the fit, to see how this affects the 

conclusions: 

J.L = M = Q : C1 = 1.09(5)GeV, C2 = -4.3(5)GeV2, Q > 7GeV 

PMS1 : C1 = 0.82(5)GeV, C2 = -2.5(5)GeV2, Q > 7GeV 

PMS2: C1 = 0.49(5)GeV, C2 = -5.3(5)GeV2, Q > 7GeV. 

where the errors are strongly correlated. Unsurprisingly, the C2 IQ2 term allows 

even the low Q data to be correctly described. The basic fact that the optimisation 

reduces the need for 1IQ power corrections does seem to survive. 
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Fitting for O:o gives 

Jl = M = Q : O:o = 0.524(7), Q > 8GeV 

PMS 1 : 0:0 = 0.596(6), Q > 7GeV 

PMS2 : 0:0 = 0.614(8), Q > 14GeV 
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It may perhaps seem surprising that the O:o values are larger for the PMS scale 

choices, even though the size of the power corrections seems to be reduced, as 

is reflected in the C1 values. This is a consequence of using the PMS scales in 

Eq. (5.18), which increases the perturbative contribution and requires larger O:o 

to compensate. 

5.6 Results 

In this section we summarise results for all the observables studied in Ref. [63]. 

The perturbative predictions are compared to data in Figs. 5.4 and 5.5. Tc and 

Cp show similar features: the PMS 1 predictions are somewhat closer to the data 

than the physical scale ones, and the PMS2 predictions are a lot closer, except 

they become too large at low energies. The PMS predictions for Tp substantially 

reduce the excess of data over theory, with no evident breakdown at low Q. Bp 

and PE also have reasonable low Q behaviour but with a lesser improvement of the 

fit. Turning to p~Sch), though, the improvement (especially for PMS2) is much 

more substantial. The jet transition parameters, YJJ and Yk 1 , move away from the 

data when the scales are optimised. 

Table 5.3 shows fits for a CdQ power correction for all observables except Ykt 

and a fit for a C2/Q2 power correction for Ykt (Ykt is the only observable whose 

leading power correction is expected to be ex 1/Q2 ). Table 5.4 shows the results 

of fitting for a power correction based on Eq. (5.18) for all observables bar Ykt. 

These fits allow us to see to what extent the discrepancy between the perturba-
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Figure 5.4: Predictions of our three perturbative predictions compared to data. 

The solid line uses the scale choice f..L = M = Q, the dashed curve uses PMS1 and 

the dotted curve PMS2. Data are shown from Ref. [63]. 
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Cl/GeV 

Obs p,=M=Q PMSr PMS2 

Tp 0.73(7) >7 0.45(7) >7 0.33(7) >7 

Tc 1.23(11) > 30 0.65(2) >8 0.18(3) > 14 

Bp 0.79(3) >7 0.50(3) >7 0.37(3) >7 

Cp 4.17(29) > 30 2.26(7) > 14 0.76(49) > 16 

PE 0.92(6) > 30 0.67( 4) > 20 0.49( 4) > 20 

YJJ -0.11(3) >7 -0.11(3) >7 -0.18(3) >7 

(ESch) 
PE 0.65(5) > 30 0.38(2) > 14 0.21(2) > 16 

C2/GeV2 

Ykt -2.70(60) >7 -6.03(60) >7 -6.30(60) >7 

Table 5.3: Fits for C 1 and C2. The first number gives the best fit value and 

numbers in brackets indicate errors in the last digits (due to experimental and 

PDF uncertainties). The second number indicates the range of Q that could be 

fitted before the x2 indicated a fit probability of < 5%. 

tive predictions and the data visible on Figs. 5.4 and 5.5 can actually be described 

as a power correction. As was noted for Tc in Section 5.5, the problems at low Q 

for Cp mean the fit quality is dreadful for PMS2 unless we exclude the lowest two 

bins. The same is true for PE (and pr;sch)). Although not obvious from Figs. 5.4 

and 5.5, the "physical scale" predictions don't describe the low energy data for 

these observables very well either. In fact, the best overall fits seem to be those 

that use PMS 1. The other observable with a large discrepancy at low Q, Ykt, can 

be described quite well by any of the scale choices provided we add the expected 

1/Q2 power correction. 
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Zi"o 

Obs tt=M=Q PMS1 PMS2 

Tp 0.519(22) >7 0.533(22) >7 0.559(22) >7 

Tc 0.524(7) >8 0.596(6) >7 0.614(8) > 14 

Bp 0.568(17) >8 0.447(13) >7 0.443(13) >7 

Cp 0.465(7) > 16 0.527(3) >7 0.557(7) > 16 

PE 0.808(38) > 30 0.715(10) > 14 0. 736(7) >7 

YJJ 0.264(18) >7 0.261(10) >7 0.278(12) >8 

(ESch) 
PE 0.642(34) > 30 0.572(7) >8 0.611(7) >8 

Table 5.4: Fits for Zi"o. See Table 5.3 for an explanation. 

5. 7 Conclusions 

In this chapter we have studied how power correction fits to event shape means 

in DIS are affected by choosing the factorization and renorrnalization scales using 

the Principle of Minimal Sensitivity. In doing this, two different prescriptions were 

adopted: PMS1, where the unphysical parameters were taken to be tL and 111 and 

PMS2, where different values of tt were used for the quark- and gluon-initiated 

subprocesses. The motivation behind PMS2 was to avoid underestimating the 

effect of higher order corrections because of the cancellations between the wy* and 

g"(* sub-processes at NLO (illustrated in Eq. (5.21)). 

PMS1 gives results that are pretty close to those found using the conventional 

choice tL = 111 = Q. However, it does improve the quality of the power correction 

fits (see Tables 5.3 and 5.4). PMS2 gives perturbative results that are substantially 

closer to the data at high values of Q, but which deviate from it at low Q (see 

Figs. 5.4 and 5.5). If we exclude this low Q region from the fits (as in Tables 5.3 
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and 5.4), PMS2 requires much smaller power corrections to fit the data than does 

either PMS1 or the choice f-L = M = Q. 

It is possible that problems could arise from using optimisation with PDFs 

that were obtained without optimisation. If, say, switching to the PMS scale has 

a consistent effect on a number of observables, refitting for the PDFs using the 

PMS would cause them to change so as to counteract the effect of the optimisation. 

Unfortunately, optimising enough observables to be able to fit for the PDFs would 

be a very large undertaking, and is beyond the scope of this thesis. One might 

hope that this is not actually an issue, because event shapes have particularly large 

NLO corrections and hence are probably more sensitive to optimisation than most 

other observables. 

The motivation for this study was to determine whether "optimised" scales 

could significantly reduce the need for power corrections to DIS event shape means 

as they appeared to do for their e+ e- counterparts [13]. PMS1 certainly cannot 

do this; PMS2 can to some extent, but not at low energies - however, the energies 

where PMS2 breaks down are much lower than those at which any e+ e- event 

shape data is available. So if PMS2 provides a better estimate of higher order 

terms in the perturbation series than PMS 1, it could be that the conclusions of 

Ref. [13] do extend to DIS event shape means. In this case, NNLO corrections 

would become important in both processes at Q ~ 20GeV. 

In summary, whether this work counts for or against the idea that power 

corrections can be reduced and/or eliminated by using optimised schemes depends 

on which of the two prescriptions, PMS1 or PMS2, one considers most plausible. 

However, as long as we only have NLO calculations to work with it will be difficult 

to be sure which, if any, optimisations are best (although the overall consistency of 

the Method of Effective Charges analysis in Ref. [13] is highly suggestive). Once 

NNLO computations become available for these event shape means it will be 
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possible to measure the convergence of the optimised approximants and compare 

them to each other and to the convergence in the MS-scheme. This should provide 

better guidance in choosing the scheme for these observables, and allow us to more 

thoroughly test if the apparent power corrections really can be mimicked by an 

optimisation of the scheme. 



Chapter 6 

Summary and Outlook 

In this thesis, the Method of Effective Charges and the Principle of Minimal 

Sensitivity have been applied respectively to event shape distributions in e+ e­

annihilation and event shape means in ep DIS. The goal was to see whether the 

need for power corrections would be lessened, as had been found for e+ e- event 

shape means in Ref.[13]. 

To study the distibutions, an effective charge was constructed in the exponent 

of the intregrated distribution. Using the NLO approximation for this charge 

gave a surprisingly good qualitative description of the peak region for the thrust 

distribution. We then proceeded to perform a resummation of large logs in the 

effective charge beta-function p, to LL and NLL accuracy. Promisingly, most of 

the next-to-leading MS-scheme logs already seemed to be included when using the 

LL p function. However, when the beta function was actually integrated to find the 

distribution, it was found to diverge in the 2-jet region, spoiling the nice behaviour 

that was seen at NLO. This is strange as one would have expected that in this 

region the leading logs would dominate the p function, so the resummed results 

would be accurate. The divergence appears to be associated with the unphysical 

behaviour in the MS-scheme near the branch point in 91· Excluding the 2-jet 
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region, along with the area where the 10 coefficient vanishes, invalidating the 

ECH description, power correction fits were performed. Some reduction of power 

corrections was seen, although the AMS values were still too small. 

For the DIS event shape means, we applied the Principle of Minimal Sensi­

tivity. Optimising with respect to p. and M produced only a small change in the 

perturbative predictions. However, introducing a separate renormalization scale 

for the quark- and gluon-initiated sub-processes gave a substantial reduction in the 

required power corrections. This was due to large cancellations between the NLO 

coefficients for these sub-processes, which made the series seem more convergent 

when they were added together, lessening the scale dependence and so reducing 

the effect of the optimisation. 

Neither of these studies showed effects as dramatic as those of Ref.[13]. Part 

of this may be due to the heavy-quark mass effects that were not corrected for in 

this thesis, and which therefore account for part of the measured power correction. 

However, there are undoubtedly other confounding factors for these observables. 

For the e+e- distributions there are the large logs which unfortunately do not 

appear to be controlled by resumming the ECH beta function. For the DIS event 

shape means there is the fact that the bulk of the data has rather low Q compared 

to the e+ e- data, along with the fact that one is unable to apply the PMS to the 

full FS-dependence. 

Nonetheless, there are signs that using these optimised approaches, the need 

for power corrections can be reduced. If one believes the optimised results to be 

more reliable than those obtained using MSPS, this is a sign that a large piece 

of what appears to be a power-suppressed correction is just the combined effect 

of the first few orders of MSPS perturbation theory (obtained by re-expanding 

the optimised results). These do not sum to a true 1/Q term; it is simply that 

given finitely many data points, a correction falling off like powers of ln Q can 
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look very similar to a 1/Q correction. This is therefore not an example of the 

ambiguity in separating perturbative and non-perturbative physics mentioned in 

Subsection 3.1.1, which occurs because the different prescriptions for regulating 

the divergence of the perturbation series differ by power-suppressed terms. 

Unfortunately, the need to add an essentially unknown power correction makes 

it harder to judge whether optimised perturbation theory actually outperforms 

MSPS, in the sense of giving a better description of the data at NLO. The real test 

will come when full NNLO matrix element integration programs become available, 

and the predictions for the MS-scheme NNLO coefficient r2 can be compared 

with the exact values. For example, for (T) in e+ e- annihilation, the MSPS 

perturbation series is 

(T) = 1.05(aM8(Q) + 9.57a~8 (Q) + · · ·) (6.1) 

so rl = 9.57. From Eq. (3.11) we have r2 = P2- C2- rlc + rr, where C2 = 33.7 

in the MS-scheme for Nf = 5. NLO ECH (i.e. approximating P2 = 0) gives a 

prediction r2 = -c2 + r1c + rt = 69.9. The NNLO MSPS contribution would 

then be about 30% as large as the NLO term. Knowledge of the exact coefficient 

should indicate whether ECH is on track. Also, with NLO and NNLO calculations 

available, the convergence of the PMS and ECH approximations can be examined, 

which will give another way of testing their validity. 

If these NNLO calculations back up the results of applying the optimisations 

to event shapes at NLO (as happened for the R-ratio [74]), this will motivate 

using the NNLO optimisations to further increase the accuracy of perturbative 

QCD for little extra computational cost. However, this would deepen the mystery 

of why power corrections to these event shapes seem to be so small when one 

uses ECH/PMS. A resolution of this would hopefully give new insight into the 

low-energy behaviour of QCD. 
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