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Abstract

The calculation of observables in gauge theories with massless particles - such as QCD - by traditional methods is significantly complicated by the presence of soft and collinear singularities, collectively termed infrared divergences, in the scattering amplitudes. The aim of this thesis is to investigate calculational methods which produce finite results at the amplitude level. We discuss the origin of the infrared divergences and outline some previous approaches to constructing finite amplitudes. After reviewing the traditional method for performing calculations we see how incorrect assumptions result in the presence of infrared divergences and what steps must be taken in order to produce infrared finite results.

We then investigate how these ideas could be applied to the calculation of specific amplitudes. We see that there are problems involved in applying this exact approach, but that it suggests the adoption of a workable, more pragmatic alternative. We use this method in an explicit example calculation of the contributing cross sections for the process $e^+e^- \rightarrow 2 \text{ jets at } \mathcal{O}(\alpha_s)$. We demonstrate that we recover the same result as that obtained with standard field theory techniques. We then briefly discuss how this approach might be adapted to suit more complex calculations and, eventually, a completely numerical approach.
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Chapter 1

Introduction

1.1 Physical Observables

While physical theories contain many elements which are interesting in themselves, the ultimate goal of any theoretical calculation must be to provide predictions for the results of physical processes. The processes with which we will be concerned in this thesis are investigated in collider experiments. These produce huge amounts of data which must be analysed in order to produce useful observations. The relevant quantities which can be calculated from the data are known as physical observables. The goal for our theoretical calculations must therefore be to provide predictions for these physical observables.

To achieve this we conventionally start with a field theory - QED or QCD for example - which describes the physics relevant to the particular observable which we are interested in calculating. This field theory will be described through the relevant Lagrangian, and it is to this which we must turn in order to perform our calculations. Unfortunately we are currently unable to solve
the equations of motion derived from any of the Lagrangians representing realistic theories such as QED or QCD, and can only solve the free field theories (where there are no interactions between the different fields) in these cases. The traditional method for dealing with such situations is to treat the full theory as a small perturbation of the soluble part of the theory (the free theory in this case), and calculate results to the required order in perturbation theory. This approach is not perfectly applicable in the case of QCD however due to the running of the coupling constant. At high momenta (or small distances) the coupling constant of QCD becomes small and perturbation theory can be used. However, at small momenta (or large distances) the coupling constant becomes large and perturbation theory is no longer a valid approach.

One approach to resolving this situation (and this is the approach which we shall use in this thesis) is to simply go ahead and use perturbation theory anyway. This places several limits on the calculations we are able to perform: firstly, we are unable to carry out calculations for low energy processes. This is not really a problem in our situation as all the collider experiments producing values for the physical observables which we wish to predict will be operating at energies well above the threshold where perturbation theory becomes a viable option; however, if we were interested in calculating the results of low energy processes we would need to find another way of doing it. Secondly, we conventionally formulate our perturbation theories such that our asymptotic states are “free” quarks and gluons. In fact, the physical asymptotic states which are observed in detectors are hadrons, and these will usually appear as a jet - a shower of particles all travelling quickly in approximately the same direction. When we perform our calculations in per-
turbation theory neither hadrons or jets appear as our final products since it cannot reproduce low energy effects. The full process could be considered to consist of three stages: the underlying interaction takes place at high energy and can be calculated perturbatively. The probability for this interaction to take place is represented by the amplitude, $A$ which will be the focus for most of this thesis. This underlying interaction results in the production of "free" quarks and gluons; these will then form jets through interactions at lower energies. Finally, at lower energies still, hadronisation will occur as the particles which make up the jets form bound states. We shall concern ourselves with the perturbative regime of QCD. More detailed discussions of the parton showers which make up jets and of hadronisation can be found in [1,2] and the references therein. In order to produce predictions for complete processes we must calculate amplitudes for incoming and outgoing quarks and gluons and then marry these up with some algorithm, a Monte-Carlo simulation for example, which will take account of the low energy processes and turn them into jets and hadrons.

A second possible approach is that of lattice QCD which allows us to calculate quantities numerically by discretising Euclidean space-time into hypercubes and evaluating the QCD Lagrangian on each resulting lattice point. The QCD Lagrangian does not make sense without an ultraviolet cut-off because of divergences which occur at high momenta or short distances (we shall see more about this later) and the lattice spacing provides a natural cut off. As long as the lattice spacing is small when compared with the physical extent of the hadrons which are being studied then this discrete version of the theory should be an adequate approximation at that scale. Lattice QCD has been used extensively to study quantities which are unsuitable for perturbative...
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calculations such as hadronic masses. We shall not consider it any further in this thesis however, but will return to perturbative calculations.

In order to calculate amplitudes which correspond to the processes involved in our chosen observable we will use perturbation theory in conjunction with the relevant field theory. We take the modulus squared of these amplitudes and integrate this over the required region of the parameter space. This is called integrating over the phase space. The desired result is usually achieved by performing the integral over the entire region of phase space and weighting it with a particular function which describes the required observable. The weighting function, \( J \), can be as simple as one, which would give the total cross section, or can take more complicated forms for observables such as specific jet definitions. The whole calculation can be represented by

\[
O = \int d\text{Lips}(k_1, \ldots) |A|^2 \times J(k_1, \ldots)
\]  

where \( d\text{Lips} \) is the Lorentz invariant phase space, \( A \) is the relevant amplitude and \( J(k_1, \ldots) \) is the weighting function for the required observable, \( O \).

As our observable will be measured in a physical detector which will inevitably have limits on the accuracy of its measurements, we must also take into account the fact that certain processes, while perfectly distinct at a theoretical level, may actually be physically indistinguishable. Therefore, our definition of the observable may well have to include amplitudes with different numbers of incoming and outgoing states, and therefore with different phase space integrals. Consequently, our final calculation of the observable will-in-general be an incoherent sum of terms of the form of Eq.(1.1).

The amplitude, \( A \), contains all the details of the specific field theory involved
in the process while the phase space integral deals essentially with kinematic issues. The main area of interest for this thesis will be the investigation of alternate methods for calculating the amplitude.

### 1.2 Amplitude calculations and divergences

The next step is now to calculate the amplitudes themselves. Each amplitude corresponding to a particular process at a particular order in perturbation theory can be naturally divided into a sum of Feynman diagrams. These are pictorial representations of the amplitude which contain all the information necessary to perform the relevant calculation. A Feynman diagram without any internal loops is referred to as a tree level diagram, a diagram with one internal loop is a one-loop diagram and so on. When we calculate Feynman diagrams beyond tree level we find that the majority of them are divergent. These divergences fall into two categories: ultraviolet (UV) divergences and infrared (IR) divergences. UV divergences appear as a result of high momentum modes running through internal loops in the diagram. For example, the momentum integration for a one-loop Feynman diagram might be\(^1\)

\[
I(p_1, p_2) = \int \frac{d^4k}{(2\pi)^4} \frac{\gamma^\nu(\not{p}_1 + \not{k})\gamma^\mu(\not{p}_2 - \not{k})\gamma_\nu}{k^2(p_1 + k)^2(p_2 - k)^2} 
\]

We can immediately see that we will have a problem since in the limit \(k \to \infty\) we obtain

\[
I(p_1, p_2) \sim \int_0^\infty \frac{d^4k}{k^6} \sim \int_0^\infty \frac{dk}{k} 
\]

\(^1\)The example here is from the vertex correction shown in Figure 2.5 for massless QCD in Feynman gauge.
where \( \int \infty \) indicates that we are interested in the integral near its upper limit of infinity. This will clearly give an infinite result.

These infinities can be systematically dealt with by regularising the integral in some way; the most common method, which we shall use throughout this thesis, is dimensional regularisation. This requires us to perform the necessary momentum integrals in \( D = 4 - 2\epsilon \) dimensions, where \( D \) is unspecified but is taken to be such that the integral is finite. Our example loop integral would now become

\[ I(p_1, p_2) \sim \int \infty d^D k \frac{k^2}{k^6} \sim \int \infty k^{-1-2\epsilon} dk \]  

(1.4)

which is now finite for \( D < 4 \).

Once the integrals have been performed, we let \( \epsilon \) tend to zero in order to recover the result in four dimensions. The UV singularities will then reveal themselves as poles in \( 1/\epsilon \). These UV singularities can be removed by the procedure of renormalisation. We relate the quantities in the Lagrangian, such as those labelled as the mass and the coupling, to the renormalised mass and coupling of the theory in some chosen renormalisation scheme. The difference between the renormalised quantities of the theory and the quantities in the Lagrangian (the bare quantities) will be found to be infinite and this process will result in the removal of the UV divergences. This is a standard procedure and we will not concern ourselves with it any further in this thesis; instead we shall concentrate on infrared divergences.
1.2 Amplitude calculations and divergences

1.2.1 Infrared divergences

IR divergences appear as a result of low momentum modes running through internal loops and also in the phase space integrals of Eq. (1.1). If we take the limit \( k \to 0 \) of Eq. (1.2) we can again see the problem since we obtain

\[
I(p_1, p_2) \sim \int_0^{d4k} \frac{d^4k}{k^2 p_1.k p_2.k} \sim \int_0^d dk
\]

which will again give an infinite result.

Specifically, infrared divergences relate to two different circumstances. Firstly, when a massless particle emitted from an initial or final state particle goes soft (i.e. its energy goes to zero). Secondly, when a massless particle goes collinear to an external massless particle from which it has been emitted\(^2\).

Renormalisation does nothing to remove these singularities since their underlying cause is completely different from that of the UV singularities. We shall investigate the origin of the infrared divergences further in Section 1.4.1.

One result of these infrared divergences is to limit the types of quantities which we can calculate in perturbation theory. We can only calculate physical observables if they can be defined in an infrared safe manner \([3]\). Closer investigation shows that these infrared safe observables are distinguished by the fact that they do not depend on the long range behaviour of the theory.

To highlight the connection with the two cases mentioned in the previous paragraph, we could equally state that IR safe quantities do not depend on whether or not a parton emits a soft gluon and similarly do not depend on whether a parton splits into two collinear partons or not. These conditions are essentially those required for the physically indistinguishable processes

\(^2\)We shall use the terms "infrared divergences" and "infrared singularities" to refer to both soft and collinear singularities throughout this thesis.
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described in Section 1.1.

To handle these IR divergences we need to regulate the momentum integrals in some way as mentioned earlier in the case of the UV divergences. The simplest method is to introduce a mass for any massless fields in the Lagrangian. In this case (adding a mass for the gluon but leaving the quarks massless) our example loop integral in Eq. (1.2) would become

\[ I(p_1, p_2, m_\gamma) = \int \frac{d^4k}{(2\pi)^4} \frac{\gamma^\nu(\slashed{p}_1 + \slashed{k})\gamma^\mu(\slashed{p}_2 - \slashed{k})\gamma_\nu}{(k^2 - m_\gamma^2)(p_1 + k)^2(p_2 - k)^2} \]  

and consequently in the limit \( k \to 0 \) we now find

\[ I(p_1, p_2, m_\gamma) \sim \int_0^{d^4k} \frac{d^4k}{p_1.k.p_2.k} \sim \int_0 k dk \]  

which will no longer give an infinite result. Amplitudes which have been regulated in this manner will now contain logarithms of the mass which diverge as our regulator is taken to zero.

A more common method is that of dimensional regularisation, which we previously mentioned in the case of UV divergences. Considering our example loop integral again, in the limit \( k \to 0 \) we now find

\[ I(p_1, p_2, \epsilon) \sim \int_0 \frac{d^Dk}{k^2 p_1.k.p_2.k} \sim \int_0 k^{-1-2\epsilon} dk \]  

which is finite for \( D > 4 \). The infrared singularities will again reveal themselves as poles in \( 1/\epsilon \). Despite the seeming contradiction that we appear to simultaneously pick \( D > 4 \) for the infrared divergences and \( D < 4 \) for the ultraviolet divergences, this does not cause any problems with the calculations and we arrive at correct results when we finally take the \( \epsilon \to 0 \) limit at
1.3 Current calculational methods

As we saw in Section 1.1, the different phase space integrals which we have to perform to calculate a specific observable will generally contain different numbers of particles. This means that unless we are calculating fully in-

the end. This is due to the fact that, more formally, we start by calculating an off-shell Green's function which will contain no infrared divergences. We can therefore regulate this by choosing \( D < 4 \) and remove the ultraviolet divergences through renormalisation. Our Green's function is now ultraviolet finite and so we can choose \( D > 4 \) in order to regulate the infrared divergences which appear as we now allow the external legs to go on-shell.

The popularity of dimensional regularisation is in part due to this fact that it allows us to use only one regulator to deal with all the divergences in an amplitude. Since both sets of divergences appear as poles in \( 1/\epsilon \), the poles from the two types of singularities will mix together. This will not, however, cause any problems with UV renormalisation.

Once we have our IR regulated amplitudes we can use them to calculate our infrared safe observables. Since these observables do not depend (among other things) on whether or not a parton emits a soft gluon, it is clear that our observable will be a sum of amplitudes with differing numbers of particles in the final state. For processes with certain specific numbers of particles in the final state, the phase space integrations will also produce infrared divergences. We can deal with these divergences through dimensional regularisation as well. Once we have considered both sets of divergences the final result will be finite.
clusive quantities we must integrate the contributing terms separately over
different phase space regions. In this case we are unable to take advantage
of the cancellation of soft and collinear divergences at the integrand level.
Consequently this does not allow us to use a completely numerical approach
for the calculation of these phase space integrals. This is not a problem for
simple leading order calculations, but as we calculate at higher and higher
orders in perturbation theory the increasing complexity of the amplitudes
makes analytic calculations progressively more difficult. In an attempt to
overcome this problem much work has been done on methods of splitting up
the integration so that the singular regions are removed [4]. These are then
integrated analytically, while the remaining finite regions are calculated nu­
merically. Two of these methods are the phase space slicing method [5], and
the subtraction method [6, 7]. A general version of the algorithm for both
methods is available for processes at NLO involving any number of lepton
and hadron jets.

The general approach of the subtraction method proceeds as follows [8–10].
The total NLO contribution to an observable consists of a real piece $d\sigma^R$
(with $m + 1$ partons in the final state) and a virtual piece $d\sigma^V$ (with $m$
partons in the final state). The integrals can then be rewritten as follows

$$\sigma_{NLO} = \int_{m+1} d\sigma^R + \int_m d\sigma^V \quad (1.9)$$

$$= \int_{m+1} (d\sigma^R - d\sigma^A) + \int_m d\sigma^A + \int_m d\sigma^V \quad (1.10)$$

$$= \int_{m+1} (d\sigma^R - d\sigma^A) + \int_m \left( d\sigma^V + \int_1 d\sigma^A \right) \quad (1.11)$$

where the subscript on the integrals denotes the number of external particles
present in the final state phase space. Here $d\sigma^A$ is chosen to be an approxi-
mation of $d\sigma^R$ such that it has the same pointwise singular behaviour, acting as a local counterterm and allowing the first integral to be performed numerically. The first integral is finite by definition, so providing we are calculating an infrared safe observable the final result of the second integral (over $m$ external particles) must also be finite. This means that if we can calculate the single integral over $d\sigma^A$ analytically, we can once again remove the regulator from the second integral and calculate it numerically.

The crucial part of this process is that we are free to choose the form of $d\sigma^A$ so that we are able to perform the single integral analytically. It is possible to define a method of generating $d\sigma^A$ for NLO processes which is process independent. It is also possible, for a suitable choice of $d\sigma^A$, to numerically integrate the virtual piece over the internal one-loop integral [11]. Following these methods, it should be possible to use a completely numerical approach for any NLO observable.

Once we move on to NNLO calculations however, we are faced once again with yet more complicated amplitudes and phase space integrals. A lot of effort has been focused on these two separate areas of the calculations. In the case of the amplitudes themselves progress has been made both on the development of methods for evaluating specific two-loop integrals which appear in the calculations [12–14] and on their application in explicit amplitude calculations [15–17].

In the area of phase space calculations there have been efforts to produce a general subtraction procedure for NNLO processes. The first step in developing such a procedure is to understand the soft and collinear singularities of the various amplitudes, and hence to be able to generate them. Despite all the work in this area, the difficulties associated with performing the diver-
gent phase space integrals remains a significant stumbling block to further calculation of NNLO observables.

1.4 Infrared Finite Amplitudes

As we have already seen, it is possible to make progress in calculations despite the presence of infrared divergences, and much work is continuing in that area. The increasing difficulties which are encountered with each attempt to produce more accurate calculations, however, suggest that an attempt to avoid the singularities at the amplitude level would provide great rewards if successful. Consequently it seems useful to investigate the origin of these singularities in the hope of eventually avoiding them altogether.

There are several benefits which would arise as a result of defining infrared finite amplitudes. Most obviously there is the conceptional advantage of constructing a well-defined $S$-matrix without singularities. More practically, in the light of the presently available calculational methods detailed in the previous section, the development of infrared finite amplitudes would have clear advantages. Given that the final integrals over the phase space will be calculated numerically, there is very little real benefit in performing complicated amplitude calculations analytically since the analyticity will be lost in the final result. Consequently, the ability to calculate amplitudes numerically would be of great benefit. The construction of infrared finite amplitudes would allow such a calculation. Another possible benefit of this approach would be to facilitate the combination of fixed order results with parton shower Monte-Carlo programs. We shall see later on in Section 5.2 that elements of our approach suggest a natural connection with a parton
shower approach, and may present the possibility of performing calculations at higher orders in the strong coupling at soft energies rather than at hard energies.

1.4.1 Previous work on infrared finite amplitudes

The traditional method for dealing with infrared divergences was first developed by Bloch and Nordsieck in response to the soft-photon divergence or so-called “infrared catastrophe” [3]. This method, along with the various developments which have followed, is often referred to as the cross section method. Although this method swiftly became the standard approach for performing calculations, much work has been done since then in investigating a different approach to the singularities.

The requirement of the cross section method to sum over incoherent but physically indistinguishable cross sections led to the argument that the true asymptotic in and out states cannot be approximated as noninteracting particles. In quantum mechanics it is well known that the asymptotic states in a Coulomb potential are not simply plane waves, but must be modified by non-vanishing Coulomb phase factors. This is due to the long-range nature of the interaction [18]. In field theory, the addition of particle creation to this scenario will further alter the character of the asymptotic states.

This means that our assumption in setting our in and out states to be eigenstates of the free Hamiltonian is incorrect, and it is this choice of in and out states which is the origin of the infrared divergences which appear in the traditional calculations as this incorrect formulation results in a singular, ill-defined scattering operator. In order to avoid infrared divergences in our
calculations altogether we must define a method which correctly maps the full states of the theory to the proper asymptotic states.

Previous work in this area can be divided into two approaches. The first approach defines states called *dressed* states in such a way that infrared finite transition amplitudes could be calculated using the normal $S$-matrix between these modified states. This approach has been used initially in QED with massive fermions [18] with several attempts to extend it to cover soft singularities in non-abelian theories [19–25]. Dressed states including multiple soft gluon emission can be constructed to all orders in the coupling [26]; it can then be shown that the $S$-matrix between such states is completely free of singularities [27]. The second approach uses the true *asymptotic* states of the full theory. This will result in a different $S$-matrix which is then used to calculate transition amplitudes between these asymptotic states [28–31].

Non-abelian gauge theories present several problems not present in QED. Alongside the more complicated structure of the soft singularities due to the self-interaction of the gauge bosons we find the additional problem of collinear singularities. The presence of these singularities means that the asymptotic Hamiltonian is more complicated [31] and the prospect of including these effects to all orders in perturbation theory does not appear to be very promising. However, the idea of constructing an asymptotic Hamiltonian which includes the necessary long range interactions along with the usual free Hamiltonian and then using this either to construct asymptotic states or to dress the usual states [32,33] is still applicable.

A general method for constructing a soft Moller operator and using this to construct asymptotic states in the style of the second approach above has been presented and applied to a simple example [34]. It allowed the
are not eigenstates of the free Hamiltonian. We identify the difficulties involved in such a method and outline a related method which will be more straightforward to implement.

In Chapter 4 we deal with a specific choice of the split of the Lagrangian into an asymptotic part and a hard interaction part. We show how amplitudes calculated with the hard interactions will be infrared finite, and consider the effect of such a split on the propagators of the theory.

In Chapter 5 we perform an explicit calculation to show how the new approach will work for a simple example and demonstrate that we obtain the same jet cross sections to $\mathcal{O}(\alpha_s)$ as the conventional method. We then examine the limitations of our chosen split of the Lagrangian and discuss how a more appropriate choice can be made when we perform calculations numerically. We consider how this new choice makes the connection between the full method using an altered LSZ formula and the related method which we have used in the previous example clearer.
considering processes which involve transitions between states with different particle number we must therefore deal with field theories. For all our field theory calculations we will start with a Lagrangian which describes the details of the particular theory in which the calculation is to be performed. The Lagrangian will usually be made up of a kinetic (or free) part, which describes the evolution of the fields in the absence of any interactions, and an interaction part, which describes the interactions between the various fields present in the theory. For example, the Lagrangian for QED is given by \[35\],

\[ \mathcal{L}_{\text{QED}} = \mathcal{L}_0 + \mathcal{L}_I \]

\[ = \bar{\psi} (i\partial - m) \psi - \frac{1}{4} (\partial_\mu A_\nu - \partial_\nu A_\mu)^2 - e\bar{\psi}\gamma^\mu \psi A_\mu \] (2.1)

Here the \( \psi \) are the fermionic electron fields and \( A_\mu \) is the vector photon field. The interaction term is \(-e\bar{\psi}\gamma^\mu \psi A_\mu\), the electron kinetic term is \( \bar{\psi} (i\partial - m) \psi \) and the photon kinetic term is \(-\frac{1}{4} (\partial_\mu A_\nu - \partial_\nu A_\mu)^2\). We want to work with a quantum field theory and so we will need to quantise the theory which is described by our given Lagrangian. Throughout this thesis we will use canonical quantisation. This involves promoting all the fields and their conjugate momenta to operators and imposing suitable commutation relations in the case of integer spin fields and anti-commutation relations in the case of half integer spin fields \[35,36\]. We shall begin by developing this process for the kinetic part of the Lagrangian alone - that is for free fields.

### 2.1 Free fields

To demonstrate the basic form of a free quantum field theory we consider the Klein-Gordon field, governed by the Lagrangian \( \mathcal{L} = \frac{1}{2} (\partial_\mu \phi)^2 - \frac{1}{2} m^2 \phi^2 \).
Chapter 2

Conventional Calculational Methods

In this chapter we shall look at the methods traditionally used in amplitude calculations. We present a quick summary, following a similar approach to the more detailed treatments which can be found in books such as [35–37] and focusing on the areas which we shall need to modify in order to produce infrared finite amplitudes. Once we have an understanding of the conventional approach we shall use this to investigate the necessary modifications in Chapter 3. In our calculations we will consider the specific case of scalar fields, but the same general ideas can be extended to fermions and vector fields relatively easily.

Our aim is to calculate the amplitudes, \( \mathcal{A} \), described in Section 1.1. In order to go about this task we shall use quantum field theory. Where basic quantum mechanics is concerned mainly with the quantisation of dynamical systems of particles, quantum field theory deals with dynamical systems of fields. Since we will be dealing with relativistic situations and therefore
Chapter 2: Conventional Methods

2.1 Free fields

We follow the usual procedure of starting with a classical field theory and “quantising” it by promoting the fields, $\phi$, and their conjugate momenta, $\pi$, to operators. These will then obey the usual commutation relations

$$[\phi(t, \vec{x}), \pi(t, \vec{y})] = i\delta(\vec{x} - \vec{y})$$

$$[\phi(t, \vec{x}), \phi(t, \vec{y})] = 0, \quad [\pi(t, \vec{x}), \pi(t, \vec{y})] = 0$$

(2.2)

We can expand the fields in terms of annihilation and creation operators in the Schrödinger picture as follows [35]

$$\phi(\vec{x}) = \int \frac{d^3k}{(2\pi)^3} \frac{1}{\sqrt{2\omega_k}} \left( a(\vec{k})e^{i\vec{k}.\vec{x}} + a^\dagger(\vec{k})e^{-i\vec{k}.\vec{x}} \right)$$

(2.3)

$$\pi(\vec{x}) = \int \frac{d^3k}{(2\pi)^3} \sqrt{\frac{\omega_k}{2}} \left( a(\vec{k})e^{i\vec{k}.\vec{x}} - a^\dagger(\vec{k})e^{-i\vec{k}.\vec{x}} \right)$$

(2.4)

The commutation relation from Eq.(2.2) then gives us the following commutation relations for our annihilation and creation operators

$$\left[ a(t, \vec{k}), a^\dagger(t, \vec{k}') \right] = (2\pi)^3\delta(\vec{k} - \vec{k}')$$

$$\left[ a(t, \vec{k}), a(t, \vec{k}') \right] = 0, \quad \left[ a^\dagger(t, \vec{k}), a^\dagger(t, \vec{k}') \right] = 0$$

(2.5)

We can then express the Hamiltonian in terms of these operators [35], arriving at the form

$$H = \int \frac{d^3k}{(2\pi)^3} \omega_k \left( a^\dagger(\vec{k})a(\vec{k}) + \frac{1}{2} \left[ a(\vec{k}), a^\dagger(\vec{k}) \right] \right)$$

(2.6)

In the Heisenberg picture, we can make the operators time-dependent in the
calculation of $e^+e^- \rightarrow$ hadrons at NLO, but since it used a Hamiltonian approach it resulted in infrared-finite amplitudes which were not covariant. Consequently, the construction and computation of these amplitudes and the resulting cross sections was rather cumbersome.

1.5 Overview of the rest of the thesis

In this thesis we investigate the possibility of constructing scattering amplitudes which are free of infrared divergences. While most previous work has focused on general theoretical considerations of the various possible approaches, our aim is to work towards establishing a method for performing explicit calculations order-by-order in perturbation theory. The ultimate goal (which is beyond the scope of this thesis) will be a completely numerical approach to the calculation of amplitudes. We wish to modify the approach of [34] and make it manifestly covariant. In order to achieve this we shall exchange the Hamiltonian approach for a Lagrangian based formalism.

The structure of the thesis is as follows: in Chapter 2 we provide a basic overview of the basic theoretical method used in performing calculations of observables. The reason we do this is in order to establish the form of the relevant features of the traditional approach; consequently, when we outline our new approach in the following chapters it will be clear where the differences and similarities lie.

In Chapter 3 we explore the asymptotic interaction picture as a means of adapting the conventional method in order to ensure infrared finite amplitudes. We follow the general route outlined in Chapter 2, while adapting the argument in order to take account of the fact that the in and out states
usual manner through the relation

\[ \phi(x) = \phi(t, \vec{x}) = e^{i H t} \phi(\vec{x}) e^{-i H t} \]  \hspace{1cm} (2.7)

The Heisenberg equation of motion for an operator \( \mathcal{O} \),

\[ i \frac{\partial}{\partial t} \mathcal{O} = [\mathcal{O}, H] \]  \hspace{1cm} (2.8)

will then allow us to calculate their time dependence. We find that \( i \frac{\partial}{\partial t} \phi(t, \vec{x}) = i \pi(t, \vec{x}) \) as required and can also check that

\[ \frac{\partial^2 \phi}{\partial t^2} = (\nabla^2 - m^2) \phi \]  \hspace{1cm} (2.9)

so that \( \phi \) does indeed satisfy the Klein-Gordon equation.

Finally, we can use the form of \( H \) given in Eq.(2.6) to derive the commutation relations

\[ [H, a^\dagger(\vec{k})] = \omega_k a^\dagger(\vec{k}) \, , \, [H, a(\vec{k})] = -\omega_k a(\vec{k}) \]  \hspace{1cm} (2.10)

This then gives us the results

\[ e^{i H t} a(\vec{k}) e^{-i H t} = a(\vec{k}) e^{-i \omega_k t} \, , \, e^{i H t} a^\dagger(\vec{k}) e^{-i H t} = a^\dagger(\vec{k}) e^{i \omega_k t} \]  \hspace{1cm} (2.11)

which allow us to write our expression for the Heisenberg field in its most useful form

\[ \phi(x) = \int \frac{d^3 k}{(2\pi)^3 \sqrt{2\omega_k}} \left( a(\vec{k}) e^{-ik \cdot x} + a^\dagger(\vec{k}) e^{ik \cdot x} \right) \bigg|_{k^0 = \omega_k} \]  \hspace{1cm} (2.12)


2.2 The Feynman propagator

We now consider the vacuum expectation value of the time-ordered product of two fields, \( \langle 0 | T \{ \phi(x)\phi(y) \} | 0 \rangle \). This object, called the Feynman propagator, will prove to be useful later on. A simple calculation will show

\[
\langle 0 | T \{ \phi(x)\phi(y) \} | 0 \rangle \equiv D_F(x - y) = \int \frac{d^4p}{(2\pi)^4} \frac{i}{p^2 - m^2 + i\epsilon} e^{-ip(x-y)} \tag{2.13}
\]

It is easy to verify that \( D_F(x - y) \) is a Green’s function of the Klein-Gordon operator since we have

\[
(\partial^2 + m^2)D_F(x - y) = (\partial^2 + m^2)(\theta(x^0 - y^0)\langle 0 | \phi(x)\phi(y) | 0 \rangle + \theta(y^0 - x^0)\langle 0 | \phi(y)\phi(x) | 0 \rangle) \tag{2.14}
\]

Considering only the \( \theta(x^0 - y^0) \) term we get

\[
D_{x^0} = (\partial^2 + m^2)(\theta(x^0 - y^0)\langle 0 | \phi(x)\phi(y) | 0 \rangle + 2(\partial_\mu \theta(x^0 - y^0)(\partial^\mu \langle 0 | \phi(x)\phi(y) | 0 \rangle)
\]

\[
= -\delta(x^0 - y^0)\langle 0 | \pi(x)\phi(y) | 0 \rangle + 2\delta(x^0 - y^0)\langle 0 | \pi(x)\phi(y) | 0 \rangle + 0
\]

\[
= \delta(x^0 - y^0)\langle 0 | \pi(x)\phi(y) | 0 \rangle \tag{2.15}
\]

We can do a similar calculation for the \( \theta(y^0 - x^0) \) term, and adding them together we get

\[
(\partial^2 + m^2)D_F(x - y) = \delta(x^0 - y^0)\langle 0 | \pi(x)\phi(y) | 0 \rangle - \delta(x^0 - y^0)\langle 0 | \phi(y)\pi(x) | 0 \rangle
\]

\[
= \delta(x^0 - y^0)\langle 0 | [\pi(x), \phi(y)] | 0 \rangle
\]

\[
= -i\delta^4(x - y) \tag{2.16}
\]
as required.

2.3 The LSZ reduction formula

We now want to use our quantised theory to calculate $A$. We represent the amplitude as the overlap of the in states (which describe the initial configuration for the process we're investigating) with the out states (which describe the final configuration) [37]. The amplitude for a quark and an antiquark (with momenta $k_1$ and $k_2$) to scatter into $n$ quark jets (with momenta $p_1$ to $p_n$) would then be given by

$$A = \langle \text{out} | q(p_1) \cdots q(p_{n/2}) \bar{q}(p_{n/2+1}) \cdots \bar{q}(p_n) | q(k_1) \bar{q}(k_2) \rangle_{\text{in}}$$

(2.17)

where all the quarks are fields of the full Lagrangian.

Clearly, if we are to make use of the formalism which we have developed in the previous sections we need some way of relating the "full" fields to the "free" fields with which we have been dealing until now. We find this relation in the asymptotic condition, which uses the observation that at asymptotic times the particles in a scattering process behave as free particles and propagate under the influence of their self-interactions only\footnote{We have already seen that this observation is incorrect and is the cause of infrared divergences. We shall address this in our approach to calculating infrared finite amplitudes, beginning in the next chapter.} to state [36]

$$\lim_{t \to \pm \infty} \langle \alpha | \phi(x) | \beta \rangle = Z^{-1/2} \langle \alpha | \psi(x) | \beta \rangle$$

(2.18)

where $\psi$ is the field obeying the equations of motion of the full Lagrangian, and $\phi$ obeys the equations of motion of the free Lagrangian as before; the
factor of proportionality, $Z$, will turn out to be one of the elements which is required to cancel the UV divergences in the amplitude and is known as the field-strength renormalisation.

As before we will examine the case of scalar fields, but this method can easily be extended to encompass other fields as well [36]. We represent a general case where we have $m$ particles with momenta $q_1$ to $q_m$ in the initial state, and $n$ particles with momenta $p_1$ to $p_n$ in the final state as follows

$$A = \text{out} \langle p_1, \ldots, p_n | q_1, \ldots, q_m \rangle_{\text{in}}$$

(2.19)

Our aim is now to manipulate this expression until we arrive at something which will give us a clear picture of how to perform the calculation. Since the in and out states are defined at asymptotic times where (for the purposes of this chapter at least) we assume that the fields obey the equations of motion given by the free Lagrangian, we can proceed by extracting an asymptotic creation operator from the initial state and then add and subtract terms with an asymptotic final state creation operator with the same momentum

$$A = \text{out} \langle p_1, \ldots, p_n | a^\dagger_{\text{in}}(q_1) | q_2, \ldots, q_m \rangle_{\text{in}}$$

$$= \text{out} \langle p_1, \ldots, p_n, -q_1 | q_2, \ldots, q_m \rangle_{\text{in}} + \text{out} \langle p_1, \ldots, p_n | a^\dagger_{\text{in}}(q_1) - a^\dagger_{\text{out}}(q_1) | q_2, \ldots, q_m \rangle_{\text{in}}$$

(2.20)

where $\text{out} \langle \{ p \}, -q_1 \rangle$ represents an out state with a particle of momentum $q_1$, if present, removed from the set $\{ p \}$; if there is no such particle present then this term will be absent. This represents the case where one of the incident particles does not play any part in the scattering since all of its quantum numbers are conserved. We shall not concern ourselves with such "disconnected" pieces and so will drop them from now on.
Inverting the expressions in equations (2.3) and (2.4), we find the result

\[ a_{\text{in/\text{out}}}(k) = \lim_{t \to \pm \infty} i \int d^3 x e^{-ik \cdot x} \partial_0^{-} \phi(x) \] (2.21)

where \( \partial_0^{-} B \) is defined as \( A(\partial B) - (\partial A) B \), and \( \phi \) is the field obeying the equations of motion of the free Lagrangian. A similar expression can be derived for \( a_{\text{in/\text{out}}}(k) \). We can use this together with the identity

\[ \left( \lim_{t \to -\infty} - \lim_{t \to +\infty} \right) \int d^3 x F(\vec{x}, t) = \lim_{t_f \to -\infty, t_i \to +\infty} \int_{t_i}^{t_f} dt \partial_t \int d^3 x F(\vec{x}, t) \] (2.22)

and the asymptotic condition defined in Eq.(2.18) to rewrite our expression as follows:

\[ \mathcal{A} = iZ^{-1/2} \int d^4 x \partial_0^{-} \left( e^{-iq_1 \cdot x} \partial_0^{-} \langle p_1, \ldots, p_n | \psi(x) | q_2, \ldots, q_m \rangle \right) \]

\[ = iZ^{-1/2} \int d^4 x \langle p_1, \ldots, p_n | e^{-iq_1 \cdot x} (\partial_0^{-2} \psi(x)) - (\partial_0^{-2} e^{-iq_1 \cdot x}) \psi(x) | q_2, \ldots, q_m \rangle \] (2.23)

Now since \( e^{-iq_1 \cdot x} \) satisfies the Klein-Gordon equation

\[ (\Box + m^2)e^{-iq_1 \cdot x} = (\partial_0^{-2} - \nabla^2 + m^2)e^{-iq_1 \cdot x} = K_x e^{-iq_1 \cdot x} = 0 \] (2.24)

we can substitute for \( \partial_0^{-2} e^{-iq_1 \cdot x} \) in Eq.(2.23) and integrate \( \nabla^2 \) by parts\(^2\) onto \( \psi(x) \) to arrive at

\[ iZ^{-1/2} \int d^4 x e^{-iq_1 \cdot x} \langle p_1, \ldots, p_n | K_x \psi(x) | q_2, \ldots, q_m \rangle \] (2.25)

We can extract all the \textit{in} and \textit{out} states through the same procedure to find

\(^2\)We discard surface terms as usual.
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That

\[ \text{out} \langle p_1, \ldots, p_n|q_1, \ldots, q_m \rangle_{\text{in}} \equiv (iZ)^{-\frac{n+m}{2}} \int d^4 x_1 \cdots d^4 x_m d^4 y_1 \cdots d^4 y_n \] (2.26)

\[ e^{i \sum p_i \cdot n} e^{-i \sum q_i \cdot x_i} K_{y_1} \cdots K_{y_m} K_{x_1} \cdots K_{x_m} \langle 0|T \{ \psi(y_1) \cdots \psi(y_n) \psi(x_1) \cdots \psi(x_m) \}|0 \rangle \]

where |0⟩ is the vacuum of the free theory. This is the final form of the LSZ reduction formula.

Eq.(2.26) is the starting point for all calculations of scattering amplitudes in modern quantum field theory. We shall see that \( \langle 0|T \{ \psi(z_1) \cdots \psi(z_r) \}|0 \rangle \) represents the sum of all Feynman diagrams with \( r \) particles created or destroyed at \( (z_1 \ldots z_r) \); this is illustrated in Figure 2.1. It is the complete \( r \)-particle Green's function. The Klein-Gordon operators, \( K_i \), remove the propagators for the external legs, and so the reduction formula states that the \( S \)-matrix element is given by the Green's function for the \( r = m + n \) particles with the external legs removed and the external momenta set on-shell.

Figure 2.1: A general \( r \) particle Green's function.
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Now that we have derived the LSZ reduction formula we have a recipe for calculating $S$-matrix elements. In order to proceed with the calculation we must now develop methods of working with the full field correlation functions. In order to do this we shall use perturbation theory.

The idea behind perturbation theory is that we apply it to a calculation which we are unable to perform, but which we are able to model in terms of a simpler theory which we can solve, and a small "correction" to that theory. The solution we are looking for will then take the form of the solution to the simple theory plus a series in powers of the small correction. In our case, we take the simpler theory to be the free theory (i.e. $\mathcal{L}_I = 0$) and we require the interaction part of the theory to be a small correction (i.e. the coupling constant present in $\mathcal{L}_I$ must be small). In order to exploit this division in the most convenient way we shall transform the full fields into what is known as the interaction picture. We will then be able to relate the correlation function of the full fields, $\psi$, to the free fields, $\phi$, which come from our free theory. We will see later that this relation will take the form

$$\langle 0| T\{\psi(x_1)\ldots\psi(x_n)\}|0\rangle = \frac{\langle 0| T\{\phi(x_1)\ldots\phi(x_n)\exp\left(-i \int_{-\infty}^{\infty} d^4 x \mathcal{L}_I\right)\}|0\rangle}{\langle 0| T\left(-i \int_{-\infty}^{\infty} d^4 x \mathcal{L}_I\right)\}|0\rangle} \quad (2.27)$$

This expression now consists of correlation functions containing only fields which evolve in time in the same way as free fields. To perform the perturbative calculation we can expand $\exp\left(-i \int_{-\infty}^{\infty} d^4 x \mathcal{L}_I\right)$ as a series. The problem of calculating the overlap of states is then reduced to that of calculating
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various correlation functions of time ordered products of free fields. Higher terms in the expansion of \( \exp \left( -i \int_{-\infty}^{\infty} d^4x \mathcal{L}_I \right) \) will correspond to higher orders in perturbation theory and will be suppressed due to the small size of the coupling constant\(^3\). We describe a contribution as leading order (LO) if the power of the coupling constant in the amplitude is the lowest possible value for that process. The next order in the perturbation series is known as next-to-leading order (NLO). This will have one more power in the coupling constant than the LO contribution. The next order in the series is known as next-to-next-to-leading order, and so on.

2.4.1 The interaction picture

We start from the Heisenberg picture where we have

\[
\psi(x) = e^{iHt} \psi(x) e^{-iHt}
\]  

(2.28)

At any fixed time \( t_0 \), we can write \( \psi \) in terms of creation and annihilation operators:

\[
\psi(t_0, \vec{x}) = \int \frac{d^3k}{(2\pi)^3 \sqrt{2\omega_k}} \left( a(t_0, \vec{k}) e^{i\vec{k} \cdot \vec{x}} + a^\dagger(t_0, \vec{k}) e^{-i\vec{k} \cdot \vec{x}} \right)
\]  

(2.29)

We define the field in the interaction picture through

\[
\psi_I(t, \vec{x}) = e^{iH_0(t-t_0)} \psi(t_0, \vec{x}) e^{-iH_0(t-t_0)}
\]  

(2.30)

and immediately see from inspecting the expression in terms of the creation and annihilation operators that this is just the usual expression for the free

\(^3\)Providing, of course, that we are at a suitable energy scale such that \( \alpha_s \) is small.
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field

$$\psi_I(t, \vec{x}) = \phi(t, \vec{x}) = \int \frac{d^3k}{(2\pi)^3 \sqrt{2\omega_k}} \left( a(t_0, \vec{k}) e^{-ikx} + a^\dagger(t_0, \vec{k}) e^{ikx} \right)$$

$$\bigg|_{x_0 = t - t_0}$$

(2.31)

We now want to express the full Heisenberg field in terms of the interaction picture field. Formally we have

$$\psi(t, \vec{x}) = e^{iH(t-t_0)} e^{-iH_0(t-t_0)} \psi_I(t, \vec{x}) e^{iH_0(t-t_0)} e^{-iH(t-t_0)}$$

$$\equiv U(t, t_0) \psi_I(t, \vec{x}) U(t, t_0)$$

(2.32)

where we have defined the unitary operator

$$U(t, t_0) = e^{iH_0(t-t_0)} e^{-iH(t-t_0)}$$

(2.33)

which is known as the time-evolution operator. We now want to express this operator in terms of the interaction picture fields. We start by noting that $U(t, t_0)$ satisfies the following differential equation (with initial condition $U(t_0, t_0) = 1$)

$$\frac{i}{\partial t} U(t, t_0) = e^{iH_0(t-t_0)} (H - H_0) e^{-iH(t-t_0)}$$

$$= e^{iH_0(t-t_0)} (H_{\text{int}}) e^{-iH(t-t_0)}$$

$$= e^{iH_0(t-t_0)} (H_{\text{int}}) e^{-iH_0(t-t_0)} e^{iH_0(t-t_0)} e^{-iH(t-t_0)}$$

$$= H_I(t) U(t, t_0)$$

(2.34)

where

$$H_I(t) = e^{iH_0(t-t_0)} (H_{\text{int}}) e^{-iH_0(t-t_0)}$$

(2.35)

is the interaction Hamiltonian in the interaction picture. Since the inter-
action Hamiltonian in the Heisenberg picture contains a product of fields (also in the Heisenberg picture) and we are free to insert a factor of $1 = e^{-iH_0(t-t_0)}e^{iH_0(t-t_0)}$ in between the fields, we can see that $H_I(t)$ is just $H_{int}$ with all the fields placed in the interaction picture.

We now solve Eq.(2.34) for $U(t, t_0)$ (see e.g. [35] for details), arriving at the form

$$U(t, t_0) = T \left\{ \exp \left[ -i \int_{t_0}^{t} dt' H_I(t') \right] \right\}$$

(2.36)

where the time ordering of the exponential is defined as the Taylor series with each term time ordered.

We can easily generalise our definition of $U$ so that its second argument can assume values other than the reference time $t_0$. The correct definition is simply

$$U(t, t') = T \left\{ \exp \left[ -i \int_{t'}^{t} dt'' H_I(t'') \right] \right\} \quad (t \geq t')$$

(2.37)

$U(t, t')$ satisfies the same differential equation as as $U(t, t_0)$, (2.34), but now with the initial condition that $U=1$ for $t = t'$. This equation shows that $U$ is unitary since we can see that

$$U(t, t') = e^{iH_0(t-t_0)}e^{-iH(t-t')}e^{-iH_0(t'-t_0)}$$

(2.38)

We also find the following useful identities for $t_1 \geq t_2 \geq t_3$:

$$U(t_1, t_2)U(t_2, t_3) = U(t_1, t_3)$$

(2.39)

$$U(t_1, t_3)U^\dagger(t_2, t_3) = U(t_1, t_2)$$

(2.40)

We are now in a position to manipulate our correlation function. For the
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moment we shall assume that \( z_1^0 > z_2^0 > \cdots > z_n^0 \). We then find

\[
\langle 0 | \psi(z_1) \cdots \psi(z_n) | 0 \rangle =
\langle 0 | U^\dagger(z_1^0, t_0) \psi_I(z_1) U(z_1^0, t_0) U^\dagger(z_2^0, t_0) \cdots U^\dagger(z_n^0, t_0) \psi_I(z_1) U(z_n^0, t_0) | 0 \rangle
\]

\[
= \langle 0 | U^\dagger(T, t_0) U(T, z_1^0) \psi_I(z_1) U(z_1^0, z_2^0) \psi_I(z_2) \cdots \psi_I(z_n) U(z_n^0, -T) U(-T, t_0) | 0 \rangle
\]

\[ (2.41) \]

where we have introduced a new reference time \( T \) which we will now allow to approach \( \infty \); in this limit we will now have \( T \) later than \( z_1^0 \) and \( -T \) earlier than \( z_n^0 \), allowing us to place the majority of the expression in a time-ordered product as follows

\[
\langle 0 | \{ \psi(z_1) \cdots \psi(z_n) \} | 0 \rangle =
\langle 0 | U^\dagger(T, t_0) T \left\{ \psi_I(z_1) \cdots \psi_I(z_n) \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} U(-T, t_0) | 0 \rangle
\]

\[ (2.42) \]

where we have rewritten \( U(T, -T) \) using the form given by Eq.(2.37)

We now have our expression completely in terms of the free fields except for the operators \( U(-T, t_0) \) and \( U^\dagger(T, t_0) \). We shall remove them by showing that the vacuum \( |0\rangle \) is the eigenstate of these operators in the limit \( T \to \infty \).

We consider an arbitrary in-state \( |\alpha, p\rangle_{in} \) containing a particle, \( p \), along with any other number of particles which we denote collectively by the symbol \( \alpha \).
We can then write

\[
\langle \alpha, p | U(-T, t_0) | 0 \rangle = \langle \alpha | a_{in}(p) U(-T, t_0) | 0 \rangle \\
= -i \int d^3 x e^{-i(p' \cdot \bar{\nu} - \bar{\pi} \cdot \bar{x})} \overleftarrow{\partial_{\nu}} \langle \alpha | \phi(-t', \bar{x}) U(-T, t_0) | 0 \rangle \\
= -i \int d^3 x e^{-i(p' \cdot \bar{\nu} - \bar{\pi} \cdot \bar{x})} \overleftarrow{\partial_{\nu}} \langle \alpha | U(-t', t_0) \psi(-t', \bar{x}) U(-t', t_0)^\dagger U(-T, t_0) | 0 \rangle
\]

(2.43)

Using the asymptotic condition from Eq.(2.18) as we send \( T = t' \to \infty \) this approaches

\[
Z^{-1/2} \langle \alpha | U(-T, t_0) a_{in}(p) | 0 \rangle + i \int d^3 x e^{-i(p' \cdot \bar{\nu} - \bar{\pi} \cdot \bar{x})} \\
\times \langle \alpha | U(-T, t_0) \psi(-T, \bar{x}) + U(-T, t_0) \psi(-T, \bar{x}) \hat{U}^\dagger(-T, t_0) U(-T, t_0) | 0 \rangle
\]

(2.44)

The first term will clearly vanish since \( a_{in}(p) | 0 \rangle = 0 \). A closer look will reveal that the second term vanishes as well

\[
\hat{U} \psi + U \psi \hat{U}^\dagger U = \hat{U} U^\dagger \phi U + \phi U \hat{U}^\dagger U = [\hat{U} U^\dagger, \phi] U = -i[H_I, \phi] U = 0
\]

(2.45)

where we have used Eq.(2.34) in the second last step and assumed no derivative couplings in \( H_I \).

We are therefore able to conclude that

\[
\langle \alpha, p | U(-T, t_0) | 0 \rangle \to 0 \text{ as } T \to \infty
\]

(2.46)
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for all in-states \{\alpha, p\} containing at least one particle. It then follows that

\[ U(-T, t_0)|0\rangle = \lambda_-|0\rangle \text{ when } T \to \infty \]  
(2.47)

and we can similarly show that

\[ U(T, t_0)|0\rangle = \lambda_+|0\rangle \text{ when } T \to \infty \]  
(2.48)

Now these constants \(\lambda_+\) and \(\lambda_-\) appear in Eq.(3.32) in the form

\[
\lambda_-\lambda_+^* = \langle 0|U(T, t_0)|0\rangle \langle 0|U(-T, t_0)|0\rangle \\
= \langle 0|U(-T, t_0)U^\dagger(T, t_0)|0\rangle = \langle 0|U(-T, T)|0\rangle \\
= \langle 0|T \left\{ \exp \left[ i \int_{-T}^{T} dt H_I(t) \right] \right\} |0\rangle \\
= \langle 0|T \left\{ \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} |0\rangle^{-1}
\]

We can now rewrite Eq.(3.32) as

\[
\langle 0|\psi(z_1) \ldots \psi(z_n)|0\rangle = \\
\lim_{T \to \infty} \frac{\langle 0|T \left\{ \psi_I(z_1) \ldots \psi_I(z_n) \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} |0\rangle}{\langle 0|T \left\{ \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} |0\rangle} \\
(2.49)
\]

where we have assumed the time-order \(z_1^0 > z_2^0 > \cdots > z_n^0\).

To arrive at the general case for any time ordering of the \(z\)'s we note that the right hand side of the expression is in time order, and would be so regardless of whatever time ordering we were to choose at the start of our manipulation.
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2.5 Wick’s theorem

We can therefore write the general case as:

\[
\langle 0| T \{\psi(z_1) \ldots \psi(z_n)\} |0\rangle =
\lim_{T \to \infty} \frac{\langle 0| T \left\{ \psi_I(z_1) \ldots \psi_I(z_n) \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} |0\rangle}{\langle 0| T \left\{ \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} |0\rangle}
\]  

(2.50)

This expression will be our starting point for performing perturbative calculations. We simply need to expand the exponential as a power series to whatever order is necessary for our calculation. Once we have identified the order to which we want to calculate our amplitude, we are left with various correlation functions of free fields. Next we shall look at how we reduce these (potentially) large correlation functions into separate propagators and how we can eventually represent them as sums of Feynman diagrams.

2.5 Wick’s theorem

Our immediate aim is to break down our time ordered correlation functions containing an arbitrary number of fields into products of propagators containing only two fields each. In order to achieve this we shall consider only two time ordered fields, and gradually extend the number upwards. If we start by placing the time ordered fields \( T \{\phi(x)\phi(y)\} \) in normal order (denoted by \( :\phi(x)\phi(y): \) and meaning that all the creation operators have been placed to the right of all the annihilation operators) we can see that

\[
T \{\phi(x)\phi(y)\} = :\phi(x)\phi(y): + \text{complex number}
\]  

(2.51)
since time order and normal order differ only in commutators of the annihilation and creation operators. We can easily identify the complex number by taking the vacuum expectation value of the expression since we note that the vacuum expectation value of any normal ordered product of operators must vanish. We find

\[ T \{ \phi(x)\phi(y) \} = :\phi(x)\phi(y): + \langle 0|T \{ \phi(x)\phi(y) \}|0 \rangle \] (2.52)

Our ultimate goal is to prove the general case for an arbitrary number of fields\(^4\)

\[ T \{ \phi(x_1)\ldots\phi(x_n) \} = :\phi(x_1)\ldots\phi(x_n): + \langle 0|T \{ \phi(x_1)\phi(x_2) \}|0 \rangle :\phi(x_3)\ldots\phi(x_n): + \text{permutations} + \ldots \]

\[ + \langle 0|T \{ \phi(x_1)\phi(x_2) \}|0 \rangle \ldots \langle 0|T \{ \phi(x_{n-1})\phi(x_n) \}|0 \rangle + \text{permutations} \]

(2.53)

which can be done by induction [36]. The advantage of writing our time ordered fields in this form is clear, since when we take the vacuum expectation value all the terms containing normal ordered pieces vanish, leaving us with nothing in the case of an odd number of fields, or a sum of all possible time ordered pairs in the case of an even number

\[ \langle 0|T \{ \psi(x_1)\ldots\psi(x_n) \}|0 \rangle \]

\[ = \begin{cases} 
0 & : \text{odd } n \\
n_1\ldots\sum_{\rho}\langle 0|T \{ \psi(x_1)\psi(x_2) \}|0 \rangle \ldots \langle 0|T \{ \psi(x_{n-1})\psi(x_n) \}|0 \rangle & : \text{even } n 
\end{cases} \]

\(^4\)The example here is for an even number of fields \( n \). In the case of \( n \) odd, the final line would include one single field as well as the vacuum expectation values of time ordered pairs.
where $P$ is a sum over all permutations of the $x_i$ such that we only count $\langle 0| T \{\psi(x_1)\psi(x_2)\} |0\rangle$ and $\langle 0| T \{\psi(x_2)\psi(x_1)\} |0\rangle$ as a single term. These time ordered correlation functions of two free fields are the propagators of our theory which we have already met in Section 2.2.

### 2.6 Feynman diagrams

From this point it is simple to place the general time ordered correlation function in the form of a sum of Feynman diagrams. We work from a Lagrangian standpoint so that $\int dt H_I(t)$ becomes $-\int d^4 x \mathcal{L}_I(x)$. Once we have expanded the exponential of Eq.(2.50) to the required order for our calculation, we will then have a time ordered correlation function comprising our external fields - located at distinct points in space-time - and a series of groups of fields corresponding to the possible interactions of the theory - all fields in the group will be located at the same space-time point which is integrated over all space-time. The number of these groups will correspond to the order of our expansion. For example, in the case of $\phi^4$ theory, where $\mathcal{L}_I = \frac{\lambda}{4!} \phi^4$, with two external particles an expansion to first order in the coupling constant, $\lambda$, would give

\[
\langle 0| T \left\{ \phi(x)\phi(y) \exp \left( -i \int d^4 z \frac{\lambda}{4!} \phi^4 \right) \right\} |0\rangle \bigg|_{\mathcal{O}(\lambda)} \\
= \langle 0| T \left\{ \phi(x)\phi(y) \left( -\frac{i\lambda}{4!} \right) \int d^4 z \phi(z)\phi(z)\phi(z)\phi(z) \right\} |0\rangle \quad (2.54)
\]

We can now apply Wick’s theorem to this correlation function. We get one term for each way of contracting pairs of the $\phi$ operators. Many of these contractions will be equivalent (for example, if we contract $\phi(x)$ with $\phi(y)$
in the example above then there are three ways to contract the $\phi(x)$’s with each other). Each distinct way of performing these contractions will make up one of our Feynman diagrams.

We now consider one possible configuration of these propagators. To create our diagram we represent each propagator $\langle 0|T \{\phi(x)\phi(y)\}|0 \rangle$ as a line connecting the points $x$ and $y$. Vertices will appear as a result of the interaction terms since these will contain three or more fields at the same space-time point. Consequently, when we use these diagrams as a resource for calculation, any factors other than the fields present in the interaction Lagrangian will be associated with the relevant vertex. For example, a Feynman diagram from the expression in Eq.(2.54) is shown in Figure 2.2. It is relatively straightforward to come up with a set of Feynman rules which allow us to write down the amplitude to be calculated directly from the Feynman diagram (see e.g. [35]). Conventionally we will use Feynman rules which are formulated in momentum space. Since momentum is conserved at each vertex we will be left with one four-dimensional momentum integral for every closed loop in the diagram.

The topological structure of Feynman diagrams at LO is usually that of a tree diagram (i.e. there are no closed loops in the diagram). The NLO contribution will have one more power in the coupling constant than the LO
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2.6.1 Disconnected diagrams

When we consider the perturbative expansion of the correlation function that appears in the LSZ reduction formula, we see in Eq. (2.50) that along with the Green’s function for however many external particles we are considering we also need to calculate the Green’s function with no external particles, \( \langle 0| T \left\{ \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} |0 \rangle \). Following our prescription for drawing Feynman diagrams, we can see that this will correspond to disconnected diagrams where none of the legs are connected to external points\(^5\). If we now consider the Green’s function with external legs we can see that a typical Feynman diagram derived from this starting point will contain several disconnected pieces as well as a diagram with the external legs connected (see Figure 2.3).

We label the set of possible disconnected pieces \( V_i \); these are connected internally, but disconnected from external points, as illustrated in Figure 2.4.

We then consider an arbitrary diagram which has \( n_i \) pieces of the form \( V_i \) for

\(^5\)These are not to be confused with the disconnected pieces which appeared briefly in Section 2.3 when we described the LSZ reduction formula. Disconnected pieces contain no parts which aren’t connected to external legs, but consist of two or more parts with no connection between them.
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Figure 2.3: A typical Feynman diagram in $\phi^4$ theory including both connected and disconnected pieces.

Figure 2.4: The set of disconnected diagrams, $V_i$, in $\phi^4$ theory.

Each $i$, along with one piece which is connected to the external legs. If we also let $V_i$ denote the value of the piece $V_i$, then the value of this diagram will be given by

$$\text{(value of connected piece)} \times \prod_i \frac{1}{n_i!} (V_i)^{n_i}$$

(2.55)

where $1/n!$ is a symmetry factor which arises from interchanging the $n_i$ copies of $V_i$. The numerator of Eq.(2.50) will be given by the sum of all possible diagrams which we can write as follows

$$\sum_{\text{all connected pieces}} \sum_{\{n_i\}} \text{(value of connected piece)} \times \prod_i \frac{1}{n_i!} (V_i)^{n_i}$$

(2.56)

where "all $n_i$" refers to ordered sets of nonnegative integers only. We can
factor out the sum of connected pieces from this expression, arriving at

\[ = \sum (\text{connected}) \times \sum_{\{n_i\}} \prod_i \frac{1}{n_i!} (V_i)^{n_i} \]  \hspace{1cm} (2.57)

In a similar fashion we can factor the rest of expression as well

\[ = \sum (\text{connected}) \times \left( \sum_{n_1} \frac{1}{n_1!} (V_1)^{n_1} \right) \left( \sum_{n_2} \frac{1}{n_2!} (V_2)^{n_2} \right) \ldots \]

\[ = \sum (\text{connected}) \times \prod_i \sum_{n_i} \frac{1}{n_i!} (V_i)^{n_i} \]

\[ = \sum (\text{connected}) \times \prod_i \exp(V_i) \]

\[ = \sum (\text{connected}) \times \exp \left( \sum_i V_i \right) \]  \hspace{1cm} (2.58)

This shows that the sum of all diagrams is equal to the sum of all connected pieces multiplied by the exponential of the sum of all disconnected pieces.

By a similar argument we can show that \( \langle 0 | T \left\{ \exp \left[ -i \int_{-T}^{T} dt H_I(t) \right] \right\} | 0 \rangle \) is simply the exponential of the sum of all disconnected pieces alone. Consequently, when we calculate \( \langle 0 | T \{ \psi(z_1) \ldots \psi(z_n) \} | 0 \rangle \) using Eq.(2.50) we see that the exponential factor in the numerator will cancel the denominator and so our final prescription for calculating our correlation functions will simply be the sum of all possible connected Feynman diagrams.

2.7 Phase Space calculations

Since we are forced to perform our calculation through a perturbative expansion, this means that we will be calculating amplitudes to a particular order in that expansion. It follows that we will also calculate the physical
observables of Eq.(1.1) to a particular order. Since physical observables contain the modulus squared of the amplitude, the contribution to a particular order will involve the multiplication of amplitudes at different orders. For a general physical observable \( \sigma_J \) at order \( n \) we will have

\[
\sigma_J |_n = \int dLips(p_1, \ldots, p_k) A_i^*_1 \times A_{n-1} J(p_1, \ldots, p_k) + \int dLips(p_1, \ldots, p_l) A_2^* \times A_{n-2} J(p_1, \ldots, p_l) + \cdots + \int dLips(p_1, \ldots, p_m) A_{n-1}^* \times A_1 J(p_1, \ldots, p_m) \tag{2.59}
\]

where \( Lips(p_1, \ldots, p_j) \) is the phase space associated with integrating over the momenta of the external particles in the amplitudes given by \( A_i \), and \( i \) denotes the order in the coupling to which we have calculated the amplitude. \( J(p_1, \ldots, p_j) \) is the weighting function for the physical observable and will also depend on the momenta of the external particles. This means that if we want to calculate a process up to a certain order in perturbation theory we would need all the amplitudes from leading order up to that order to get the complete result. Since we must include all physically indistinguishable contributions in our calculation of the process the amplitudes at different orders may contain different numbers of incoming and outgoing particles. This means that each piece will in general have a different phase space integral and the sum of the amplitudes will, in general, be an incoherent sum.

We could now use IR regulated amplitudes to calculate an infrared safe quantity. When we combine all the pieces of Eq.(2.59) this will then give us a completely finite result with the exception of one significant case [3, 38, 39]. We find that all the divergent parts of an amplitude which contributes to Eq.(2.59) will cancel with similar divergent parts associated with the other
amplitudes. We are then free to remove the regulator leaving us with our desired result. The only exception to this occurs when we have initial state collinear singularities. In this situation the initial state singularities do not all cancel and instead we absorb them into the definition of what are known as parton distribution functions (PDFs) which describe the probability of finding a certain type of parton within an incoming particle [1]. The factorisation theorem [1] then allows us to separate out the long range behaviour, including the collinear singularities and non-perturbative effects, into these PDFs. The short distance behaviour then has no initial state infrared divergences and can be calculated perturbatively.

2.8 An example infrared safe calculation

We now give a brief illustration of the cancellation of infrared divergences when calculating IR safe observables. We take as an example the total cross section for $e^+e^- \rightarrow 2$ jets at NLO. As described in Section 2.4 we need to consider amplitudes which give physically indistinguishable contributions and so we will have to calculate the amplitude for an incoming photon and an outgoing quark and anti-quark (known as the virtual contribution since it involves a virtual gluon) and the amplitude for an incoming photon and an outgoing quark, anti-quark and gluon (known as the real contribution since we have a real gluon in this case). The first process is shown in Figure 2.5 and its amplitude is given by

$$A(q_{p_1}, q_{p_2}; \gamma(P)) = eA_{0,1}(q_{p_1}, q_{p_2}; \gamma(P)) + eg^2A_{2,1}(q_{p_1}, q_{p_2}; \gamma(P)) + \mathcal{O}(g^4) \quad (2.60)$$
where $e$ is the electromagnetic coupling constant and $g$ is the strong coupling constant, $A_{0,1}$ contains a single quark-antiquark-photon vertex and $A_{2,1}$ contains a quark-antiquark-photon vertex and two quark-antiquark-gluon vertices.

The second process is shown in Figure 2.6 and its amplitude is given by

$$A(q_1, q_2, g_3; \gamma(P)) = egA_{1,1}(q_1, q_2, g_3; \gamma(P)) + \mathcal{O}(g^3) \quad (2.61)$$

where $A_{1,1}$ represents the amplitude containing a single quark-antiquark-photon vertex and a single quark-antiquark-gluon vertex. We can rewrite the general form of Eq.(2.59) for this specific process at order $e^2g^2$ as

$$
\sigma_{J_{e^2g^2}} = \lim_{\epsilon \to 0} \left( \int d\text{Lips}(p_1, p_2) A_{2,1}^* \times A_{0,1} J(p_1, p_2) \\
+ \int d\text{Lips}(p_1, p_2, p_3) |A_{1,1}|^2 J(p_1, p_2, p_3) \\
+ \int d\text{Lips}(p_1, p_2) A_{0,1}^* \times A_{2,1} J(p_1, p_2) \right) \quad (2.62)
$$
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Figure 2.5: The vertex correction diagram
where $\epsilon$ is our regulator in dimensional regularisation as before. We can, in fact, represent Eq.(2.59) in the form of a diagram as well. We notice that if we interpret the $\mathcal{A}'$s which appear in the equation as mirror image Feynman diagrams and fuse the final states with those of their respective $\mathcal{A}s$ then each separate term will give rise to the same composite diagram. Each possible way of cutting this composite diagram in two generates a cut diagram which corresponds to one term in our original equation. This can now be thought of as the sum over the cuts of the composite diagram. The cut diagrams in our particular example are shown in Figure 2.7 where cuts 1, 2 and 3 refer to the first, second and third terms in Eq.(2.62) respectively.

To ensure that $\sigma_J$ is an infrared safe observable the weighting function $J(p_1, \ldots)$ must satisfy certain conditions in the soft and collinear limits. Notably it must not change between processes which differ only by the emission
of a soft or collinear particle so that we have

\[ J(p_1, \ldots, p_m, 0, p_{m+2}, \ldots, p_n) = J(p_1, \ldots, p_m, p_{m+2}, \ldots, p_n) \]

\[ J(p_1, \ldots, (1-\lambda)p_m, \lambda p_m, p_{m+2}, \ldots, p_n) = J(p_1, \ldots, p_m, p_{m+2}, \ldots, p_n) \]

(2.63)

For this example however we will just choose the simplest example of the
total cross section and set \( J = 1 \). We can now perform the phase space
integration and obtain

\[ \sigma \equiv \sigma_{J=1} = \int d\sigma_0 + \lim_{\epsilon \to 0} \int (e^2 g^2 d\sigma_{qq} + e^2 g^2 d\sigma_{qq\bar{q}}) + O(g^4) \]  

(2.64)

where

\[ d\sigma_0 \sim |A_{0,1}(q_{p_1}, \bar{q}_{p_2}; \gamma(P))|^2 \]  

(2.65)

\[ d\sigma_{qq} \sim 2 \text{Re} \left[ A_{0,1}(q_{p_1}, \bar{q}_{p_2}; \gamma(P)) A_{1,1}^*(q_{p_1}, \bar{q}_{p_2}; \gamma(P)) \right] \]  

(2.66)

\[ d\sigma_{qq\bar{q}} \sim |A_{1,1}(q_{p_1}, \bar{q}_{p_2}, g_{p_3}; \gamma(P))|^2 \]  

(2.67)
As expected, both the virtual cross section, $d\sigma_{q\bar{q}}$, and the real cross section, $d\sigma_{qg}$, contain infrared singularities which only cancel when we combine them to form an infrared safe observable. We obtain the following results for the various cross sections

\begin{align}
\sigma_0 &= \frac{4\pi\alpha_\text{em}^2 e_q^2 N_c}{3s} \quad (2.68) \\
\sigma_{q\bar{q}} &= \sigma_0 C_F \frac{\alpha_s}{\pi} c_\Gamma \left( \frac{1}{\epsilon^2} + \frac{3}{2\epsilon} + \frac{19}{4} - \frac{\pi^2}{2} \right) + \mathcal{O}(\epsilon) \quad (2.69) \\
\sigma_{qg} &= \sigma_0 C_F \frac{\alpha_s}{\pi} c_\Gamma \left( -\frac{1}{\epsilon^2} - \frac{3}{2\epsilon} - 4 + \frac{\pi^2}{2} \right) + \mathcal{O}(\epsilon) \quad (2.70)
\end{align}

where $c_\Gamma = 1 + \mathcal{O}(\epsilon)$ and $C_F = (N_c^2 - 1)/(2N_c) = 4/3$. Our final result for the cross section at next to leading order will be obtained by summing these results and then setting $\epsilon$ to zero

\[ \sigma = \sigma_0 + \sigma_{q\bar{q}} + \sigma_{qg} = \sigma_0 \left( 1 + \frac{\alpha_s}{4\pi} 3C_F \right) \quad (2.71) \]

where since all negative powers of $\epsilon$ have cancelled it is safe to remove the regulator by taking the limit $\epsilon \to 0$. 
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Chapter 3

A New Approach

The goal of our approach to performing calculations in perturbation theory is to remove the problems of infrared divergences. In the standard approach to computing transition amplitudes within a Hamiltonian framework we split the Hamiltonian, $H$, into two parts so that $H = H_0 + H_I$ where $H_I$ contains all the interactions of the theory. The external states, $|\phi_i\rangle$ are characterised by a complete set of quantum numbers, $i$, of the free Hamiltonian, $H_0$. The matrix element for this state to evolve into a given final state, $|\phi_f\rangle$ is then given by $\langle \phi_f | S | \phi_i \rangle$, where $S = \Omega_+^\dagger \Omega_-$ can be expressed in terms of Möller operators

$$\Omega_\pm = \lim_{\tau \to \pm \infty} e^{i\tau H} e^{-i\tau H_0}$$

(3.1)

However, as we saw earlier, in the presence of long-range interactions free states are not true asymptotic states and this incorrect formulation leads to infrared singularities.

In order to overcome this problem we choose to work in the asymptotic interaction picture (AIP) [31]. We split our interaction Hamiltonian into hard and soft parts, $H_I = H_H + H_S$, such that all the long range interactions
are contained in $H_S$. We then define our asymptotic Hamiltonian as $H_A = H_0 + H_S$ and now propose an approach where our external states, $|\Xi^i\rangle$ are characterised by a complete set of quantum numbers, $i$, of the asymptotic Hamiltonian, $H_A$. We can then construct modified Möller operators

$$\Omega_{A\mp} \equiv \lim_{\tau \to \pm \infty} e^{i\tau H} e^{-i\tau H_A}$$

and compute modified matrix elements of the asymptotic $S$-matrix

$$\langle \Xi_f | S_A | \Xi_i \rangle \equiv \langle \Xi_f | \Omega_{A-}^\dagger \Omega_{A+} | \Xi_i \rangle$$

which will be infrared finite.

This is the approach which was followed in [34], and while it proved possible to perform a simple calculation in this fashion, the amplitudes produced by this method are not covariant. This results in various complications which make the construction of cross sections for more complicated examples impractical. Consequently, we wish to create a similar approach based on a Lagrangian formalism in order to arrive at covariant amplitudes.

We achieve this by splitting the QCD Lagrangian into "free" and "interaction" parts in a similar manner to the Hamiltonian AIP approach so that

$$\mathcal{L} = \mathcal{L}_A + \mathcal{L}_H = \mathcal{L}_0 + \mathcal{L}_S + \mathcal{L}_H$$

Here, $\mathcal{L}_0$ is the usual free Lagrangian which is used to define the traditional free states; the usual interaction Lagrangian has been split into a soft or infrared part, $\mathcal{L}_S$, which contains all the soft and collinear parts of the interactions, and a hard part, $\mathcal{L}_H$, containing the rest of the interaction Lagrangian.
such that $\mathcal{L}_I = \mathcal{L}_S + \mathcal{L}_H$. We will define our asymptotic states through our asymptotic Lagrangian $\mathcal{L}_A = \mathcal{L}_0 + \mathcal{L}_S$, thus including the necessary infrared parts of the Lagrangian in our definition. We can then create our asymptotic interaction picture using $\mathcal{L}_A$ in exactly the same way that the standard interaction picture is created with $\mathcal{L}_0$.

As in the standard interaction picture we will find that we are interested in the calculation of time ordered correlation functions such as

$$\langle 0| T\{\psi(x_1)\ldots\psi(x_n)\}|0\rangle$$

(3.5)

although in our case these will be related to $S_A$-matrix elements calculated using asymptotic fields derived from $\mathcal{L}_A$ rather than $\mathcal{L}_0$. This will require us to modify the usual LSZ derivation. We will examine this later; we start by looking a little more closely at the asymptotic states themselves.

### 3.1 The asymptotic condition

The adiabatic assumption asserts that as $t \to \pm\infty$ we find the following weak operator limit result$^1$

$$\langle \alpha|\psi(x)|\beta\rangle = Z_A^{1/2} \langle \alpha|\phi_A(x)|\beta\rangle$$

(3.6)

where $Z_A^{1/2}$ relates the fields of the full theory $\psi$ to the asymptotic fields $\phi_A$ which obey the equations of motion generated by $\mathcal{L}_A$. It is usual to take the asymptotic field $\phi_A$ to be the free field $\phi$; however, as we have seen, it is

---

$^1$This condition is often written as $\psi(x) \to Z_A^{1/2} \phi_A(x)$ with the understanding that it does not hold in general but only for quantities calculated between two states as detailed here.
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3.2 The asymptotic fields

this assumption which leads to the appearance of infrared divergences in our amplitude calculations. Consequently, in our new approach, we shall adopt the asymptotic condition

\[ \psi(x) \rightarrow Z^{1/2}_\Xi \Xi(x) \]  

(3.7)

where we use \( \Xi \) to represent our asymptotic fields. Amplitudes calculated in the asymptotic interaction picture on these asymptotic states should be free of infrared divergences and should also be equivalent to amplitudes calculated in the interaction picture on the free states once the infrared divergences have been regularised.

3.2 The asymptotic fields

We want to find a suitable representation for the asymptotic states of a full theory satisfying

\[ (\Box + m^2)\psi(x) = \frac{\partial L_I}{\partial \psi(x)} \]  

(3.8)

and the equal-time commutation relations

\[ [\psi(t, \bar{x}), \psi(t, \bar{y})] = [\pi(t, \bar{x}), \pi(t, \bar{y})] = 0 \]  

(3.9)

\[ [\psi(t, \bar{x}), \pi(t, \bar{y})] = i\delta(\bar{x} - \bar{y}) \]  

(3.10)

Assuming no derivative coupling terms are present in \( L_{\text{int}} \) then we also have

\[ \pi(x) = \partial_0 \psi(x) \]  

(3.11)

We now require that our asymptotic field \( \Xi(x) \) fulfils the following properties:
• In order to preserve the covariance of the states, $\Xi(x)$ must transform in the same way as the corresponding $\psi(x)$ under coordinate displacements and Lorentz transformations. In particular, for displacements, this will give

$$[P^\mu, \Xi(x)] = -i \frac{\partial \Xi(x)}{\partial x_\mu}$$

(3.12)

• $\Xi(x)$ will obey the equations of motion deriving from $\mathcal{L}_A$ and will therefore satisfy the following equation

$$(\Box + m^2)\Xi(x) = \frac{\partial \mathcal{L}_S}{\partial \Xi(x)}$$

(3.13)

We are unable to solve this equation for $\Xi$ exactly, and so we will not have the same ability to calculate with the asymptotic fields that we have with the free fields, but will have to find ways of relating the two perturbatively. We shall discuss this in more depth later but for the moment we notice that the fact that the expression for our asymptotic fields contains part of the interaction Lagrangian suggests that parton number will no longer be a good quantum number for our external states. We can use the conditions in Eqs.(3.12) and (3.13) to illustrate this by investigating the states which $\Xi(x)$ creates from the vacuum.

Consider an arbitrary eigenstate

$$P^\mu |n\rangle = p^\mu |n\rangle$$

(3.14)

and form the following matrix element with the vacuum $|0\rangle$

$$-i \frac{\partial}{\partial x_\mu} \langle n | \Xi(x) | 0 \rangle = \langle n | [P^\mu, \Xi(x)] | 0 \rangle = p^\mu_n \langle n | \Xi(x) | 0 \rangle$$

(3.15)
Repeating the operation and using Eq. (3.13) we find

\[(\Box_x + m^2)(\langle n|\Xi(x)|0\rangle = (m^2 - p_n^2)\langle n|\Xi(x)|0\rangle = \langle n|\frac{\partial L_S}{\partial \Xi(x)}|0\rangle \] (3.16)

In other words, the states we are producing are not those with \(p_n^2 = m^2\) as in the usual free case, but their invariant mass will differ from this in a way which depends on our asymptotic Lagrangian. This can be identified with the interpretation that these states no longer consist solely of the original parton, but include a cloud of soft and collinear partons as well.

We now assume that we can write the asymptotic fields in terms of creation and annihilation operators as in the free case, arriving at the form

\[\Xi(t, \bar{x}) = \int \frac{d^3k}{(2\pi)^3\sqrt{2E_k}} \left(a_a(t, \bar{k})e^{i\bar{k}.\bar{x}} + a_a^\dagger(t, \bar{k})e^{-i\bar{k}.\bar{x}}\right) \] (3.17)

with the conjugate momentum now given by

\[\Pi_\Xi(t, \bar{x}) = \int \frac{d^3k}{(2\pi)^3\sqrt{2E_k}} \left(\partial_0 a_a(t, \bar{k})e^{i\bar{k}.\bar{x}} + \partial_0 a_a^\dagger(t, \bar{k})e^{-i\bar{k}.\bar{x}}\right) = i \int \frac{d^3k}{(2\pi)^3\sqrt{2E_k}} \left(\left[H_A, a_a(t, \bar{k})\right]e^{i\bar{k}.\bar{x}} + \left[H_A, a_a^\dagger(t, \bar{k})\right]e^{-i\bar{k}.\bar{x}}\right) \] (3.18)

where we will no longer have the relation \(k_0 = \sqrt{\bar{k}^2 + m^2}\) since, as we saw earlier, our asymptotic states will have a different invariant mass from the usual free states.

Our annihilation operators are defined so that they give zero when they act on the vacuum at asymptotic times

\[\lim_{t \to -\infty} (0|a_a^\dagger(t, \bar{k}) = 0 \text{ and } \lim_{t \to -\infty} a_a(t, \bar{k})|0) = 0 \] (3.19)
while the creation operators create an asymptotic state

$$\lim_{t \to -\infty} a^\dagger_a(t, \vec{k})|0\rangle = \lim_{t \to -\infty} |\Xi(t, \vec{k})\rangle = |\Xi_{\text{in}}(\vec{k})\rangle$$  \hspace{1cm} (3.20)$$

and they satisfy the usual equal time commutation relations

$$\left[ a_a(t, \vec{k}), a^\dagger_a(t, \vec{k}') \right] = (2\pi)^3 \delta(\vec{k} - \vec{k}')$$
$$\left[ a_a(t, \vec{k}), a_a(t, \vec{k}') \right] = 0, \quad \left[ a^\dagger_a(t, \vec{k}), a^\dagger_a(t, \vec{k}') \right] = 0$$  \hspace{1cm} (3.21)$$

We now use the commutation relation for the asymptotic fields, 
$$[\Xi(t, \vec{x}), \Pi_{\Xi}(t, \vec{y})] = i\delta(\vec{x} - \vec{y})$$, to investigate the structure of the commutators which appear in our expression for \(\Pi_{\Xi}(x)\). Applying this relation we require

$$i \int \frac{d^3k}{(2\pi)^3 \sqrt{2E_k}} \frac{d^3k'}{(2\pi)^3 \sqrt{2E_{k'}}} \left( [a_a(t, \vec{k}), [H_A, a_a(t, \vec{k}')] e^{i\vec{k}.\vec{x}} e^{i\vec{k}'.\vec{y}} + [a^\dagger_a(t, \vec{k}), [H_A, a^\dagger_a(t, \vec{k}')] e^{-i\vec{k}.\vec{x}} e^{i\vec{k}'.\vec{y}} + [a^\dagger_a(t, \vec{k}), [H_A, a_a(t, \vec{k}')] e^{-i\vec{k}.\vec{x}} e^{-i\vec{k}'.\vec{y}} \right) = i\delta(\vec{x} - \vec{y})$$  \hspace{1cm} (3.22)$$

and we see that the expected relation

$$[H_A, a_a(t, \vec{k})] = -E_k a_a(t, \vec{k}) \ , \ [H_A, a^\dagger_a(t, \vec{k})] = E_k a^\dagger_a(t, \vec{k})$$  \hspace{1cm} (3.23)$$

is indeed suggested. This allows us to write the creation and annihilation
operators in terms of the fields as follows

\[ a_a(t, \vec{k}) = \int d^3x \ e^{-i\vec{k} \cdot \vec{x}} (E_k \Xi(t, \vec{x}) + i\Pi_\Xi(t, \vec{x})) \]

\[ a^\dagger_a(t, \vec{k}) = \int d^3x \ e^{i\vec{k} \cdot \vec{x}} (E_k \Xi(t, \vec{x}) - i\Pi_\Xi(t, \vec{x})) \] (3.24)

or, putting them in the Heisenberg picture via \( a_a(t, \vec{k}) = e^{iH_A t} a_a(\vec{k}) e^{-iH_A t} \) and applying the commutation relation from Eq.(3.23), we find

\[ a_a(\vec{k}) = \int d^3x \ e^{-ik \cdot x} (E_k \Xi(t, \vec{x}) + i\Pi_\Xi(t, \vec{x})) \bigg|_{k^0 = E_k} \]

\[ a^\dagger_a(\vec{k}) = \int d^3x \ e^{ik \cdot x} (E_k \Xi(t, \vec{x}) - i\Pi_\Xi(t, \vec{x})) \bigg|_{k^0 = E_k} \] (3.25)

### 3.3 The modified LSZ reduction formula

Now that we have some understanding of the asymptotic states we shall look at how the definition of the LSZ reduction formula will proceed in the asymptotic interaction picture. Here we will do this for a scalar theory but the extension to fermions and vector fields should proceed easily as in the usual derivation. This will then allow us to relate the time ordered correlation functions of Eq.(3.5) to \( S_A \)-matrix elements calculated on the asymptotic states. As in the usual case we start by extracting an asymptotic creation operator from the initial state

\[ \mathcal{A} = \lim_{q_i^0 \to -\infty} \ \text{out}\langle p_1, \ldots, p_n | q_1, \ldots, q_m \rangle_{\text{in}} \]

\[ = \lim_{q_i^0 \to -\infty} \ \text{out}\langle p_1, \ldots, p_n | a^\dagger_{in}(q_1) | q_2, \ldots, q_m \rangle_{\text{in}} \] (3.26)
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where $a^\dagger_{in}(q_1)$ is an asymptotic creation operator $a^\dagger_a$. We now write the creation operator as an asymptotic in field using equation Eq.(3.24)

$$\lim_{q_1^0 \to -\infty} \quad \text{out} \langle p_1, \ldots, p_n | a^\dagger_{in} (q_1) | q_2, \ldots, q_m \rangle_{in}$$

$$= \lim_{t \to -\infty} \int d^3 x e^{i q_1 \cdot x} \langle p_1, \ldots, p_n | E_{q_1} \Xi_{in} (t, \vec{x}) - i \Pi \Xi (t, \vec{x}) | q_2, \ldots, q_m \rangle \quad (3.27)$$

where we have dropped the in and out labels from the in and out states. In the asymptotic limit we can then write

$$i E_k \Xi (t, \vec{x}) + \Pi \Xi (t, \vec{x}) = i (e^{-i E_k t} \partial_0 \Xi (t, \vec{x}))$$

$$= i Z_\Xi^{-1/2} (e^{-i E_k t} \partial_0 \psi (t, \vec{x})) \quad (3.28)$$

Eq.(3.27) then becomes

$$\lim_{t \to -\infty} (-i) Z_\Xi^{-1/2} \int d^3 x e^{-iq_1 \cdot x} \partial_0 \langle p_1, \ldots, p_n | \psi (t, \vec{x}) | q_2, \ldots, q_m \rangle \quad (3.29)$$

where the invariant mass is different from its value in the traditional interaction picture since it now depends on $L_S$ and we write it as $q_1^2 = M_A^2$. We then add and subtract the following term

$$\lim_{q_1^0 \to -\infty} \quad \text{out} \langle p_1, \ldots, p_n | a^\dagger_{out} (q_1) | q_2, \ldots, q_m \rangle_{in} \quad (3.30)$$

and use the result

$$\left( \lim_{t \to -\infty} - \lim_{t \to -\infty} \right) \int d^3 x F(x, t) = \lim_{t_f \to -\infty, t_i \to -\infty} \int_{t_i}^{t_f} dt \frac{\partial}{\partial t} \int d^3 x F(x, t) \quad (3.31)$$
to write Eq. (3.29) as

\[
iZ_{\Xi}^{-1/2} \int d^4x \partial_0 \left( e^{-iq_{\perp} \cdot x} \partial_0^{-} \langle p_1, \ldots, p_n | \psi(t, \vec{x}) | q_2, \ldots, q_m \rangle \right) + \lim_{q_1^0 \to -\infty} \text{out}(p_1, \ldots, p_n | a_{\text{out}}^\dagger(q_1) | q_2, \ldots, q_m)_{\text{in}} \tag{3.32}\]

We can represent the second term in the following way

\[
\lim_{q_1^0 \to -\infty} \text{out}(p_1, \ldots, p_n | a_{\text{out}}^\dagger(q_1) | q_2, \ldots, q_m)_{\text{in}} = \lim_{q_1^0 \to -\infty} \text{out}(p_1, \ldots, p_n, -q_1 | q_2, \ldots, q_m)_{\text{in}} \tag{3.33}\]

where \(\text{out}(\{p\}, -q_1)\) represents an out state with a particle of momentum \(q_1\), if present, removed from the set \(\{p\}\). In other words, the second term in Eq. (3.32) represents a disconnected piece. In the usual LSZ formalism we would drop any terms such as this since they wouldn’t contribute to the scattering; however, in our case, since our asymptotic states are able to interact weakly we will not necessarily be able to discard these terms. We shall not investigate them further at this stage and will proceed along the traditional reasoning for the LSZ reduction, but we will keep in mind that they will have to be investigated later.

Once we have dropped any terms which correspond to disconnected pieces this can be rewritten as

\[
iZ_{\Xi}^{-1/2} \int d^4x \langle p_1, \ldots, p_n | e^{-iq_{\perp} \cdot x} \left( \partial^2_0 \psi(t, \vec{x}) \right) - (\partial^2_0 e^{-iq_{\perp} \cdot x}) \psi(t, \vec{x}) | q_2, \ldots, q_m \rangle \tag{3.34}\]

Now we know that

\[
\partial^2_0 e^{-iq_{\perp} \cdot x} = (\nabla^2 - M^2_{\Xi}) e^{-iq_{\perp} \cdot x} \tag{3.35}\]

\(^{2}\text{As before, if there is no such particle present then this term will be absent}\)
so this leads to

\[
 iZ_{\mathcal{Z}}^{-1/2} \int d^4 x \langle p_1, \ldots, p_n | e^{-i q_1 \cdot x} \left( \partial^2_0 \psi(t, \vec{x}) \right) - \left( (\nabla - M^2) e^{-i q_1 \cdot x} \right) \psi(t, \vec{x}) | q_2, \ldots, q_m \rangle
\]  

(3.36)

After we have used integration by parts to swap the space integrals in the first term this becomes

\[
 iZ_{\mathcal{Z}}^{-1/2} \int d^4 x e^{-i q_1 \cdot x} \langle p_1, \ldots, p_n | A_x \psi(t, \vec{x}) | q_2, \ldots, q_m \rangle
\]  

(3.37)

with \( q_1 = (E_{q_1}, \vec{q}_1) \) and where we have defined \( A_x \) by rewriting Eq.(3.13) in the form \( A_x \Xi(x) = (\nabla_x + m^2) \Xi(x) - \frac{\partial \Xi}{\partial \Xi(x)} \). We can extract all the in and out states in a similar way to find that

\[
\text{out} \langle p_1, \ldots, p_n | q_1, \ldots, q_m \rangle_{\text{in}} \equiv (iZ_{\mathcal{Z}})^{-\frac{\text{m+n}}{2}} \int d^4 x_1 \ldots d^4 x_m d^4 y_1 \ldots d^4 y_n 
\]

\[
e^{i \sum p_i y_i} e^{-i \sum q_i x_i} A_{y_1} \ldots A_{y_n} A_{x_1} \ldots A_{x_m} \langle 0 | T \{ \psi(y_1) \ldots \psi(y_n) \psi(x_1) \ldots \psi(x_m) \} | 0 \rangle
\]  

(3.38)

remembering that we will have to consider all combinations of disconnected pieces as well.

This takes a very similar form to the usual LSZ reduction formula, Eq.(2.26). As in the familiar case we have the following time ordered correlation function \( \langle 0 | T \{ \psi(y_1) \ldots \psi(y_n) \psi(x_1) \ldots \psi(x_m) \} | 0 \rangle \) and once again the external legs are removed. In this case, however, it is the \( A_x \) and \( A_y \) operators which are responsible for removing the external legs. This means that our external states are no longer the free states which we understand, but the asymptotic states which we cannot calculate. This will require us to reach some understanding of how we actually represent these external states; we shall
discuss this later. Once again we find that we set these external states on-shell but, as mentioned earlier, in this case on-shell no longer means $p^2 = m^2$, but the invariant mass will now depend on $\mathcal{L}_S$ as found in Eq.(3.16). This is understandable as a consequence of the fact that the external states will now incorporate soft interactions and so will no longer be interpretable as a single particle (such as a quark), but rather as a collection of particles close in form to a single particle (such as a quark with a cloud of soft gluons). Similarly, we note that the propagators of these fields will no longer have a single particle pole, but a branch point, reflecting the fact that an arbitrary number of soft partons must be included in this as well.

### 3.4 Correlation functions in the AIP

Now that we have our modified LSZ reduction formula we need to see how we will go about extracting results from it. Once again, our main area of interest will be the time ordered correlation functions. Unlike in the conventional LSZ formula, however, our correlation functions are related to asymptotic states through the operators $A_x$ rather than to free states through the Klein-Gordon operators $K_x$. Consequently we must place our correlation functions in the asymptotic interaction picture rather than in the interaction picture as we did before.

We construct the asymptotic interaction picture in precisely the same way that we constructed the interaction picture, but now we substitute $\mathcal{L}_A$ for $\mathcal{L}_0$ and $\mathcal{L}_H$ for $\mathcal{L}_I$. We start by defining asymptotic evolution operators following Eq.(2.33) where we are now using the asymptotic Hamiltonian, $H_A$, which has been derived from the Lagrangian, $\mathcal{L}_A$. We can write these evolution
operators as

\[ U_A(t, t_0) = T \left\{ \exp \left( -i \int_{t_0}^{t} dt_H H_H(t_1) \right) \right\} \quad (3.39) \]

where \( H_H = H - H_A \).

In order to place the correlation functions in the asymptotic interaction picture we relate the full fields \( \psi \) to the asymptotic fields \( \Xi \) via

\[ \psi(t, \vec{x}) = U^\dagger_A(t, t_0) \Xi(t, \vec{x}) U_A(t, t_0) \quad (3.40) \]

The correlation functions can then be written

\[
\langle 0 | T \{ \psi(x_1) \ldots \psi(x_n) \} | 0 \rangle \\
= \langle 0 | T \left\{ U^\dagger_A(x_1, t_0) \Xi(x_1) U_A(x_1, t_0) \ldots U^\dagger_A(x_n, t_0) \Xi(x_n) U_A(x_n, t_0) \right\} | 0 \rangle \\
= \langle 0 | U^\dagger_A(T, t_0) T \{ U_A(T, x_1) \Xi(x_1) U_A(x_1, x_2) \ldots \\
\times U_A(x_{n-1}, x_n) \Xi(x_n) U_A(x_n, -T) \} U_A(-T, t_0) | 0 \rangle \quad (3.41)
\]

in the limit \( T \to \infty \). We can then see that the vacuum, \( |0\rangle \) will be an eigenstate of \( U_A(-T, t_0) \) and \( U^\dagger_A(T, t_0) \) in the same way that we saw this for the conventional interaction picture in Section 2.4.1, and so we eventually arrive at

\[
\langle 0 | T \{ \psi(x_1) \ldots \psi(x_n) \} | 0 \rangle = \frac{\langle 0 | T \{ \Xi(x_1) \ldots \Xi(x_n) \exp \left( -i \int_{-\infty}^{\infty} d^4x \mathcal{L}_H \right) \} | 0 \rangle}{\langle 0 | T \{ \left( -i \int_{-\infty}^{\infty} d^4x \mathcal{L}_H \right) \} | 0 \rangle} \quad (3.42)
\]

The fields in \( \mathcal{L}_H \) are now all asymptotic fields \( \Xi \). The amplitudes generated in this way will consist entirely of "hard" vertices generated by our new interaction part of the Lagrangian which has had the soft and collinear parts removed; these pieces of \( \mathcal{L} \) are now entirely contained in the propagators of
the $\Xi$ fields. The denominator of Eq. (3.42) will remove any disconnected pieces in exactly the same way that the equivalent expression did in the interaction picture, as we saw in Section 2.6.1.

### 3.5 Wick’s Theorem

We want to calculate the time ordered correlation functions which appear in Eq. (3.42) (removing disconnected pieces as usual and hence only considering the numerator). We now choose to split our interaction Lagrangian $\mathcal{L}_I = \mathcal{L}_S + \mathcal{L}_H$ by defining soft and hard vertex functions $f_s$ and $f_h$ so that

\begin{align*}
\mathcal{L}_S &= f_s(\{p\}) \mathcal{L}_I \\
\mathcal{L}_H &= f_h(\{p\}) \mathcal{L}_I \\
f_s(\{p\}) + f_h(\{p\}) &= 1
\end{align*}

where the set $\{p\}$ represents the momenta of all lines attached to that particular interaction vertex. Once we expand the term $\exp \left( -i \int_{-\infty}^{\infty} d^4x \mathcal{L}_H \right)$ which appears in the time ordered correlation function we can see that the resulting terms will be made up of time ordered products of asymptotic fields multiplied by hard vertex factors (along with the usual constant vertex factors such as the coupling)

\begin{equation}
\langle 0 | \Xi(x_1) \ldots \Xi(x_n) | 0 \rangle f_h(q_1, q_2, q_3) \ldots f_h(q_{m-2}, q_{m-1}, q_m) \times \text{other vertex factors}
\end{equation}

We want to use Wick’s theorem as in the usual case to reduce the time ordered correlation function to a series of propagators. Since our asymptotic fields are made up of annihilation and creation operators with the same commutation
relations as in the free case we can proceed with exactly the same method. It can easily be shown that

\[ T \{ \Xi(x) \Xi(y) \} = : \Xi(x) \Xi(y) : + \langle 0|T \{ \Xi(x) \Xi(y) \}|0 \rangle \] (3.47)

We can then use induction to prove the relations for the time ordered product of larger numbers of fields as the sum of all possible normal orders and contractions [36]. From this result we can easily infer

\[ \langle 0|T \{ \Xi(x_1) \ldots \Xi(x_n) \}|0 \rangle \]

\[ = \begin{cases} 0 & \text{: odd } n \\ \sum_P \langle 0|T \{ \Xi(x_1) \Xi(x_2) \}|0 \rangle \ldots \langle 0|T \{ \Xi(x_{n-1}) \Xi(x_n) \}|0 \rangle & \text{: even } n \end{cases} \]

where \( P \) is a sum over all permutations of the \( x_i \) such that we only count \( \langle 0|T \{ \Xi(x_1) \Xi(x_2) \}|0 \rangle \) and \( \langle 0|T \{ \Xi(x_2) \Xi(x_1) \}|0 \rangle \) as a single term. This is exactly the same decomposition into propagators as in the free field case. We now have a prescription for calculating amplitudes in our theory: we proceed in exactly the same way as in the usual free field case, but we add hard vertex factors to each interaction point, use the propagator for the asymptotic fields, and associate our external states with asymptotic states rather than free states. As we saw earlier, however, we are unable to solve the equations of motion for the asymptotic states and so will also be unable to calculate the propagator for the asymptotic fields exactly.
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We have now reproduced the main features of traditional amplitude calculations with the modifications which are required in order to address the incorrect assumption that the in and out states of the theory are free states. However, as we have seen, there are certain aspects of our modified approach which we are unable to deal with in the same way as before, specifically the asymptotic propagators and the asymptotic external states. We will now explore the practical aspects of performing calculations using our new approach.

3.6.1 Propagators in the AIP

In Section 3.5 we saw how the correlation functions, \( \langle 0 | T \{ \psi(x_1) \ldots \psi(x_n) \} | 0 \rangle \), which appear in our reduction formula, Eq.(3.38), can be rewritten in terms of the asymptotic propagators \( \langle 0 | T \{ \Xi(x_1) \Xi(x_2) \} | 0 \rangle \). In contrast to the standard field theory approach we cannot solve for these propagators exactly. We can, however, calculate them perturbatively by relating the asymptotic fields to the free fields. This takes exactly the same form as the relation between the full fields of the theory and the free fields, but where we now substitute \( \mathcal{L}_S \) for the usual full interaction Lagrangian, \( \mathcal{L}_I \). In order to do this we take the full Heisenberg representation of the asymptotic fields, \( \Xi \), and make the usual transformation into the interaction picture using the following evolution operator

\[
U_S(t, t') = T \left\{ \exp \left( -i \int_{t'}^{t} dt'' H_S(t'') \right) \right\} \tag{3.48}
\]

where the fields in \( H_S \) are now in the interaction picture. The propagator is given by the two point correlation function of the asymptotic fields. We now
follow exactly the same procedure as in Eq.(3.41) and Eq.(3.42) to write our correlation function in terms of the free fields. We end up with

\[ \langle 0 | T \{ \Xi(x_1)\Xi(x_2) \} | 0 \rangle = \frac{\langle 0 | T \left\{ \phi(x_1)\phi(x_2) \exp \left( -i \int_{-\infty}^{\infty} d^4 x L_S(x) \right) \right\} | 0 \rangle}{\langle 0 | T \left\{ \exp \left( -i \int_{-\infty}^{\infty} d^4 x L_S(x) \right) \right\} | 0 \rangle} \]

(3.49)

This means that we can calculate the propagators perturbatively by considering the Feynman diagrams for the two point correlation function for that particular propagator, but adding a soft splitting function \( f_s \) to each vertex. Once again, the denominator of the above formula will remove any disconnected diagrams for us and so we only need to consider fully connected diagrams.

To proceed further with this approach we must next decide on a particular form for our split of \( L_f \) into \( L_H \) and \( L_S \). We shall do this in the next chapter.

### 3.6.2 Interpretation and application of the asymptotic states

The other area of our new approach which we are unable to treat in the conventional manner is that of the external states which appear in our modified LSZ formula. If we were able to calculate the asymptotic states in our new picture then we could apply our modified LSZ formula in a very similar way to the conventional method. Unfortunately we are forced to relate the asymptotic picture to the free picture and calculate propagators perturbatively as we saw earlier. It is clear that a similar approach will have to be applied to the expressions which represent the amputation of the external propagators, \( A_x \langle 0 | T \{ \Xi(x)\Xi(y) \} | 0 \rangle \), but it is rather less clear how to proceed.
with this. In order to investigate this further we shall start to consider a perturbative approach, but we shall see that questions remain which will have to be addressed pragmatically rather than theoretically for the time being at least.

We can rewrite this expression as follows:

\[
A_x \langle 0 | T \{ \Xi(x) \Xi(y) \} | 0 \rangle = \\
\left( K_x - \frac{\partial \mathcal{L}_S}{\partial \Xi(x)} \Xi^{-1}(x) \right) \langle 0 | T \{ \phi(x) \phi(y) \} \exp \left( -i \int_{-\infty}^{\infty} d^4 z \mathcal{L}_S(z) \right) | 0 \rangle \tag{3.50}
\]

where we have dropped the denominator which corresponds to disconnected diagrams; from now on we shall assume that these have been factored out.

Two things make this different from the usual expression encountered in the conventional case. Firstly where we would usually have \( \langle 0 | T \{ \phi(x) \phi(y) \} | 0 \rangle \) corresponding to a simple propagator we now have a perturbative series including soft interactions. Secondly, there is a whole new term involved which again depends on \( \xi \). We first consider the effect of the perturbative series replacing the simple propagator.

We can treat this part of the expression in exactly the same way that we would treat the conventional LSZ formula: expand as a perturbation series and then remove the relevant external propagator. The upshot of this is that where we might have expected a simple external line, we now have an external line attached to a soft self energy diagram. This corresponds to taking the residue of the pole caused by the external leg as usual, but using the perturbatively calculated asymptotic propagators rather than the free propagators.

The second part of the expression is altogether more complex. It is not
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immediately clear how to treat an operator such as $\frac{\partial \mathcal{L}}{\partial \Xi(x)}$ so we shall start by making some general observations. First of all, the presence of $\frac{\partial \mathcal{L}}{\partial \Xi(x)}$ suggests the presence of various fields located at the same point in space-time as our external particle. This would seem to indicate that, as expected, parton number will not be a good quantum number for our external states and that they will contain both quarks and gluons. Secondly, this part will contain powers of the coupling constant even at the lowest order in perturbation theory and so will be suppressed relative to the leading order part of the first term. Consequently, the leading part of our external states will be the same as the conventional external states, but as we consider higher orders in perturbation theory we add soft self-interactions and other soft particles to this state in ways which we are unable to determine exactly; some examples of these two observations are shown in Figure 3.1. Thirdly, the presence of some form of soft interaction terms suggests the possibility of some connection between the conventional external states as shown in Figure 3.2. It is reasonable to presume, however, that these external states will be those which mimic the conventional external state when we are unable to resolve energies small enough to distinguish them.

When we derived the modified version of the LSZ formula in Section 3.3 we also disregarded the effect of the altered asymptotic states when we discarded any disconnected pieces. These will not remain disconnected as in
the conventional method, but can potentially interact softly with the rest of the in and out states and consequently need to be taken into account in a similar way. Once again, although the basic idea behind this effect is straightforward, it is not clear exactly how to approach this theoretically.

3.6.3 An alternative method

The ideal approach to our method of calculating amplitudes would be to work perturbatively only with the coupling appearing in $\mathcal{L}_H$. Since we would be applying this to QCD, the natural scale for this coupling would be a hard scale, justifying a perturbative expansion. Soft effects, related to a coupling with a soft scale, would then be taken into account to all orders and even non-perturbative effects would be included. This corresponds to solving for our asymptotic states exactly which we are unable to do. This leads us to apply a perturbative approach to the soft area of the theory as well. As we have seen, we are able to apply this approach to calculating the propagators of the theory, but we run into problems when attempting to calculate the external states themselves.

We can use the fact that we have a qualitative understanding of these ex-
ternal states to approach the whole problem from a more technical point of view. We have seen above that although we have defined a theory with hard interactions only, if we are forced to treat the soft part of the theory perturbatively we will in actuality be calculating diagrams which contain soft vertices as well as hard. We have split the original interaction Lagrangian into hard and soft parts, and so calculating amplitudes in the conventional manner would correspond to summing diagrams with all possible combinations of soft and hard vertices. It seems natural to hypothesise that the application of these two different formulations of the amplitude calculation will result in the same answers. In the absence of a clear theoretical prescription for performing calculations based on our altered LSZ formula we shall use the approach of calculating all possible combinations of soft and hard vertices when we consider specific examples. In this case though, we find that the consideration of asymptotic rather than free external states will cause us to group these amplitudes in different ways to the usual method.

In the conventional treatment, we group the amplitudes by the number of final state particles and then perform the phase space integrals accordingly. In our case we are led to group our amplitudes by the asymptotic external states, and so while the case of $\gamma \rightarrow q\bar{q}$ with one of the quarks then emitting a hard gluon would be considered a "three jet" event, the similar process of $\gamma \rightarrow q\bar{q}$ with one of the quarks then emitting a soft gluon would fall into the category of a "two jet" event since soft gluon emission from a quark line will clearly appear in the asymptotic quark state as shown in Figure 3.3.

The infrared finite nature of this viewpoint comes from this new division of amplitudes. Essentially, rather than attempting to correct the assumption that the in and out states are free by including long range interactions in
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Figure 3.3: The emission of a hard gluon contributes to a three jet final state; the emission of a soft gluon contributes to a two jet final state.

the asymptotic Lagrangian, we are simply changing our definition of which amplitudes belong in which external states to reflect the fact that they are not in fact free. If, for example, we were considering an order in perturbation theory which would give us four jet diagrams at most, then we would find that the infrared divergences arising from the phase space integration of the four jet diagrams would all be contained in the pseudo two and three jet configurations; in other words those four jet diagrams where the soft and hard vertices were distributed such that they belonged to the sets with either two or three external asymptotic "particles". These divergences would then cancel with those introduced by soft vertices into the two and three jet diagrams. Thus, by splitting our amplitudes up based on the number of external asymptotic "particles" rather than the number of external free particles we would now find that the sum of the amplitudes squared for each process would be separately finite.

In order to apply this approach we need a system of determining which diagrams are to be placed in which groups. Ultimately we should hope to define a basic algorithm for categorising the various diagrams. As we shall see in Section 5.2, such an approach does not seem very far off; for the time being though, we shall have to deal with each diagram individually. The
simplest way of doing this is to consider the soft vertices and identify which diagrams should have various jets collapsed into pseudo jets, although the locations of the various hard vertices will have a part to play as well. There are, of course, more aspects of this to consider; we shall examine these when we consider different examples in Chapter 5.
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Our next task is to perform the split of $\mathcal{L}_I$ into $\mathcal{L}_S$ and $\mathcal{L}_H$. This corresponds to defining the forms of the splitting functions $f_s(p)$ and $f_h(p)$ which we introduced in Section 3.5. Strictly speaking, we should choose $\mathcal{L}_S$ such that $\mathcal{L}_A$ is precisely the asymptotic limit of $\mathcal{L}$. However, we are unable to calculate this limit and so we must be a little less precise in our definition. It is enough for us to choose $\mathcal{L}_A$ such that its asymptotic limit is equivalent to the asymptotic limit of $\mathcal{L}$. This will ensure that we do not neglect any long-range interactions in our definition of our asymptotic states; the fact that we are likely to include some short-range interactions as well is unnecessary, but does not cause any problems. Consequently our asymptotic Lagrangian will differ from the “true” asymptotic Lagrangian by a finite amount.

Since we shall not be using the exact $\mathcal{L}_A$ we will clearly have a choice in our definition of $\mathcal{L}_S$. We introduce a parameter $\Delta$ which describes how much of $\mathcal{L}_I$ will be put into $\mathcal{L}_S$. Consequently we see that our splitting functions
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from Eq.(3.45) must depend on Δ and therefore take the form \( f_s(\{p\}; \Delta) \) and \( f_h(\{p\}; \Delta) \). The asymptotic states which we considered in Section 3.6.2 are derived from our \( \mathcal{L}_A \) and consequently the parameter Δ contained in \( \mathcal{L}_A \) will be present in their definition. We must now ask ourselves how these states are related to the states that we would measure in an experimental situation.

We suspect that the amplitudes themselves may be independent of Δ. If we examine the matrix elements in the asymptotic interaction picture we have

\[
\langle \Xi(\Delta) | S_A(\Delta) | \Xi_a(\Delta) \rangle
\]

where we have written the Δ dependence of each of the quantities explicitly.

Of course we are free to choose any Δ and could equally well have written

\[
\langle \Xi(2\Delta) | S_A(2\Delta) | \Xi_a(2\Delta) \rangle = \langle \Xi(\Delta) | \Omega_d^{(-)} S_A(\Delta) \Omega_d^{(-)*} | \Xi_a(\Delta) \rangle
\]

\[
= \langle \Xi(\Delta) | S_A(\Delta) | \Xi_a(\Delta) \rangle
\]

where \( \Omega_d^{(-)} \) is a unitary operator which relates the two pictures. We know that \( \Omega_d^{(-)} \) is unitary since the two different pictures should only differ by a finite amount. The fact that both pictures will give the same result suggests that the amplitudes should be independent of our choice of Δ. In practice, however, this is unlikely to hold since we were unable to calculate the asymptotic propagators exactly and so were forced to define them perturbatively. This may introduce a dependence on Δ in our amplitudes which is related to the order in the perturbation series at which we are working.

It is clear from the dependence on Δ of our external states that they are not fundamental in any sense\(^1\). However, despite the dependence on Δ we can see

\(^1\)The fact that we do not attempt to obtain fundamental external states is a significant
that our external states and their corresponding amplitudes will be extremely useful for perturbative calculations. As in the traditional approach, a physical cross section will receive contributions from several squared amplitudes integrated over the phase space. If we make sure that we don’t choose our external states to be too inclusive and consequently that the physical quantity to be calculated does not resolve the pseudojets related to our external states, then the cross section which we calculate should be independent of $\Delta$. It is, in effect, a resolution parameter which determines to what extent we want to be able to resolve any jets which appear in our calculations; different observables which we wish to calculate will place different restrictions on suitable values of $\Delta$. A similar interpretation was placed on the parameter used to split the Hamiltonian in [34].

The use of states other than the true asymptotic states suggests that our definitions of physical observables may have to be altered in order to match the behaviour of these states; however, since our usual choice of asymptotic states based on $H_0$ also falls into this category this is hardly a new problem.

We now need to investigate the properties which our splitting functions must exhibit in order to split the Lagrangian in a covariant manner. For the moment, we shall consider three-point vertices only as these are all that will be needed at lower orders. Four-point vertices should not introduce any new problems.
4.1 Soft-Hard splitting requirements

There are several possible choices for our splitting functions, but all of them must fulfil several criteria. Firstly, we require that none of the legs of the vertices are special. We must have

\[ f_i(p_1, p_2, p_3; \Delta) = f_i(p_2, p_1, p_3; \Delta) = f_i(p_3, p_2, p_1; \Delta) \]  

(4.3)

where \( i = s \) or \( h \). Secondly, we want the UV regions to be excluded from the soft regions\(^2\) which imposes the constraint

\[ f_s(\pm \infty, p_2, p_3; \Delta) = 0 \]  

(4.4)

Thirdly, we require that our vertex functions separate the soft and collinear regions from the hard regions. Taking a three point vertex as an example again, this suggests

\[ f_s(0, p_2, p_3; \Delta) = 1 \]

\[ f_s(p_1, \lambda p_1, p_3; \Delta) = 1 \]  

(4.5)

However, it is generally accepted (see e.g. [40,41]) that it is enough to exclude the emission of soft and collinear partons from external lines in order to achieve finite amplitudes. Since this condition would allow us to specify a simpler form of the vertex functions, this is the approach that we shall adopt. Once we accept this form of the conditions, we can alter Eq.(4.5) to

\[ f_s(p_1, p_2, p_3; \Delta) = 1, \text{ all momenta on-shell} \]  

(4.6)

\(^2\)This is not strictly necessary for our approach to work, but it is highly desirable as it will greatly simplify the process of renormalisation.
This fits the new requirement since momentum conservation will ensure that all three momenta are on-shell for the emission of a soft or collinear parton from an external line. Let us now investigate the infrared behaviour of amplitudes restricted by these hard vertex functions.

**4.2 Power counting techniques**

We have seen in Section 3.6.3 that our approach will result in infrared finite amplitudes by effectively redistributing the existing infrared singularities present in the amplitudes which will contribute to an observable so that they now cancel within each amplitude. Since the various parts of any conventional amplitude can only be reassigned to an asymptotic amplitude with the same or fewer “particles” in the final state it follows that, for our approach to work successfully, any amplitude containing hard vertices only must be infrared finite. We shall now consider the infrared behaviour of such amplitudes; to do this we shall use a slightly extended version of the straightforward method of powercounting [42].

We want to examine the general structure of infrared singularities in massless scattering amplitudes. In order to do this we consider the general form of the massless Green’s function $G\{p_e\}$ with external momenta $\{p_e\}$ once it has been put in Feynman parameterised form

$$
G\{\{p_e\}\} = \left( \prod_i \int_0^1 d\alpha_i \delta \left( \sum_i \alpha_i - 1 \right) \left( \prod_r \int d^d k_r \right) F(\alpha_i, k_r, p_e) \right) \frac{\sum_j \alpha_j l_j^2(p, k) + i\epsilon}{\sum_j \alpha_j l_j^2(p, k) + i\epsilon} \quad (4.7)
$$

where there are $i$ lines in the diagram and $r$ loops. The function $F(\alpha_i, k_r, p_e)$
represents the numerator factors present in the diagram and

\[ l_j^\mu (p_\alpha, k_\gamma) = \sum_n (b_{j,n} k_n^\mu + c_{j,n} p_n^\mu) \]  

(4.8)

with \( b \) and \( c \) being complex numbers and \( k_n^\mu \) being the internal loop momenta such that \( l_j^\mu \) is the momentum of the \( j \)th line.

Singularities in the amplitude will arise from zeros of the denominator. In the absence of any such zeros, the integrand in Eq.(4.7) is bounded and analytic everywhere in the integration region, and \( G(\{p_\varepsilon\}) \) is an analytic function of the \( \{p_\varepsilon\} \). However, a much stronger condition than the simple presence of a zero of the denominator is necessary to produce a singularity in \( G(\{p_\varepsilon\}) \). This is because the integrals of Eq.(4.7) are contour integrals in complex (\( k, \alpha \)) space. This means that the \( k_\mu^\nu \) and \( \alpha_\imath \) integrals can be deformed from one path to another. In the case of isolated poles this means that we can choose a new contour where the denominator does not vanish, and the integrand is an analytic function of the external momenta everywhere. Thus, isolated poles in the integrand do not produce singularities in the amplitude.

There are two classes of unavoidable singularity which we shall have to consider. The first case is the end-point singularity; these occur when the integrand contains a pole at one of the fixed end points of the integration contour. The contour cannot then be deformed around the singularity and this corresponds to a real singularity of the amplitude. The second case is the pinch singularity. This type of singularity occurs when the contour is trapped between two poles and the singularity cannot be avoided. In our multi-variable case, these pinch points become surfaces in the space of the complex variables \( \{k_j, \alpha_j\} \) if at each possible pinch point one variable is trapped while we keep
the remaining variables fixed. These are known as pinch surfaces.

We will not need to consider end point singularities since the momentum integrals were unbounded before Feynman parameterisation and so these will not occur. Consequently, we will only concern ourselves with pinch singularities. To find all the possible pinch surfaces, and hence all the possible regions of infrared singularities, we would have to use the Landau equations [37,42]. These can be derived as follows: singularities appear when

\[ \sum_j \alpha_j l_j^2(p, k) + i\epsilon = 0 \]  \hspace{1cm} (4.9)

We expect to find two solutions to this equation since it is quadratic in \( k^\mu \). These will only give a pinch singularity when the derivative of this equation is zero at these solutions. This means that

\[ \frac{\partial}{\partial k^\mu} \left( \sum_j \alpha_j l_j^2(p, k) + i\epsilon \right) = 2 \sum_j b_{ij}(\alpha_i l_i^\mu) = 0 \]  \hspace{1cm} (4.10)

The values of \( \{k_i, \alpha_j\} \) which satisfy Eq.(4.9) and Eq.(4.10) will then be our pinch surfaces. We now have possible solutions given either by

\[ l_i^2 = 0 \text{ and } \sum_i b_{ij}\alpha_i l_i^\mu = 0 \]  \hspace{1cm} (4.11)

for every loop \( j \) which includes the line \( i \), or by

\[ l_i^2 \neq 0 \text{ and } \alpha_i = 0 \]  \hspace{1cm} (4.12)

A pinch surface solution to the Landau equations is a necessary, but not sufficient condition for an infrared singularity to exist. To determine whether such singularities exist on any of these surfaces we must look more closely at
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the behaviour of the amplitude at these points.

4.2.1 Reduced diagrams

In order to make a closer investigation of the singularity structure we will use diagrams to visualise the pinch surface solutions to the Landau equations. These are known as reduced diagrams \([40-42]\) and we construct them in the following way. We start with the normal Feynman diagram for the amplitude which we wish to calculate. Next, we reduce any off-shell lines to a point, connecting the vertices on either end to produce a composite vertex. We do this since the only way for off-shell lines to satisfy the Landau equations is if \(\alpha = 0\) which corresponds to a vanishing contribution to the denominator of Eq.\((4.7)\). Since any on-shell lines can satisfy the Landau equations for \(\alpha \neq 0\), they are kept unchanged.

4.2.2 Infrared power counting

Not all pinch surfaces will give rise to infrared singularities. In order to investigate whether a particular pinch surface is potentially infrared divergent we need to use powercounting techniques\(^3\). In order to do this we must first consider how the momenta \(\{k_i, \alpha_j\}\) internal to a diagram \(G(\{p_e\})\) given by Eq.\((4.7)\) affect the behaviour of the pinch surfaces of that diagram. The pinch surfaces of \(G\) arise when a line goes on-shell and is therefore either soft or collinear to an external particle. This set of requirements upon the momenta of \(G\) which lead to pinch surfaces therefore forms a surface \(\sigma\) in

\(^3\)Even when we have identified the dangerous diagrams through powercounting, they may not be infrared divergent since we will not take the momentum structure of the numerator of the diagram into account just yet. This could set a potentially troublesome diagram to zero.
the space of all the momenta variables. The momenta on this surface can then be divided into two distinct groups. The first group contains momenta which keep $G$ on the pinch surface when they are altered arbitrarily. These are called internal variables to the momentum surface $\sigma$. The second group consists of those momenta which will take $G$ away from the pinch surface if they are altered by even a small amount. These variables are called normal to the momentum surface $\sigma$. We want to observe the behaviour of $G$ as we alter the normal variables of $\sigma$ close to the pinch surface. We achieve this by calculating the superficial degree of infrared divergence of the homogeneous integral \[37,42\].

To define the homogeneous integral we start with the general form of an amplitude as given in Eq.(4.7). We rewrite this as

$$G(\{p_e\}) = \int \prod_j dl_j \int_0 \prod_i dk_i I_\sigma(k_i, l_j, p_e)$$

(4.13)

where the $l_j$ are the internal variables and the $k_i$ are the normal variables of $\sigma$. The 0 on the $k_i$ integral indicates that we are investigating these variables close to their mass-shell limit which corresponds to operating close to the pinch surface of $G$. The homogeneous integral $\bar{I}_\sigma$ is defined as the limit of $I_\sigma$ as the $k_i$ go on-shell. In the case of a soft limit, for example, we would take the internal loop momenta $k_i$ as our normal variables. We would then construct the homogeneous integral by keeping only the lowest order terms in $k_i$. In this way a numerator factor such as $(p + k)\mu$ would become $p^\mu$, and a denominator factor such as $(p + k)^2$ would become $p^2 + 2p.k$.

If we now observe how the homogeneous integral behaves when we scale $k_i$, this will provide us with an insight into how $G$ approaches its pinch surfaces.
To do this we rewrite the homogeneous integral as \[ G(p_e) = \int \prod_j dl_j \int_0^\infty \prod_i dk_i I_\sigma(k_i, l_j, p_e) \]

\[ = \int \prod_j dl_j \int_0^\infty d\lambda^2 \int_0^\infty \prod_i dk_i \delta \left( \lambda^2 - \sum_i |k_i|^2 \right) \tilde{I}_\sigma(k_i, l_j, p_e) \]

\[ = 2 \int \prod_j dl_j \int_0^\infty d\lambda \lambda^{\mu(\sigma)-1} \int \prod_i dk'_i \delta \left( 1 - \sum_i |k'_i|^2 \right) \tilde{I}_\sigma(k_i, l_j, p_e) \quad (4.14) \]

where \( \mu(\sigma) \) is known as the superficial degree of infrared divergence and \( k'_i = k_i/\lambda \). If \( \mu(\sigma) > 0 \) then we expect the amplitude to be infrared finite. This may not always be the case though since there could be further sub-divergences from the \( k'_i \) integrals\(^4\). We then use powercounting techniques similar to those frequently used for ultraviolet divergences to determine the form of \( \mu(\sigma) \). In order for a diagram to be infrared finite we then assume that we need only show that at each possible pinch surface the superficial degree of divergence is greater than zero.

### 4.3 Infrared finiteness of completely hard amplitudes

From our arguments above we see that we can disregard the exact form of \( f_s \) and \( f_h \) for the moment and simply define a soft vertex as one where all the attached legs are on-shell and a hard vertex as one where at least one of the attached legs is off-shell. This will allow us to look into the infrared

\(^4\)We shall not consider such divergences here as we are interested in discovering whether the entire theory is infrared finite. Since any sub-divergence is also a diagram which must be investigated in its own right this problem will not arise as long as we find \( \mu(\sigma) > 0 \) for all diagrams.
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 behaviour for the most general case to start with; we can then adopt a particular form for \( f_s \) and \( f_h \) if and when it becomes necessary. Since our modified interaction Lagrangian will be \( \mathcal{L}_H \) rather than the usual \( \mathcal{L}_I \), when we calculate Feynman diagrams each vertex will be a hard vertex. We will now investigate whether amplitudes consisting entirely of hard vertices have any potential infrared singularities.

As mentioned earlier we will be considering a field theory with three point vertices only. This could be \( \phi^3 \) scalar theory, QED, or QCD with the four point vertices removed. We start by considering an arbitrary diagram with \( n \) vertices and all internal lines on-shell. We now take internal lines off-shell one by one until we are left with a reduced diagram which corresponds to an original diagram where no vertex is connected to three on-shell lines. This reduced diagram corresponds to a particular point in loop momentum space. Consequently we can produce many different possible reduced diagrams by choosing different values for the loop momenta such that different combinations of internal lines are on and off shell. We can see that in order to investigate any infrared divergences associated with the diagram we must consider all the possible reduced diagrams produced in this manner.

From now on we are now going to deal with reduced diagrams, and hence any lines present in the diagrams we consider will be on-shell. All internal lines in the reduced diagram can be divided into two categories: jets and a soft subdiagram. The internal lines with momenta \( k_i^\mu = 0 \) form the soft subdiagram while a connected set of lines \( k_i^\mu \) which all have momenta proportional to some lightlike momentum \( p^\mu \) such that

\[
k_i^\mu = \beta_i p^\mu, \quad \beta_i > 0, \quad p^2 = 0,
\] (4.15)
make up a jet. One option for our reduced diagram is that all the internal
lines form a soft subdiagram; in the cases where we also have some jets we
can place some restrictions on the form that the diagram must take. First
we consider diagrams without any jets.

4.3.1 Power counting for the soft subdiagram

We will now investigate the infrared behaviour of the reduced diagrams with­
out jets (i.e. all internal lines are soft). When all the internal lines are soft
we can see that, unless we have any external particles with zero momentum,
all the external lines must be connected to a single vertex. Since all the in­
ternal lines in the reduced diagram will be soft we can see that each eventual
internal line must be connected to two off-shell lines in the original diagram.
We will use powercounting techniques to see if such a diagram contains any
infrared divergences.

Since we’re only dealing with soft rather than collinear singularities in this
case we can choose the loop momenta as the normal momenta in the homo­
geous integral. Consequently in a diagram with $L$ loops we will have $4L$
normal variables. We will also have $I_B$ internal boson lines which contribute
$-2$ and $I_F$ internal fermion lines which contribute $-1$ to the superficial degree
of divergence. Our powercounting gives us,

$$
\mu(S) = 4L - 2I_B - I_F = 4 + 3I_F + 2I_B - 4V
$$

(4.16)

where the number of vertices, $V$, obeys the relation $L = I_B + I_F - (V - 1)$. We
now write the total number of lines in the diagram in terms of the number
of lines attached to a particular vertex using,

\[ I_F = \frac{1}{2} \sum_v f_v \quad \text{and} \quad I_B = \frac{1}{2} \sum_v b_v \quad (4.17) \]

where the sum is over all vertices \( v \) and \( f_v \) and \( b_v \) represent the number of internal fermion and boson lines attached to a particular vertex respectively.

We can then rewrite Eq.(4.16) as,

\[ \mu(S) = \sum_{v=1}^{N} \left( b_v + \frac{3}{2} f_v - 4 \right) + e_b + \frac{3}{2} e_f \quad (4.18) \]

We sum over all the vertices in the diagram except the one connected to the external momenta so \( e_f \) and \( e_b \) are the number of internal fermion and boson lines connected to that vertex. We can now see that if \( b_v + \frac{3}{2} f_v \geq 4 \) at every vertex then we will have \( \mu(S) > 0 \). The fact that we have taken two propagators off-shell at each original vertex attached to a soft line means that the only vertices permissible in the reduced diagram apart from the vertex with the external momenta must be those made from off-shell loops. This allows us to have two and three point vertices in the reduced diagram which could potentially give rise to diagrams where \( \mu(S) \leq 0 \). In order to investigate this further we will need to consider these diagrams in more detail. First, though, we will consider the case where there are jets present in the reduced diagram.

### 4.3.2 Power counting including jets

We now investigate the case where we allow our reduced diagram to contain jets as well as a soft subdiagram. For the moment, we will conduct our
investigation using $\phi^3$ scalar theory. Since we no longer include fermions with their extra factor in the numerator of the propagator this will represent a worst case scenario. The contributions to the superficial degree of divergence will now consist of $+4$ from each of the $L_i$ soft loops, $+2$ from each of the $L_j$ collinear loops, $-2$ from each of the $I_i$ internal soft lines and $-1$ from each of the $I_j$ collinear lines in each jet loop. Soft loops contribute $+4$ to the powercounting since all four components of each loop momentum are normal coordinates to the pinch surface. Each loop momentum in a collinear loop only has two components which are normal coordinates and so only contributes $+2$ to the superficial degree of divergence \[42\]. We will consider general reduced diagrams where all the vertices are hard. These are not necessarily pinch surfaces.

We go about the powercounting by splitting the superficial degree of divergence, $\mu$, up in to a soft part, $\mu(S)$, and a collinear part, $\mu(C)$. We can then write

$$\mu = \mu(S) + \mu(C) = 4L_i - 2I_i + 2L_j - N_i - N_j$$ \hfill (4.19)

where $N_i$ is the number of collinear lines also in soft loops such that $N_i + N_j = I_j$.

First, we will calculate $\mu(S)$. We write $L_i = I_i + N_i - (V_1 + V_2 - 1)$ where $V_1$ is the number of vertices with only soft lines attached and $V_2$ is the number with both soft and collinear lines. We now have

$$\mu(S) = 4L_i - 2I_i = 4 + 4N_i + 2I_i - 4(V_1 + V_2)$$ \hfill (4.20)

If we now consider the fact that once we remove the soft lines, the collinear lines which were also part of soft loops must form a system without any loops
we can write \( N_i - (V_2 - (1 + \lambda)) = 0 \) where \( \lambda \geq 0 \) and \((1 + \lambda)\) is the number of disconnected parts that the system of collinear lines has been divided into by the removal of the soft lines\(^5\). This leaves us with

\[
\mu(S) = 2I_i - 4V_1 - 4\lambda \quad (4.21)
\]

Now we consider \( \mu(C) \). We can write \( L_j = I_j + N - (V - (1 + \lambda)) \) where \( N \) is the number is the number of internal lines which are not part of any loops and \( V \) is the number of vertices attached to collinear lines (i.e. the total number of vertices is \( V + V_1 \)). This gives us

\[
\mu(C) = 2L_j - N_i - N_j = 2 + I_j + 2N - 2V + 2\lambda \quad (4.22)
\]

and so combining the two parts we get

\[
\mu = 2 + 2I_i + I_j + 2N - 4V_1 - 2V - 2\lambda \quad (4.23)
\]

In order to investigate the worst potential case we will first set \( N = 0 \). To start with we consider the \( \lambda = 0 \) case. Once again we write the total number of lines in the diagram in terms of the number of lines attached to each vertex using,

\[
I_i = \frac{1}{2} \sum_i i_v \text{ and } I_j = \frac{1}{2} \sum_j j_v \quad (4.24)
\]

this then gives the result

\[
\mu = \sum_v \left( i_v + \frac{1}{2} j_v - 2v_\nu - 4v_i \right) + 2 \quad (4.25)
\]

\(^5\)The case with soft lines only has been dealt with already and would correspond to \( \lambda = -1 \).
where $v_i$ is 1 if the vertex has soft lines only attached to it and 0 otherwise and $v_V$ is 1 if the vertex has any collinear lines attached and is 0 otherwise.

We can immediately see again that a reduced diagram consisting of four point and higher vertices would give $\mu > 0$. This is because a vertex where $v_i = 1$ must have all lines attached soft. Also worth noting is the fact that any mixed vertex cannot have a negative contribution to the powercounting since it must have at least one soft and two collinear lines attached.

Next we need to consider cases with $\lambda \neq 0$. We will examine the case where we have a reduced diagram consisting of four point vertices and higher and see whether increasing the value of $\lambda$ can create a negative powercounting. In the case where $\lambda = 1$ we must add at least two mixed vertices in order to provide the soft link between two disconnected systems of jets. Now since the power counting for each vertex $\nu$ is given by $i_\nu + \frac{1}{2} j_\nu - 2v_\nu - 4v_i$ we can see that the minimum contribution to $\mu$ for each mixed vertex will come when $i_\nu = 1$ and $j_\nu = 3$. This gives a contribution to $\mu$ of $+\frac{1}{2}$ for each vertex which when combined with the contribution of $-1$ from the $\lambda$ term produces no overall effect. This means that setting $\lambda = 1$ cannot reduce the value of $\mu$. Now we imagine increasing the value of $\lambda$ further. In order to do this we must add at least one more mixed vertex and then either add another mixed vertex or modify an existing mixed vertex so that it has two soft lines attached. The first case gives no change in $\mu$ in precisely the same manner as the $\lambda = 1$ case, and in the second case the reduction in $\mu$ due to the increase in $\lambda$ is matched by the contribution of $+\frac{1}{2}$ due to adding a new mixed vertex and the increased contribution from $+\frac{1}{2}$ to $+1$ due to the modified mixed vertex. It is easy to see that in the general case any possible increase in $\lambda$ will be matched by corresponding increases in the number of mixed vertices.
and the number of soft lines attached to mixed vertices. Thus, in the case of four point interactions and higher, diagrams including jets will be infrared finite.

As with the earlier case where we considered a completely soft reduced diagram this powercounting approach suggests that we could potentially run into infrared singularities if we have effective vertices which correspond to two or three point interactions. We will now investigate these interactions more closely to see whether they will in fact cause problems.

4.3.3 Two point vertices in reduced diagrams

We start by considering an effective two point fermion vertex. If we look at two fermion lines with momentum \( p \) connected by such a vertex we will have a composite object given by

\[
\frac{i\hbar}{p^2} [\delta \, S_h(p^2, \Delta)] \frac{i\hbar}{p^2} = -S_h(p^2, \Delta) \frac{\hbar}{p^2}
\]

(4.26)

where \( S_h \) corresponds to the system of off-shell lines which have been condensed to a point in the reduced diagram. Now \( S_h \) must not have any mass dimensions, and since it depends only on \( p^2 \) and \( \Delta \) we can see that if we were to expand it in \( p^2/\Delta \) (since we are interested in the behaviour as \( p \) goes on-shell) it must take the following form:

\[
S_h = A + \left( B_1 \frac{p^2}{\Delta} + B_2 \left( \frac{p^2}{\Delta} \right)^2 + \ldots \right) + \left( C_1 \frac{\Delta}{p^2} + C_2 \left( \frac{\Delta}{p^2} \right)^2 + \ldots \right)
\]

(4.27)

where \( A, B_n \) and \( C_n \) are all constants. It is immediately obvious that providing the \( C \)'s are all zero, our composite propagator made up of two on-shell...
fermion propagators will actually be the powercounting equivalent of one propagator rather than two. As a result, two point fermion vertices would not affect the powercounting in reduced diagrams. If we were to calculate $S_h$ using the standard Feynman rules it is clear that we would find $B_n = C_n = 0$ since the absence of any dependence on $\Delta$ means that $p^2$ is the only possible mass scale. In this scenario, this composite two-point vertex would clearly not increase the negative powercounting. In order to investigate this in our case however, we will need to pick a form for $f_s$ and $f_h$ in order to perform the calculations explicitly. Before we do this we will make a similar examination of the effective two-point gluon vertex.

If we now examine gluon lines with two point interactions we find that we have a composite object given by

$$-rac{i}{p^2} \left( g^{\mu\nu} - \xi_x \frac{p^\mu p^\nu}{p^2} \right) \mathcal{P}_h^{\rho\sigma}(p, \Delta) - \frac{i}{p^2} \left( g^{\sigma\nu} - \xi_x \frac{p^\sigma p^\nu}{p^2} \right)$$

(4.28)

(where $\xi_x = 1 - \xi$, and we have $\xi = 0$ in Landau gauge and $\xi = 1$ in Feynman gauge) where $\mathcal{P}_h^{\rho\sigma}$ corresponds to the system of off-shell lines which have been condensed to a point in the reduced diagram and we have ignored any colour factors for the moment. Now we decompose $\mathcal{P}_h^{\rho\sigma}$ into two parts with separate tensor structures so that we write

$$\mathcal{P}_h^{\rho\sigma}(p, \Delta) = g^{\rho\sigma} p^2 A(p^2, \Delta) + p^\rho p^\sigma B(p^2, \Delta)$$

(4.29)

which then gives us the form of our composite object as

$$\frac{-1}{p^2} \left[ A \left( g^{\mu\nu} + \xi_x (\xi_x - 2) \frac{p^\mu p^\nu}{p^2} \right) + B (1 - \xi_x)^2 \frac{p^\rho p^\sigma}{p^2} \right]$$

(4.30)
Again, we can expand $A$ and $B$ in the same manner as in Eq.(4.27), and again we find that as long as the $\left(\frac{A}{p^2}\right)^n$ coefficients (the $C_n$ coefficients) are zero, the powercounting of a chain made up of these two point interactions will be the same as for a simple propagator. The fact that the usual Feynman rules have $p^2$ as the only possible mass scale again means that in the standard case we would find that this sort of subdiagram would not increase the negative powercounting. In order to investigate the effects on our theory we must now pick a form for $f_s$ and $f_h$ and perform the necessary calculations explicitly.

Before we perform these calculations though, we notice that the tensor structure of our composite gluon line is different to the structure of the bare gluon propagator. This is because our split of the Lagrangian will break gauge invariance. Since it is gauge invariance which protects the gluon mass in the conventional approach and this is now missing from our approach we therefore expect that we shall find that the gluon will generate a mass.

### 4.4 Choosing the splitting functions

We now make a specific choice for our vertex functions $f_s(p_1, p_2, p_3; \Delta)$ and $f_h(p_1, p_2, p_3; \Delta)$. We will first choose the form of $f_s$ and then infer $f_h$ from the relation $f_h = 1 - f_s$. Our main consideration in our choice of $f_s$ after fulfilling the necessary conditions in Eqs.(4.3),(4.4) and (4.6) will be to choose a form which makes it as simple as possible for us to perform analytic calculations. Since the eventual aim of this project is to perform calculations numerically this does not immediately seem to be the best criterion upon which to base our choice. However, at the present stage it is important that we are able to perform the calculations analytically in order to gain as much insight as
possible into the workings of our new approach. It is this necessity which leads to our choice of splitting function.

In order to perform the necessary momentum integrals as comfortably as possible, the best case scenario would clearly be to make as much use as possible of the existing methods for performing similar integrals. It follows that the obvious approach is to try and find a way of casting our splitting functions in a similar form to the usual Feynman propagators. We make the following choice for our soft splitting function:

\[
    f_s(p_1, p_2, p_3; \Delta) = \frac{\Delta}{p_1^2 + p_2^2 + p_3^2 + \Delta} \tag{4.31}
\]

This would give the following corresponding form for our hard splitting function:

\[
    f_h(p_1, p_2, p_3; \Delta) = 1 - f_s(p_1, p_2, p_3; \Delta) = \frac{p_1^2 + p_2^2 + p_3^2}{p_1^2 + p_2^2 + p_3^2 + \Delta} \tag{4.32}
\]

We can check that these fill the requirements as follows: firstly, the functions are symmetrical in the momenta \( \{p_i\} \) and thus trivially fulfil the requirement of Eq.(4.3); this allows us to only consider \( p_1^\mu \) in the remaining conditions. Secondly, for \( p_1^\mu \to \pm \infty \) we have

\[
    f_s(p_1, p_2, p_3; \Delta) \to \frac{\Delta}{\pm \infty + p_2^2 + p_3^2 + \Delta} \to 0 \tag{4.33}
\]

which fits the requirement in Eq.(4.4). Finally we consider the conditions in Eq.(4.5) in order to check that our decision to replace these conditions with that of Eq.(4.6) is justified. Taking into account momentum conservation at
the vertex we have for \( p_1^\mu \to 0 \)

\[
f_s(p_1, p_2, p_3; \Delta) \to \frac{\Delta}{2p_2^2 + \Delta}
\]

(4.34)

and in the case where \( p_1 \) is a soft parton emitted from an external line we will have \( p_2^2 = 0 \) and we will recover \( f_s = 1 \) as required. Likewise, for \( p_1^\mu \to \lambda p_2^\mu \) we have

\[
f_s(p_1, p_2, p_3; \Delta) \to \frac{\Delta}{(1 + \lambda^2 + (1 + \lambda^2)p_2^2 + \Delta}
\]

(4.35)

and in the case where \( p_1 \) is a collinear parton emitted from an external line we will have \( p_2^2 = 0 \) and we will recover \( f_s = 1 \) as required.

We can see that if we were to take the limit \( \Delta \to 0 \) we would find \( f_h \to 1 \) and \( f_s \to 0 \). As a result we expect the remainder of a soft singularity to manifest itself as \( \ln(\Delta) \). This split appears to satisfy all the necessary criteria, however we shall see that although \( f_s \) does satisfy (4.4) in the form that it was stated earlier, it does not dampen the ultraviolet behaviour quickly enough in the presence of quadratic singularities. This will require an additional subtraction in the case of the gluon self energy.

### 4.4.1 Two point vertices in hard reduced diagrams

We now calculate the one-loop corrections to the fermion and gluon propagators with hard vertices. We start with the fermion propagator (shown in Figure 4.1) where we are interested in \( S_h(p^2, \Delta)\big|_2 \). We can see from the definition in Eq.(4.26) that this will be the coefficient of \( \not{p} \) in the one-loop
correction. We need to calculate the integral

\[ -g_s^2 \epsilon A \int \frac{d^D k}{(2\pi)^D} \frac{\gamma_\mu (\not p + \not k) \gamma_\nu (g^{\mu\nu} - \xi x \frac{k^\nu k^\mu}{k^2})}{(p + k)^2} \left( \frac{p^2 + k^2 + (p + k)^2}{k^2} + \Delta \right)^2 \]

(4.36)

It is reasonably straightforward to perform this integration, and after performing an expansion in \( p^2 \) and taking the coefficient of \( \not p \) we get the result

\[ S_h(p^2, \Delta)|_2 = \frac{i C_F c_\epsilon g_s^2}{64\pi^2} \left[ 4(1 - \xi x) \left( \frac{1}{\epsilon} - \ln \left( -\frac{\Delta}{2} \right) \right) - 4 + \xi x + \mathcal{O} \left( \frac{p^2}{\Delta} \right) \right] \]

(4.37)

where \( c_\epsilon = (4\pi)^\epsilon \epsilon^{-\epsilon} \).

It is immediately obvious that all the coefficients \( C_n \) are zero for this one-loop case (at least up to \( \mathcal{O}(\epsilon)^6 \)). This means that composite two point fermion vertices will not increase the negative powercounting of diagrams and so can be disregarded as a possible source of infrared divergences.

We must now perform a similar calculation for the gluon propagator. In this case we want to calculate \( \mathcal{A}(p^2, \Delta)|_2 \) and \( \mathcal{B}(p^2, \Delta)|_2 \). We can see from the definition in Eq.(4.29) that we must consider the coefficient of \( g^{\mu\nu} p^2 \) for \( \mathcal{A} \) and the coefficient of \( p^\mu p^\nu \) for \( \mathcal{B} \). This time we will have to calculate two
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Figure 4.2: Fermion loop correction to the gluon propagator

Figure 4.3: Gluon loop correction to the gluon propagator

separate integrals; one for the contribution from the fermion loop and one for the contribution from the gluon loop. The fermion loop contribution is shown in Figure 4.2, and takes the form

\[ -g_s^2 \text{tr}(t^A t^B) \int \frac{d^Dk}{(2\pi)^D} \frac{1}{(p + k)^2} \frac{1}{k^2} \text{tr}(\gamma^\mu(p + k)\gamma^\nu(k)) \left( \frac{p^2 + k^2 + (p + k)^2}{p^2 + k^2 + (p + k)^2 + \Delta} \right)^2 \]

(4.38)
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The gluon loop contribution is shown in Figure 4.3, and takes the form

\[
-g_s^2 f_{ABC} f_{BCD} \int \frac{d^D k}{(2\pi)^D} \left( \frac{g^{\alpha \sigma} - \xi_X \frac{(p+k)^{\alpha} (p+k)^{\sigma}}{(p+k)^2}}{(p+k)^2} \right) \left( \frac{g^{\beta \rho} - \xi_X \frac{k^{\beta} k^{\rho}}{k^2}}{k^2} \right)
\times (-g^{\mu \alpha} k^{\beta} + g^{\nu \beta} (p + 2k)^\mu - g^{\mu \beta} (p + k)^\alpha)
\times (-g^{\nu \rho} (p + k)^\sigma + g^{\nu \alpha} (p + 2k)^\nu - g^{\nu \sigma} k^\rho) \left( \frac{p^2 + k^2 + (p + k)^2}{p^2 + k^2 + (p + k)^2 + \Delta} \right)^2
\]  

(4.39)

Again, it is relatively straightforward to perform these calculations, and after performing an expansion in $p^2$ we get the following results for the fermion loop contribution ($A_{N_F}(p^2, \Delta)|_2$ and $B_{N_F}(p^2, \Delta)|_2$)

\[
A_{N_F}(p^2, \Delta)|_2 = \left. \left. \frac{iN_F g_s^2}{72\pi^2} \left( \frac{9}{\epsilon} - 9 \ln \left( -\frac{\Delta}{2} \right) \right) \frac{\Delta}{p^2} + \frac{6}{\epsilon} - 6 \ln \left( -\frac{\Delta}{2} \right) - 10 \right) + \mathcal{O} \left( \frac{p^2}{\Delta} \right)
\]

(4.40)

\[
B_{N_F}(p^2, \Delta)|_2 = \left. \left. \frac{iN_F g_s^2}{144\pi^2} \left( \frac{12}{\epsilon} - 12 \ln \left( -\frac{\Delta}{2} \right) - 5 \right) + \mathcal{O} \left( \frac{p^2}{\Delta} \right) \right)
\]

(4.41)

and also for the gluon loop contribution ($A_{N_G}(p^2, \Delta)|_2$ and $B_{N_G}(p^2, \Delta)|_2$)

\[
A_{N_G}(p^2, \Delta)|_2 = -\frac{iN_G g_s^2}{64\pi^2} \left( \left( \frac{8}{\epsilon} - 8 \ln \left( -\frac{\Delta}{2} \right) + 4 \right) \frac{\Delta}{p^2} - 7 \right) + \mathcal{O} \left( \frac{p^2}{\Delta} \right)
\]

(4.42)

\[
B_{N_G}(p^2, \Delta)|_2 = -\frac{iN_G g_s^2}{384\pi^2} \left( \frac{12(\xi_X + 5)}{\epsilon} - 12 \ln \left( -\frac{\Delta}{2} \right) + 1 \right) \frac{\Delta}{p^2}
+ \frac{12}{\epsilon} - 12 \ln \left( -\frac{\Delta}{2} \right) - 9\xi_X - 55 \right) + \mathcal{O} \left( \frac{p^2}{\Delta} \right)
\]

(4.43)

This time, however, we do indeed find a contribution like $\frac{\Delta}{p^2}$. This means
that a chain of these two point gluon interactions will indeed contain terms with higher negative powers of $p^2$ than a single propagator, and so can result in diagrams with infrared divergences. In order to see how our scheme copes with these it is now necessary to look more closely at the propagators themselves.

### 4.5 Calculation of the propagators

In Section 3.6.1 we saw that although we are unable to calculate the propagators for the asymptotic fields exactly, we can expand them as a perturbative series in the free fields. Now that we have chosen a form for our splitting functions $f_s$ and $f_h$ we can investigate how our asymptotic propagators will behave by calculating the corrections to the free propagators. We will start by calculating the lowest order correction to the fermion propagator.

#### 4.5.1 The fermion propagator

For the case of a fermionic propagator we have

$$S_{\Xi}(x_1 - x_2) = \langle 0 | T \{ \Xi(x_1) \Xi(x_2) \} | 0 \rangle$$

$$= \frac{\langle 0 | T \left\{ \phi(x_1) \bar{\phi}(x_2) \exp \left( -i \int_{-\infty}^{\infty} d^4x L_S(x) \right) \right\} | 0 \rangle}{\langle 0 | T \left\{ \exp \left( -i \int_{-\infty}^{\infty} d^4x L_S(x) \right) \right\} | 0 \rangle} \quad (4.44)$$

If we examine Eq.(4.44) at zero order in the coupling we find

$$S_{\Xi,0} = i \int \frac{d^4p}{(2\pi)^4} \frac{\not{p}}{p^2 + iO_+} e^{-ip.(x_1-x_2)} \quad (4.45)$$
which is the usual free field propagator. Higher order terms will result in corrections to this. We split up all the higher order terms into 1PI diagrams \( \Sigma_\Xi \). To get the "complete" solution we would then sum the perturbation series to all orders:

\[
S_\Xi = S_{\Xi,0} + S_{\Xi,0} \Sigma_\Xi S_{\Xi,0} + S_{\Xi,0} \Sigma_\Xi S_{\Xi,0} S_{\Xi,0} + \ldots \tag{4.46}
\]

which gives

\[
S_\Xi = S_{\Xi,0} (1 + \Sigma_\Xi (S_{\Xi,0} + S_{\Xi,0} \Sigma_\Xi S_{\Xi,0} + \ldots))
\]

\[
S_\Xi = S_{\Xi,0} (1 + \Sigma_\Xi S_\Xi) \tag{4.47}
\]

We can rewrite this as

\[
S_\Xi = \frac{S_{\Xi,0}}{1 - S_{\Xi,0} \Sigma_\Xi} \tag{4.48}
\]

In order to derive a form for this we need to calculate \( \Sigma_\Xi \). We will do this perturbatively, order by order in the coupling. If we define the following relation

\[
\Sigma_\Xi |_{2} = i\phi F_\Xi (p^2/\Delta) \tag{4.49}
\]

and use the standard form \( S_{\Xi,0}(p) = \frac{i\phi}{p^2 + iO_+} \) then we can write \( S_\Xi \) in the following way which shows the correction to the standard form more clearly

\[
S_\Xi(p) = \frac{i\phi}{p^2 + iO_+} \frac{1}{1 + F_\Xi (p^2/\Delta)} \tag{4.50}
\]

We will now consider the lowest order correction to the fermion propagator in QCD. From Eq.(4.44) we see that there is no first order term, and so the
first contribution to $\Sigma_{\Xi}$ will be at second order\(^7\):

\[
\Sigma_{\Xi}\big|_2 = \int_{-\infty}^{\infty} d^4 x \, d^4 y \langle 0 | T \{ \phi(x_1) \bar{\phi}(x_2) \mathcal{L}_S(x) \mathcal{L}_S(y) \} | 0 \rangle \\
= -g_s^2 C_F \int \frac{d^D k}{(2\pi)^D} \frac{\gamma_\mu(\not{p} + \not{k}) \gamma_\nu (g^{\mu\nu} - \xi \frac{k^\mu k^\nu}{k^2})}{(p + k)^2} \left( \frac{\Delta}{p^2 + k^2 + (p + k)^2 + \Delta} \right)^2
\]

where $p^\mu$ is off-shell. Infrared divergences will only appear when $p$ goes on-shell, and our $f_s$ functions will cut off the ultraviolet regions of the integrals. Consequently we can perform the integral in $D = 4$ dimensions without any further UV or IR regulators, arriving at the result

\[
F_{\Xi}(p^2/\Delta) = -\frac{C_F g_s^2}{32\pi^2(1 + p^2/\Delta)^3} \left( 4\xi_x \ln \left( 1 + \frac{p^2}{3p^2 + 2\Delta} \right) \left( \frac{\Delta}{p^2} \right)^2 \right.
\\
+ 2\xi_x \left( 6 \ln \left( 1 + \frac{p^2}{3p^2 + 2\Delta} \right) - 1 \right) \left( \frac{\Delta}{p^2} \right) + 2(1 - \xi_x) \ln \left( \frac{p^2}{2p^2 + \Delta} \right)
\\
- 2(1 - 7\xi_x) \ln \left( 1 - \frac{p^2}{3p^2 + 2\Delta} \right) + 4\xi_x(3\ln(2) - 1) + 2(1 - 2\xi_x) \ln \left( \frac{p^2}{2p^2 + \Delta} \right) \left( \frac{p^2}{\Delta} \right)
\\
- 2(1 - 4\xi_x) \ln \left( 1 - \frac{p^2}{3p^2 + 2\Delta} \right) + 2\xi_x(2\ln(2) - 1) \left( \frac{p^2}{\Delta} \right) \left( \frac{p^2}{\Delta} \right) \right)
\]

Later on we will see that the possible IR divergence when $p$ goes on-shell will not be a problem.

### 4.5.2 The gluon propagator

We now perform a similar calculation for the gluon propagator. We write the full two point correlation function as $P_{\Xi}^{\mu\nu}(p)$, the free field propagator as

\(^7\)We have now dropped the denominator of Eq.(4.44) and so will be discarding any disconnected diagrams.
\( P_{\Xi,0}(p) \) and the 1PI higher order terms as \( \Pi_{\Xi}^{\mu\nu}(p) \) so we have the relation

\[
P_{\Xi}^{\mu\nu}(p) = P_{\Xi,0}^{\mu\nu}(p) + P_{\Xi,0}^{\mu\alpha}(p)\Pi_{\Xi,\alpha}(p)P_{\Xi,0}^{\alpha\nu}(p) + \ldots \tag{4.53}
\]

We now write

\[
\Pi_{\Xi}^{\mu\nu}(p) = A(p^2)g^{\mu\nu} + B(p^2)\frac{p^\mu p^\nu}{p^2} \tag{4.54}
\]

and

\[
P_{\Xi}^{\mu\nu}(p) = P_1(p^2) \left( \frac{p^\mu p^\nu}{p^2} - g^{\mu\nu} \right) + P_2(p^2)\frac{p^\mu p^\nu}{p^2} \tag{4.55}
\]

and using the fact that \( P_{\Xi,0}^{\mu\nu}(p) = \frac{i}{p^2+i\epsilon^2}((1-\xi)\frac{p^\mu p^\nu}{p^2} - g^{\mu\nu}) \) we find that

\[
P_{\Xi,0}(p)\Pi_{\Xi,\alpha}(p)P_{\Xi,0}^{\alpha\nu}(p) = P_0(p^2)^2 \left( -A(p^2) \left( \frac{p^\mu p^\nu}{p^2} - g^{\mu\nu} \right) + \xi^2(A(p^2) + B(p^2))\frac{p^\mu p^\nu}{p^2} \right) \tag{4.56}
\]

(where \( P_0(p^2) = \frac{i}{p^2+i\epsilon^2} \)) and in general an \( n^{th} \) order term in \( P_{\Xi,0}^{\mu\nu}(p) \) will become

\[
P_0(p^2)^n \left( (-A(p^2))^{n-1} \left( \frac{p^\mu p^\nu}{p^2} - g^{\mu\nu} \right) + (-\xi)^n(A(p^2) + B(p^2))^{n-1}\frac{p^\mu p^\nu}{p^2} \right) \tag{4.57}
\]

Equating the \( \frac{p^\mu p^\nu}{p^2} - g^{\mu\nu} \) terms we find

\[
P_1(p^2) = P_0(p^2) + P_0(p^2)^2(-A(p^2)) + P_0(p^2)^3(-A(p^2))^2 + \ldots
\]

\[
= P_0(p^2) - P_0(p^2)A(p^2)P_1(p^2)
\]

\[
\Rightarrow P_1(p^2) = \frac{P_0(p^2)}{1 + P_0(p^2)A(p^2)} \tag{4.58}
\]
Equating the remaining $\frac{p^\mu p^\nu}{p^2}$ terms we find

\[ P_2(p^2) = -\xi P_0(p^2) + (-\xi P_0(p^2))^2(A(p^2) + B(p^2)) + (-\xi P_0(p^2))^3(A(p^2) + B(p^2))^2 + ... \]

\[ = -\xi P_0(p^2) - \xi P_0(p^2)(A(p^2) + B(p^2))P_2(p^2) \]

\[ \Rightarrow P_2(p^2) = \frac{-\xi P_0(p^2)}{1 + \xi P_0(p^2)(A(p^2) + B(p^2))} \quad (4.59) \]

Proceeding in a similar manner to the fermion propagator we define

\[ \Pi_\pm^{\mu\nu}(p)|_2 = -ip^2 \left( G_\pm(p^2/\Delta)g^{\mu\nu} + H_\pm(p^2/\Delta)\frac{p^\mu p^\nu}{p^2} \right) \quad (4.60) \]

and then we see that

\[ P_\pm^{\mu\nu}(p) = \frac{i}{p^2 + i\epsilon} \left( \frac{1}{1 + G_\pm(p^2)} \left( \frac{p^\mu p^\nu}{p^2} - g^{\mu\nu} \right) - \frac{\xi}{1 + \xi(G_\pm(p^2) + H_\pm(p^2))} \frac{p^\mu p^\nu}{p^2} \right) \quad (4.61) \]

We will now consider the lowest order correction to the gluon propagator in QCD; once again, there’s no first order term and so we will work at second order in $\alpha_s$. The fermion loop contribution is given by

\[ \Pi_\pm^{\mu\nu}_{NF}|_2 = -g_s^2 \text{tr}(t^At^B) \int \frac{d^Dk}{(2\pi)^D} \frac{tr(\gamma^\mu(p + k)\gamma^\nu(k))}{(p + k)^2} \frac{1}{k^2} \left( \frac{\Delta}{p^2 + k^2 + (p + k)^2 + \Delta} \right)^2 \quad (4.62) \]
while the gluon loop contribution is given by

$$\Pi_{\mu\nu}^{\mu\nu} \big|_2 = -g_s^2 f_{ADEF} f_{BCD} \int \frac{d^D k}{(2\pi)^D} \frac{\left( g^{\alpha\sigma} - \xi_x \frac{(p+k)^{\alpha}(p+k)^{\sigma}}{(p+k)^2} \right) \left( g^{\rho\nu} - \xi_x \frac{k^\rho k^\nu}{k^2} \right)}{(p+k)^2}$$

$$\times \left( -g^{\alpha\beta} k^\beta + g^{\alpha\beta} (p+2k)^\mu - g^{\mu\beta} (p+k)^\alpha \right)$$

$$\times \left( -g^{\rho\nu} (p+k)^\sigma + g^{\alpha\nu} (p+2k)^\nu - g^{\nu\rho} k^\sigma \right) \left( \frac{\Delta}{p^2 + k^2 + (p+k)^2 + \Delta} \right)^2$$

(4.63)

Again, the inclusion of soft vertices will remove the ultraviolet regions of the integrals, and infrared divergences will only appear as $p^2$ goes on-shell allowing us to perform the integral in $D = 4$ dimensions again. Writing $tr(t^A t^B) = N_F \delta^{AB}$, we find the following results for the fermion loop:

$$G_{\xi,N_F}(p^2/\Delta) \big|_2 = \frac{N_F g_s^2}{24\pi^2 (1 + p^2/\Delta)^2} \left( 4 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) \left( \frac{\Delta}{p^2} \right)^3 \right)$$

$$+ \left( 12 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 2 \right) \left( \frac{\Delta}{p^2} \right)^2 + 2 \left( 6 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 2 \right) \left( \frac{\Delta}{p^2} \right)$$

$$+ 6 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 2 \ln \left( \frac{2p^2}{2p^2 + \Delta} \right) + 2 \right)$$

(4.64)

$$H_{\xi,N_F}(p^2/\Delta) \big|_2 = -\frac{N_F g_s^2}{12\pi^2 (1 + p^2/\Delta)^2} \left( 8 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) \left( \frac{\Delta}{p^2} \right)^3 \right)$$

$$+ 2 \left( 15 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 2 \right) \left( \frac{\Delta}{p^2} \right)^2 + 4 \left( 9 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 2 \right) \left( \frac{\Delta}{p^2} \right)$$

$$+ 15 \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + \ln \left( \frac{2p^2}{2p^2 + \Delta} \right) + 4 \left)$$

(4.65)
and in the gluon loop case, writing \( f^{ADC} f^{BCD} = N_C \delta^{AB} \) we get:

\[
G_{\Xi,N_C}(p^2/\Delta)\big|_2 = -\frac{N_C(\xi X - 1)g_s^2}{8\pi^2} \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) \left( \frac{\Delta}{p^2} \right)^2 \quad (4.66)
\]

\[
H_{\Xi,N_C}(p^2/\Delta)\big|_2 = \frac{N_C g_s^2}{32\pi^2(1 + p^2/\Delta)^2} \left( 4(5 - 3\xi X) \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) \left( \frac{\Delta}{p^2} \right)^2 + 2 \left( (35 - 23\xi X) \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 5 - 3\xi X \right) \right) + 4 \left( (20 - 14\xi X) \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + 5 - 3\xi X \right) \left( \frac{\Delta}{p^2} \right) + (31 - 22\xi X) \ln \left( \frac{3p^2 + 2\Delta}{4p^2 + 2\Delta} \right) + \ln \left( \frac{2p^2}{2p^2 + \Delta} \right) + 10 - 6\xi X \right) \quad (4.67)
\]

### 4.5.3 Checking the limits

We now investigate these results by checking that they reproduce the expected behaviour when we take the limits \( \Delta \to 0 \) and \( p^2 \to 0 \). First, we take \( p^2 \) to be finite and non-zero; then, in the \( \Delta \to 0 \) limit we find that the fermion propagator correction is given by

\[
F_{\Xi}(p^2/\Delta) = \frac{C_F g_s^2}{16\pi^2} \left( \xi X + \ln \left( \frac{4}{3} \right) (1 - 4\xi X) \right) \left( \frac{\Delta}{p^2} \right)^2 + \mathcal{O} \left( \left( \frac{\Delta}{p^2} \right)^3 \right) \quad (4.68)
\]

which tends to zero as expected since we should recover the free propagator as we shrink the soft region down to zero.

We now take the limit \( p^2 \to 0 \) assuming \( \Delta \) to be finite and non-zero and find

\[
F_{\Xi}(p^2/\Delta) = -\frac{C_F g_s^2}{64\pi^2} \left( 4(1 - \xi X) \ln \left( \frac{2p^2}{\Delta} \right) + 3\xi X \right) + \mathcal{O} \left( \frac{p^2}{\Delta} \right) \quad (4.69)
\]

This is divergent, which gives us the expected return of the infrared diver-
4.5 Calculating propagators

However, when we consider the resummed propagator given in Eq. (4.50), we see that the full propagator will behave like $p / (p^2 \ln(p^2))$ as $p$ goes on-shell and so while the infrared behaviour of the propagator is indeed altered we still have a singularity at $p^2 = 0$, indicating that the fermions remain massless.

We now take the same limits for the case of the gluon propagator correction.

Taking the $\Delta \to 0$ limit we see

\begin{align*}
G_{\Xi, N_F}(p^2/\Delta) &= \left. \frac{N_F g_s^2 (2 - 6 \ln \left( \frac{4}{3} \right))}{24\pi^2} \right|_{\Delta = 0} \left( \frac{\Delta}{p^2} \right)^2 + \mathcal{O} \left( \frac{\Delta}{p^2} \right)^3 \quad (4.70) \\
H_{\Xi, N_F}(p^2/\Delta) &= \left. -\frac{N_F g_s^2 (4 - 15 \ln \left( \frac{4}{3} \right))}{12\pi^2} \right|_{\Delta = 0} \left( \frac{\Delta}{p^2} \right)^2 + \mathcal{O} \left( \frac{\Delta}{p^2} \right)^3 \quad (4.71) \\
G_{\Xi, N_C}(p^2/\Delta) &= \left. -\frac{N_C g_s^2 (1 - \xi_x) \ln \left( \frac{4}{3} \right)}{8\pi^2} \right|_{\Delta = 0} \left( \frac{\Delta}{p^2} \right)^2 + \mathcal{O} \left( \frac{\Delta}{p^2} \right)^3 \quad (4.72) \\
H_{\Xi, N_C}(p^2/\Delta) &= \left. \frac{N_C g_s^2 (10 - 6\xi_x - (31 - 22\xi_x) \ln \left( \frac{4}{3} \right))}{32\pi^2} \right|_{\Delta = 0} \left( \frac{\Delta}{p^2} \right)^2 + \mathcal{O} \left( \frac{\Delta}{p^2} \right)^3 \quad (4.73)
\end{align*}

Again, all of these tend to zero, and so we recover the free propagator in this limit as expected.

We now take the limit $p^2 \to 0$ and we find the following results for the fermion loop contribution

\begin{align*}
G_{\Xi, N_F}(p^2/\Delta) &= \left. \frac{N_F g_s^2}{144\pi^2} \left( 9 \frac{\Delta}{p^2} + 12 \ln \left( \frac{2p^2}{\Delta} \right) - 16 \right) \right|_{\Delta = 0} + \mathcal{O} \left( \frac{p^2}{\Delta} \right) \quad (4.74) \\
H_{\Xi, N_F}(p^2/\Delta) &= \left. \frac{N_F g_s^2}{144\pi^2} \left( 1 - 12 \ln \left( \frac{2p^2}{\Delta} \right) \right) \right|_{\Delta = 0} + \mathcal{O} \left( \frac{p^2}{\Delta} \right) \quad (4.75)
\end{align*}
and similarly for the gluon loop contribution

\[ G_{\xi N_C}(p^2/\Delta)|_2 = \frac{NC(\xi X - 1)g_s^2}{64\pi^2} \left( \frac{\Delta}{p^2} - 7 \right) + \mathcal{O}\left(\frac{p^2}{\Delta}\right) \]  
\[ H_{\xi N_C}(p^2/\Delta)|_2 = \frac{NG_s^2}{384\pi^2} \left( 6(\xi X + 5) \frac{\Delta}{p^2} + 12 \ln\left(\frac{2p^2}{\Delta}\right) - 9\xi X - 55 \right) + \mathcal{O}\left(\frac{p^2}{\Delta}\right) \]

(4.76)

(4.77)

The full result, incorporating both diagrams and taking \(N_F = \frac{1}{2}\), \(N_C = 3\), will be as follows

\[ G_{\xi}(p^2/\Delta)|_2 = \frac{g_s^2}{576\pi^2} \left( 18(5 - 6\xi X) \frac{\Delta}{p^2} - 24 \ln\left(\frac{2p^2}{\Delta}\right) - 157 + 189\xi X \right) + \mathcal{O}\left(\frac{p^2}{\Delta}\right) \]

(4.78)

\[ H_{\xi}(p^2/\Delta)|_2 = \frac{g_s^2}{1152\pi^2} \left( 54(5 + \xi X) \frac{\Delta}{p^2} + 60 \ln\left(\frac{2p^2}{\Delta}\right) - 491 - 81\xi X \right) + \mathcal{O}\left(\frac{p^2}{\Delta}\right) \]

(4.79)

This is divergent, as in the case of the fermion propagator. However, unlike the case of the fermion propagator, these corrections contain a \(\frac{\Delta}{p^2}\) divergence as well as the weaker \(\ln(\frac{\Delta}{p^2})\) part. This will shift the location of the pole of the gluon propagator and will therefore generate a gluon mass as we predicted in Section 4.3.3. If we look at Eq.(4.61) - taking the case where \(\xi X = 0\) for simplicity - since we now have \(p^2G_{\xi}(p^2) \neq 0\) as \(p^2 \to 0\) we see that the singularity of the propagator is no longer located at \(p^2 = 0\), but at \(p^2 + p^2G_{\xi}(p^2) = 0\). The value of \(p^2\) which satisfies this equation will be our gluon mass.

We note that our new gluon mass depends on \(g_s^2\). We could also calculate
corrections to this which would depend on higher powers of the strong coupling. If we were able to solve the asymptotic propagators exactly then we would use that form including a massive gluon throughout our calculations; since we are forced to employ a perturbative approach it will only become necessary to include the increasingly higher order corrections as we calculate higher order diagrams. By the same token, when calculating diagrams at lower orders (such as all the examples contained in this thesis) it is not necessary to take the mass of the gluon into account. This does not cause any problems with potential infrared singularities arising from neglecting the gluon mass since these can only occur at higher orders in perturbation theory.

4.6 Infrared finite amplitudes

Now that we know that the gluon will have a dynamically generated mass we can finally see how our approach will result in infrared finite amplitudes. Our powercounting approach earlier showed that problems could potentially arise if we had reduced diagrams which included effective two or three point interactions. We then looked more closely at the form of the two point effective interactions and saw that (at one loop) there was no problem associated with the two point fermion interaction, but that the two point gluon interaction could still potentially introduce infrared divergences. Our discovery that the gluon will have a dynamically generated mass, however, means that this two point interaction will no longer be a problem\(^8\). In fact, it appears to be no coincidence that a mass is generated in the gluon case where it is necessary for the theory to be finite and not in the fermion case where it

\(^8\)In calculations of a low enough order for us to neglect the gluon mass even two and three point effective vertices are not enough to cause infrared singularities.
is unnecessary. This is due to the fact that the hard vertices which introduce the potentially problematic factors in the reduced diagrams obey the relation \( f_s(\Delta) + f_h(\Delta) = 1 \) which means that if we consider the sum over diagrams with all possible combinations of soft and hard vertices we must recover a result with no dependence on \( \Delta \). Since the powers of \( p^2/\Delta \) which cause problems when we consider the reduced diagrams (where we have hard vertices) are the same as those which introduce a mass in our calculation of the propagator (where we have soft vertices), it follows that we expect these two situations to coincide in order to recover the case with no \( \Delta \) dependence\(^9\). This allows us to be confident that although we have only checked these issues at one loop, we won’t run into problems at higher orders; it also suggests that the seeming dependence of this proof of infrared finiteness on our choice of vertex function is actually misleading since any vertex function which did not produce a gluon mass would result in an effective two point gluon interaction which did not alter the powercounting of reduced diagrams.

It is now simple to check that three point effective vertices will also not lead to infrared divergences. We consider specifically the case of a completely soft subdiagram since our earlier analysis distinguished between fermions and bosons; a similar argument can be made for the case including jets if we consider the smaller contribution of fermions to the negative powercounting.

From Eq.(4.18) we see that the contribution to \( \mu \) at each vertex is

\[
\frac{3}{2} f_v - 4
\]  

(4.80)

\(^9\)To recover the case without \( \Delta \) dependence we must also consider the cases with one hard vertex and one soft vertex. It is, however, unlikely that the relevant powers of \( p^2/\Delta \) should be present in the hard-hard and hard-soft amplitudes and yet absent from the soft-soft amplitude. Consequently, this is unlikely to present a problem.
where we have disregarded the gluon contribution since they are now massive. It is immediately obvious that an effective three point fermion vertex will make a positive contribution to the powercounting and so will not contribute to infrared divergences. An effective three point vertex with one or more gluons will clearly have an even larger positive contribution. The final check we need to make is that our earlier argument that increasing the value of \( \lambda \) could not reduce the value of \( \mu \) holds in the case of three point vertices\(^{10} \). We now have a theory with fermion lines being the only potential source of singularities since our gluon is now massive, and so we now have a contribution of only \(-1\) from each of the \( I_i \) soft fermion lines and there is no possibility of soft gluon lines adding negative powercounting. We now update Eq.(4.19) to get

\[
\mu = 4L_i - I_i + 2L_j - N_i - N_j
\]  

(4.81)

We follow the reasoning through to find that

\[
\mu(S) = 4L_i - I_i = 4 + 4N_i + 3I_i - 4(V_1 + V_2)
\]  

(4.82)

eventually ending up with the updated form of Eq.(4.25):

\[
\mu = \sum_v \left( \frac{3}{2} i_v + \frac{1}{2} j_v - 2v_v - 4v_1 \right) + 2
\]  

(4.83)

It is now apparent that since any three-point mixed vertex must have \( i_v = 1 \) and \( j_v = 2 \) we will recover the result of a contribution of \(+\frac{1}{2}\) to \( \mu \) from each of the two vertices required to increase \( \lambda \) by 1. Consequently, we now have a theory which produces infrared finite completely hard amplitudes.

\(^{10}\)It is impossible to have a mixed two point vertex.
4.7 Infrared finite phase space integrals

While the main focus of this thesis is on the calculation of the amplitudes themselves, we can see that for our method to be successful it is also a necessary condition that no infrared singularities appear when we integrate the completely hard amplitudes over the final state phase space. Consequently we shall now take a very brief look at how this occurs.

The simple explanation for this is that the hard splitting functions which are present at every vertex which is connected to an external line (and, of course, at any other vertices too) will be zero whenever an external particle becomes soft or collinear to the particle from which it has been emitted. This will ensure that the regions of the phase space which contain potential infrared singularities are removed from the integral.

To give a very basic demonstration of how this works we shall consider the case of $\gamma \rightarrow q\bar{q}g$ at tree level; one configuration for this process was shown in Figure 2.6. The three particle phase space is proportional to $\int s_{13}s_{23}$ where $s_{ij} = (p_i + p_j)^2$ and $p_3$ represents the momentum of the particle emitted from one of the external legs. This integral will therefore become divergent if we have terms containing $1/s_{13}$ or $1/s_{23}$. Each of the possible diagrams will contain one of these factors (the configuration in Figure 2.6 has a factor of $1/s_{13}$, a factor of $1/s_{23}$ appears when the gluon is emitted from the other fermion leg), but we can see that it will cancel with the numerator of the relevant hard vertex factor in each case. Consequently, the presence of hard vertices will render the results of the phase space integrals finite.

We shall not consider more complicated cases in any detail here, but the end result is that the numerators of the hard vertex factors will always cancel any
denominators which might potentially introduce infrared divergences. Amplitudes with hard vertices only will therefore be completely infrared finite. Amplitudes which contain some soft vertices may still pick up some infrared divergences from the phase space integration; these will invariably belong to asymptotic states with fewer asymptotic “particles” and the divergences will cancel when combined with the other amplitudes present in that group.
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Example calculations

In order to demonstrate how our new approach will work we shall now look at some example calculations. Although our ultimate aim will be to perform the calculations completely numerically, we shall start by considering analytic calculations in order to gain more insight into the workings of the theory. Also, as we saw in Section 3.6.2, we will need to calculate a selection of diagrams with various combinations of hard and soft vertices; the application of the method to distinct examples will help to illustrate the ways in which these different contributions contribute to the various observables. Consequently we shall start with a simple example: $e^+e^- \rightarrow$ two jets at NLO. We shall then briefly consider how this method would be applied to more complicated examples, where the potential difficulties with our approach will appear and how we can deal with them. In all of our examples we shall apply the asymptotic interaction treatment to QCD interactions only. Consequently, the QED parts of the interactions - such as quark-photon vertices - will not have any vertex splitting functions attached to them.
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5.1 $e^+e^- \rightarrow \text{two jets at NLO}$

As in the usual approach, we will calculate diagrams with both real and virtual gluons, although in our case this is not due to the fact that the results for these two configurations are divergent when considered separately, but rather that our consideration of asymptotic rather than free external states will cause us to include various parts of different traditional external states. We shall designate the conventional final states which we will need to consider by $|q_1, \bar{q}_2\rangle$ and $|q_1, \bar{q}_2 g_3\rangle$ while we represent the asymptotic final states by $|\{q_1, \bar{q}_2\}\rangle$ and $|\{q_1, \bar{q}_2 g_3\}\rangle$. The two particle states consist of a quark and an antiquark with momenta $p_1$ and $p_2$ respectively, but as we shall see later the asymptotic two particle state may also contain additional soft or collinear particles (up to one gluon at NLO). The state does not depend on the momentum of this gluon since we are completely inclusive with respect to soft and collinear emissions. The three particle states will both contain a gluon with momentum $p_3$ in addition to the quark antiquark pair; even though there is no possibility of any extra soft or collinear particles in the asymptotic state at NLO these two states are indeed different as the asymptotic state will not allow the gluon to be soft or collinear to one of the quarks. For the moment we will consider only the QCD part of the amplitude; we shall deal with the initial QED interaction when we perform the phase space calculation.

The general virtual correction diagram for any particular combination of hard
and soft vertices can be written as

\[ A_{VC1,ij} = \int \frac{d^Dk}{2\pi^D} \frac{\langle p_1 | (i g_{\tau} t^A \gamma^\alpha) i (\not{p} + \not{k}) (i e \gamma^\mu) i (\not{k} - \not{p}_2) (i g_{\tau} t^B \gamma^\beta) | p_2 \rangle}{[k^2 + i0^+][(k + p_1)^2 + i0^+][(k - p_2)^2 + i0^+]} \times \delta_{AB} \left( g_{\alpha\beta} - \xi \frac{k_\alpha k_\beta}{k^2} \right) f_i(p_1, k, p_1 + k) f_j(p_2, k, p_2 - k) \]  

(5.1)

and corresponds to the right-hand side of cut 1 in Figure 5.1. Here \(|p_1|\) and \(|p_2|\) are helicity spinors such as those described in [43].

We will also need to include virtual correction diagrams such as the right-hand side of cut 4 in Figure 5.1 and the similar case where the gluon is attached to the other fermion leg. We can write this diagram as

\[ A_{VC2,ij} = \int \frac{d^Dk}{2\pi^D} \frac{\langle p_1 | (i g_{\tau} t^A \gamma^\alpha) i (\not{p} + \not{k}) (i g_{\tau} t^B \gamma^\beta) i \not{p}_1 (i e \gamma^\mu) | p_2 \rangle}{[k^2 + i0^+][(k + p_1)^2 + i0^+][p_2^2 + i0^+]} \times \delta_{AB} \left( g_{\alpha\beta} - \xi \frac{k_\alpha k_\beta}{k^2} \right) f_i(p_1, k, p_1 + k) f_j(p_1, k, p_1 + k) \]  

(5.2)

We now perform these calculations for the specific cases of two hard vertices, two soft vertices and one of the cases with one hard and one soft vertex\(^1\).

---

\(^1\)Since the only scales present in the calculation are \(\Delta\) and \(p_1, p_2\) and the diagram is unchanged under the transformation \(p_1 \rightarrow -p_2, p_2 \rightarrow -p_1\), both possible configurations for one hard and one soft vertex will yield the same result.
cross sections which appear in Figure 5.1. In order to proceed we will need the following expressions for the two and three-particle phase space [4]

\[
\begin{align*}
\text{PS}^{(2)} &= A_0 \int ds_{12} \delta(y_{12} - 1) \frac{1}{4s^2} \\
\text{PS}^{(3)} &= \frac{A_0}{8} \left( \frac{4\pi}{s} \right)^\epsilon \frac{1}{\Gamma(1 - \epsilon)} \int dy_{13} dy_{23} \left( y_{13} y_{23} (1 - y_{13} - y_{23}) \right)^{-\epsilon} \\
&\quad \times \theta(1 - y_{13} - y_{23})
\end{align*}
\]

where \( s \) is the centre of mass energy, we introduce relations for the following invariants

\[
\begin{align*}
s_{ij} &= (p_i + p_j)^2, \quad s_{ijk} = (p_i + p_j + p_k)^2, \quad y_{ij} = \frac{s_{ij}}{s}
\end{align*}
\]

and \( A_0 \) is given by

\[
A_0 = \left( \frac{1}{2\pi} \frac{\Gamma(1 - \epsilon)}{\Gamma(2 - 2\epsilon)} \left( \frac{4\pi}{s} \right)^\epsilon s \right)
\]

We will also need to include the QED part of the interaction at this point. We can write the whole amplitude in terms of a QED part, \( L^\mu \) (which will be unchanged for all our amplitudes), and a QCD part, \( H^\sigma \) (which will correspond to the particular QCD amplitude we're calculating), as follows

\[
A = L^\mu \frac{-ig^{\mu\sigma}}{s} H^\sigma = \langle l_2 | ie\gamma^\mu | l_1 \rangle \frac{-ig^{\mu\sigma}}{s} H^\sigma
\]

where \( l_1 \) and \( l_2 \) are the momenta of the incoming electron and positron.

The amplitude squared can then be written in the form

\[
|A|^2 = L^{\mu\nu} \frac{1}{s^2} H_{\mu\nu}
\]
with $L^{\mu\nu}$ given by

$$L^{\mu\nu} = -e^2 \, tr(l_2 \gamma_\mu l_1 \gamma_\nu) = 4e^2 \left( \frac{g^{\mu\nu}}{2} - l_1^{\mu} l_2^{\nu} - l_1^{\nu} l_2^{\mu} \right)$$  \hspace{1cm} (5.9)

Since the leptonic part of the calculation will always be the same, we can simplify the rest of the process by working with the average of the leptonic tensor, $\langle L^{\mu\nu} \rangle$. This is given by

$$\langle L^{\mu\nu} \rangle = \frac{4e^2}{3} (s g^{\mu\nu} - (l_1 + l_2)_{\mu} (l_1 + l_2)^{\nu})$$  \hspace{1cm} (5.10)

We can then replace the lepton momenta using the relation $l_1 + l_2 = \sum p_i$ which then allows us to calculate our desired cross section from the expression

$$\langle L^{\mu\nu} \rangle H_{\mu\nu} \frac{1}{s^2} \frac{1}{8s}$$  \hspace{1cm} (5.11)

where the phase-space integration is now only over the QCD part and the factor $1/(8s)$ comes from considering the average flux.

Writing the virtual correction amplitudes in the form

$$A_{VC,ij} = -ie\langle p_1 | \gamma^\mu | p_2 \rangle H_{VC,ij} = A^{(0)}_{VC,ij}$$

where the superscript $(0)$ indicates the power of the strong coupling, $g_s$, we can then calculate the various NLO cross sections by multiplying by the complex conjugate of the leading order contribution and integrating over the
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phase space with the relevant jet function

$$\sigma_{VC,ij} = \frac{-e^2}{8s^2} PS^{(2)}(L^\mu v) tr(\not\!p_1 \gamma_\mu (\not\!p_2 \gamma_\nu) H_{VC,ij} J(p_1, p_2)$$

$$= -\frac{A_0e^2}{12s} \int dy_{12} \delta(y_{12} - 1) (2 - 2\epsilon) H_{VC,ij} J(p_1, p_2)$$

(5.13)

In the case where the jet function is 1 this will give us $H_{VC,ij}$ multiplied by the Born cross section.

These calculations are relatively straightforward and, after expanding in $\Delta_s = \Delta/s$, we arrive at the following results, with the designations $VC1$ and $VC2$ corresponding to the topologies of the diagrams containing cuts 1 and 4 in Figure 5.1 respectively:

$$\mathcal{A}_{VC,hh}^{(2)} = \mathcal{A}_C^{(0)} C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( \frac{-s}{\mu^2} \right)^{-\epsilon}$$

$$\times \left[ \frac{\xi}{\epsilon} - 2 \ln^2 \Delta_s - 4 \ln \Delta_s - 6 + 2\xi + 2(1 + \xi) \ln 2 - \frac{\pi^2}{3} + \mathcal{O}(\Delta_s) \right]$$

(5.14)

$$\mathcal{A}_{VC1,hs}^{(2)} = \mathcal{A}_C^{(0)} C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( \frac{-s}{\mu^2} \right)^{-\epsilon}$$

$$\times \left[ - \frac{2(\ln(\Delta_s) + 1)}{\epsilon} + 3 \ln^2(\Delta_s) - (\xi - 3) \ln(\Delta_s) - (\xi + 1)(1 + \ln(2)) + \frac{\pi^2}{2} + \mathcal{O}(\Delta_s) \right]$$

(5.15)

$$\mathcal{A}_{VC1,ss}^{(2)} = \mathcal{A}_C^{(0)} C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( \frac{-s}{\mu^2} \right)^{-\epsilon}$$

$$\times \left[ - \frac{2}{\epsilon^2} + \frac{(4 \ln(\Delta_s) + 1 - \xi)}{\epsilon} - 4 \ln^2(\Delta_s) - 2(1 - \xi) \ln(\Delta_s) - \frac{\pi^2}{2} + \mathcal{O}(\Delta_s) \right]$$

(5.16)

$$\mathcal{A}_{VC2,hh}^{(2)} = \mathcal{A}_C^{(0)} C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( \frac{-s}{\mu^2} \right)^{-\epsilon}$$

$$\times \left[ - \frac{\xi}{\epsilon} + (\ln(\Delta_s) - \ln(2))\xi + \frac{3 + \xi}{4} + \mathcal{O}(\Delta_s) \right]$$

(5.17)
where $C_F$ is the colour factor, $c_\epsilon = (4\pi)^\epsilon e^{-\epsilon\gamma_E}$ as before, and the terms $\mathcal{O}(\Delta_s)$ are finite in the limit $\Delta \to 0$. The full form of these results without any expansion in $\Delta$ can be found in Appendix A. In order to arrive at the corresponding cross sections, we must perform the phase space integral; this will result in replacing $\mathcal{A}^{(0)}$ with $\sigma_0$ which was defined in Eq.(2.68). We note that the singular parts in the hard-hard amplitudes are due to ultraviolet divergences and could be removed by renormalisation in the usual manner. However, in this particular case, we shall see that the ultraviolet divergences which appear in the two different topologies will cancel when we sum them and so we can choose to ignore them. This will not be possible for all other calculations. If we were performing the calculation numerically we would have to add counterterms to the separate amplitudes in the manner of [11].

The two possible contributions to the real emission diagram are given by

$$
\mathcal{A}^{(1)}_{RE1,i} = \frac{(p_1 | (ie\gamma^\mu)i(\not{p}_1 + \not{p}_3)(ie\gamma^\mu)|p_2) f_i(p_1, p_3, p_1 + p_3)}{[(p_1 + p_3)^2 + i0^+]} \quad (5.20)
$$

$$
\mathcal{A}^{(1)}_{RE2,i} = -\frac{(p_1 | (ie\gamma^\mu)i(\not{p}_2 + \not{p}_3)(ie\gamma^\mu)|p_2) f_i(p_2, p_3, p_2 + p_3)}{[(p_2 + p_3)^2 + i0^+]} \quad (5.21)
$$

where the label $RE1$ refers to emission from the leg with momentum $p_1$ and $RE2$ refers to emission from the leg with momentum $p_2$; they correspond to the two sides of cut 2 in Figure 5.1.

When we construct the possible cross sections there are again two possible topologies: products of amplitudes with emission from the same leg, and
Chapter 5: Example calculations

5.1 $e^+e^- \rightarrow$ two jets at NLO

products with emission from different legs. We shall denote the first case by $\sigma_{RE1}$ and use the case where gluon emission occurs from the $p_1$ leg, and the second by $\sigma_{RE2}$. We find the following results for the two categories of diagram

$$\sigma_{RE1,ij} = P_S^{(3)} \frac{8(2 - 2\epsilon)(y_{12} y_{13} + (2 - 2\epsilon)y_{23})}{3y_{13}} \times \frac{1}{8s^3} e^4 g_s^2 f_i(p_1, p_3, p_1 + p_3)f_j(p_1, p_3, p_1 + p_3) \quad (5.22)$$

$$\sigma_{RE2,ij} = P_S^{(3)} \frac{8(2 - 2\epsilon)(2y_{12}(y_{12} + y_{13}) - y_{12} y_{13} y_{23} + 2(y_{12} + 2\epsilon y_{13})y_{23})}{3y_{13}y_{23}} \times \frac{1}{8s^3} e^4 g_s^2 f_i(p_1, p_3, p_1 + p_3)f_j(p_2, p_3, p_2 + p_3) \quad (5.23)$$

and once we’ve performed the phase space integrals$^2$ and expanded in $\Delta_s$ we arrive at the following results

$$\sigma_{RE1,hh} = \sigma_0 C_F c_\epsilon \frac{\alpha_s}{4\pi} \left[ 2 \ln^2(\Delta_s) + 4 \ln(\Delta_s) + \frac{23}{6} - \frac{\pi^2}{3} + \mathcal{O}(\Delta_s) \right] \quad (5.24)$$

$$\sigma_{RE1,hs} = \sigma_0 C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( \frac{s}{\mu^2} \right)^{-\epsilon} \left[ \frac{2(\ln(\Delta_s) + 1)}{\epsilon} \right.$$

$$\left. - 3 \ln^2(\Delta_s) - 2 \ln(\Delta_s) + 4 - \frac{2\pi^2}{3} + \mathcal{O}(\Delta_s) \right] \quad (5.25)$$

$^2$Normally we would be interested in a certain jet definition and so would not integrate the totally hard part over the full phase space; we do this here for the purposes of comparing our answer with the conventional method of calculating the total cross section.
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\[ \sigma_{RE1,ss} = \sigma_0 C_F c_e \frac{\alpha_s}{4\pi} \left( \frac{s}{\mu^2} \right)^{-\epsilon} \left[ \frac{2}{\epsilon^2} - \frac{4\log(\Delta_s)}{\epsilon} + 4\log^2(\Delta_s) + \frac{\pi^2}{2} + \mathcal{O}(\Delta_s) \right] \] (5.26)

\[ \sigma_{RE2,hh} = \sigma_0 C_F c_e \frac{\alpha_s}{4\pi} \left[ -\ln(\Delta_s) - \frac{7}{3} + \mathcal{O}(\Delta_s) \right] \] (5.27)

\[ \sigma_{RE2,hs} = \sigma_0 C_F c_e \frac{\alpha_s}{4\pi} \left[ 1 + \mathcal{O}(\Delta_s) \right] \] (5.28)

\[ \sigma_{RE2,ss} = \sigma_0 C_F c_e \frac{\alpha_s}{4\pi} \left( \frac{s}{\mu^2} \right)^{-\epsilon} \left[ -\frac{1}{\epsilon} + \ln(\Delta_s) - 2 + \mathcal{O}(\Delta_s) \right] \] (5.29)

5.1.1 Allocating cross sections to the different asymptotic states

At this stage we need to consider how we will allocate the different cross sections which we have calculated to the $|\{q_1\bar{q}_2\}|$ and $|\{q_1\bar{q}_2q_3\}|$ final states. It is obvious that the various virtual correction cross sections can never mimic a three jet event and so will clearly belong to the $|\{q_1\bar{q}_2\}|$ state. Similarly, the real emission cross section with all hard vertices is part of $|\{q_1\bar{q}_2q_3\}|$ by construction while the real emission cross section with all soft vertices clearly belongs to $|\{q_1\bar{q}_2\}|$. The other cross sections will require more thought though since they contain both hard and soft vertices on their external legs. This would seem to suggest that one of the amplitudes making up the cross section belongs in $|\{q_1\bar{q}_2\}|$ while the other belongs in $|\{q_1\bar{q}_2q_3\}|$.

On closer inspection this is not the case for $\sigma_{RE1,hs}$ since here the hard vertex prevents the gluon from becoming soft or collinear to $p_1$, but does nothing to prevent it becoming collinear to $p_2$. This is also consistent with the soft vertex, and so we see that this does fit into $|\{q_1\bar{q}_2\}|$. This analysis is
upheld by the presence of an infrared divergence in this cross section which must cancel with other amplitudes in the group, prohibiting it from being a member of \(|\{q_p, \bar{q}_p, g_{p_3}\}\).

If we apply the same analysis to \(\sigma_{RE2,hs}\), we see that this case is genuinely ambiguous since the hard vertex prohibits the gluon from becoming soft or collinear to \(p_1\) while the soft vertex requires it. This reasoning would imply that the diagram should be zero, but due to the fact that our vertex functions only tend to their required values in the soft/hard limits there is some overlap; we shall come back to this point a little later on. Since this cross section is finite we could safely place it in either category without disrupting the infrared finite nature of the amplitudes. For the purposes of this example we shall place it in \(|\{q_p, \bar{q}_p\}\).

### 5.1.2 The complete result

We now have all the elements we require for the final result for \(e^+e^- \rightarrow \text{two jets at NLO}\). To reach the total real and virtual cross section results, \(\sigma(\{q_{p_1}, \bar{q}_{p_2}, g_{p_3}\})\) and \(\sigma(\{q_{p_1}, \bar{q}_{p_2}\})\) respectively, we add the relevant cross sections with the correct weighting. This weighting corresponds to the number of cut diagrams which share identical topologies; we also include a factor of a half for those diagrams, \(\sigma_{VC2,ij}\), which comprise the contributions of \(\sqrt{Z_\Sigma}\).

This is because these diagrams correspond to \(\Sigma\) if we write \(Z_\Sigma = 1 + \alpha_s\Sigma\). Consequently, when we expand the factors of \(\sqrt{Z_\Sigma}\) which appear in the calculation, these diagrams appear with a factor of a half as we get the form \(1 - \frac{1}{2} \alpha_s\Sigma\). To give an example, we see that \(\sigma_{VC1,hs}\) has a weighting factor of four; one factor of two is a result of the fact that this cross section is given by cuts 1 and 3 in Figure 5.1 while the other comes from the two possible...
configurations of one hard and one soft vertex. Similarly, we see that $\sigma_{VC2,ss}$ has a weighting factor of two; one factor of two as a result that cuts 4 and 6 contribute, another factor of two for the similar diagrams with the gluon emitted from the other quark leg and the factor of a half as a result of $\sqrt{\alpha_s}$.

In order to show how this approach will work at the amplitude level, we would also like to write the parts of the real cross section which will end up in the $|\{q_p,\bar{q}_p\}|$ final state as amplitudes. The amplitudes and their complex conjugates which make up the virtual terms contain factors of $\ln^n(-s)$ and $[\ln^n(-s)]^*$ respectively, with $n \in \{1, 2\}$. The real terms contain factors of $\ln(s)$ and $\ln^2(s)$. We rewrite these as $\ln(s) = 1/2(\ln(-s) + \ln^*(-s))$ and $\ln^2(s) = 1/2(\ln^2(-s) + \pi^2) + 1/2(\ln^2(-s) + \pi^2)^*$ and associate the two parts with the amplitude and its complex conjugate respectively. This will only affect the form of the result for $\sigma_{RE1,ss}$ which - once we have replaced $\sigma_0$ with $A^{(0)}$ - now reads

$$\sigma_{RE1,ss} = A^{(0)} C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( \frac{-s}{\mu^2} \right)^{-\epsilon} \left[ \frac{2}{\epsilon^2} - \frac{4 \log(\Delta_s)}{\epsilon} + 4 \log^2(\Delta_s) + \frac{3\pi^2}{2} + \mathcal{O}(\Delta_s) \right] \quad (5.30)$$

A similar substitution can be made for the other real contributions.

Once we now add up all the relevant contributions we get

$$\sigma(|\{q_p,\bar{q}_p, g_p, \bar{g}_p\}|) = 2\sigma_{RE1,hh} + 2\sigma_{RE2,hh}$$

$$= \sigma_0 C_F c_\epsilon \frac{\alpha_s}{4\pi} \left[ 3 - \frac{2\pi^2}{3} + 2 \ln(\Delta_s)(3 + 2 \ln(\Delta_s)) + \mathcal{O}(\Delta_s) \right] \quad (5.31)$$

These appear explicitly in our results when we expand the factors of $(-s)^{-\epsilon}$. 

---

3 These appear explicitly in our results when we expand the factors of $(-s)^{-\epsilon}$. 

---
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\[ \mathcal{A}^{(2)}(\{q_{p1}, q_{p2}\}) = 2\mathcal{A}_{VC1, hh}^{(2)} + 2\mathcal{A}_{VC2, hh}^{(2)} + 4\mathcal{A}_{RE1, hs}^{(2)} + 4\mathcal{A}_{RE2, hs}^{(2)} + 4\mathcal{A}_{VC1, hs}^{(2)} + 4\mathcal{A}_{VC1, hs}^{(2)} + 4\mathcal{A}_{VC2, hs}^{(2)} + 2\mathcal{A}_{RE1, ss}^{(2)} + 2\mathcal{A}_{RE2, ss}^{(2)} + 2\mathcal{A}_{VC1, ss}^{(2)} + 2\mathcal{A}_{VC2, ss}^{(2)} \]

\[ = \mathcal{A}^{(0)} \cdot C_F \cdot c_c \cdot \frac{\alpha_s}{4\pi} \left[ \frac{2\pi^2}{3} - 2\ln(\Delta_s)(3 + 2\ln(\Delta_s)) + \mathcal{O}(\Delta_s) \right] \]

(5.32)

where the divergences cancel giving us a finite amplitude. We can now trivially perform the phase space integration to arrive at the cross section

\[ \sigma(\{q_{p1}, q_{p2}\}) = \sigma_0 \cdot C_F \cdot c_c \cdot \frac{\alpha_s}{4\pi} \left[ \frac{2\pi^2}{3} - 2\ln(\Delta_s)(3 + 2\ln(\Delta_s)) + \mathcal{O}(\Delta_s) \right] \]

(5.33)

We can see that if we add the two parts of the result together all dependence on \( \Delta \) cancels and we recover the conventional result given in Eq.2.71. The result is exactly the same if we use the unexpanded versions of the cross sections which are given in Appendix A. This is as we expect since we've included all possible combinations of hard and soft vertices in our calculations and so the total sum is equivalent to the calculation performed with the conventional method. We note also that the expected factors of \( \ln(\Delta_s) \) which we predicted in Section 4.4 do appear in our expressions, giving us the return of our soft and collinear singularities if we were to send \( \Delta \to 0 \).

We can now investigate how our three jet result compares to the standard three jet result; in order to do this we choose a basic jet definition

\[ J = \Theta(y_{12} - y_{cut})\Theta(y_{13} - y_{cut})\Theta(y_{23} - y_{cut}) \]

(5.34)

and use this as we perform the phase space integration for the two cases. The results of these integrations can be found in Appendix B. We now plot the results as a function of \( y_{cut} \) for different values of \( \Delta_s \); the results are shown
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As we expect, we find that when our value of $y_{cut}$ is significantly larger than our value of $\Delta_s$, the two results will give the same answer. As $y_{cut}$ becomes smaller the two results start to separate as the jet definition starts to be able to resolve jets with more accuracy than we include in our resolution parameter, $\Delta_s$. In the case where we have picked a smaller value of $\Delta_s$ we note that this divergence takes place at a lower value of $y_{cut}$. This confirms that our approach will be applicable to various situations providing that we choose a value of $\Delta_s$ appropriate to the jet definition we are using. We also note that while the standard three jet result diverges as $y_{cut}$ tends to zero, the asymptotic three jet result will remain finite.

We can carry out the same procedure with the two jet part of the cross section, this time varying $\Delta_s$ and arriving at the result shown in Figure 5.4. We note that while we can plot the $|\{q_p, \bar{q}_p g_p\}|$ and $|\{q_p, \bar{q}_p g_p g_p\}|$ contributions separately, we must combine the $|q_p, \bar{q}_p g_p\rangle$ and $|q_p, \bar{q}_p g_p g_p\rangle$ parts in order to
achieve a finite result; we also note that while the two separate asymptotic contributions diverge as $\Delta_s \to 0$ their sum remains finite. Once again we see that as the value of $\Delta_s$ falls beneath that of $y_{\text{cut}}$ we start to recover the conventional result.

5.2 Extending our approach

We now want to extend our approach to more complicated examples. However, when we do this we see that there are deficiencies in our split of the Lagrangian into hard and soft parts as they do not cut off sharply, but instead tend to one or zero in their respective limits. This has, in fact, also had an effect on our previous example since it is this aspect of our splitting functions which is responsible for the fact that the contribution to the fermion self-energy diagram in Figure 4.1 with one hard and one soft vertex is not zero, but finite; this is also the cause of our ambiguous contribution to

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure53.png}
\caption{A comparison between the results for cross sections formed using the final states $|q_1\bar{q}_2g_3\rangle$ (solid line) and $|\{q_1\bar{q}_2g_3\}\rangle$ (dashed line) for $\Delta_s = 0.002$.}
\end{figure}
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Figure 5.4: A comparison between the results for the \(|\{q_1, \bar{q}_2\}\) cross section (long dashed line), the two jet part of the \(|\{q_1, \bar{q}_2, g_3\}\) cross section (short dashed line), their sum (dotted line) and the two jet result obtained from \(|q_1 q_2\) and \(|q_1 \bar{q}_2 g_3\) (solid line) for \(y_{\text{cut}} = 0.05\).

the cross section which could be placed in either \(|\{q_1, \bar{q}_2\}\) or \(|\{q_1, \bar{q}_2, g_3\}\) in Section 5.1.1. Although this is inconvenient, it does not cause any problems since the unexpected contributions will all not only be finite, but will be suppressed by a factor of \(\Delta_s\) and so do not affect our division of the amplitudes into two and three jet contributions. In more complicated examples, however, we may come across situations where our choice of splitting functions not only fails to set certain diagrams to zero, but even results in them having divergent parts; this will clearly cause problems with our allocation of amplitudes into the different asymptotic final state groups.

If we consider the form of the numerator of our hard vertex function, which is responsible for setting the amplitude to zero when all the attached lines are on shell, we see that it has dimensions of mass squared and so can effectively only negate the singularity coming from one propagator going on shell. This means that problems can arise in diagrams where a single hard vertex should
set the diagram to zero when one of two or more identical propagators goes on shell. As each hard vertex can only cancel one propagator this will result in finite corrections when one of these propagators goes on shell, but in the case where two or more of them go on shell together we see that cancelling one of them does not remove the infrared singularity completely.

To give a simple example of this we look at cut $a$ in Figure 5.7 with vertices 1 and 3 hard and the rest soft. The hard vertices on one side of the cut should clearly prevent any infrared divergences arising from the phase space integration, but if we look closer we will see that this is not, in fact, the case. Discarding the tensor structure of the diagram and the constant factors we are left with

\[
\int dy_{134} dy_{234} dy_{34} \Theta(y_{34}) \Theta(y_{34} + y_{134} - y_{234}) \Theta(y_{134} y_{234} - y_{34}) \\
\times \left( \frac{1}{y_{134} y_{34}} \frac{y_{34}}{y_{34} + \Delta_s} \frac{y_{34} + y_{134}}{y_{34} + y_{134} + \Delta_s} \right) \\
\left( \frac{1}{y_{134} y_{34}} \frac{\Delta_s}{y_{34} + \Delta_s} \frac{\Delta_s}{y_{34} + y_{134} + \Delta_s} \right)
\]

(5.35)

We can immediately see that, although one power of $1/y_{34}$ will be cancelled by the numerator of one of the hard vertices, we will still be left with one more such factor and this will result in a singularity when we perform the $y_{34}$ integration.

Consequently there is a certain amount of “mixing” of the infrared singularities between the various amplitudes. In order to address the problems that this will cause when we allocate the various amplitudes to different asymptotic final states we will need to make a more appropriate choice of our splitting functions. In the example above, we see that in order to avoid unintended infrared singularities it would be sufficient for us to have one
more power of $y_{34}$ in the numerator. Consequently, if we were to define new splitting functions $f'_h$ and $f'_s$ through the relation $f'_i({p}; \Delta) = f^2_i({p}; \Delta)$ we would once again achieve the proper distribution of infrared singularities in our example. This approach would not address the inclusion of unwanted finite parts however and, furthermore, we can see that if we were to calculate more and more complex examples we could always find diagrams where the power we chose to raise our original splitting functions to would not be large enough and we would be forced to increase it. This indicates that really we need to find a new form for these functions.

One possible form which avoids all these problems is

\begin{align}
  f_s(p_1, p_2, p_3; \Delta) &= \Theta(\Delta - |p_1^2|) \Theta(\Delta - |p_2^2|) \Theta(\Delta - |p_3^2|) \tag{5.36} \\
  f_h(p_1, p_2, p_3; \Delta) &= 1 - \Theta(\Delta - |p_1^2|) \Theta(\Delta - |p_2^2|) \Theta(\Delta - |p_3^2|) \tag{5.37}
\end{align}

The obvious drawback to this formulation though is that it is not practical for performing analytic calculations. This does not present any problems for our ultimate aim as there should be no specific difficulty in implementing these in a numerical approach, but it does limit our ability to pursue further investigation analytically.

It is immediately clear that using this division of the Lagrangian highlights the relation between the approach based on our LSZ formula and a simple reallocation of the singularities which we discussed in Section 3.6.3. The new form of the splitting functions sets many of the fermion self energy diagrams with mixed hard and soft vertices to zero. For example, all the diagrams in Figure 5.5 are trivially zero as is any diagram where a hard vertex is connected only to soft vertices. Similarly, an external line radiating other
lines is zero if a soft vertex appears earlier in the chain than a hard vertex. If we consider Figure 5.6, we have the relation

\[ P_{1,m+1} \geq P_{1,m} \]  \hspace{1cm} (5.38)

since all the \( p_i \) are on shell. If we now suppose that we have the first hard vertex at vertex \( m \) then we see that we have the vertex function

\[ 1 - \Theta (\Delta - |p_{1,m}^2|)\Theta (\Delta - |p_{m+1}^2|)\Theta (\Delta - |p_{1,m+1}^2|) \]  \hspace{1cm} (5.39)

Now we have \( p_{m+1}^2 = 0 \) since it is an external momentum and \( p_{1,m}^2 = 0 \) since all the previous vertices are soft. This means that we must have \( p_{1,m+1}^2 > \Delta \) otherwise the hard vertex function will set the diagram to zero. As a result, the presence of a soft vertex later on in the chain would involve the vertex function

\[ \Theta (\Delta - |p_{1,r}^2|)\Theta (\Delta - |p_{r+1}^2|)\Theta (\Delta - |p_{1,r+1}^2|) ; r > m \]  \hspace{1cm} (5.40)

which must be zero due to the relation in Eq.(5.38). It is straightforward to apply this to the diagrams produced by the completely real cuts of a cut diagram where each side of the diagram will correspond to a tree-level Feynman diagram. For each separate Feynman diagram we move along each branch from the outside, noting the form of each vertex we pass. If the first vertex we come to is soft, we combine the two partons to form a parent parton. Similarly, for each additional soft vertex we reach we reduce the parton number by one each time as we continue to combine the original partons into one asymptotic parton. However, once we hit the first hard vertex this process immediately stops (and as we have seen earlier, the presence of any
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Figure 5.5: Some diagrams which will be zero under the new splitting functions.

Figure 5.6: Showering from an external leg. Here we have used the notation
\[ p_{a,b} = \sum_{i=a}^{b} p_i. \]

soft vertices after this point will set the diagram to zero).

This collection of all the particles produced by soft vertices along an external branch of a diagram corresponds to a parton shower. The fact that such an object appears naturally in our approach suggests that it may be relatively straightforward to link up with other parton shower generators, possibly performing calculations at higher orders in the powers of \( \alpha_s \) associated with the soft vertices than with the hard vertices.

We can, of course, apply this reasoning to as many different branches as exist in the diagram. The reasoning for diagrams with one or more loops is relatively straightforward when considering specific diagrams, but much harder to formulate in a general manner. We shall consider some specific examples in the rest of this chapter.

Consideration of all these developments clearly brings us much closer to the scenario described by the LSZ approach where diagrams are made up of hard
vertices while the propagators and the external states include a collection of soft interactions.

5.2.1 Categorising external states

In order to investigate the relation between conventional external states and asymptotic external states in more detail we shall now consider an example at higher order in perturbation theory. We choose $e^+e^- \rightarrow$ two jets again, but this time at NNLO. Also, in order to reduce the number of diagrams which we will have to consider, we will only consider the contribution proportional to $N_F$.

This time there will be three different classes of diagram which will eventually contribute to the result: the virtual correction diagrams at NNLO, the real emission diagrams at NLO and $e^+e^- \rightarrow$ four jets at LO as shown by the various cuts in Figure 5.7. Cuts $a$ and $d$ comprise the four jet LO diagrams, cuts $b$ and $e$ comprise the real emission LO and NLO diagrams and cuts $c$ and $f$ comprise the virtual correction LO and NNLO diagrams. We denote the cross sections by $\sigma_{x,ijkl}$ where $i, j, k$ and $l$ denote whether vertices 1, 2, 3 and 4 respectively are hard or soft and $x$ will be replaced by $VC, RE$ or $4J$ to refer to the cuts which result in two, three and four particle final states, with suffixes 1 and 2 denoting the diagram with cuts $a$, $b$ and $c$ or the diagram with cuts $d$, $e$ and $f$ respectively in the case where we need to differentiate between them.

We have not included every possible permutation of hard and soft vertices since here (and in the real emission and four jet examples as well) we can
we must now consider which of these cross sections belong to which groups of asymptotic final states. Once again it is clear that all the virtual correction cross sections belong in the asymptotic two jet group along with the totally soft cross sections for the real emission and four jet cases. Similarly, we can place the totally hard real emission cross section and the totally hard four jet cross section in the asymptotic three and four jet groups respectively. We will now consider the remaining cross sections more carefully.

First we consider the real emission cross sections. Since they differ from the LO case purely in the addition of a fermion loop to the external gluon, and since this loop can do nothing to affect the momentum of the gluon we see that we can discount the nature of the vertices in the fermion loop and apply exactly the same analysis as we did to the leading order case (note that the only possibilities for the vertices in the fermion loop are both hard or both
soft as a mix of hard and soft would set the diagram to zero). Consequently we see that \(\sigma_{RE, sskl}\) will belong in the asymptotic two jet group for any \(k, l\). \(\sigma_{RE2, hskl}\) will belong in the asymptotic two jet group as well while \(\sigma_{RE1, hskl}\) will be zero.

In the four jet case, the situation is rather more complicated. We shall consider the possible halves of the cut diagrams separately at first, classifying them by their asymptotic final state form, and then match them up with other diagrams which fit into the same group. It is possible to have diagrams which, while they may not forbid certain groups of particles to become collinear, are not themselves singular in this limit; they will only give rise to singularities if multiplied by the complex conjugate of a diagram which is singular in this limit. The first half cut diagram may therefore find itself in different asymptotic final states depending on which other half cut diagram it is paired with; an example of this from earlier would be \(\sigma_{RE1, hh}\) and \(\sigma_{RE1, hs}\), two different possibilities for cut 2 in Figure 5.1. If we take the left hand side of the cut to contain a hard vertex in both cases we see that this vertex will forbid the gluon from becoming collinear to the quark from which it was emitted, but not to the other quark; it must therefore include parts of both \(|\{q_{p1}, q_{p2}, g_{p3}\}\rangle\) and \(|\{q_{p1}, \bar{q}_{p2}\}\rangle\) states. In the case of \(\sigma_{RE1, hh}\), the other half of the cut diagram prevents the remaining collinear possibility and so projects out the finite \(|\{q_{p1}, q_{p2}, g_{p3}\}\rangle\) state. In the case of \(\sigma_{RE1, hs}\), the other half of the cut diagram requires the gluon to be collinear and so it projects out the singular \(|\{q_{p1}, \bar{q}_{p2}\}\rangle\) state. As we have seen though, the total contribution to \(|\{q_{p1}, \bar{q}_{p2}\}\rangle\) is finite.

For our analysis here we shall consider the left hand side of cut 6 in Figure 5.7 and refer to the “original” quarks produced by the initial interaction as
having momenta $p_1$ and $p_2$, while the quark pair produced at vertex 3 have momenta $p_3$ and $p_4$. The cut diagrams with both vertices hard obviously adopt a four jet profile since $p_3$ and $p_4$ cannot go collinear.

If vertex 1 is soft and vertex 3 is hard our new splitting functions set the diagram to zero. In the case where we now have vertex 3 soft and vertex 1 hard we have a three jet profile since $p_3$ and $p_4$ can now go collinear or one of them can go soft. The hard vertex will prevent $p_3$ and $p_4$ both going collinear to $p_1$ or both going soft and so stops this becoming a two jet event. When both vertices are soft we will clearly have a two jet event, either with $p_1, p_3$ and $p_4$ all collinear or with some of them soft. A simple consideration of the restrictions imposed by various combinations of hard and soft vertices will show that $\sigma_{x_1,hakl}$, $\sigma_{x,ijhs}$ and $\sigma_{4J_1,hjkl}$ will all be set to zero where the designation $x$ can be any one of $VC$, $RE$ or $4J$.

We can now allocate our cross sections to their separate groups. In the two jet group we have $\sigma_{VC,ijkl}$, $\sigma_{RE,sjkl}$ and $\sigma_{4J,ejkl}$ for any $(i,j,k,l)$ subject to the previously mentioned constraints which would set the diagrams to zero and allowing the possible permutations given in Eq.(5.41). In the three jet group we have $\sigma_{RE,hhhh}$, $\sigma_{RE,hhss}$ and $\sigma_{4J,hhss}$. In the four jet group we have $\sigma_{4J,hhhh}$.

We can now see how our allocation of the various amplitudes to the different asymptotic final state groups will result in infrared finite amplitudes. We know that the sum over all cuts of a cut diagram which corresponds to an infrared safe observable will be infrared finite [44] and if we look at the amplitudes included in each group we see that we can use this fact to investigate the divergences separately within the different groups.

It is not necessary to consider the amplitudes with hard vertices only since
these will be separately finite and therefore the fact that different cuts place them in different groups does not result in any divergences. Since the only diagram which remains in the four jet group is one with hard vertices only, this means that we only need to consider the two and three jet groups.

In the three jet group (other than diagrams with hard vertices only), we only have $\sigma_{RE,hhss}$ and $\sigma_{4J,hhss}$. At first glance this appears to be a problem since we are missing the virtual correction cuts of this amplitude. When we consider this more carefully, however, we see that the cut diagrams included in the two jet section all include the fermion loop contribution to the gluon self energy with soft vertices (as shown in Figure 4.2). When we calculated this with the old splitting functions we discovered that it was finite provided the gluon was off shell. We now note that the hard vertices which make up the other interactions in each of these diagrams will prevent the gluon momenta from going on shell; this tells us that each of these diagrams must be separately finite as we can consider them to be composed of hard vertices only and propagators that are only divergent when they’re on shell. This realisation that all the relevant cut diagrams which are excluded from the three jet group are separately finite means that the sum over the cut diagrams in the three jet group must also be finite. We could also consider this from the perspective that this configuration of the soft vertices makes up a divergent subdiagram and the cuts which are included in the group make up the complete set of cuts over this subdiagram; this also implies that the family of cuts which exist in this group should be infrared finite.

This leaves us with only the diagrams which are left in the two jet group. Since this is an infrared safe observable and the four jet and three jet contributions are both finite it follows that the two jet contribution must be finite.
too. Thus we see how our division of the amplitudes will result in infrared finite amplitudes.

As our last example of classifying the external states we will look at one very specific example where the two halves of the cut diagram appear to be completely mismatched in order to demonstrate how such apparent contradictions will be reconciled. We choose as our example the diagram shown in Figure 5.8 where the black dots correspond to hard vertices and the grey dots to soft vertices.

If we now consider the naive external states suggested by both sides of the cut, we arrive at the forms shown in Figure 5.9 where we have combined external partons produced by soft vertices into the asymptotic partons present after the last hard vertex in the chain.

We can immediately see that one half appears to have an external state...
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Figure 5.9: The naive external states expected from the cut diagram in Figure 5.8.

\[|q\bar{q}ggg\rangle,\] the other appears to have an external state \[|q\bar{q}q\bar{q}gg\rangle\]. In order to resolve this conflict we must note, as we did earlier, that the hard vertices only prevent partons from becoming collinear to other partons in such a way that would result in a singularity. This leaves the possibility for them to become collinear with other partons where this situation would not arise.

If we now look closer at the left hand side of the cut we see that the gluons labelled \(a\) and \(b\) are not connected by a hard vertex and so are not prevented from becoming collinear. Consequently, the soft vertex on the right hand side of the cut will project out this area of the phase space and they will match up with gluon \(c\). Similarly, the quarks labelled \(d\) and \(e\) on the right hand side of the cut will have the section of the phase space where they are collinear projected out by the soft vertex on the left hand side of the cut and match up with gluon \(f\). Now the external states on both sides of the cut do match up and we can see that the true external state to which this diagram belongs is in fact \[|q\bar{q}ggg\rangle\].
5.2.2 Towards a numerical approach

Now that we have a reasonable understanding of how the asymptotic external states work in practice, the next goal is to implement a numerical approach to our calculations. As we have seen, although our approach does produce separately infrared finite amplitudes, the different parts which make up these amplitudes still contain infrared divergences if calculated separately. Some of the amplitudes will also contain ultraviolet divergences. In order to pursue a numerical approach, both of these sources will have to be removed. This is relatively straightforward in the case of the ultraviolet divergences where we shall use an approach along the lines of the one outlined in [11]. In the case of the infrared singularities however, some of the divergences appear in the amplitude through loop integrals while other divergences appear in the phase space integrals. Consequently we need to find a method of aligning the parameterisation of the loop and phase space integrations so that we can write the sum of all the contributions to the amplitude as one finite integral.

We will now give a brief outline of how such a scheme might proceed.

We imagine starting from a completely real cross section (e.g. tree level diagrams on both sides of the cut) with $n$ external particles where we will perform our numerical integration by repeatedly generating the momenta of the external particles. If we now generate a set of on-shell momenta, $p_i$ where $i$ runs from 1 to $n$, for these particles we can infer the momenta of all the internal lines of the diagram. This allows us to categorise each vertex as either hard or soft. In the case where we have generated a completely hard diagram there will be no divergences and we can simply store the result. If we now imagine that one vertex at the end of a branch is soft (a single soft vertex further along a branch is kinematically impossible) this will clearly give rise
to an infrared singularity and so we will have to consider the relevant extra cut diagrams which will make this finite. From our previous consideration of the external asymptotic states we know that these extra diagrams will have a soft loop in place of the soft vertex with the cut redrawn appropriately either side of it. The precise details of how we determine these extra contributions and the cross section to which they are assigned, particularly for cases with a more complex arrangement of soft vertices, are yet to be addressed.

In general we will end up with an expression of the form

$$\int \{d^3p_i\} [I_R + I_V + I_{UV}]$$

where $I_R$ represents the real contribution, $I_V$ represents the virtual contribution and $I_{UV}$ is the ultraviolet counterterm. In the case mentioned above where all the vertices were hard the only nonzero term would be $I_R$. In other cases we will have to deal with the fact that the virtual contribution contains a loop momentum which is not constrained to be on-shell; consequently we will require a method of performing the integral over the energy part of this momentum, leaving all the terms in the same form. The implementation of a suitable method for this along with the determination of which virtual contributions to include should then allow the numerical calculation of cross sections.
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Conclusions and outlook

In this thesis we have discussed an approach to producing covariant scattering amplitudes for non-abelian gauge theories which are infrared finite. In Chapter 1 we provided a motivation for investigating infrared finite amplitudes and reviewed the previous research in this area. We saw that a general method for cancelling infrared singularities at NLO existed, but that the more complex form of singularities present in NNLO calculations meant that no general method was available; this indicated that a method for working with infrared finite amplitudes would clearly be of benefit. We saw that two approaches to defining infrared finite amplitudes had been investigated, but that in the case of non-abelian theories no satisfactory methods for performing actual calculations existed.

In Chapter 2 we started our investigation of infrared finite amplitudes by considering the traditional calculational methods in order that we might later modify them in order to avoid the incorrect assumptions described in Chapter 1. We presented the conventional theoretical approach to calculating amplitudes and cross sections, focusing on areas which we would later alter,
and demonstrated the application of the traditional method of cancelling infrared divergences through a simple example.

In Chapter 3 we considered how to adapt the conventional approach in order to produce infrared finite amplitudes. We introduced the asymptotic interaction picture as the basis for our calculations. This involved splitting the Lagrangian up into asymptotic and hard parts, subsuming the soft and collinear areas of the interaction Lagrangian into the definition of our asymptotic Lagrangian. This asymptotic Lagrangian was then used to construct our external states, leaving the hard part of the Lagrangian to determine the interactions of the theory. We then saw how this gives rise to an altered LSZ reduction formula which has many similarities to the usual formula, but with the crucial difference that it is now given in terms of asymptotic external states. We saw that the inclusion of an interaction term in our definition of the external states meant that we were unable to solve for them exactly, leading to problems in incorporating this into our theory. Consequently, we looked at the problems caused by the asymptotic external states in more detail and saw that it might be helpful to adopt a more pragmatic view of our approach, considering it as a method of dividing up the traditional calculation differently such that infrared singularities could be cancelled at an amplitude level.

In Chapter 4 we looked more closely at how we split the interaction Lagrangian into hard and soft parts. Since we were unable to determine the exact form of the asymptotic Lagrangian we were forced to introduce the parameter $\Delta$ to describe how we chose to make the split. Once we had chosen a form for this split we demonstrated how this would produce infrared finite amplitudes with all hard vertices. In order to show this we had to look at
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the form of the propagators in more detail, and as a result we saw how the gluon would acquire a dynamically generated mass.

In Chapter 5 we looked at a couple of example calculations in order to illustrate the method and to gain more insight into the categorisation of the asymptotic external states. We saw that our method did indeed produce the correct results for $e^+e^- \rightarrow 2$ jets at NLO and investigated the effect of our choice of the resolution parameter, $\Delta$, on the predictions for different observables. We then saw how our choice of a splitting function which would facilitate analytic calculation would be unsuitable for more complex examples. We defined another possible form of splitting function which would be more suitable for application to numerical calculations and demonstrated how this would be applied to a more complicated example and how this illustrates the connection between the two approaches.

The main aim of future work will be the generalisation of our method in such a way that it can be applied at higher orders. In practice this means extending our understanding of the approach in two separate areas. Firstly, more work is required on understanding the modified LSZ formula and in particular on a more detailed understanding of the asymptotic states. Any complete understanding of the asymptotic states, while highly desirable, seems unlikely. However, a deeper investigation into how the approach derived from the modified LSZ formula and a simple alternative division of the conventional amplitudes relate to each other and how the conventional external states fit into the definition of the asymptotic picture would be an important next step. Although we have seen that it is possible to ascertain which conventional final states belong in which asymptotic final states through careful inspection of the amplitudes, we have no systematic process for categorising
them automatically yet; from the investigations into the subject which we have performed so far though it appears probable that we should be able to formulate the ideas which we have developed in such a manner without too much trouble. It would be most desirable to devise a general method for achieving this. This would allow an automated process for grouping the various components of the calculation into their correct finite groups.

Secondly, once we have a more thorough understanding of the method we would like to take the next step to making full use of the infrared finite nature of the calculations. This would involve constructing methods for calculating the various finite groups of amplitudes numerically. In order to implement this we will need to include a system for subtracting the ultraviolet divergences as in [11] although this should not present too many problems. Once such a system is in place we would, of course, need to compare the results obtained against various known calculations in order to confirm that the method does indeed work correctly. As it stands at the moment there are certainly challenges to be overcome before this method could be considered as a possible angle of attack for the infrared problem but the prospects certainly appear to be very promising.
Appendix A

The full result for the vertex correction calculation

In this appendix we present the full result of the vertex correction calculation performed in Section 5. Before performing the expansion in $\Delta$ the results are

$$\sigma_{RE1,hh} = \sigma_0 \, C_F \, C_F \, \frac{\alpha_s}{24\pi} \left( -3 \ln (-\Delta_s - 1) \, \Delta_s \, (\Delta_s + 1)^2 + 24 \ln (\Delta_s) ight.$$ 
$$- 24 \ln (\Delta_s + 1) - 9 \Delta_s \, (2\Delta_s + 1) - 6L_{i2} \left( \frac{\Delta_s}{2\Delta_s + 1} \right) \, (2\Delta_s + 1) \, (\Delta_s^2 - 2)$$ 
$$+ 6L_{i2} \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right) \, (2\Delta_s + 1) \, (\Delta_s^2 - 2) + 3 \left( -2 \Delta_s - 1 \right) \, (\Delta_s^2 - 2) \, \ln^2 (\Delta_s)$$ 
$$+ \left( 2 \ln (\Delta_s + 1) \, (2\Delta_s + 1) \, (\Delta_s^2 - 2) - 2 \ln \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right) \, (2\Delta_s + 1) \, (\Delta_s^2 - 2) \right.$$
$$+ \Delta_s \, (5 - \Delta_s \, (7\Delta_s + 10)) \right) \ln (\Delta_s) + \ln (-\Delta_s) \, \Delta_s \, (\Delta_s + 1)^2$$ 
$$+ \ln (\Delta_s + 1) \, (2 \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) \, (2\Delta_s + 1) \, (\Delta_s^2 - 2)$$ 
$$+ \Delta_s \, (\Delta_s \, (7\Delta_s + 10) - 5)) \right) + 23 \right) \quad (A.1)$$
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\[
\sigma_{RE2,hh} = \sigma_0 c_F c_{\epsilon} \frac{\alpha_s}{12\pi} \left( 6\Delta_s^2 - 3\Delta_s - \ln(-\Delta_s) \left(-6\Delta_s^3 + 9\Delta_s + 3\right) - \ln(-\Delta_s - 1) \left(6\Delta_s^3 - 9\Delta_s - 3\right) - 7 \right) \tag{A.2}
\]

\[
A_{V(1),hh} = A^{(0)} c_F \left( \frac{-s}{\mu^2} \right)^{-\epsilon} \left( \frac{\alpha_s}{4\pi\epsilon} + \frac{\alpha_s}{24\pi} \right) \left[-12(\Delta_s+1)^2 \ln^2 \left( \frac{1 + 4\Delta_s + \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) - \frac{6}{\Delta_s - 1}(-2\Delta_s + (\Delta_s - 1) (-2\ln(-s) - 6 - 1) + \sqrt{8\Delta_s + 1} - 6\Delta_s^2 + 18\Delta_s + (6\Delta_s^2 - 11\Delta_s + 5) \ln(-s) - 8 \right. \\
& \left. + 12(\xi - 2\ln(-s) - 2\ln(\Delta_s) + 2\ln(2) + 1) - \frac{24}{\Delta_s - 1}(-2\Delta_s + 3\Delta_s) \right. \\
& \left. - (2\Delta_s^2 - 3\Delta_s + 1)(\ln(-s) + \Delta_s \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) + \ln(\Delta_s + 1) - \ln(2) - 2 - 2) \\
& \left. + \frac{6}{\Delta_s - 1}(-2\Delta_s + (\Delta_s - 1)(\xi + 2\Delta_s - 3)(-\ln(-s) - \ln(\Delta_s)) \right. \\
& \left. + \sqrt{8\Delta_s + 1} \left[ \ln(\Delta_s) - 2\ln(\sqrt{8\Delta_s + 1} + 1) + 3\ln(2) \right] + \ln(2)) \right) \\
& - 12(\Delta_s - 1) (3\Delta_s - 1) (\ln(\Delta_s) - \ln(2) - 2) \ln \left( \frac{\Delta_s}{2(\Delta_s - 1)} \right) + \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \ln \left( \frac{\Delta_s}{\Delta_s - 1} \right) \\
& + \ln(2) \ln(\Delta_s + 1) - Li_2 \left( \frac{1}{1 - \Delta_s} \right) + Li_2 \left( \frac{1 + \Delta_s}{1 - \Delta_s} \right) + \frac{\pi^2}{12} \\
& + 6(\Delta_s - 1) (3\Delta_s - 1)(-\ln^2 \left( \frac{\Delta_s}{\Delta_s - 1} \right) - 2\ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \ln \left( \frac{\Delta_s}{\Delta_s - 1} \right) \right) \\
& + \ln^2 \left( 4\Delta_s \right) + \ln^2 \left( \frac{4\Delta_s}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) + 2\ln(2) \ln \left( \frac{8\Delta_s}{\Delta_s + 1} \right) \\
& - 2\ln(2) \ln \left( \frac{4\Delta_s + 1 - \sqrt{8\Delta_s + 1}}{\Delta_s} \right) \\
& + 2\ln \left( \frac{4\Delta_s + 1 - \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) \ln \left( \frac{8\Delta_s}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) \\
& + 2\ln \left( \frac{4\Delta_s + 1 + \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) \ln \left( \frac{4\Delta_s}{4\Delta_s - 1 - \sqrt{8\Delta_s + 1}} \right) \\
& - 2Li_2 \left( \frac{1 + \Delta_s}{1 - \Delta_s} \right) + 2Li_2 \left( \frac{-4\Delta_s - 1 + \sqrt{8\Delta_s + 1}}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) \\
& + 2Li_2 \left( \frac{4\Delta_s + 1 + \sqrt{8\Delta_s + 1}}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) - 2\ln^2(2) + \frac{\pi^2}{6} \right) \tag{A.3}
\]
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\[
\mathcal{A}_{VC2,hh}^{(2)} = \mathcal{A}^{(0)} C_F c_c \left( -\frac{\xi \alpha_s}{4\pi \epsilon} + \frac{\alpha_s}{16\pi} (4 \ln(-s) \xi + 4 \ln(\Delta_s) \xi - 4 \ln(2) \xi + \xi + 3) \right)
\]

(A.4)

\[
\sigma_{RE1,hs} = \sigma_0 C_F c_c \left( \frac{s}{\mu^2} \right)^{-\epsilon} \left( \frac{\alpha_s}{2\pi \epsilon} \left( 1 + (\Delta_s + 1) \ln \left( \frac{\Delta_s}{\Delta_s + 1} \right) \right) \right)
\]

\[
+ \frac{\alpha_s}{4\pi} \left( \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \left( \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) + 6 \ln \left( \frac{1}{\Delta_s + 1} \right) \right) (\Delta_s + 1)
\]

\[
- 6 \text{Li}_2 \left( \frac{\Delta_s}{\Delta_s + 1} \right) (\Delta_s + 1) + \pi^2 (\Delta_s + 1)
\]

\[
+ 2 \ln(s) \left( 1 - \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) (\Delta_s + 1) \right) - 6 \right)
\]

\[
+ \frac{\alpha_s}{16\pi} \left( 4 (2\Delta_s + 1) \left( \Delta_s^2 - 2 \right) \ln^2(\Delta_s) + 2 \left( (5\Delta_s - 4) (\Delta_s + 1)^2 \right) \right.
\]

\[
- 2 \ln(\Delta_s + 1) (2\Delta_s + 1) \left( \Delta_s^2 - 2 \right) + 2 \ln \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right) (2\Delta_s + 1) \left( \Delta_s^2 - 2 \right) \right)
\]

\[
\left. \ln(\Delta_s) + \Delta_s (10\Delta_s + 3) + 4 \text{Li}_2 \left( \frac{\Delta_s}{2\Delta_s + 1} \right) (2\Delta_s + 1) \left( \Delta_s^2 - 2 \right) \right)
\]

\[
- 4 \text{Li}_2 \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right) (2\Delta_s + 1) \left( \Delta_s^2 - 2 \right) + 2 \ln(\Delta_s + 1) \left( (4 - 5\Delta_s) (\Delta_s + 1)^2 \right.
\]

\[
- 2 \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) (2\Delta_s + 1) \left( \Delta_s^2 - 2 \right) \left( 8 \right) \right) \right)
\]

(A.5)

\[
\sigma_{RE2,hs} = \sigma_0 C_F c_c \left( \frac{\alpha_s}{16\pi} \right)
\]

\[
\left( -6 \Delta_s^2 + 6(\Delta_s - 1)(\Delta_s + 1) \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \Delta_s + 3\Delta_s + 4 \right)
\]

(A.6)
\[ \mathcal{A}_{V_{C1,hs}}^{(2)} = \mathcal{A}^{(0)} C_F c_\varepsilon \left( \frac{-s}{\mu^2} \right)^{-\varepsilon} \left( -\frac{\alpha_s}{2\pi\varepsilon} \left( 1 + (\Delta_s + 1) \ln \left( \frac{\Delta_s}{\Delta_s + 1} \right) \right) \right) + \frac{\alpha_s}{24\pi} \left( 6 \ln^2(-s) - 6(\xi - 2\ln(\Delta_s) + 2\ln(2) - 3)\ln(-s) + 6\ln^2 \left( \frac{\Delta_s}{2} \right) \right. \\
+ 12(\Delta_s + 1)^2 \ln^2 \left( \frac{4\Delta_s + 1 + \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) - 6\xi \\
+ 12 \left( 3 - 2\Delta_s \right) \left( \frac{\Delta_s + (2\Delta_s^2 - 3\Delta_s + 1)\ln(-s)}{\Delta_s - 1} \right) - 12 \ln \left( \frac{\Delta_s}{2} \right) - 6\xi \ln(\Delta_s) + 30 \ln(\Delta_s) \\
- \left\{ \frac{6}{\Delta_s - 1} (2\Delta_s^2 - 3\Delta_s + 2) + 36\Delta_s \ln(-s/2) + \Delta_s \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) + \ln(\Delta_s + 1) - 2 \right\} \\
- (-6\ln^2(-s) + 12(\Delta_s \ln(\Delta_s) + \ln(2) + 2) \ln(-s) + \pi^2(2\Delta_s + 1) \\
+ 6\Delta_s \ln \left( \frac{\Delta_s}{4} \right) - 4\ln(\Delta_s) + \ln(2) + 2) \ln(\Delta_s + 1) \\
+ 12(\Delta_s + 1) \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) + \ln(2) \ln(\Delta_s + 1) - 6(8 + \ln^2(2) + 4\ln(2)) + 4\Delta_s \ln(\Delta_s) \ln \left( \frac{\Delta_s}{2(\Delta_s - 1)} \right) \\
+ \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) + \ln(2) \ln(\Delta_s + 1) - \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) + \ln(2) \ln \left( \frac{8\Delta_s}{\Delta_s + 1} \right) \\
+ 2\ln \left( \frac{4\Delta_s + 1 - \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) + \ln \left( \frac{4\Delta_s}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) + 2\ln(2) \ln \left( \frac{8\Delta_s}{\Delta_s + 1} \right) \\
- 2\ln(2) \ln \left( \frac{4\Delta_s + 1 - \sqrt{8\Delta_s + 1}}{\Delta_s} \right) \\
+ 2\ln \left( \frac{4\Delta_s + 1 - \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) \ln \left( \frac{8\Delta_s}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) \\
+ 2\ln \left( \frac{4\Delta_s + 1 + \sqrt{8\Delta_s + 1}}{4\Delta_s} \right) \ln \left( \frac{4\Delta_s}{4\Delta_s - 1 - \sqrt{8\Delta_s + 1}} \right) \\
- 2Li_2 \left( \frac{1 + \Delta_s}{1 - \Delta_s} \right) + 2Li_2 \left( \frac{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}}{4\Delta_s - 1 + \sqrt{8\Delta_s + 1}} \right) \\
+ 2Li_2 \left( \frac{4\Delta_s + 1 + \sqrt{8\Delta_s + 1}}{-4\Delta_s + 1 + \sqrt{8\Delta_s + 1}} \right) - 2\ln^2(2) + \frac{\pi^2}{6} + 6\xi \ln(2) - 30 \ln(2) + \pi^2 - 6 \right\} \\
\text{(A.7)} \]
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\[
\mathcal{A}_{\text{VC2,ns}}^{(2)} = -\mathcal{A}^{(0)} C_F c_\epsilon \frac{\xi \alpha_s}{4\pi} 
\]  
(A.8)

\[
\sigma_{\text{RE1,ns}} = \sigma_0 C_F c_\epsilon \left( \frac{s}{\mu^2} \right)^{-\epsilon} \left( \frac{\alpha_s}{2\pi\epsilon^2} - \frac{\alpha_s}{2\pi\epsilon} \left( \ln(s) - 2(\Delta_s + 1) \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \right) \right) 
\]

\[
+ \frac{\alpha_s}{24\pi} \left( -72 \text{Li}_2 \left( \frac{\Delta_s}{\Delta_s + 1} \right) (\Delta_s + 1) + \pi^2 (12\Delta_s + 5) + 6 \ln^2(s) - 4 \ln \left( 1 + \frac{1}{\Delta_s} \right) (\Delta_s + 1) \ln(s) + 2 \ln \left( 1 + \frac{1}{\Delta_s} \right) \left( \ln \left( 1 + \frac{1}{\Delta_s} \right) \right) + 6 \ln \left( \frac{1}{\Delta_s + 1} \right) (\Delta_s + 1) \right) - 6 \left( 2(\Delta_s + 1) (\Delta_s^2 - 2) \right) \ln^2(\Delta_s) + \left( 2(\Delta_s + 1) \Delta_s^2 - \ln(\Delta_s + 1) (2\Delta_s + 1) (\Delta_s^2 - 2) \right) 
\]

\[
+ \text{Li}_2 \left( \frac{\Delta_s}{2\Delta_s + 1} \right) (2\Delta_s + 1) (\Delta_s^2 - 2) - \text{Li}_2 \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right) (2\Delta_s + 1) (\Delta_s^2 - 2) 
\]

\[
\left( \ln(\Delta_s + 1) \left( -2 (\Delta_s + 1) \Delta_s^2 - \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) (2\Delta_s + 1) (\Delta_s^2 - 2) \right) \right)) \right) \right) \right) \right) \]  
(A.9)

\[
\sigma_{\text{RE2,ss}} = \sigma_0 C_F c_\epsilon \left( \frac{s}{\mu^2} \right)^{-\epsilon} \left( - \frac{\alpha_s}{4\pi\epsilon} + \frac{\alpha_s}{8\pi} \left( 2 \ln(s) - 5 + 2\Delta_s^2 - \Delta_s \right) 
\]

\[
- 2 \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) (\Delta_s^3 + 1) \right) \right) \) \]  
(A.10)
\[ A^{(2)}_{VC1,ss} = A^{(0)} C_F c_{\epsilon} \left( \frac{-s}{\mu^2} \right)^{-\epsilon} \left( -\frac{\alpha_s}{2\pi\epsilon^2} - \frac{\alpha_s}{4\pi\epsilon} \left( \xi - 2 \ln(-s) + 4(\Delta_s + 1) \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \right) \right. \]
\[-1 - \frac{\alpha_s}{24\pi} \left( -12 \ln^2 \left( \frac{\sqrt{8\Delta_s + 1} + 1}{4\Delta_s} \right) + 1 \right) (\Delta_s + 1)^2 - \left( 12 \ln \left( \frac{\Delta_s}{2(\Delta_s - 1)} \right) \right) \ln (\Delta_s) \]
\[ + 12 \ln \left( \frac{\Delta_s + 1}{\Delta_s} \right) \ln \left( \frac{\Delta_s}{\Delta_s - 1} \right) + 12 \ln(2) \ln (\Delta_s + 1) - 12 \ln(2) \frac{1}{1 - \Delta_s} \]
\[ + 12 \ln \left( \frac{\Delta_s + 1}{1 - \Delta_s} + \pi^2 \right) (\Delta_s - 1)(\Delta_s + 1) - 2 \ln^2(-s) - 6(\xi - 2 \ln (\Delta_s)) \]
\[ + \ln(4) - 1) \ln(-s) + 6 \ln^2 \left( \frac{\Delta_s}{2} \right) - 12 \ln \left( \frac{\Delta_s}{2} \right) - 6\xi \ln (\Delta_s) + 18 \ln (\Delta_s) \]
\[ + \xi \ln(64) - 18 \ln(2) + \pi^2 \right) + \left( -6 \ln^2 \left( \frac{\Delta_s}{\Delta_s - 1} \right) \right) - 12 \ln \left( 1 + \frac{1}{\Delta_s} \right) \ln \left( \frac{\Delta_s}{\Delta_s - 1} \right) \]
\[ + 6 \ln^2 \left( \frac{4\Delta_s}{4\Delta_s - \sqrt{8\Delta_s + 1} - 1} \right) + 6 \ln^2 \left( \frac{4\Delta_s}{4\Delta_s + \sqrt{8\Delta_s + 1} - 1} \right) \]
\[ + 12 \ln \left( \frac{4\Delta_s - \sqrt{8\Delta_s + 1} + 1}{4\Delta_s} \right) \ln \left( \frac{8\Delta_s}{4\Delta_s + \sqrt{8\Delta_s + 1} - 1} \right) \]
\[ + 12 \ln \left( \frac{4\Delta_s}{4\Delta_s - \sqrt{8\Delta_s + 1} - 1} \right) \ln \left( \frac{4\Delta_s + \sqrt{8\Delta_s + 1} + 1}{4\Delta_s} \right) \]
\[ - 12 \ln(2) \left( \frac{\Delta_s + 1}{1 - \Delta_s} \right) \]
\[ + 12 \ln \left( \frac{\Delta_s + 1}{1 - \Delta_s} \right) \ln \left( \frac{\Delta_s}{\Delta_s - 1} \right) - 12 \ln(2) \left( \frac{\Delta_s + 1}{1 - \Delta_s} \right) \]
\[ + \pi^2 \right) (\Delta_s - 1)(3\Delta_s + 1) + \frac{6}{\Delta_s - 1} \left( -2\Delta_s - 2(\Delta_s - 1)(\xi + 2\Delta_s - 3) \right) \]
\[ + (\Delta_s - 1)(\xi + 2\Delta_s - 3) \left( -\ln(-s) - \ln (\Delta_s) + (\ln (\Delta_s) \right) \]
\[ - 2 \ln \left( \frac{\sqrt{8\Delta_s + 1} + 1}{\sqrt{8\Delta_s + 1 + \ln(8) \sqrt{8\Delta_s + 1} + \ln(2) + 2)} \right) \]
\[ - \frac{2}{\Delta_s - 1} \left( 12(-\ln(-s) - \ln (\Delta_s + 1) + \ln (\Delta_s) \Delta_s - \ln (\Delta_s + 1) \Delta_s + \ln(2) + 2)\right. \]
\[ + 2) (\Delta_s^2 - 1) - 12(2\Delta_s^2 - 3\Delta_s + 2) - (1 - \Delta_s) \left( -6 \ln^2(-s) + 12 \ln (\Delta_s) \Delta_s \right) \]
\[ + \ln(2) + 2) \ln(\Delta_s) + 6 \left( \ln \left( \frac{\Delta_s}{4} \right) - 4 \right) \ln (\Delta_s) \Delta_s + 12 \ln(-s) - \ln \left( 1 + \frac{1}{\Delta_s} \right) \]
\[ + \ln(2) + 2) \ln (\Delta_s + 1) (\Delta_s + 1) + 12 \ln(2) (-\Delta_s) (\Delta_s + 1) + \pi^2 (2\Delta_s + 1) - 6(8 + \ln^2(2) \]
\[ + \ln(16)) \right) - 6 \ln^2(-s) - 12(\Delta_s - 1) \ln(-s) + \pi^2 - 12 \left( \frac{\Delta_s}{\Delta_s - 1} \right) \right)} (A.11)
Chapter A: The full result for the vertex correction calculation

\[ A_{V^{(2)}}^{2, \Delta s} = A^{(0)} C_F c_\epsilon \left( \frac{-s}{\mu^2} \right)^{-\epsilon} \left( \frac{\xi \alpha_s}{4\pi \epsilon} + \frac{\alpha_s}{16\pi} \left( -4 \ln(-s) \xi - 4 \ln(\Delta_s) \xi + \ln(16) \xi + 7\xi - 3 \right) \right) \]  
\[ (A.12) \]

\[ \sigma(\{q_{p_1}, \bar{q}_{p_2}, g_{p_3}\}) = \sigma_0 C_F c_\epsilon \frac{\alpha_s}{4\pi} \left( -4 \ln^2(\Delta_s) \Delta_s^3 - 2 \ln(\Delta_s) \Delta_s^3 + 4 \ln(\Delta_s + 1) \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) \Delta_s^3 
- 2 \ln^2(\Delta_s) \Delta_s^2 - 8 \ln(\Delta_s) \Delta_s^2 + 2 \ln(\Delta_s) \ln(\Delta_s + 1) \Delta_s^2 + 7 \ln(\Delta_s + 1) \Delta_s^2 
+ 2 \ln(\Delta_s + 1) \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) \Delta_s^2 - 2\Delta_s^2 + 8 \ln^2(\Delta_s) \Delta_s 
- 8 \ln(\Delta_s) \ln(\Delta_s + 1) \Delta_s - 2 \ln(\Delta_s + 1) \Delta_s - 8 \ln(\Delta_s + 1) \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) \Delta_s 
- 5 \Delta_s + 4 \ln^2(\Delta_s) + \ln(\Delta_s + 1)(\Delta_s + 1)^2 + 6 \ln(\Delta_s) - 4 \ln(\Delta_s) \ln(\Delta_s + 1) 
- 7 \ln(\Delta_s + 1) - 4 \ln(\Delta_s + 1) \ln \left( \frac{\Delta_s}{2\Delta_s + 1} \right) 
- 2 \ln(\Delta_s) \ln \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right)(2\Delta_s + 1)(\Delta_s^2 - 2) + 3 
- 2\text{Li}_2 \left( \frac{\Delta_s}{2\Delta_s + 1} \right)(2\Delta_s + 1)(\Delta_s^2 - 2) + 2\text{Li}_2 \left( \frac{\Delta_s + 1}{2\Delta_s + 1} \right)(2\Delta_s + 1)(\Delta_s^2 - 2) \right) \]  
\[ (A.13) \]
Chapter A: The full result for the vertex correction calculation

\[
\sigma(q_{p_1}, q_{p_2}) = \sigma_0 C_F c_c \frac{\alpha_s}{4\pi} \left(4 \ln^2(\Delta_s) \Delta_s^3 + 2 \ln(\Delta_s) \Delta_s^3 - 4 \ln(\Delta_s) \ln(\Delta_s + 1) \Delta_s^3 - 2 \ln(\Delta_s + 1) \Delta_s^3 - 4 \ln(\Delta_s + 1) \ln \left(\frac{\Delta_s}{2\Delta_s + 1}\right) \Delta_s^3 + 4 \ln(\Delta_s) \ln \left(\frac{\Delta_s + 1}{2\Delta_s + 1}\right) \Delta_s^3 + 2 \ln^2(\Delta_s) \Delta_s^2 + 2 \ln(\Delta_s) \ln \left(\frac{\Delta_s + 1}{2\Delta_s + 1}\right) \Delta_s^2 + 2 \Delta_s^2 - 2 \ln(\Delta_s + 1) \Delta_s^2 - 2 \ln(\Delta_s + 1) \Delta_s^2 - 8 \ln^2(\Delta_s) \Delta_s - 2 \ln(\Delta_s + 1) \Delta_s - 8 \ln(\Delta_s) \ln \left(\frac{1}{2\Delta_s + 1}\right) \Delta_s + 8 \ln(\Delta_s + 1) \ln \left(\frac{\Delta_s}{2\Delta_s + 1}\right) \Delta_s - 8 \ln(\Delta_s) \ln \left(\frac{1}{2\Delta_s + 1}\right) \Delta_s + 5 \Delta_s - 4 \ln^2(\Delta_s) - 4 \ln(\Delta_s) \ln(\Delta_s + 1) + 6 \ln(\Delta_s + 1) + 4 \ln(\Delta_s + 1) \ln \left(\frac{\Delta_s}{2\Delta_s + 1}\right) - 4 \ln(\Delta_s) \ln \left(\frac{\Delta_s + 1}{2\Delta_s + 1}\right)
\right)
\]

\[+ 2 \left(\text{Li}_2 \left(\frac{\Delta_s}{2\Delta_s + 1}\right) - \text{Li}_2 \left(\frac{\Delta_s + 1}{2\Delta_s + 1}\right)\right) \left(2\Delta_s^3 + \Delta_s^2 - 4\Delta_s - 2\right) \quad (A.14)\]
Appendix B

Cross sections for a basic jet definition

In this appendix we present the cross sections for $|q_p, q_{p_2} g_{p_3}|$ and $\{|q_p, q_{p_2} g_{p_3}\}$ which were used to create the graphs in Figures 5.2 and 5.3.

\[
\sigma(q_p, q_{p_2} g_{p_3}) = \frac{1}{40\pi} \left( -3y_{\text{cut}}(3y_{\text{cut}} + 4) - (y_{\text{cut}} - 1)(y_{\text{cut}} + 3) \ln(-y_{\text{cut}}) \\
- \ln(1 - 2y_{\text{cut}}) \left( (y_{\text{cut}} - 10)y_{\text{cut}} + 4 \ln \left( \frac{1}{1 - y_{\text{cut}}} \right) + 4 \ln(y_{\text{cut}}) + 3 \right) \\
+ \ln(y_{\text{cut}})((y_{\text{cut}} - 10)y_{\text{cut}} - 4 \ln(1 - y_{\text{cut}}) + 4 \ln(y_{\text{cut}}) + 3) + y_{\text{cut}}(y_{\text{cut}} + 2) \ln(2y_{\text{cut}} - 1) \\
- 3 \ln(2y_{\text{cut}} - 1) - 4Li_2 \left( 2 + \frac{1}{y_{\text{cut}} - 1} \right) + 4Li_2 \left( \frac{y_{\text{cut}}}{1 - y_{\text{cut}}} \right) + 5 \right) \quad (B.1)
\]
\[ \sigma(\{q_p, \bar{q}_p, g_{ps}\}) = \frac{1}{40\pi(\Delta_s + y_{cut})} \left( 2 \left( \text{Li}_2 \left( \frac{-2y_{cut} + \Delta_s + 1}{-y_{cut} + 2\Delta_s + 1} \right) - \text{Li}_2 \left( \frac{y_{cut} + \Delta_s}{-y_{cut} + 2\Delta_s + 1} \right) \right) (y_{cut} + \Delta_s)(2\Delta_s + 1)(\Delta_s^2 - 2) \\
- (3y_{cut} - 1)(3y_{cut}^2 - (3\Delta_s^2 + \Delta_s - 5)y_{cut} - \Delta_s(\Delta_s + 3)(2\Delta_s - 1)) \\
- 2(y_{cut} + \Delta_s) \left( \ln(y_{cut} + \Delta_s)(\Delta_s + 4)\Delta_s^2 + \ln(y_{cut} + \Delta_s)(2\Delta_s + 1)(\Delta_s^2 - 2) \\
+ \ln \left( \frac{-2y_{cut} + \Delta_s + 1}{-y_{cut} + 2\Delta_s + 1} \right) (2\Delta_s + 1)(\Delta_s^2 - 2) + y_{cut}(6 - \Delta_s(3\Delta_s + 4)) - 3 \right) \\
+ \ln(-2y_{cut} + \Delta_s + 1) \left( - (\Delta_s + 4)\Delta_s^2 - \ln(y_{cut} + \Delta_s)(2\Delta_s + 1)(\Delta_s^2 - 2) \\
- \ln \left( \frac{y_{cut} + \Delta_s}{-y_{cut} + 2\Delta_s + 1} \right) (2\Delta_s + 1)(\Delta_s^2 - 2) + y_{cut}(\Delta_s(3\Delta_s + 4) - 6) + 3 \right) \right) \]

(B.2)


