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Chapter 5 

Temporal Analysis of 1-ray 

Pulsar Data 

5.1 Introduction 

The H.E.S.S. analysis software is based on CERN's ROOT format [370]. Each 

Cherenkov shower deposits an amount of light on the telescope, whose distribution 

across the camera is recorded in ROOT binary files. These files contain informa­

tion on the individual pixel intensities as well as each event's arrival time, called 

a timestamp: the latter is recorded by the GPS clock. As mentioned earlier, each 

observation night with all 4 H.E.S.S. telescopes in operation can produce 100 GB 

worth of raw data. Clearly, such a large amount of information is difficult to han­

dle, especially if one is to analyse months of data taking. A more flexible format is 

the ROOT DST (Data Storage Tree) format, which is derived from raw files but is 

,....., 10% smaller in comparison. DST files contain all the necessary information for 

the analysis of Cherenkov events; but in contrast to raw files, a DST file contains 

only the number of ph.e., for each pixel, that remain after the pedestal has been 

removed. 

Each observation run is contained in a single DST file regardless of the type of 

observation (single-telescope or stereoscopic). For ON/OFF observations, the ON 

and OFF portions of the observation are stored in separate DST files. Wobble-mode 

observations are also stored in separate files according to the declination offset, 

which can be either +0.5 or -0.5. Besides other operations, the H.E.S.S. software 
. . ', =•.,..., -~ ·---- . - _, ., •:"""'"'"' -· -.;._ - ---- •. :, .. -·- -.- • . -·· ';.-'"- " - . -·. .• 

is capable of parametrising the shapes of Cherenkov images, based on the pixel 

244 
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information that is stored in DST files. In other words it generates Hillas parameters 

for each image. However, generation of the entire set of image parameters is not 

guaranteed for all images, as faint or dispersed images on the camera might not 

satisfy the requirements for a reliable fit. Nevertheless, in the case of successful 

generation of Hillas parameters, the analysis proceeds with the selection of those 

events that pass the image cuts. The selection of image cuts for a particular data 

set depends upon the user, and it is usually optimised with simulations that take 

into account various observing parameters. These parameters can be the Z.A. of 

observation, the mode of observation (i.e. whether the source is observed with one, 

two, three or four telescopes), the assumed spectral index of the source, etc. The 

image cuts are applied to both on- and off-source observations, and the surviving 

number of events are compared with each other to deduce the signal excess in the 

on-source portion of the observation. Provided there is a persistent 1-ray signal in 

the on-source data, its significance is given by Eq. 3.29. In the case of stereoscopic 

DSTs (i.e. data files from simultaneous observations of a source with more than one 

telescope), each event's parameters are calculated based on the pixel information 

from all participating telescopes (i.e. CT1-CT4). In particular, the arrival times 

of stereoscopic events are determined by the central trigger, which assigns a single 

timestamp to each event. These timestamps correspond to the event arrival time at 

the central trigger unit (CTO). 

Using the arrival times of Cherenkov events, we have performed a temporal 

analysis on pulsar data that were collected with H.E.S.S. in the period 2002-2004. 

The selected targets were the Crab pulsar, PSR B1706-44 and PSR B1259-63, 

which were considered appropriate for a number of reasons: 

To begin with, the double-peaked profile of the Crab pulsar, which appears 

consistently throughout the EM spectrum, is considered well suited to the 

sensitivity of statistical tests like the x2 and the Cm. On the other hand, the 

broad profile of PSR B1706-44 is more easily detectable with the Rayleigh 

test. Finally, PSR B1259-63, which has not been observed with EGRET, 

poses a challenge to the H-test, which is an overall good test for pulses of 

unknown shape and position. 

In terms of visibility from the H.E.S.S. site, PSR B1706-44 could have 

hardly been in a more favourable posi~ion, since it can be qbser:v~d at Z.A.s 

as small as 20° during culmination. Crab, on the other hand, is not at an 
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optimal position relative to the H.E.S.S. site and constantly culminates below 

45° above the horizon. However, one cannot ignore the fact that this pulsar 

is considered the standard candle in all wavelengths. 

PSR B1259-63 is an opportunity to study a binary system and perform the 

relevant corrections to the orbital focus, in addition to the standard barycen­

tric corrections (see section 5.2.2). This opportunity arose from this pulsar's 

periastron passage, which occured after H.E.S.S. Phase I had been completed. 

Although the collection of these data was mainly aiming at the detection of 

PSR B1259-63's DC emission -which arises from its interaction with the 

companion star - we hastily took advantage of the opportunity to check for 

pulsed emission directly from the pulsar. 

The following sections describe the methods of temporal analysis which were 

performed on the data. Their application to the above three cases is presented in 

the next chapter, where we discuss the results and their implications. 

5.2 Definitions 

To facilitate a better understanding of the pulsed analysis' details, a number of 

definitions is presented in the following sections. 

5.2.1 Time Definitions 

Solar and Sidereal Time (ST) 

One apparent solar day is the time interval between two culminations of the Sun as 

viewed from a given location on Earth. However, because the Earth revolves around 

the Sun at a variable orbital velocity throughout the year, and because the axis of 

its diurnal rotation is not perpendicular to the ecliptic, this time interval varies over 

the course of one year. On the other hand, the mean solar day assumes an imaginary 

Sun that moves across equator (not the ecliptic) at a uniform rate. By definition, 

one mean solar day is equal to 24 h. The difference between the apparent and the 

mean solar day is given by the equation of time and can be as large as 15 min during 

the year. 

The Sidereal Time provides a measure of the Earth's rotation with respect to 

the stars rather than the Sun. It is equal to the hour angle between the meridian 

of a given location and the vernal equinox. Due to its orbital motion around the 
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Sun, the Earth has to rotate by an additional angular increment before the Sun 

returns to its zenith position between successive culminations. This interval varies 

throughout the year and corresponds, on average, to~ 4 min. On the other hand, 

the impact of the Earth's orbital motion on the apparent positions of the stars in 

the sky is insignificant. Hence, the interval between two successive culminations for 

a given star is fixed. Therefore, one Sidereal Day is shorter than the mean solar day 

by 4 min. 

The ST- measured at Greenwich -can have the form of apparent or mean ST 

depending on whether one considers the true or mean position of the vernal equinox, 

respectively. The Greenwich Apparent Sidereal Time (GAST) takes into account the 

instantaneous position of the vernal equinox, which includes the various nutations 

of the Earth's axis: i.e. the polar motions. On the other hand, the Greenwich 

Mean Sidereal Time (GMST) is based on a uniform precession of the vernal equinox, 

i.e. without accounting for nutations. The time difference between GAST and GMST 

is given by the equation of equinoxes and can be as large as 1.2 s [371]. 

Finally, the mean ST at any geographical location, namely the Local Mean Side­

real Time (LMST), can be calculated from GMST by adding the longitudinal offset 

of the location from Greenwich after it has been converted to a sidereal offset. The 

conversion accounts for the difference between the mean solar and sidereal day, and 

the conversion factor is tsT / tMs ~ 0. 997. Having LMST, the calculation of the Local 

Apparent Sidereal Time is done through the equation of equinoxes, like in the case 

of Greenwich. 

Julian Date (JD) 

The Julian Date represents the decimal-integer count of mean solar days, start­

ing at 12:00 (noon), on 1 January 4713 BC. For example, the J2000 reference 

co-ordinate system (Julian epoch), which specifies the positions and orbital ele­

ments of celestial objects at 12:00, on 1 January 2000, corresponds to 2451545.0 

Julian days. The previous reference epoch, B1950 (Besselian epoch), corresponds to 

JD=2433282.42345905. 

Modified Julian Date (MJD) 

In order to comply with the civil usage of tirp.e and. make JD more convenient, the 

Modified Julian Date (MJD) was defined. MJD is an equivalent time format to 
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JD, but instead it begins at 00:00 (midnight) rather than 12:00. The reference date 

for MJD is 17 November 1858, that corresponds to JD=2400000.5. Hence, MJD is 

defined as 

MJD = JD - 2400000.5 (5.1) 

Universal Time (UT) 

The original definition of Universal Time was given as the mean solar time of the 

Greenwich meridian, starting each day at 00:00. Since 1982, however, UT has been 

connected to GMST through the conventional relationship [372] 

GMST(O h UT) = 24110.54841 + 8640184.812866 x Tu+ 

+ 0.093104 X TJ - 0.0000062 X TJ s 
(5.2) 

which gives the GMST seconds at 00:00 UT. Tu = (JD- 2451545.0)/36525 is the 

number of Julian centuries that have elapsed since 12:00 UT, on 1 January 2000. 

International Atomic Time (TAl) 

The TAl time-scale was initially based on the first 55 Cs atomic clock, which started 

in 1955. TAl values have always been the result of a statistical combination of 

an ensemble of atomic clocks kept across the world. On 1 January 1958, TAl was 

defined equal to UT. 

Terrestrial Time (TT) 

The Terrestrial time does not have a single realisation, but it can be defined based 

on various time-scales. TT has been in the ephemerides since 2001. The time rate 

of TT is the same as that of clocks on the rotating Earth, but it represents the time 

in the reference frame that moves with the Earth's geocentre. Therefore TT is a 

linear transformation of the geocentric time-scale, TCG (see next paragraph). The 

most practical realisation of TT is through TAl by using the relationship 

TT =TAl+ 32.184 s (5.3) 

One of the proposed realisations of TT is based on pulsar timing. 
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Geocentric Co-ordinate Time (TCG) 

The Geocentric Co-ordinate Time corresponds to the time measured in a frame 

that moves with the geocentre, but unlike TT TCG takes into account the Earth's 

gravitational well which causes time to flow differently on the surface and at the 

geocentre. For that reason TCG clocks tick faster than clocks on the Earth's surface. 

The rate difference between UTC and TCG is roughly 20 ms y-1 [371]. 

Co-ordinated Universal Time (UTC) 

The Co-ordinated Universal Time, or just UTC, has been through many phases 

since its first definition in 1963. It is the basis of radio broadcasts of time around 

the world. Its definition requires that UTC always maintains an integer amount of 

seconds difference from TAl, which results in occasional1-s adjustments, called leap 

seconds. 

UTC is always kept within 0.9 s of UT. The latter time-scale is, as mentioned, 

associated with the Earth's rotation. Over the past 30 years, the Earth's crust 

rotation has accelerated, which resulted in a 7-year gap between 1998 and 2005, 

during which there have not been leap seconds [373]. However, the International 

Earth Rotation and Reference Systems Service (IERS) will introduce a positive leap 

second at the end of December 2005 [374]. 

Barycentric Dynamical Time (TDB) 

TDB is the appropriate time-scale for calculations of celestial motions in the solar 

system. The TDB rate flows uniformly at the solar system barycentre but deviates 

significantly from atomic clocks- on the Earth's surface- over annual time-scales. 

The difference is especially notable close to the perihelion and aphelion positions of 

the Earth's orbit, where relativistic effects make TT flow slower and faster than 

TDB, respectively. The difference between TT and TDB depends only on periodic 

terms and it is given approximately by [375] 

TDB- TT = 0.001658sing + 0.000014sin(2g) s 

where g = 356° ·?_3 + 0° .98560_03 ·. ( JD - 2451545.0). 

(5.4) 

Over longer periods, the average TDB rate is equal to that of Earth clocks. 
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5.2.2 Analysis Definitions 

Event Folding 

Pulsar lightcurves can be reproduced from the event arrival times via event folding. 

By that term we mean the assignment of a specific phase to all pulsar events. Since a 

pulsar rotates constantly, the phase, <p, is a monotonic function of time: i.e. <p = <p( t). 

The phase of an event that was generated at time t is equal to the number of rotations 

that the pulsar has completed between a reference time 0 and timet. The reference 

phase, <p(O), is usually chosen arbitrarily, although it typically corresponds to the 

pulsar's angular position where the maximum radiation intensity is observed. 

Despite the fact that the phase can include the integer number of pulsar rotations 

since t = 0 plus the fraction of a full cycle, because in every cycle each phase is 

associated with exactly the same orientation as in any other cycle, the fractional 

part is the most interesting: it shows the angular position of the pulsar with respect 

to <p(O); and if <p is expressed in radians, this fraction is given by 

¢ = J!_ - l.J!.._J 
27T 27T 

(5.5) 

where l x J is the floor function of a variable x [376]. Therefore, ¢ E [0, 1). 

The average frequency of a pulsar, (f), is defined as the number of cycles per time 

interval. Therefore it corresponds to how many times a specific phase, say <p = 0, 

occurs in that interval. For an infinitesimal amount of time, dt, the instantaneous 

frequency at time t is defined as f(t) = d<p(t)jdt. Hence, knowing the frequency 

function, one can integrate to derive the phase function and assign a phase to events 

that occurred at t. More specifically, 

<p(t) = J f(t)dt (5.6) 

The frequency function can be defined through its frequency derivatives at a refer­

ence time t0 , which are known for a number of pulsars and are provided by precise 

radio observations in pulsar ephemerides. In theory, the frequency at an arbitrary 

time t is defined exactly by all its derivatives as 

~ j(n)(to)(t- to)n 
j(t) = ~ I n. 

n=O 

(5.7) 

In practice, only the first few derivatives are available from observations and there-
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fore this function can be approximated as 

. 1 .. 2 
f(t) = f(to + (t- to)) :=::i f(to) + f(to)(t- to)+ 2J(to)(t- to) (5.8) 

Substituting this expression in Eq. 5.6, we get 

r.p(to + (t- to)) :=::i j [f(to) + j(to)(t- to)+ ~/(to)(t- to) 2Jd(t- t0 ) (5.9) 

performing the integration we come to the final expression for r.p(t): 

1 . 2 1 .. 3 
r.p(to + (t- to)) :=::i r.po + j(to)(t- to)+ 2J(to)(t- to) + £/(to)(t- to) (5.10) 

where r.po is the phase at the reference time t0 . 

The occurrence of pulsar glitches and other timing irregularities [184] can cause 

a disruption to the otherwise stable evolution of the frequency function and render a 

set of ephemeris values invalid. By the term invalid we mean that the provided values 

are unsuitable for extrapolation beyond a certain time. The reason for that can be 

the timing irregularities, or simply the fact that the above approximation of f(t) 

starts to deviate from the actual frequency value after long periods of time. Thus, the 

ephemerides are kept up-to-date by frequent, in some cases monthly, measurements 

of the parameters. Provided there is no glitch, etc. between measurements, the 

extrapolated values from the to of one ephemeris to those of its successor should 

match. The degree to which the successive ephemerides are consistent with each 

other can be expressed by means of a statistical error, which can be calculated from 

the errors of the parameters, at to, via Gaussian error propagation [377]. Hence, the 

error on the frequency at time t can be calculated from the expression 

a}(t) = a}(to) + oj(to)(t- to) 2 + ~oj-(to)(t- to)4 + 

+ [iCto) + /(to)(t- to)r a[t-to) 

(5.11) 

where O(t-to) is the accuracy of the time measurements. 

Using equations 5.10 and 5.5 to~ether with a valid ephemeris, one can calculate 

the phase of any event given its arrival time. 
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The Poisson Process and Distribution 

')'-ray astronomy has poor statistics compared to other branches of astronomy, like 

radio astronomy. The ')'-ray signals are typically characterised by photon rates"' 1 1 

min-1 . Such statistics are best described by counting distributions, like the Poisson 

distribution. The Poisson distribution can be defined as the limiting case of the 

binomial distribution, where the number of independent trials, n, per unit time, 8t, 

is very large (i.e. n ---* oo), and the probability of a single trial being positive (say 

a successful detection) tends to zero (i.e. pr ---* 0). Hence, the number of positive 

occurrences, f.L, expected in 8t is f.L = n · pr « n. In Cherenkov experiments, for 

example, the number of detected events (independent trials) per unit time- which 

corresponds to the trigger rate - is very high compared to the fraction of detected 

1 rays. The probability for each detected event to be a 1 ray is very small, but the 

trigger rate is high enough so that a number of 1 rays is actually detected. 

The probability of having k positive occurrences during an experiment which 

yields on average f.L positive events per unit time, dt, is given by the Poisson proba­

bility function: 

(5.12) 

Hence, the Poisson distribution requires only the mean number of positive occur­

rences, f.L, to describe how probable a given number of positive occurrences, k, is in 

a fixed amount of time, dt. 

The variance, a 2, of the Poisson distribution is equal to the expected mean, 

and the standard deviation is a = y/i. The usefulness of a is evident in ')'-ray 

observations: an average number of events, Nc, which is detected from a Poissonian 

cosmic-ray background implies a= .;N;_; and if an on-source observation yields N-y 

1 rays, then the significance of the signal can be quantified in terms of the number 

of Poissonian standard deviations, n, above the expected background: 

N-y 
n=--

.JN;_ 
(5.13) 

In practice, the on-source and off-source observations are executed separately, which 

results in having two, independent data sets with NoN and NoFF events. These 

data sets define two different Poissonian distributions with expected means equal to 

.the. corresponding events in each set. The number of 1 rays is then calculated from 

the difference between the two data sets: i.e. N-y =NoN- NoFF· The resulting data 
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set from the subtraction also defines an independent Poissonian distribution, which 

is different to the previous two. Since this data set is derived from both on-source 

and off-source distributions, it contains their Poissonian fluctuations (i.e. deviations 

from the mean). Hence, its variance, a 2 , is equal to the sum of the variances of the 

component distributions. Its standard deviation is therefore 

The significance of the 1-ray signal can now be estimated to 

N"Y NoN -NoFF 
n - -· - ----r.:=:======:=::;=== 
-a- VNoN+NoFF 

(5.14) 

(5.15) 

It is not unusual for experimenters to require a detection significance of 5 a before 

they report it. An estimate of the probability that corresponds to that significance 

level can be given based on the Gaussian approximation of the Poisson distribution, 

which holds for large fL (2:; 10). Then, the translation from Poissonian standard 

deviations to probability levels is just a matter of look-up tables. Taking the natural 

logarithm of both sides of Eq. 5.12, we have 

(5.16) 

We can substitute the denominator of the RHS fraction using the Stirling approxi­

mation for large fL: 

lnpr(k; f.L) ~ ln ( fLke~) 
kke-k 27rk 

(5.17) 

After expanding the logarithm on the RHS and contracting the resulting logarithmic 

terms, we get 

lnpr(k; f.L) = k ln ~ + (k- f.L) -ln Vhl (5.18) 

At this point we set E = k - fL « f.Li but we will justify the inequality graphically 

later (see Fig. 5.1). The above equation now becomes 

lnpr(k;f.L) = -(f.L+t:)ln (1+ ~) +t:-lnvf27r(f.L+t:) (5.19) 

We can approximate the first logarithmic quantity on the RHS using ln(1 + t:) ~ 

E - t:2 /2 + t:3 /3 - . . . and keeping only the first- and second-order terms. The result 
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Figure 5.1: (from [378]) The Poisson probability function and its Gaussian approx­
imation for three values of the mean, 11-· It is clear that the approximated Gaussian 
function deviates for 11- = 10 but becomes practically indistinguishable from the Pois­
son function for 11- = 1, 000. This similarity for large means can be used to translate 
Poissonian standard deviations, a, into Gaussian probability levels. 

is 

€2 €2 
lnpr(k;J-L) ;::::j -- -ln yi27r(J-t +E) ;::::j --- -ln ~ 

2J-t 2J-t 
(5.20) 

Finally, by exponentiating both sides we obtain the approximated probability func-

tion: 

pr(k; J-L) ;::::j _1_ e-(k-J.L)2 /(2J.L) 

~ 
(5.21) 

which is a Gaussian distribution centred on J-t. 

Fig. 5.1 shows the Poisson probability function (solid curve) and its approximated 

Gaussian version (dashed curve) for 11- = 10, 100 and 1,000. Firstly, it can be seen 

that the two functions become practically indistinguishable for 11- = 1, 000. Secondly, 

one can see that for large 11- the width of the distribution becomes an insignificant 

part of the mean: in the case of 11- = 1, 000, the distribution covers the values 

900 < k < 1, 100, and therefore the maximum E value is ;::::j 100. 

The practical match between the Poisson distribution and its Gaussian approxi­

mation for large means can be used to translate the number of standard deviations 

of a 1-ray signal above the mean ~nto. one-:tail_Gaus§jan .pr_obabilitylevels. Table 5.t 
--·c.- -~ . . ~"'-'-.. - ' "- .-,,-. ·'··'. , :':l - • • • •• ' - - - • 

can be used for such a conversion, for signals with an excess of up to 5 a. 
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na pr(k > na, J.L) 
Oa 5x1o-1 

0.50" 3.085x10-1 

1a 1.587x 10-1 

1.5a 6.681x10-2 

2a 2.275x10-2 

2.5a 6.21xl0-3 

3a 1.35x1o-3 

3.5a 2.33x1o-4 

4a 3.17x1o-5 

4.5a 3.4x1o-6 

5a 2.87x10-7 

Table 5.1: One-tail Gaussian probability levels for the value of k to exceed n standard 
deviations above the mean 1-"· For large 1-l (2:; 10), this table becomes also valid for 
Poissonian standard deviations. 

Barycentring 

During the continuous monitoring of a pulsar from a fixed position on Earth, the 

pulsed signal has to travel through different path lengths as the Earth revolves and 

rotates. This causes continuous variations in the signal frequency, which do not 

reflect those in the pulsar's inertial frame. We will display the reason for those 

variations for the orbital motion of the Earth, although the same principle can 

be applied to the rotational motion as well. In reality, the actual variation is a 

combination of both. 

Fig. 5.2 shows a section of the Earth's annual orbit around the Sun. An observer 

fixed at the geocentre, which happens to lie in the path of the beamed emission of 

a pulsar, will record a succession of wave packets that are generated at the pulsar's 

frequency, f 0 . As the Earth moves along its orbit, the distance traversed by the 

photons from the pulsar to the Earth changes continuously. Consequently, this 

affects the observed frequency of the pulsations. In the figure, we have assumed 

that when the Earth is in position A, a wave packet is recorded at the Earth's 

position, and a successive wave packet is trailing the first one at distance c/ fo away. 

If the Earth were stationary with respect to the pulsar, the second wave packet 

would have arrived after 1/ fo s at Earth. However,. the Earth is travelling with 

velocity v = ~x / ~t towards the pulsar, and therefore it meets with the wave packet 
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at an earlier time: t2 = (1/ fo)- flt, at position B. If we set the time when the first 

wave packet is recorded to zero (i.e. t 1 = 0), then the apparent frequency of the 

signal as seen by the observer is the reciprocal of t2- t1: 

1 

f 
1 b..x 
---
fo v 

(5.22) 

where we replaced flt with b..xjv. During flt, the wave packet travelling with the 

speed of light traversed distance c/ fo- b..x, whereas the Earth travelling with speed 

v towards the pulsar traversed distance b..x. Hence, 

b..t = b..x = _!_ _ b..x 
v fo c 

(5.23) 

Combining Eq. 5.22 and Eq. 5.23, we get D 

(5.24) 

This result is an example of the famous Doppler-Fizeau effect, which in our case 

leads to an increased frequency compared to the source's. The opposite occurs when 

the Earth is receding from the source. 

In order to reflect the actual frequency variations that occur in a pulsar's refer­

ence frame, the recorded event times have to be transformed to a reference frame in 

which the pulsar has zero acceleration. Clearly, this transformation requires accurate 

knowledge of the relative motion between the Earth and the pulsar. A good choice, 

for which we have accurate positional and temporal information, is the reference 

frame that moves with the Solar System Barycentre (SSB). Available ephemerides 

provide accurate and up-to-date information of the Earth's position relative to the 

SSB. Moreover, the use of the well-defined TDB time-scale for events arriving at 

the SSB provides a uniform timeflow which is unaffected by the variations of the 

gravitational potential that exist on the Earth. 

Ephemeris Formats 

The most commonly used ephemeris formats, which provide updated values of pulsar 

frequencies and their derivatives, as well as other pulsar properties, are two: the one 

generated by the Jodrell Bank radio observatory in the U.K., and the GRO format, 

which - as its name suggests - was widely used in" the CGRO community. The 

latter is also the format that is used by the Australia Telescope National Facility 
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Figure 5.2: Schematic representation of the Doppler-Fizeau effect on the pulsar 
signals arriving at Earth. 
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(ATNF) and their popular pulsar-timing software, TEMPO. (The distribution of 

TEMPO along with the accompanying reference manual is maintained by Princeton 

University [379].) The above two formats are described in the next paragraphs, 

together with examples: 

J odrell Bank Ephemeris 

The Jodrell Bank radio observatory in Manchester, U.K., maintains an ac­

curate monthly ephemeris for the Crab pulsar. The provided parameters are 

contained in lines that correspond to each month (Fig. 5.3). Each line con­

tains the arrival time of the pulse, t 0 , which is given as an integer number 

of Modified Julian days plus a small time interval, tMIT or tJpL: this interval 

corresponds to the arrival time of the first main pulse after midnight, at the 

SSB. The time-scale used is TDB and the phase at to is defined equal to 0. The 

calculation of the arrival times is based on either the Jet Propulsion Labora­

tory (JPL) planetary ephemeris [380], DE200, or the Massachusetts Institute 

of Technology (MIT) ephemeris, PEP311- which however extends only until 

February 1990. 

The ephemeris provides the frequency, fo, and its first derivative, io, at to, 

as they are calculated at the SSB. Also stated are the errors on fo and io, as 

well as the pulsar dispersion measure, DM, together with the time delay due 

to interstellar scattering. Since the measurements take place monthly, each 

line can be safely assumed to be valid during the preceding and successive half 

month. However, the ephemeris comes with detailed notes of timing irregu­

larities, when required. In such cases, measurements are performed in shorter 

periods to account for the irregular changes in the pulsar's timing behaviour, 

and the validity ranges are mentioned accordingly. 

GRO Ephemeris 

The GRO pulsar ephemeris format is the most popular amongst the astronom­

ical community. For isolated pulsars, all the provided parameters are included 

in single lines, as in the Jodrell Bank format. For binary pulsars there is an 

additional line which contains the orbital parameters of the binary system (see 

Fig. 5.4). All parameters correspond to an MJD epoch when the measurement 

took place, and each measurement is provided with a validity range that is 
~ - ·····i ..... . 

defined by a starting and ending MJD. The arrival times of the pulses are 
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Date MJD tMIT tJPL t_ v CT~ v CT;, DM Ta 
sec sec /'Bee Hz 10-usec-2 pccm-a /'lleC 

15 MAY 88 47296 0.007050 0.032072 200 29.9843723662 4 -378616.35 1.24 (56.859) 100 
15 JUN 88 47327 0.010773 0.002803 200 29.9833582852 5 -378586.88 1.89 (56.859) 100 
15 JUL 88 47357 0.012682 0.005060 soo 29.9823770003 2 -378574.13 0.61 (56.859) 100 
15 AUG 88 47388 0.021515 0.014156 300 29.9813631037 5 -378527.08 1.53 56.894 100 
15 SEP 88 47419 0.013883 0.006608 250 29.9803492921 7 -378504.96 1.95 (56.894) 100 

Figure 5.3: (from [357]) The Jodrell Bank ephemeris for the Crab pulsar. The first 
4 columns show the date that corresponds to the calculated parameters of the re­
spective ephemeris line. Columns 1-3 show this date in human-readable, Gregorian 
format, and column 4 contains the same date in MJD format. Columns 5 and 6 
contain the small time amount (TDB format) that has elapsed between midnight 
of the aforementioned date and the arrival of the first main pulse. This calcula­
tion is based on either the JPL DE200 (column 6), or the Massachusetts Institute 
of Technology, PEP311 planetary ephemerides (column 5). Column 7 shows the 
error in the determination of the arrival times, tacc, which represents the accuracy 
of the calculation for the whole calendar month. The next four columns contain 
the frequency and the frequency derivative of Crab's pulses together with the cor­
responding standard deviations of the measurements. Finally, the last two columns 
contain the dispersion measure (DM) of the source at the time of the measurement 
and the introduced signal delay due to interstellar scattering. 

calculated at the geocentre. Each arrival time is expressed as the fraction of a 

UTC Julian day after the TDB epoch that corresponds to the calculated fre­

quency values of the respective ephemeris line. The ephemeris provides values 

for the frequency, and the first and second derivatives of the frequency (i.e. f ,j 
and /). All frequency values are calculated at the SSB. A short description of 

each field is presented in Table 5.2. 

5.3 Data Extraction and Reduction 

5.3.1 Software Operation Checks 

Prior to our main searches for pulsed emission in pulsar data, it was considered 

appropriate to check the correct function of our software, with data from the well­

established Crab nebula. Its DC emission had already been detected at the signifi­

cance of rv 50 CJ by other collaborators (382]. We tried to match the result with our 

version of the software. 
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Character Range Parameter 
Line 1 
1-8 
10-21 
23-34 
36-40 
42-46 
48-62 to 

64-80 fo 

82-93 io 

96-104 j 

106-109 
111-111 
115-119 

121-130 
Line 2 
1-8 
1Q-25 Fb 

26-37 a 
39-48 e 
5Q-63 To 
65-74 w 
76-82 w 
84-91 ')' 

93-102 ib 
104-104 

Description 

Pulsar name (truncated if a J2000 name) 
J2000 right ascension (hh mm ss.sss) 
J2000 declination ( -dd mm ss.ss) 
Start of validity range (MJD) 
End of validity range (MJD) 
TDB epoch of pulse frequencies and infinite 
frequency UTC pulse TOA at geocentre (MJD) 
Pulse frequency at the Solar System 
Barycentre (Hz) 
First time derivative of barycentric 
pulse frequency (Hz s- 1) 

Second time derivative of barycentric 
pulse frequency (Hz s- 2 ) 

RMS residual of fit in milliperiods 
Letter code indicating origin of data (A = Australia) 
Planetary system ephemeris used for barycentre 
correction 
Full J2000 pulsar name 

Pulsar name (truncated if a J2000 name) 
Orbital period 
(at the Solar system barycentre) ( s) 
Semi-major axis of pulsar orbit (s) 
Orbital eccentricity 
TDB epoch of periastron passage (MJD) 
Longitude of periastron ( deg) 
Rate of periastron advance ( deg y- 1) 

Time dilation and gravitational 
redshift term (gamma) (s) 
First time derivative of orbital period 
Letter code indicating origin of data (A = Australia) 

Table 5.2: (from [381]) Description of the individual fields in the GRO pulsar 
ephemeris format. An example of the format for the binary pulsar PSR B1259-63 is 
shown in figure 5.4. The orbital parameters of Line 2 will be defined in section 6.3.3 
where the binary motion of this pulsar is explained in detail. 
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Index: 

Line 1: 
Line 2: 

Index: 

Line 1: 
Line 2: 

1234567890123456789012345678901234567890123456789012345678901234 

1302 635 13 02 47.660 63 50 8.70 53099 53176 53137.000000545 ) 
1302-635 106852894.76599 1296.3837509 0.86990542 48124.35237650 

56789012345678901234567890123456789012345678901234567890123456789 

20,9366848577709 1,00171E-12 -1.87E-21 1.8 A* DE200 1302-6350 
138.668020 0.00000 0.000000 O.OOE+OO A 
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Figure 5.4: (from [381]) The structure of the GRO pulsar ephemeris format for the 
binary pulsar PSR B1259-63. The ephemeris consists of the two lines between the 
separators, whereas the top line is inserted here as an index to the character posi­
tions. Here, we have split the lines into two sections in order to fit the information 
across the page. An explanation for each field is given in Table 5.2. 

In order for the comparison to be sensible, we had to make sure that the data runs 

matched those analysed by the other collaborators. The chosen data set consisted 

of 10 runs from the Crab nebula, which were produced with a 3-telescope stereo 

observation. The total exposure time was ~ 4 h. Another factor that had to be 

kept the same between the analyses was the applied cuts to the data. In both 

cases, the standard H.E.S.S. cuts for the Crab nebula1 were used (see Table 5.3). 

The standard cuts have been derived from simulations of the 1-ray emission from a 

source with an assumed DC spectrum that matches the Crab nebula's. The spectrum 

of the Crab's nebular emission had already been measured, before H.E.S.S., with 

experiments like H.E.G.R.A. and Whipple [383],[32]. Furthermore, the large Z.A. of 

Crab observations ("' 45°) was also taken into account in those simulations. Using 

the standard cuts on the 4-h data set, we managed to reproduce the high significance 

mentioned above [382]. 

5.3.2 Timestamp Extraction 

The search for periodicities in the data requires the extraction of the event times­

tamps which are stored in DST files. Each event is assigned a timestamp using 

the GPS clock of the Central Trigger System, which provides absolute UTC time 

with an accuracy of 1 JtS. We used H.E.S.S. routines to express the arrival times 

as UTC seconds since the standard epoch J2000. This choice is the natural one, 

since the celestial co-ordinates that correspond to the J2000 epoch offer higher posi-

1Following Crab nebula's characterisation as the "standard candle", the optimised' set of iimige 
cuts is also referred to as standard. 
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Parameter min max 

length 1.8 5.2 mrad 
width 0.45 1.25 mrad 

distance 0 18 mrad 
LoverS 0 0.018 mrad ph.e.-1 

alpha 0 7 deg 

Image Cleaning (p' ,q') (5,10) (pixels,ph.e.) 

Table 5.3: (from [384]) A variant of the standard cuts for single-telescope observa­
tions of the Crab nebula. This set of cuts aims at the optimisation of the significance 
of the Crab's DC signal. Note that the LoverS carries an implicit cut on the Image 
Amplitude, requiring it to be above 100 ph.e. The bottom row shows the additional 
(to the hardware one) restriction imposed on the image-cleaning thresholds (see 
section 4.3.1), which is set in the software and is used together with the standard 
H.E.S.S. cuts. 

tional accuracy at our observation dates than those based on the B1950 epoch. This 

time format is sufficient for the study of local events: e.g. those generated by the 

flat-fielding device, since both the source and the detector belong to the same refer­

ence frame. However, the temporal study of astronomical objects from the Earth's 

surface requires the measurement of time in a different time format, as well as the 

transformation of the event times to a more appropriate reference frame. 

UsingthePulsar.GetArrivalTimeAtSolarSystemBarycenter(UTC,location) 

function of the H.E.S.S. software, we converted the UTC timestamps at Namibia 

to TDB timestamps at the SSB. This function requires, as input, the UTC times 

of the events at a selected location on Earth and uses the JPL DE200 planetary 

ephemeris to calculate the TDB arrival times of the events from a Pulsar's direction. 

The resulting values were expressed as TDB seconds since J2000. 

The pulsar co-ordinates are retrieved automatically from a database, which also 

contains information on the type of observation that corresponds to the particular 

run which is being analysed. For example, during a wobble observation, the offset 

by ±0.5° R.A. of the source position, relative to the camera centre, is taken into 

account. Any positional image cuts applied to the data are also offset accordingly. 

Despite the straightforward operation of the H.E.S.S. routines, the whole process 

of timestamp extraction was not hassle-free. A number of data runs from observa­

tions of PSR B1259-63 contained repetitive events: i.e. the same timestamp was 
- - ""--- ' -- . -~ 

subsequently repeated in the data [385]. We haste to make the point that such events 
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cannot be real, as that would imply a dead-time between subsequent events that is 

< 1 f.-LS. As mentioned earlier, the H.E.S.S. DAQ can manage a dead time that is 

at least 5.5 f-LS (see section 4.3.1). The offending runs were early-produced DSTs of 

PSR B1259-63 and were corrected and reproduced at a later time, past which the 

data from this pulsar were re-analysed. However, as a safety measure, we modified 

the time-extraction routine in order to skip follow-up events with timestamps equal 

to their predecessors. Not only does this process filter out the spurious events, but 

most importantly it prevents them from misleading our sensitive temporal analysis. 

The effect of their presence will be mentioned later, when we discuss the results from 

PSR B1259-63. 

5.3.3 Verification of the Barycentring Routine 

It is hard to exaggerate the importance of barycentring. Especially in pulsar ob­

servations where the signals have periods of the order of ms, the corrections have 

to guarantee that the pulses arrive in phase with each other. For example, if an 

observation began when the source was overhead, then after 6 h the source will be 

on the horizon, and the light-travel time will have increased by approximately RtiJ· 

This introduces a delay of flt = RtiJ/c ~ 21 ms, which means that, in the case of 

the Crab pulsar (f = 30 Hz), the pulses are now arriving with a phase difference 

fl¢ ~ f flt = 0.6. Hence, the phases of all events that were emitted from the pulsar 

when it had the exact same orientation relative to our line-of-sight will not line up 

in a phasogram, and the lightcurve will appear dispersed and potentially unrecog­

nisable. Therefore, it was regarded essential to cross-check the barycentring routine. 

This was done via the two different routes described below. 

Experimental Method 

The first method was to acquire optical data from the Crab pulsar and try to recon­

struct the familiar double-peaked lightcurve, at the correct phase positions. Approx­

imately 100 s worth of optical data were collected with the PMT that is mounted on 

the camera lid of the H.E.S.S. telescopes (see section 4.3.2). Each optical event was 

characterised by a UTC timestamp and an amount of d.c. corresponding to the num­

ber of ph.e. of the event. Using the H.E.S.S. barycentring routine, the event times 

were converted into TD_B arrival ti!Iles at the SSB. In addition, the TDB times were 

folded into phases using a contemporaneous GRO ephemeris for the Crab pulsar. 



CHAPTER 5. TEMPORAL ANALYSIS OF I-RAY PULSAR DATA 264 

The GRO ephemeris format provides the frequency values at the SSB, which corre­

spond to a reference time of a pulse arriving at the geocentre; also, this reference 

time is given in UTC format. Hence, a specialised routine was used, which converts 

the GRO reference times, to, to TDB times at the SSB, t [386]. Moreover, because 

the frequency values are calculated at time t0 , they had to be carried forward based 

on the frequency derivatives and the time difference, t- t0 , between the arrival time 

at the geocentre and that at the SSB (see Eq. 5.8). Having the transformed val­

ues at the SSB, we wrote a simple event-folding routine, based on Eq. 5.10, to get 

the event phases for each event. In addition, because of the high amount of NSB 

in the data, we determined the NSB pedestal and subtracted it from each event's 

d.c. contribution. The way this was achieved with the code is the following: 

The NSB triggers are expected to contribute an amount of d.c. for each event, 

Ni, which is randomly distributed around the mean, (N), according to Pois­

sonian statistics. Hence, one expects that, for noise, the deviations from the 

mean are within 1 a: i.e. V(N}. Moreover, the value of (N) also varies with 

time but over time-scales that are substantially longer than the signal's pe­

riod. In our data set this variation is shown in Fig. 5.5, where we used coarse 

binning (6 x 104 events = 2 s) to represent the slow variation of the mean 

across 100 s. 

When a pulsed event is recorded, its d.c. contribution is added to that 

of the NSB, and so the resulting events which contain both the NSB and 

the optical pulse will naturally show an excess of d.c. from the background. 

However, this excess is a tiny fraction of (N) and can be less than V(N} for 

a single event. If the event folding is carried out correctly, i.e. it is based on 

a valid and accurate ephemeris, the optical events should all be bunched in 

phase. In other words, we expect the binning of all the events according to 

their phase to result in the events containing the signal being concentrated 

in a number of phase bins that correspond to the peaks of the Crab pulsar's 

emission. By subtracting the average NSB from every event contribution, the 

majority of events that contain the signal will have positive residuals, whereas 

the residuals from the rest are expected to be randomly distributed around 

zero, according to Poisson. However, due to the slow variation of the average 

NSB contt:ibutiol1 _acrpss our data set, it is more accurate to calculate the 

average pedestal over short intervals compared to the total length of the data 
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set and subtract it from the event contributions contained in the corresponding 

data segment. Hence, we decided to split the data into segments containing 

1,000 successive events and calculate the value of (N), which is expected to 

be practically constant over such short intervals (fl.t ~ 40 ms). 

Finally, by adding all the residuals in a phase bin, the d.c. from the events 

containing the signal are expected to add up proportionally to the number of 

events in the whole data set, n, whereas the contributions from the background 

events should add up proportionally to only yn. Therefore, given the large 

amount of data analysed (n "' 3 x 105 ), we expected the signal to stand out 

against the background fluctuations. 

In order to display the integrated lightcurve, we plotted the histogram that shows 

which phase regions are more prominent during one full rotation of the Crab pulsar. 

Such histograms that plot pulsar intensity variations during one period, in discrete 

phase steps (phase bins) are called phasograms. We divided Crab's period into 20 

such bins, which corresponds to intervals of ~ 1.5 ms. This decision was based on 

the duty cycles of the components in Crab's double-peaked lightcurve, which occupy 

~ 10% of the period. The chosen bin width was considered adequately narrow 

for the pulse shape to be revealed. Since we were only interested in the average 

d.c. contribution per bin- which corresponds to the average signal intensity during 

1.5 ms- we divided the sum of the d.c. residuals in each bin by the number of events 

in the bin. The bottom of Fig. 5.6 shows the resulting phasogram from our analysis, 

compared to the 1-ray profile of the Crab pulsar above 100 MeV as was derived from 

EGRET observations [22]. The Crab pulsar's profile does not change significantly 

across the EM spectrum, so a side-by-side comparison between the two profiles is 

expected to result in a positional coincidence. Within the temporal uncertainties 

imposed by the resolution of our phasogram, the match between the two profiles of 

Fig. 5.6 is evident. 

Analytical Method 

In addition to the above experimental cross-check, a second, analytical method was 

followed. This time, we tried to match the results from the code using first princi­

ples and the ephemeris information from The Astronomical Almanac, 2003, of the 

U.S. Naval Observatory [387]. We calculated the barycentric correction for a hypo­

thetical event from the direction of the Crab pulsar, whose arrival time (hereafter 
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Figure 5.5: The variation of the average NSB pedestal across 100 s of optical data 
from Crab pulsar's observations with a single PMT. Each average value in this plot 
was calculated from the contributions of 6 x 104 successive events corresponding to 
approximately 2 s exposure time. 
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Figure 5.6: Comparison of the Crab pulsar's opticallightcurve (bottom phasogram), 
as was derived from our analysis using the GRO ephemeris, with the 1-ray pulse (top 
phasogram), as was measured with EGRET above 100 MeV [22]. The height of each 
bin in our phasogram is equal to the average d.c. excess from the NSB pedestal, of 
all events with phases contained in the bin. The latter was calculated by averaging 
over segments of 1,000 successive events, but without excluding those containing 
contributions from the pulsed signal. Therefore, it is biased towards higher values 
than the true value of the background. As a result, the bins outside the peak areas 
show a negative excess, on average. Although the temporal resolution of the optical 
plot (~ 1.5 ms) is lower than the 1-ray phasogram's (~ 0.3 ms), the positional 
coincidence of the peaks between the two profiles is evident. 
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observatory 
latitude ( cp) 
longitude (e) 
source 
Right Ascension ( o:) 
declination ( 6) 
date 

Namibia 
-23°.27166667 
-16°.5 
Crab pulsar 
05 h 34 m 31.95 s 
22° 00' 52" .2 
00:00 UT, 0 January 2003 

268 

Table 5.4: The assumed values for the H.E.S.S. site location and the Crab pulsar, 
which were used to calculate the barycentric correction of an event with arrival time 
at 00:00 UT, on 0 January 2003. 

date) in Namibia was at 00:00 UT, on 0 January 2003. The precise values used 

throughout our analysis are presented in Table 5.4. 

The correction of the event's arrival time from Namibia to the SSB was done 

in two steps: first, we calculated the correction from the observatory to the geo­

centre and then the correction from the geocentre to the SSB; finally, we combined 

the corrections, while taking into account their sign, and compared the result with 

that generated by Pulsar. GetArrivalTimeAtSolarSystemBarycenter. The exact 

process is presented in the following sections. 

Geocentre-Namibia Correction 

The calculation of the event's Local Apparent Sidereal Time (LAST) that corre­

sponds to date (see Table 5.4) requires knowledge of the Greenwich Mean Sidereal 

Time (GMST), tabulated in the almanac. From that, we subtract the equation of 

equinoxes at date, and the result is the Greenwich Apparent Sidereal Time (GAST), 

also tabulated. Finally, we add the East longitude (or subtract the West longitude) 

of the observatory to get LAST. Hence, 

GMST 

GAST 

06 h 36 m 60.3987 s 
-0.9472 s 
06 h 36 m 59.4514 s 
- 1 h 06 m 

LAST = 05 h 30 m 59.4514 s 

The next ~tep is to find ~~e ~-1\.., Z
0

, of the source at .date. For that, we need the 

hour angle (H 0
) of the source, which we calculate by subtracting its Right Ascension 



CHAPTER 5. TEMPORAL ANALYSIS OF !-RAY PULSAR DATA 269 

( o:) from LAST. Therefore, 

H 0 = LAST - o: = -0°.885410838 (5.25) 

The Z.A. can be calculated now from the spherical triangle which is defined by the 

north celestial pole, the observatory and the source (see Fig. 5.7): 

cos z = sino sin¢ + coso cos¢ cos H 0 = 0. 703464606 =? 

::::} z = 45°.294365 
(5.26) 

At this point we need to calculate the Earth radius Rtf!(¢) at the observatory, which 

should be between the maximum value on the equator (¢ = 0°) and the minimum 

on the poles (¢ = 90°). Our calculations are based on the values of the WGS 84 

(World Geodetic System 1984) reference spheroid [388], with flattening 

f = Rtf!(oo)- Rtf!(goo) = 0.003352811 
Rtf!(0°) 

(5.27) 

The following equation relates the radius of the Earth Rtf!(¢) with¢ and f [389]: 

Rtf!(¢)= Rtf!(0°) { 1- fsin
2 

[tan-
1 

[ ~\(~O~o/ tan¢]]}=? 
(5.28) 

=?Rtf!(¢)= 6374836.581 m 

Finally, the barycentric correction can be calculated from the scalar product between 

the vector pointing to the source and the Earth radius vector connecting the centre 

of the Earth to the observatory. The angle between them is Z
0

• Thus, 

Oteo = ~ ~ · S = ~Rtf! COS Z
0 = 0.014958588 S 

c c 
(5.29) 

Conversion between UT and TDB 

The barycentric correction from the geocentre to the SSB requires the position and 

velocity of the Earth at date. Although this is tabulated in the almanac, the time­

scale used is the Barycentric Dynamical Time (TDB). Our date is in Universal Time 

(l!T), so a conv~rsion must be made. The convex:sion from Terrestrial Time (TT) to 

TDB for 2003 is given in the almanac [387] and for 00:00, 0 January 2003, it yields 
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Figure 5.7: 3-dimensional projection of the observed source and observatory po­
sitions on the celestial sphere. The source's declination is denoted as 8 and the 
observatory's latitude, as if;. Furthermore, in this representation, the hour angle 
that separates the two positions is letter-coded as H and the Z.A. of the source, as 
z. The celestial equator is the line that connects East (E) and West (W), whereas 
the north celestial pole is defined by the letter N. 
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TDB - TT = 0.001658 sing + 0.000014 sin 2g s => 

=> TDB - TT = -1.096785457 x 10-4 s 
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(5.30) 

where g = 356°.27 + 0° .98560028d, with d being the day number counting from 1 (1 

January 2003) to 365 (31 December 2003). Application of this formula to our date 

corresponds to d = 0. The conversion from TT toUT requires the tabulated value 

of b.T = TT- UT, which we can use to obtain the time difference between TDB 

and UT at date. Hence, 

UT = TT- b.T = TDB- b.T + 1.096785457 x 10-4 s => 
(5.31) 

=> TDB- UT == 64.99989396 s 

This means that the tabulated parameters that are given in the almanac with ref­

erence to 00:00 TDB should be extrapolated forward by 64.99989396 s to give the 

parameter values corresponding to date. 

Extrapolation of the Earth's Position 

The almanac gives the position and velocity of the Earth with respect to the SSB 

at 00:00 TDB. We have derived the difference between TDB and UT, and so we can 

calculate the corresponding values at 00:00 UT using the equation 

R' =R+ V ·b.t (5.32) 

where R and V are the tabulated Cartesian position and velocity vectors in au and 

au d-1, respectively. b.t is the time difference between TDB and UT, as previously 

noted. Substituting for the values to be extrapolated, we get 

(5.33) 
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SSB-Geocentre correction 

In order to correct for the revolution of the Earth around the Sun, we have to trans­

form the source position vector into the equatorial rectangular co-ordinate system 

with reference to the SSB [387]. In the latter, we find the relationship between (a,&) 

and (x,y,z) to be 

s = (x8 , y8 , z8 ) = (coso: cos 6, sino: cos 6, sin 6) * 
* s = (0.102808958, 0.92137092, 0.374841226) au 

(5.34) 

Having the two vectors, R' and s, we can now take their scalar product prior to 

calculating the Sun-Earth barycentric correction <>tse· So, 

s; R' . s 1 (X' s; Y' . s; Z' . ;;) utse = -- =- coso:cosu + smo:cosu + smu * 
c c (5.35) 

* Mse = 471.5765905 S 

where X', Y', Z' are the Cartesian co-ordinates of R'. Furthermore, the angle Bse 

between R' and s is given by 

-1 (c · <>tse) o Bse =COS ~ = 15 .00845579 (5.36) 

Total Barycentric Correction 

The total correction from the observatory to the SSB is given by some linear combi­

nation of <>teo and Mse· In our case, because both Bse and Z 0 are acute, the corrections 

add up to give a <>ttot delay (see Fig. 5.8). In fact, for night-time observations like 

those of Cherenkov astronomy, this is the only feasible scenario. However, in radio 

astronomy where observations during daylight are possible, the above individual cor­

rections could add up to a negative delay (obtuse angles), or subtract to give either 

a negative or a positive delay (only one obtuse). Furthermore, if both R' and ~ 

form right angles with s, then no correction is needed. Nevertheless, in the present 

case we have 

8ttot = Meo + Mse = 471.5915491 S (5.37) 
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This correction represents the light-travel time as it was calculated using UT values 

for the arrival times of the events at the observatory. Therefore, the above amount of 

time has to be added to the UT seconds since JD2000 of an event that had arrived at 

00:00 UT, on 0 January 2003, in order to calculate the UT seconds of the same event 

when it was at the SSB. Note that this correction is independent of the time-scale 

used. 

By running Pulsar. GetArrivalTimeAtSolarSystemBarycenter with input 

UTC=94564800.816 s, which corresponds to the date under test, we got the barycen­

tred time to be TDB=94565336.591047972 s in the TDB time-scale. In order to 

compare the barycentred with the UTC timestamp, we expressed them into the 

same time-scale using the formula 

UTC = TDB ~ 0.001658sin g- 0.000014 sin(2g)-

- ~AT- 32.184 s 
(5.38) 

where ~AT = TDT- UTC- 32.184 s, and its value for 2003 is tabulated in the 

almanac. After substituting for the values that correspond to our case, Eq. 5.38 

takes the simpler form 

UTC = TDB- 64.183890321 s (5.39) 

Finally, the difference between the two computed timestamps, either in the UTC or 

TDB time-scale, is 

(~UTC)H.E.S.S. = (~TDB)H.E.S.S. = 471.591157652 s (5.40) 

which is different by only 0.000391448 s from the one calculated from first principles 

(see Eq. 5.37). This amount corresponds to ~ 1% of the Crab pulsar's period, and 

therefore our result can be considered satisfactory. 

5.3.4 Extraction of Low-Energy Events 

Motivation 

Pulsed emission from 1-ray pulsars has been seen with EGRET to extend up to at 

least 20 GeV (see e.g. Fig: 3.~?). The Vela and Geminga pulsars show evidence of 

a sharp cut-off within EGRET's energy range, but they are expected according to 
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Figure 5.8: The Earth-Sun-Observatory configuration for the case where the Earth­
Sun and Earth-Observatory barycentric corrections are positive increments to the 
event arrival times at the Observatory. 
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the Outer Gap models to have a significant pulsed component in TeV energies (see 

e.g. Fig. 3.23): for the Vela pulsar, the integral flux of the TeV component (;::: 100 

Ge V) is roughly 7 orders of magnitude lower than that observed with EGRET above 

100 MeV. On the other hand, pulsars like PSR B1706-44 retain their power-law 

spectra up to the top energy bin of EGRET, but they have not been detected by 

VHE experiments in the Te V range. Clearly, a cut-off must exist somewhere above 20 

GeV. The predicted Outer Gap flux for PSR B1706-44 above the energy threshold 

of H.E.S.S. is negligible: almost 10 orders of magnitude lower than the EGRET 

one. However, the sensitivity of the H.E.S.S. telescopes above 100 GeV is at least 3 

orders of magnitude higher than EGRET's at a few GeV energies, which makes it 

possible to detect luminous Te V components from pulsars like Vela. On the other 

hand, all EGRET pulsars exhibit bright GeV components whose flux is well within 

H.E.S.S.'s grasp, but whose cut-offs are steep, and even the most optimistic Outer 

Gap scenarios restrain the emission below the imaging threshold of H.E.S.S. (;::: 100 

GeV). Fig. 5.9 summarises all of the above in the sensitivity plot for H.E.S.S. Phase 

I, which shows the minimum required integral flux for a 5-CT detection after 50 h 

of exposure time, as a function of photon energy. For the sake of comparison, we 

have included EGRET's sensitivity after 1 year of observations. Both sensitivity 

curves correspond to observations of steady sources. In addition, the plot includes 

the predicted integral fluxes as a function of the photon energy, from a Vela- and 

PSR B1706-44-type Outer Gap accelerator. 

In the context of this thesis, we are interested in the low-energy synchro-curvature 

emission, part of which has been detected with EGRET, and which is also consistent 

with the Polar Cap and Outer Gap acceleration mechanisms. One can hope to 

detect the steep GeV cut-offs by selecting the least energetic events detected with 

H.E.S.S. from pulsar observations. These events are likely to lie below the detector's 

threshold, for which enhancement using shape parameters fails due to the inadequate 

number of pixels in the shower image. These events do not generally pass the shape 

and orientation cuts, i.e. length, width, alpha, etc. Their positional information, 

however, requires only a few bright pixels per event, and hence the application of 

appropriate IA and distance cuts to the data guarantees their survival, while at 

the same time provides a rejection of unwanted high-energy events. The reasoning 

behind our specific cut selection is presented in the following paragraph. 

Unfortunately, the advantage of background rejection is lost with this analy­

sis strategy. The advantage is recovered with the use of sensitive pulsed-analysis 
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Figure 5.9: Comparison plot between the sensitivity of H.E.S.S. Phase I above 100 
GeV [390] and EGRET's, above 100 MeV [391]. Also included are the predicted 
Outer Gap integral fluxes as a function of energy, from Vela (dashed black line) 
and PSR B1706-44 (dashed grey line). The calculations were based on Outer Gap 
spectra by Hirotani [296]. 
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methods, which provide the means for a signal detection, even below the detector 

threshold. These methods are discussed in section 5.4. Another critical parameter 

of the low-energy analysis is the number of events which the H.E.S.S. telescopes are 

capable of detecting below their threshold, given a source's ')'-ray spectrum. The 

answer to that question requires the simulation of the detector's effective area as 

a function of the energy. A detailed description of how this was done is given in 

section 5.7. 

Image Cut Selection 

In addition to the cuts on the Hillas parameters (see Table 5.3), the standard cuts 

apply a stricter sector (p') and pixel (q') criterion to the data (see 4.3.1). Clearly, 

this can only discard events further, as the hardware values, q and p, had already 

been in effect during the observations. A choice of (p', q') = (5, 10) is typically 

made, which can be considered conservative compared to the hardware setting of 

(p, q) = (4, 6) for single-telescope observations and (p, q) = (3, 5) for stereo ones 

[335]. 

The standard cuts are not suitable for the analysis of the lowest event energies 

possible. Instead, their purpose is to reject the maximum amount of cosmic rays 

(rv 99.98%), while retaining a statistically significant amount of 1 rays (rv 30%). 

Unfortunately, the two key parameters towards this goal, i.e. shower imaging and 

telescope sensitivity, do not serve well for our purpose: the former improves with 

increasing energy, above 100 GeV, whereas the latter peaks at TeV energies. For 

example, a set of cuts that is similar to the one of Table 5.3 was applied to 4.5 h 

of Crab nebula data [334] and resulted in a 20-a detection. However, the energy 

threshold after the application of the cuts was estimated to be ~ 800 Ge V. Hence, 

the restriction to only low-energy events has to invoke a different set of cuts. 

Our selection of an appropriate low-energy set of cuts was derived from the 

optimised IA range- which is implicit in the standard cuts- rather than from a 

series of Monte Carlo simulations. More specifically, if we consider the above set of 

standard cuts (say C1), then we can deduce from it a set of cuts (say C2) which will 

focus on energies below those covered by C1: the minimum and maximum values 

of LoverS in C1 are LSmin = 0 and LSmax = 0.018 mrad ph.e.-1, respectively; 

likewise, for the length cut we have Lmin = 1.8 and Lmax = 5.2 mrad. Fig. 5.10 

shows a graphical representation of the region that is covered by C1, in the length­

size parameter space. Since the low-energy events are associated with small events 



CHAPTER 5. TEMPORAL ANALYSIS OF I-RAY PULSAR DATA 278 

on the camera, one should aim, as a first step, at the lowest possible size values. 

Hence, by setting our upper limit on the size, S~~' equal to the minimum implicit 

size of C1, S~fn, we concentrated only on the smallest events that passed the trigger 

criteria. Using the values of C1 and Fig. 5.10, we have 

SC2 Lmin 100 h max = -.-
8
-- = P .e. 

L max 
(5.41) 

Bearing in mind that the smallest camera events are unlikely to have all their 

Hillas parameters reconstructed, we let all the shape and orientation parameters 

without restrictions. Nevertheless, for reasons that were explained earlier (see sec­

tion 4.2.5), we decided to apply a cut to the distance of the events from the expected 

source position on the camera: following the standard analysis, we restricted the dis­

tance parameter below 18 mrad. However, realising the importance of keeping only 

those events that are small and central, we applied a second set of cuts to the data, 

which restricts the distance even further. The chosen upper limit on the distance 

was 12.7 mrad, which constrains the sample of events to an area on the camera 

exactly half compared to that from the standard cuts: i.e. 7r(12.7) 2 = 1r(18)2 /2 

(mrad) 2 . The H.E.S.S. array achieves an angular resolution of 0.1° ("' 1.7 mrad) 

per event. Hence, our distance cut restricts the event positions within a well-defined 

area on the camera: i.e. below 12.7 ± 1.7 mrad. 

For the image-cleaning parameters, p' and q', we chose to compromise between 

the values used in the standard analysis, (p', q') = (5, 10), and the hardware setting 

for stereo observations, (p', q') = (3, 5). So, a loose criterion with (p', q') = (3, 7) was 

used, which would guarantee the registration of the smallest detectable events, but 

also reduce slightly the amount of NSB recorded in the DSTs: it has been reported 

that for DC signals the gain from reducing the threshold from (5,10) to (4,7) would 

lead to a rv 15% improvement in significance [384]. 

The two sets of low-energy cuts that were used during the extraction of the data 

are shown in Table 5.5. Only the timestamps of the events passing those cuts were 

considered in our follow-up temporal analysis. 

5.4 Uniformity Tests 

In 1969, Beran derived a complete class of uniformity tests on the circle [392]. Given 

a set of arriv~ times ti (i = 1, 2, 3 ... , n), one can. fold ti into phases, ¢i, with an 

assumed frequency, k The circular tests of uniformity give an estimate of the 
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Figure 5.10: This plot shows the constraints imposed by the standard length and 
LoverS cuts on the image size, in the length-size parameter space. Application of 
these cuts also implies that the size would have to be between a minimum (SO) and 
a maximum (S3) value. This allows us to create a set of cuts which is optimised 
for low-energy events, by setting SO as our maximum. In this figure, the line-filled 
area corresponds to the standard-cuts selection area, which is normally optimised 
for rv TeV energies. The region with size < SO (grey-shaded) defines a selection of 
events with low ph.e. content. An additional cut on the distance of those events 
refines our sample to low-energy events. 
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Standard Central 
Parameter min max mm max 

length 0 00 0 00 mrad 

width 0 00 0 00 mrad 

distance 0 18 0 12.7 mrad 

size 0 100 0 100 ph.e. 

alpha 0 00 0 00 

Image Cleaning (p',q') (3,7) (3,7) (pixels,ph.e.) 

Table 5.5: Our two sets of low-energy image cuts. The standard set is based on the 
standard cuts of Table 5.3, whereas the central set is aimed towards small and more 
centralised events on the camera. 

probability of the phases being distributed uniformly in the phase parameter space, 

from [0, 21r) (see Fig. 5.11). The basic assumption of all such tests is the absence of 

directional preference in the data: i.e. that there is no bunching in phase. Hence, 

high probability levels dictate uniformity, whereas low probability levels could be an 

indicator of signal presence. The assumption of uniformity is referred to as the null 

hypothesis, Ho, and can be formulated as follows: 

H 0 : g(¢) = 1/(27r); </J E [0, 27r) (5.42) 

where g( <P) is the probability density function (p.d.f.) that describes the true inten­

sity variations of the signal as a function of phase: i.e. the true lightcurve. Under 

H 0 this function is constant across one period, which means that the probability 

of finding an event at a specific phase is the same as finding it at any other. Such 

lightcurves describe the uniform background in 1-ray data. 

Alternatively, the rejection of the null hypothesis leads to the confirmation of 

signal presence at a certain level of significance, which is estimated by the uniformity 

test. This alternative hypothesis, HA, can be described by a p.d.f. that is a linear 

function of the uniform p.d.f. mentioned above, and a periodic p.d.f., 9s(<P), which 

represents the pulsed signal undiluted by background: its form is 

HA : g(</J) = P9s(<P) + (1- p)/(27r) (5.43) 

where p is the pulsed fraction of the total num,ber of eyents in the lightcurve, N = 

Npulsed + Nunpulsed: i.e. 
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Figure 5.11: Testing for uniformity on the circle. Circular tests of uniformity es­
timate the degree to which the distribution of event phases (black bullets) across 
the phase parameter space, [0, 21r), is bunched around specific phase positions. For 
example, case (a) in this figure shows that there is almost negligible bunching in 
phase, and hence the distribution can be considered uniform. On the other hand, 
(b) shows clearly a preferred phase direction around 30°. 
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Npulsed p = --~'-------
Npulsed + Nunpulsed 

(5.44) 

The function g8 , which is also called source function in the bibliography (see 

e.g. [393]), is generally unknown. In addition, the signal strength - which is ex­

pressed through the pulsed fraction - is also unknown. The form of g( ¢) can only 

be discerned through observations, but the true lightcurve can only be obtained 

after an infinite amount of events have been recorded. As this is not feasible, one 

can only approximate g( ¢) by constructing various experimental functions, called 

density estimators, using the phases of the recorded sample of events. A density 

estimator, 9(¢; ,Pi), has the property 

g(¢) = lim 9(¢; <Pi) (5.45) 
n-+oo 

where i = 1,2,3 ... ,n. 

De Jager et al. have investigated the application of certain density estimators 

to 1-ray data [394], some of which are presented in the following sections. Based 

on these estimators, one can construct test statistics, which are parameters that 

quantify the degree of uniformity in the data. The capabilities and power of various 

tests for uniformity are dependent on their associated statistics. A general expression 

for these statistics has the form 

(5.46) 

Basically, 'I/J(9) provides a measure of the deviation of the density estimator, 9(¢), 

from the uniform distribution, for a given data set. In all uniformity tests, the larger 

the 'I/J(9), the more unlikely the Ho. 

In the following paragraphs, we will describe four uniformity tests that were used 

in our periodicity searches. 

5.4.1 Pearson's x2-test 

General 

The x2-test has been successfully used in X-ray astronomy, where data are a lot 

richer compared to those from 1-ray observations [395],[396]. This test is a special 

case of the genera!_ c}ass_ of Beran's tests, and the x2-:test statistic can be derived 

from Eq. 5.46 using a Histogram density Estimator (HE) [394]. The general form of 
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the statistic is [397] 

2 _ ~ (Nj- Nexpected)
2 

_ ~ (Nj- N/k)
2 

Xk-1 - ~ 2 - ~ Njk 
j=1 O"expected j=1 

(5.47) 

where Nj is the number of observed events contained in each phase bin, j, and k 

is the total number of bins; Nexpected = N / k is the expected number of events in 

each bin, assuming a flat distribution, with N being the total number of events in 

the histogram. The standard deviation of Nexpected is O"expected = v'Nexpected, if one 

assumes a Poissonian distribution for the number of counts. 

Note that the xL1 statistic is quoted with the parameter k- 1. This parameter 

corresponds to the degrees of freedom ( df) involved in the construction of the his­

togram from which the statistic is derived. The df in every problem that is defined 

by a set of parameters is equal to the number of parameters in a subset, whose 

values are independent of any other parameter in the set. The construction of a 

histogram with k bins, in particular, requires the knowledge of the contents of only 

the k- 1 bins. For a fixed number of events, N, the values in the k- 1 bins can be 

chosen independently of any other bin, but the content of the kth bin is restricted 

by the total number of events to the value Nk = N- E7:=i Nj. Hence, the df in the 

xL1-test are always one less than the number of bins. 

This helps us define the reduced xL1 statistic, which is the version normalised 

to the number of df and is given by 

2 /(k _ 1) = _1_ ~ (Nj- N/k)
2 

Xk- 1 k- 1 ~ Njk 
j=1 

(5.48) 

Generally, the Ho is accepted for values of xLd(k- 1) rv 1. The presence of a 

signal in the data yields high values of the reduced xL1 , whereas xLd(k -1) « 1 

reveals an unphysical data origin: e.g. a flat distribution with unrealistically low 

fluctuations. 

The Choice of Bins 

Clearly, the value of x2 depends on the number of phase bins, k, in which the 

lightcurve has been divided. Therefore, the results from the x2-test are binning­

dependent, w4ich introduces a bias associated with user choice. Choosing the bin 

number, k, affects the bin width, 1/k. The true intensity variations of pulsar emis-
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sion can only be represented with a phasogram if k ---t oo, but that would require an 

equally infinite number of photons. In reality, the amount of collected 1 rays is very 

limited: EGRET collected only "' 100 pulsed 1 rays above 1 GeV, after observing 

the Crab pulsar for 3 months (Fig. 5.12). If a narrow peak (8 < 1/k) in a pulsar's 

profile occurs at a phase which happens to lie on the common border between two 

bins, then the number of events corresponding to the peak is split across these bins, 

and the signal excess from the mean is reduced. However, an identical lightcurve 

shifted by half a bin's width, i.e. b.¢= 1/(2k), would place the narrow peak within 

one bin and maximise the significance of the excess (Fig. 5.13). Hence, the x2-test 

depends on rotations, and therefore, in bibliographical terms, it is not a rotation 

invariant. 

On the other hand, if the choice of k is such that every peak is resolved by a 

high number of bins, then there is danger of running out of statistics, since each bin 

is likely to contain a very low percentage of the overall counts. Again, this could 

lead to a flat profile with low significance. In this latter case, the choice of k is 

also limited by the temporal resolution of the instrument, although this upper limit 

is not a useful one, since modern VHE experiments, like H.E.S.S., have resolutions 

that are up to 3 orders of magnitude higher than most pulsed profiles require. For 

example, the EGRET profile of the Crab pulsar above 1 GeV (Fig. 5.12) was divided 

into 50 bins, each one representing a time step of 33/50 ~ 0.7 ms in the pulsar's 

rotation; and with a temporal resolution of "' 1 J-LS, the profile could have been split, 

in principle, into 33,000 bins; then, the 60 1 rays of the main peak would have had 

to be distributed amongst ~ 4, 500 bins, most of which would have been empty. 

It becomes evident that the x2-test is sensitive to the selection of bins and that 

this affects the significance of the result. Unfortunately, there is no hard-and-fast 

rule for choosing the optimal k which will maximise the test sensitivity, and the 

final choice depends on the expected profile in each case. Since no pulsar has been 

detected in VHE, the ')'-ray profiles are unknown a priori. The Crab pulsar may be 

the only exception, as its profile remains consistent throughout the EM spectrum. 

For all the rest we can only assume that the EGRET profiles are similar in the VHE 

regime. In general, it seems appropriate to choose k = 1/8 in order to include the 

FWHM of the peaks in single bins. 
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Figure 5.12: (from [22]) The Crab pulsar's 1-ray phasogram above 1 GeV, from 
observations that took place from April to June 1991, with EGRET. The main peak 
of the profile at phase 0 is resolved by a mere 60 photons divided amongst 7 bins. 

Test Sensitivity 

Leahy et al. [398] have performed a number of checks which show that the x2-test 

becomes increasingly sensitive with decreasing duty cycles, o. They plotted the test 

power as a function of the signal duty cycle, o, assuming k = 16 bins and p = const. 

In their work, the test power is expressed as the percentage of successful detections of 

a square pulse of known period, at a given probability level. However, this definition 

of test power is not unique and varies amongst authors. Fig. 5.14 shows the resulting 

function, which is based on individual calculations of x2 for square pulses of known 

period and varying o. It can be seen that the power of the x2-test is very sensitive 

to the width of the signal and that it varies by a factor of~ 20 across the duty cycle 

range. 

Using simpler arguments, it was possible to derive an analytical expression for the 

value of x2 as a function of o and the pulsed fraction, p. Like Leahy et al., we assumed 

a square pulse superimposed on a Poissonian background with standard deviation 

ac = '1/'N;_, where Nc is the collected number of cosmic-ray photons in exposure time 

T. The pulsed component consists of Nry photons distributed across m bins, with 

~he total number of bips being n > m; hence the duty_ cycle is 8,= mjn. Having 

chosen a square pulse, we assumed that the fluctuations of the pulsed component 
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Figure 5.13: A schematic representation of the x2-test dependence on rotations. 
Phasogram Al shows the true light curve of a pulsar, which contains a single, narrow 
peak of duty cycle 8. The calculation of x2 requires a binning decision. A choice 
of k bins whose width is large enough to contain the entire peak could optimise the 
significance. However, in the absence of a priori knowledge of the peak position, 
the binning process could split the peak into two bins (phasogram A2), each one 
containing half the number of counts with respect to the true maximum, Nmax· 
Hence, the signal excess, as calculated with the x2-test, is reduced compared to 
the actual. A shift of all the event phases by 1/(2k), which corresponds to half 
a bin's width, fits almost all the pulsed photons into a single bin (phasogram Bl). 
Consequently, the resulting phasogram (B2) becomes a faithful representation of the 
true lightcurve, and the significance is maximised. The dependence of the calculated 
x2 values on such shifts (or rotations) is a major disadvantage compared to rotation­
invariant tests, like the Rayleigh test (see next section). 
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Figure 5.14: (from [398]) The power of Pearson's x2-test, in arbitrary units, as a 
function of the duty cycle of the pulsed signal, o. The values of they axis correspond 
to a normalised quality factor - defined in Leahy et al. 's publication [398) - which 
is related to the percentage of successful detections of the tested pulse, at a 90% 
confidence level: for Q = 1, the pulse is detected 50% of the time. Leahy et al. used 
square pulses of known period and variable o and calculated xi5 for each individual 
signal. The signal strength, p, was fixed in all tests. 
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are zero, and therefore every one of them bins contains N1 jm 1 rays. Fig. 5.15B 

shows the assumed phasogram. 

Using this phasogram, one can calculate the reduced x2 value, which is gener­

ally given by Eq. 5.48. In our case, the expected number of events in each bin is 

(N1 + Nc)/n, where Nc + N1 is the total number of events in the phasogram. Hence, 

the null hypothesis corresponds to those events being uniformly distributed across 

the entire phase range. We would like to calculate x;_If(n- 1) for the case where 

there is significant excess in m contiguous bins of the phasogram, as a result of 

pulsed emission occuring in a specific phase range. 

If Ni is the observed number of events in the ith bin, then the general form of 

the reduced x;_1 statistic is 

"'n (N· _ N-y+Nc) 
2 

2 1 Dl=1 1 n 

Xn-If(n- 1) = n- 1 (Ny + Nc)/n (5.49) 

Outside the pulse region the phasogram contains only background events, whereas 

the pulse consists of background and pulsed events. We can split this sum into these 

two regions. Hence, 

(5.50) 

where we have separated the known pulsed component, N1 jm, from the unknown 

background component, Ni. 

At this point we will make an effort to estimate the quantity Ni- Nc/n, which is 

the fluctuation of every bin's background component around the average background 

events in a bin. This can be done by assuming the phasogram of Fig. 5.15a, which 

contains Nc events distributed uniformly across the entire phase range. Hence, the 

phase distribution in this phasogram is consistent with the Ho. As a consequence, a 

calculated value for the reduced x;_1 should be roughly equal to 1. Based on that, 

we can write 

x2 . j(n -1) = _1_2:::~=1 (Ni- lf;)2 ~ 1 
n-1 n -1 Nc/n 

(5.51) 
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Figure 5.15: Assumed phasograms for the analytical calculation of x2 . (a) P haso­
gram consistent with the null hypothesis (H0 ), where all the event phases are uni­
formly distributed across one period, and the number of events per bin fluctuates 
by O" c around the mean, (N). (b) Phasogram that contains a uniform background 
component plus a pulsed component that extends over m bins. The presence of a 
signal in t he data is consistent with the alternative hypothesis (HA)· 
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A further assumption is that all bins fluctuate around the mean by the same amount, 

in which case the above equation becomes 

(
N _ Nc) 

2 ~ n - 1 N. 
t n n2 c 

(5.52) 

We can now substitute the squared quantity in the sums of Eq. 5.50, bearing in 

mind that its value can be either positive or negative. Thus, 

2 n 
Xn-d(n- 1) ~ (n- 1)(Ny + Nc) X 

X[~ ( ~- :' ± rn:r/No) 2 + ~ (-:' ± rn:r/No) 2] 
(5.53) 

After summing up the events in the two regions and some algebra, we arrive at an 

analytical expression for X~-d ( n - 1) 

X~-d(n- 1) = 

= (1- p) [1 + -
1

- (
1

-
5

) (-p-)
2 

Nc] ± 2 (1- 6')pJ Nc 
n-1 <5 1-p n-1 

(5.54) 

where we have invoked the duty cycle, <5 = mjn, and the pulsed fraction, p = 
N.y/(Ny + Nc)· The last term on the RHS of this equation expresses the uncertainty 

in the calculation of the x2 value, which arises from the uncertainty in the direction of 

the fluctuation of the background component in the bins. These fluctuations exist, of 

course, both inside and outside the phase range of the pulsed emission. In the above 

equation we assumed that in those two phase regions the fluctuations are in the same 

direction, in order to estimate the maximum value of ax2 = 2 (1 - <5) pVNc/(n- 1). 

That leads to the factor 2 involved in this term. Since ax2 ex v'!lf;_, its value is- in 

most cases - negligible compared to x2 ex Nc. Therefore, it will be ignored in our 

qualitative study that follows. 

We can now set a lower limit on the exposure time, T, which is needed to achieve 

a specific level of significance (in terms of a probability equivalent to the value of 

X~-d(n- 1)) given that the background and 1-ray event rates remain constant 

during T. If these rates are R, and Rc, respectively, then Eq. 5.54 becomes 
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x;_ d ( n - 1) = (1 - p) [ 1 + n ~ 1 ( 
1 ~ 0 ) ( 1 ~ p) 

2 
ReT] (5.55) 

One remark to be made here is the polynomial dependence of x2 on the signal 

strength (i.e. the pulsed fraction). This is shown more clearly if we expand the term 

containing p, so that 

2 ReT (1-o) 2 2 Xn-d(n-1) = 1-p+ n-1 -0- p (1+p+p + ... ) (5.56) 

which contains all powers of p. In the case of weak signals - abundant in 1-ray 

astronomy - a useful approximation for p « 1 yields 

(5.57) 

Finally, Eq. 5.55 can be solved for T to give an estimate of the required exposure 

for, say, a 5-0" detection. Hence, 

_ n-1 ( o ) (1-p)
2 [X~- 1 (50")/(n-1) ] Tsa--- -- -- -1 

Re 1-o p 1-p 
(5.58) 

which becomes 

n-1( o )[ 2 J Tsa ~ p2 Re 1 _ 0 Xn-1 (50")/(n- 1) - 1 (5.59) 

for weak signals. 

A very important property of Eq. 5.58 is that in the presence of a signal, the 

minimum required time for a 5-0" detection is proportional to the quantity o/(1- o). 

In Fig. 5.16 we have plotted the required exposure time for a 5-0" detection with a 

xi9-test against the duty cycle, o. The selected values for the pulsed fraction and 

the event rate are also shown in this plot. It can be seen that between sources of 

equal flux, (F), those with narrow pulse profiles are more easily detectable. In those 

cases, Eq. 5.58 can be approximated with 

Tsa = n -1 o(1 + o+o2 + ... ) (1- p)2 [X~-1(50")/(n -1)- 1] ~ 
Re p 1-p 

~ n-1 0 (1-p)
2 [X~- 1(50")/(n-1) _ 1] 

Rc p 1-p 

(5.60) 
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which means that for practically all pulsar signals known so far (o < 0.5), the 

detection time increases proportionally to 0. Moreover, if we only consider weak 

narrow signals, then the above expression takes the simple form 

0 2 
Tsa ~ (n -1)~R · Xn- 1(5o")j(n -1) 

p c 
(5.61) 

We can now support our assertion regarding the increased sensitivity of periodic­

ity searches for weak signals compared to the standard DC analysis. Crab's nebular 

emission, for example, is phase-independent, which would correspond to o = 1 ac­

cording to the above. Therefore, as expected, uniformity tests are insensitive to 

such signals, since T --> oo for 0 --> 1. The analytic expression that relates the expo­

sure time with the detection significance for DC signals (Eq. 3.29) was mentioned in 

chapter 3. By invoking the above definition of p, we can directly compare Eq. 3.29 

with Eq. 5.58. Of course, p corresponds now to the fraction of DC 1 rays in the data. 

Thus the minimum exposure time for a 5-0" detection of a DC signal now becomes 

rp - (1- p)(2- p) 1 . 2 
.L5a- 2 R O"Dc 

p c 
(5.62) 

where O"DC = 5. Fig. 5.17 shows Tsa as a function of p, for DC and pulsed emission. 

It is evident that weak periodic signals are more easily detectable than DC signals 

of the same strength. However, the gap between the sensitivity of the pulsed and 

DC detection methods is practically eliminated for p ~ 0.1. 

In the above formulation, the quantity pVNc/(1- p) = pVN, where N is the 

total number of events in the phasogram, appears in all tests for uniformity and 

it is usually referred to, in the bibliography, as the fundamental scaling parameter. 

This parameter is associated with the source's physical parameters as well as with 

the characteristics of the detector. More specifically, if the average pulsed flux 

over exposure time T was (F), then a detector with effective area A would collect 

Ny = (F)AT 1 rays. So, we can write 

VN = (F) AT = (F) A (I_) 1/2 

P .JN (R) 
(5.63) 

where (R) is the average trigger rate over exposure timeT. 
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Figure 5.16: Plot of the dependence of the minimum exposure time for a 5-a- de­
tection with the x~9-test, on the duty cycle of the pulsed signal, 8. This plot was 
generated using Eq. 5.58 with the pulsed fraction equal to p = 0.1 and a back­
ground event rate equal to Rc = 7 Hz. For 8 < 0.5, which applies to all pulsar 
profiles observed so far, the test is evidently more sensitive than for wider profiles. 
Finally, as expected for all uniformity tests, the sensitivity of the x2-test tends to 0 
(i.e. T --t oo) as 8 --t 1. 
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Figure 5.17: Graphical comparison between the sensitivity of the x2-test in peri­
odicity searches (solid line) and that of a standard DC analysis for steady signals 
(dotted line), as a function of the signal strength. Here, the sensitivity is expressed 
as the minimum required exposure time for a 5-() detection with a x~9-test (pulsed) 
and an ON/OFF DC analysis (see sections 3.2.3 and 4.3.3). Also, the signal strength 
is represented by p = R-y/(R-y + Rc), where R-y is equal to the pulsed or DC 1-ray 
rate, respectively. The plotted functions correspond to the analytical expressions 
of equations 5.58 and 5.62, for the pulsed and DC emission, respectively. In both 
cases, we selected Rc = 7 Hz for the background event rate, whereas the pulsed 
emission was assumed with duty cycle o = 0.1. It can be seen that weak, pulsed sig­
nals (p ;S 0.01) are more easily detectable with uniformity tests than DC signals of 
the same strength, with a traditional ON/OFF method. Nevertheless, the detection 
methods become equally sensitive for stronger signals (p ~ 0.1). 
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5.4.2 The Rayleigh Test 

The Rayleigh test is a special case of the Z~ test, which was extensively used by the 

COS-B collaboration with pulsar data [399]. The Z~ statistic can be derived from 

the general Beran's class of uniformity tests assuming a Fourier Series Estimator 

(FSE) with k harmonics [394]. The statistic is defined as 

(5.64) 

where N is the total number of events in the data series and l/>i, as before, the 

event phases after folding. The quantities &k = (1/N) '2:[:1 cosk</Ji and /A = 

(1/N) I:f:1 sink</Ji are the trigonometric moments of the FSE. In that sense, the 

Rayleigh test is a Z[ test: i.e. a Z~ test with m = 1 harmonic. Hence, the Rayleigh 

statistic is given by 

(5.65) 

Clearly, the Rayleigh statistic does not depend on binning, unlike the x2-test, which 

gives it an advantage over the latter. However, the assumption of an FSE with only 

the first harmonic makes this test more sensitive to broad, sinusoidal profiles, as 

we will see later. In addition, the lack of higher order harmonics makes this test 

insensitive to bimodallightcurves, since their components cancel each other and pass 

by unnoticed. 

The probability distribution of the Rayleigh test statistic matches that of the x2 

with 2 df, provided N > 100 [400]. The latter deviates from the Rayleigh distribution 

for lower values of N (see Fig. 5.18). Given a data set with N events, which yields a 

certain value of the Rayleigh statistic (say 2N R6), the probability of Ho being true 

for that data set is given by 

pr(> NR61Ho) = exp (-NR6) (5.66) 

where the quantity N R6 is mentioned in the bibliography as the Rayleigh power 

[401 J. Eq. 5.66 also c<:)[responds to the prQbability qf finding values of N R 2 greater 

than N R6, in the absence of a pulsed signal. In a data set containing random 



CHAPTER 5. TEMPORAL ANALYSIS OF ')'-RAY PULSAR DATA 

...., 
0:: 1£-05 c 

A1£-06 -ct 1£-07 

1£-08 

1£-09 

--- n=SO 

----· n=14 

---·-· n=7 

- Rayleigh: (n) tOO) 

1 E -t0''---'--...._2 -~---~...4 --'--'-6_..__8.._.__1-'-0~12 .............. 14__.__.1 618 20 
Rayleigh power (nR 2) 

296 

Figure 5.18: (from [400]) The probability distribution of the Rayleigh powers for 
various values of N (dotted lines). The solid line corresponds to the probability 
distribution of the Rayleigh powers, which was calculated using Eq. 5.66 with N > 
100, which matches the x2 distribution with 2 df. 

Poissonian noise, only the most probable Rayleigh powers are likely to occur, which 

are the values of N R2 that are close to zero. The occurrence of large values of N R 2 

in such a data set implies that a significantly large number of events have phases 

that belong to a tightly bunched phase region. Although this is possible to occur by 

chance with a probability exp (-N R 2), it is more probable that it originates from a 

focused emission and, thus, the presence of a signal. 

We will show now that the Rayleigh power, too, is a function of the scaling 

parameter p..[N, and we will proceed with the calculation of an upper limit on 

the pulsed fraction p, given a value of the Rayleigh power corresponding to pr(> 

NR2). We assume that a data set with N event phases is composed of a Poissonian 

background component with Nc random phases and a_pulsed component with N-y 

phases that are bunched in phase space. Then, the expression of the Rayleigh power 
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for this particular data set is 

1 [(N-y Nc )2 
NR

2 
= N ~cos xi+ ~cos"I/Ji + 

(

N-r Nc )2] 
+ ~sin xi+ ~sin"I/Ji = ... 

(5.67) 

where Xi are the event phases of the bunched emission and "1/Jj those of the random 

background emission. 

By expanding the terms in the square brackets, we get 

~ ~ [ (~cosx;) 
2 

+(~cos¢;) 
2 

+2 (~cosx;) (~cos¢;)]+ 
+ ~ [ (~sinx;) 

2 

+ (~sin¢;) 
2 

+ 2 ( ~sinx;) (~sin¢;)] 
At this point we can make use of the mathematical identity 

n m 

L Xi LYi = (xi+ X2 + · · · + Xn) (Yi + Y2 + · · · + Ym) = 
i=i j=l 

n m 

= Xi Yl + Xi Y2 + · · · + X2Y1 + X2Y2 + · · · + XnYm = L L XiYj 
i=i j=i 

which is valid for all Xi, Yi E lR and n, m E ll. Hence, Eq. 5.67 becomes 

1 N-y Nc N-y Nc 

[( ) 2 ( )2 l NR
2 

= N ~COSXi + ~COS"I/Jj + 2~~COSXiCOS"I/Jj + 

[( ) 2 ( )2 l 1 N-y Nc N.., Nc 

+ N ~sinxi + ~sin"I/Ji +2~~sinxisin"I/Jj 
l=i J=i l=l J=l 

(5.68) 

(5.69) 

(5.70) 
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In order to proceed, we have to consider the distributions of Xi and '1/Jj: the lat­

ter is uniform across [0, 21r), whereas the former is narrower, with all its phases 

concentrated in a subset of [0, 21r), say 8. Hence, 

'1/Jj E [0, 27r) 

Xi E 8 C [0, 27r) 

FUrthermore, we use the trigonometric identity 

(5.71) 

(5.72) 

(5.73) 

where we have defined the 2-dimensional matrix Wij = Xi - '1/Jj; and Wij E [0, 21r), 

since e u [0, 21!") = [0, 21!"). 

Finally, we can use the expressions for the trigonometric moments &1 ,c and !J,,c, 
for the pulsed and background components, in order to simplify the summation 

terms in Eq. 5.70. Note that 0: and (J express the average values of the cos( ... ) and 

sin( ... ) terms, respectively. More specifically, 

1 N-y 

&1 = N L.:cosxi = (cosxi) 
I i=l 

N-y 

!J, = ~ L sin Xi = (sin Xi) 
I i=l 

A 1 Nc 

f3c = N L sin '1/Ji = (sin '1/Jj) 
c j=l 

(5.74) 

(5.75) 

(5.76) 

(5.77) 
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Hence, Eq. 5.70 now becomes 

NR2 = 

= ~ [(Ny(cosxi))
2 + (Ny(sinxi))

2
] + ~ [(Nc(cos'l/Jj))

2 + (Nc(sin'l/Jj))
2

] + 

1 [ N"~ Nc l + N 2~f;cos(xi -'1/Jj) = 

N2 N2 
= ~ ((cosxi) 2 + (sinxi) 2

) + ~ ((cos'l/Jj) 2 + (sin'l/Jj) 2
) + 

N"(NC + 2--(cosw· ·) N ~J 

(5.78) 

For large Nc, the quantities (cos'l/Jj), (sin'l/Jj) and (coswij) are approximately zero 

due to the uniform distribution of '1/Jj. Therefore, the Rayleigh power is equal to 

(5.79) 

Test Sensitivity 

It was mentioned that the Rayleigh test is sensitive to broad profiles, whereas the 

x 2-test is sensitive to narrow ones. Leahy et al. performed analytical calculations 

for both tests [398] assuming a square pulse profile of known period. The resulting 

performance of the x 2-test was shown in Fig. 5.14. Fig 5.19 shows the performance 

of both tests for pulsed signals with various duty cycles, o, and under the assumption 

of a constant pulsed fraction, p. It can be seen that above o ~ 13% the sensitivity 

of the Rayleigh test can be up to twice the x 2-test's, whereas for shorter duty cycles 

the x 2-test becomes clearly dominant. In general, it appears from this plot that the 

power of the Rayleigh test is not as dependent on the duty cycle as the x 2-test's is, 

varying only by a factor ~ 5 across the orange. For large duty cycles, o --t 1, both 

tests become insensitive, which is expected for all uniformity tests. 

Based on Eq. 5. 79 we can now perform a similar calculation to that which led to 

Eq. 5.58, but instead of constraining the exposure time we will set an upper limit 

on the pulsed fraction, p. The Ra.yleigh probability levels for large N = N'Y + Nc 

are given by Eq. 5.66. We have shown that 
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Figure 5.19: (from [398]) The power of the Rayleigh test (dotted line) compared 
with that of a x2-test with 15 df (solid line), as a function of the duty cycle of the 
pulsed signal, 6. The plotted function was calculated by Leahy et al. using square 
pulses of known period and variable 6. The values of N R2 and x2 were calculated 
for each individual signal. In this plot, the test power is expressed as the fraction 
of successful detections of the tested pulses, at a 90% confidence level. The quality 
factor, Q, is constructed from this fraction (see [398]). When the pulse is detected 
half the time, then Q = 1. 
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2 N~ 
(N, + Nc) Ro = Ny + Nc (5.80) 

where NR6 is the Rayleigh power that corresponds to pr(> N R6) = exp ( -N R6). 

We can rewrite this equation introducing p: 

p2 
(N1 + Nc) R6 = --Nc 

1-p 
(5.81) 

We would like to calculate the maximum value of p that would have resulted in a 

detection, to a probability level s under the H 0 , of a pulsed signal containing N1 

events, with the Rayleigh test. Assuming that the Rayleigh test did not detect the 

signal to that probability level, s, the yielded Rayleigh probability under the Ho 

must have been 

( 
p2 ) p2 log s 1 

pr > s =? exp ---N. > s =? -- < ----- > 0 
- 1 - p c - 1 - p - loge Nc - (5.82) 

where equality corresponds to the upper limit, Pul· By setting the RHS quantity 

of the last inequality equal to x and considering only the equality, we form the 

quadratic equation 

(5.83) 

The root with physical meaning is 

(5.84) 

However, for large Nc and typical values of s, we can approximate with x « 1. For 

example, a data set with Nc = 1, 000 yields x rv 0.01 by requiring a 5-0" confidence 

level. Hence, Eq. 5.84 becomes 

Pul ;::::J 

logs 1 

loge Nc 
(5.85) 

Using the above value for the background counts and setting s rv 10-7 - which 

corresponds roughly to 5 O" - this equation yields an upper limit of ;::::J 13% of the 

background: i.e. 130 /' rays. 
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5.4.3 The H -test 

In 1989, de Jager, Swanepoel and Raubenheimer (hereafter DSR) introduced the 

H-test [393] as a general test for uniformity which performs, on average, better 

than other known tests, regardless of pulse shape and position. The H-test is an 

optimised and rescaled version of the Z~ test. It is based on the Z~ statistic, like 

the Rayleigh test, but it possesses two important qualities that make it a better 

overall test compared to the z~ test. 

Firstly, it does not require from the user to select a single value for m, but it 

selects only that harmonic, M, which maximises the quantity 

max ( Z! - 4m + c) = z1 - 4M + c 
l:S;m<oo 

(5.86) 

where c is an integer constant. This determination procedure is called Hart's rule 

[402] and the choice c = 0 leads to the optimised-by-Hart's-rule Z~ statistic, with 

m = M, also known as the Z 2 statistic. We will not get into further detail regarding 

the principle on which Hart's rule operates, but in rough terms Hart's rule maximises 

the performance of the FSE for a given data set. More information can be found in 

[400]. 

Secondly, the integer constant c can be, in general, different from zero. A second 

optimisation compared to the general Z! test comes from power studies, where the 

conclusion is that a value c = 4 provides the best omnibus statistic. DSR defined 

this statistic as 

H = max ( Z! - 4m + 4) = Z1 - 4M + 4 
l:S;m:S;20 

(5.87) 

where the maximum number of harmonics considered, i.e. m = 20, was chosen by 

the authors both because of the limited statistics from simulations, but also because 

the truncation of Eq. 5.86 at higher harmonics does not change the power of the 

H-test significantly [393]. In [400], de Jager reported that the probability of finding 

M = 20 in noise data is only 2 X w-5 . 

Similarly to the x2 and Rayleigh tests discussed here, the H-test rejects unifor­

mity for large values of the statistic. The probability of accepting the Ho is derived 

from the distributions of the H statistic for the individual values of m. This would 

normally require simulations for each number of harmonics -involving the afore­

mentioned computational obstacles - and construction of probability tables, as in 
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m O(m) r(m) m O(m) r(m) 
1 0.522 1.065 11 0.343 2.171 
2 0.495 1.981 12 0.329 2.114 
3 0.453 2.117 13 0.327 2.149 
4 0.425 2.166 14 0.322 2.131 
5 0.402 2.177 15 0.298 1.984 
6 0.385 2.172 16 0.285 1.957 
7 0.375 2.190 17 0.292 2.026 
8 0.353 2.125 18 0.308 2.239 
9 0.352 2.144 19 0.308 2.150 
10 0.364 2.272 20 0.231 1.744 

Table 5.6: (from [400]) The critical parameters for the calculation of the probability 
levels from the Hm distribution. The parameter values were derived from 107 noise 
simulations, which were enough for the determination of the probability distributions 
with::::; m::::; 20. 

the case of the xL1 statistic. Fortunately, de Jager was able to parametrise the 

distributions of the H statistic by fitting 20 simulated distributions of H to an equal 

number of r distributions, using the parameters 

O(m) = (Hm) 
(/2 

m 

r(m) = (Hm)2 
(/2 

m 

.(5.88) 

where (Hm) and O"~ are the mean and the variance of each of the 20 probability 

distributions. The values of O(m) and r(m) have been calculated by the author from 

107 simulations of random noise [400]. Table 5.6 presents these values form::::; 20. 

Based on the above parametrisation, de Jager provided an analytical expression 

for calculating the probability of accepting the Ho, given a value of H found at a 

specific harmonic m. This expression is [400] 

1oo tr(m)-1 exp ( -t) 
pr(> HmiHo) = X . r [r(m)] dt (5.89) 

where X = O(m)Hm and r [r(m)] is the r function to which the probability distri-

bution form harmonics was fitted. 

Eq. 5.89 was verified by the author after 105 Hm values were calculated from 
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300 uniformly distributed phases and the resulting probability levels were converted 

into Rayleigh powers, N R 2 , using Eq. 5.66. The distribution of the Rayleigh powers 

was well fitted with the expected exponential function exp (-N R2
) [400]. 

Test Sensitivity 

In terms of performance, the H-test is known to be powerful for a broad range of 

possible pulse profiles. Fig. 5.20 shows a comparison plot between the power of 

various tests for uniformity which are used in 1-ray astronomy. From this plot, it 

is clear that the overall performance of the H-test is better than the rest. Its only 

competitor, for J > 0.2, seems to be Watson's test, whose statistic is 

2 ~ 1 ( A2 A2) 
U = 2N L (27rk)2 ak + {Jk 

k=l 

(5.90) 

However, the H-test has a computational advantage over Watson's test since it only 

requires"' 40N steps for the calculation of H from Eq. 5.87, whereas the latter test's 

steps are of the order of N 2 [393]. Hence, for large amounts of data, the H-test is 

much faster. 

The calculation of upper limits on the pulsed fraction, p, with the H-test de­

pends on the complexity of the lightcurve, i.e. unimodal, bimodal, etc., and requires 

Monte Carlo simulations for the individual cases. Nevertheless, for single pulses this 

calculation has been parametrised by fitting an analytical expression to the Monte 

Carlo results [403]. Since our upper limit calculations, presented herein, were per­

formed at the C.L. of 3 a, we provide here the relevant expression that constrains 

the scaling parameter, pVN, within an upper value, P3aVN, at that C.L. Therefore, 

given a calculated value of H for a data set with N events, the 3-a upper limit on 

the scaling parameter for single pulse profiles is given by 

P3aVN =(1.5 + 10.7J)(0.174H)0
·
17+0

·
148 

X 

x exp (0.08 + 0.156) log2 (0.174H) where H > 0.3 
(5.91) 

5.4.4 The Cm ("Cosine") Test 

The appearance of this uniformity test in the available bibliography has been rela­

tively recent, ~nd a brief explanation of its properties can .be found in [403]. As a 

result, it has not been widely used by the astronomical community. The Cm test 
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Figure 5.20: (from [393]) Test power versus duty cycle, o, for various tests for 
uniformity. The simulated signal, which the power of each test was tested against, 
had a single Gaussian profile with p = 0.1 and N ::::::: 300. The detection threshold, 
a, corresponds to the maximum acceptable probability outcome, from any test, that 
rejects H 0 ; and here, it was chosen equal to 0.05. The dense, dashed line corresponds 
to the power envelope which represents the power of the optimal test choice for each 
duty cycle. This curve has been derived from Beran's work. Clearly, the utilisation 
of this optimised power curve requires a priori knowledge of the duty cycle, which 
is rarely available. 
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can be considered as a short version of the Z! test, but it is more specialised with 

regard to single pulses of known position. In principle, the power of this test lies 

in the symmetry of the cosine trigonometric moment for minor deviations from a 

specific phase, where the pulse is located, say for ¢ = p,. By centring all event phases 

around the expected pulse position, p,, the quantities cos( c/Ji - p,) will always be pos­

itive around the pulse, i.e. when p,' = lc/Ji - ~-tl < b, whereas the corresponding sine 

moments will have opposite signs on opposite sides of the pulse position. Hence, 

the Cm test statistic is constructed by adding only the centred &k trigonometric 

moments for all harmonics, m: i.e. 

(2N) 1/2 m ( 2N) 1/2 m N 
Cm = --:;;;: L &k = --:;;;: L L COS k(c/Ji- p,) 

k=1 k=1i=1 

(5.92) 

and the corresponding Sm statistic, which sums only the sine trigonometric moments 

is 

(2N) 1/2 m A ( 2N) 1/2 m N 
Sm = m t;,Bk = m t;~sink(¢i- p,) (5.93) 

The test relies on the assumption that the pulse profile is symmetric around the 

expected phase: like a Gaussian profile centred on p,, for example. In that case, Cm 

will be a large positive number, and Sm will be close to zero due to the equal event 

numbers with opposite sine values on either side of the Gaussian. It is the exclusion 

of those sine terms from the statistic that gives Cm test the advantage over the Z! 

test, in terms of test power. 

Nevertheless, it is not always feasible to pinpoint the peak phase p,, or it is equally 

likely that the profile is not completely symmetric. In the case of the Crab pulsar, 

for example, the profile remains constant throughout the EM spectrum, and it is 

reasonable to assume that the profile seen with EGRET will be the same in the VHE 

region, too. That is to say, "phase locking" should hold true. However, if the peak 

phase slips from the expected position, the Cm test provides the means of tracing 

such incident via the Sm statistic: the asymmetry introduced by the phase-slipping 

results in the increase of the latter quantity's absolute value, i.e. ISml· The reason is 

that, now, Sm also contains information on the pulsed phases, which are distributed 

unequally around p,. The probability distribution of both Cm and Sm for noise is 

the N(O, 1): i.e. the normal distribution with ,mean 0 and variance 1. In such case 

one should calculate Cm ;:::j Sm ;:::j 0. Therefore, in the presence of a signal at the 
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expected phase, the value of Cm can be directly translated into Gaussian standard 

deviations. 

Finally, there remains a question of the optimal choice form. Numerical inspec­

tion of the behaviour of Cm against Gaussian and square pulse profiles has shown 

that beyond an optimal number of harmonics, m*, the inclusion offurther harmonics 

does not contribute to the significance of the detection but, instead, it reduces it 

because of the dependence of Cm on 1/m112 . A general expression form* was then 

given as [403] 

Test Sensitivity 

* 1 m ,...., -
20 

(5.94) 

It has been mentioned that the Rayleigh test is the best option for sinusoids and 

that it does not require a priori knowledge of the pulse position. On the other hand, 

application of the Cm test to sinusoids, i.e. profiles with m = 1, requires knowledge 

of the peak phase. Moreover, a C1 test takes into account only the 0: trigonometric 

moment, whereas the Rayleigh statistic depends on both 0: and ~- Therefore, it 

becomes an interesting task to compare these two tests in terms of performance. 

In Cm test's explanatory publication [403], de Jager showed a plot of the test 

power as a function of the scaling parameter for both tests. For those tests, he used 

a sinusoid of known phase position (see Fig. 5.21). The test power was quantified 

in terms of the probability of detecting a signal with either test, at the significance 

level of > 3 cr. In other words, it represents the fraction of the total number of 

trials in which the H0 was rejected at the minimum level of 3 cr, for a range of 

signal strengths. The plot shows that detections throughout the tested range of 

pVN occur more often with the c1 test. Hence, the c1 test is more powerful at 

detecting sinusoids of known position. 

Like the rest of the tests examined here, the Cm test also provides an analytical 

formula for upper limit estimation. Given the calculated value of Cm for a data set, 

the z-cr upper limit on the pulsed fraction, p, can be approximated with [403] 

( 
m )1/2 Cm + z 

P"' -
""" 2N 2::~= 1 as(k) 

(5.95) 

where a 8 (k) are the cosine trigonometric moments of the source function, g8 (¢>). 

Since the true source function is unknown, g8 (¢>) can be approximated with one of 
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Figure 5.21: (from [403]) Power curves for the Rayleigh (dotted line) and C1 tests 
(solid line). In this plot, the test power is represented as the probability of each 
test detecting a sinusoidal pulse profile of known phase position, at the minimum 
significance level of 3 cr, for a range of signal strengths. The signal strength is 
expressed as the scaling parameter, p../N. It can be seen that for most of the signal 
strengths tested, the cl test performs better. 



CHAPTER 5. TEMPORAL ANALYSIS OF /-RAY PULSAR DATA 309 

the known distributions: i.e. Gaussian, sinusoidal, square, etc. In this work, we 

have chosen to simulate profiles using a Gaussian distribution (see section 5.7). The 

relevant trigonometric moment, a 8 (k), in Eq. 5.95 is then given by [403],[404] 

(5.96) 

which corresponds to a Gaussian with variance cr2 = (2.6688)2 and mean Jl. In 

the case where phase locking is held throughout the data set, i.e. 1-t' = 0, Eq. 5.96 

becomes 

( 
m )1/2 Cm + z 

P"' -
"' 2N 2:::~= 1 exp(-!k2cr2) 

(5.97) 

For detectable signals, i.e. those that lead to a value of Cm that exceeds a specified 

number of standard deviations, Eq. 5.97 can be used for the estimation of the pulsed 

fraction, if z = 0 is set. In that case, the ±1-cr confidence interval (C.I.) is calculated 

by setting z = ±1. Then, one can be confident to 67% that the true value of plies 

within that interval. 

5.5 The Helene Method for Upper Limit Estimation 

The Helene method [405] was initially used in spectroscopy: as in the determination 

of 1-ray spectra from radioactive elements, for example. It was used to set an upper 

limit on the number of counts that a spectral peak must contain, in the expected 

energy range, following a non-detection. However, the method can be used in any 

experiment involving a statistical background and a contribution due to a possible 

source in an expected region, called peak area. The region which is expected to 

contain the signal can be defined in terms of an energy or phase range, or some 

other suitable parameter, depending on the nature of the signal. The total number 

of counts in the peak area, i.e. background plus possible signal, is usually denoted 

by C, whereas the number of counts from the average background contribution in 

the same area is denoted by B. The latter is typically calculated by averaging all 

data outside the peak area. The Helene method provides the means of calculating 

the upper limit on the number of signal counts in the peak area, usually denoted by 

A, and the error probability of the affirmation, a. Then, the C.L. of the upper limit 

is automatically (1 -a)%. 

The principle on which the Helene method operates for the calculation of the 
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above is simply based on the estimation of the probability, a, of having a measured 

value of signal counts, x > A, in a series of n identical experiments. The probability 

of occurrence of a specific value of x, i.e. the number of times it will turn up in n 

experiments, is described by the p.d.f. of x, say g(x). If x is a physical quantity, 

e.g. flux, for n --+ oo all physically allowed values of x will occur. In that case, the 

true value of x can be represented by the mean of the p.d.f., (x). 

Hence, by fixing a to a desired probability level, the (1- a)% upper limit on the 

number of counts is derived from 

a= Loo g(x)dx (5.98) 

where g(x) is the normalised-to-unity p.d.f. of the true number of signal counts. 

Clearly, A cannot be calculated analytically from this equation - except for the 

simplest forms of g(x) -and numerical computation is required. 

It can be proven, by means of Bayesian statistics [406], that given a measurement 

of C and B, the p.d.f. of the signal counts, x, has the Poissonian form 

( ) 
_ N (x + B) 0 exp [-(x +B)] 

g X - 1 C! (5.99) 

where N1 is a normalisation constant which secures that 

100 

g(x)dx = 1 (5.100) 

For C » 1, which is the case for VHE 1-ray astronomy, the above p.d.f. can be 

approximated with a Gaussian distribution with mean (x) = C- B and variance 

a 2 =C. So that 

1 [ (x-(x))2] g(x) ~ N2 ..n;;rG exp -
20 

(5.101) 

where N2 is the normalisation constant for the Gaussian p.d.f. 

Equations 5.99 and 5.101 assume that the background is exactly known 

(i.e. vJ3 ~ 0), which is however not true in VHE data, as the fluctuations of the 

background are most of the time larger than the pulsed signal itself; in which case 

the latter i~ not detectable. Therefore, one has to consider a-Poissonian background 

in Eq. 5.101, which now becomes 
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g(x) "'N 1 exp [ (x- (x))2] 
"' \h1r(B +C) - 2(B +C) 

(5.102) 

where, as before, Na is the normalisation constant. 

Using Eq. 5.99 in Eq. 5.98, Helene plotted A as a function of B for various values 

of the peak area counts, by setting the C.L. to 95% or, equivalently, to"" 1.5 O" (see 

Fig. 5.22). Nevertheless, for large values of C(» 1) - which is relevant to our 

research- one can use Eq. 5.102. For such cases, there exists a suitable analytical 

expression for a, which is then given by [405] 

a= erfc (A- (x)) jerfc ( -(x) ) 
JB+C JB+C 

(5.103) 

where erfc(z) is the complementary error function [407] 

erfc(z) = j"g 100 

e-~t2 
dt (5.104) 

Since A is a monotonic function of B for all C, one can use numerical methods to 

calculate the upper limit that corresponds to a certain value of a, given the value 

of the background and the peak area counts. 

5.5.1 Method Performance and The Feldman-Cousins Approach 

The Helene method is a specialised method for producing upper limits for any data 

set, even when the signal can be measured. Therefore, it does not provide a useful 

discriminant between data sets with measurable signals and those for which only 

upper limits can be derived. Hence, the decision for using the method appropriately 

is a responsibility of the user. 

In addition, the Helene method always assumes positive values for the true num­

ber of counts in the signal, (x), a fact which can be inferred from Eq. 5.100. In 

the case of a Gaussian distribution this means that (x) = C- B is always assumed 

positive. However, VHE ')'-ray astronomy is plagued with large backgrounds and 

weak signals, and therefore it happens often that (x) < 0. 

As a result, the Helene method does not take into account all possible cases, and 

it can be said that it suffers from "wrong coverage". Excluding the possibility of 

negative signals leads to confidence intervals that do not contain the true signal at 

the stated confidence level (measurement error) but, instead, contain it at a higher 

or lower C.L., depending on the signal strength. For weak signals the stated error 
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Figure 5.22: (from [405]) Upper limit on the signal counts of the peak area, A, 
against the background counts, B, for various values of the total counts in the peak 
area, C. All upper limit curves correspond to a C.L. of (1- a)%= 95%. 
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tends to be higher than the actual, which reduces the power of the method and 

makes it conservative. In those cases, it is said that the stated confidence intervals 

"overcover". In contrast, measurable signals, i.e. above a set detection threshold, 

lead to "undercoverage", which means that the stated errors are underestimated: 

this results in optimistic error values and should be avoided at all cost. 

By simulating a series of fictitious signals which were distributed around a mean, 

(x), it was shown that if (x) « 3 a, then the reported 90% upper limit is actually 

larger than the signal strength, x, in > 90% of the cases. Doing the same for 

(x) » 3 a, it was shown that the reported 90% confidence interval contains the true 

signal in < 90% of the cases, and hence the reported error on the signal strength is 

unrealistically small [256], [408]. Fig. 5.23 compares the actual coverage of the Helene 

method with the stated C.L., for various values of (x) (translated into standard 

deviations), after a series of repetitions of a simulated experiment. 

To correct for the wrong coverage of the C.I., Feldman and Cousins [409] made 

use of a method for the construction of the correct C.I., called the Neyman's con­

struction [410]. In the context of our analysis, we have not used the Feldman-Cousins 

approach, but a brief description is provided here for completeness. 

Neyman's construction defines an interval of acceptable values for x, which be­

long, with a probability a, to a distribution with mean value (x). By defining such 

intervals, i.e. [xli, X2i], for a range of mean values, (x)i, one can construct confidence 

belts like the one shown in Fig. 5.24. The individual lengths, X2i - Xli, of those 

acceptance intervals can be defined by fixing a for all (x)i and including only the 

values of x that fulfil the following condition: 

1
X2i 

g(x; (x)i)dx = 1 -a 
XIi 

(5.105) 

where g(x; (x)i) is the p.d.f. of x that is distributed according to some function 

around the mean (x)i. It is not uncommon to assume a Gaussian distribution for 

g(x; (x)i)· 

In order to define the intervals [x1i, X2i] in a unique way, one has to include some 

extra conditions for g(x; (x)i)· A classic choice for those conditions has the form 

I: g(x; (x)i)dx = a (5.106) 

which leads to UL satisfying pr( (x)i > A(l-a)%) = a, where A(l-a)% is the upper 

limit at a C.L. of (1- a)%. Additionally, 
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Figure 5.23: (from [408]) Comparison between the stated and actual coverage of 
the Helene method as a function of signal strength, (x), which is expressed in this 
plot in standard deviations. By setting the detection threshold to 3 cr, a number of 
fictitious signals were simulated for each value of (x) < 3 cr. The fraction of signals 
with strength below the 90% upper limit from the Helene method was calculated. 
In addition, for all (x) > 3 cr the fraction of simulated signals with signal strengths 
inside the Helene, 90% confidence interval was estimated. Both fractions should 
be consistent with the stated 90% C.L. However, it is clear that for weak signals, 
i.e. (x) < 2.2, the method reports a 90% UL, where in reality more than 90% of the 
signals have strengths below the Helene UL. For (x) > 2.2 the opposite occurs, and 
the signals with strength inside the stated confidence interval make up for < 90% 
of the population: this means that the error on the measured value, as stated with 
this method, is optimistic. 
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Figure 5.24: (from [256]) The Neyman's Construction of C.I. in the Feldman- Cousins 
approach. The confidence belt shown corresponds to the choice of a single probability 
level, a. The horizontal lines of the belt contain (1- a)% of all the values of x that 
comprise the individual distributions with mean values (x). By drawing a vertical 
line at a measured value of x - in this figure x = 3.5 - one can construct the 
C.I. for the true value (x), which should be contained within the intersection points 
of the line and the belt borders, at a (1- a)% C.L. For low values of x - here below 
x = 2.2 - one can only calculate the (1 -a)% UL, which is the value of (x) that 
corresponds to the non-zero intersection point. 

l xli 1oo a -oo g(x; (x)i)dx = x
2

i g(x; (x)i)dx = 2 (5.107) 

which leads to C.I. satisfying pr( (x)i < J.Ll) = pr( (x)i > J.L2) = a/2, where [J.Ll, J.L2] 

is the C.I. at a C.L. of (1- a)%. Furthermore, Feldman and Cousins introduce the 

likelihood ratio 

R(x) = g(x; (x)i) 
g(x; (x)opt) 

(5.108) 

where (x)opt is the physically allowed value of (x) that maximises g(x; (x)i)· In brief, 

R(x) makes sure that the most probable values of x that are also phy ically allowed 

have priority in the construction of the acceptance intervals. 
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Figure 5.25: (from [408]) Comparison plot between the stated coverage (90%) of 
the Feldman-Cousins method (solid line) and the actual coverage of Monte Carlo 
simulations (crosses). 

The constructed confidence belt for a specific a can be used to define the C.L. for 

values of x below the detection threshold, and the C.I. for those above; the transition 

between the two is smooth. Fig. 5.24 shows how this is done. Given a measured 

value of x, one can draw a vertical line at this value. The intersection points between 

this line and the borders of the confidence belt define the C.I. for the values of (x), 

with a probability of 1 - a. As can be seen in the same figure, for weak signals 

(i.e. low values of x) the intersection gives only an upper limit on (x) , since the 

lower boundary is zero. 

Since Feldman and Cousins construct the acceptance intervals for x based on 

all the physically allowed values of (x), the method's coverage is guaranteed to be 

compatible with the stated C.L. Fig. 5.25 shows a coverage plot for the Feldman­

Cousins approach (compare with Fig. 5.23), in which the stated C.L. (solid line) 

for UL or C.I. is compared with Monte Carlo simulations (crosses). It can be seen 

that, within statistical errors, the simulated coverage matches the value stated by 

the method. 
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5.6 The Independent Fourier Spacing 

Despite the wealth of available ephemerides for most pulsars - mainly through 

radio observations - there are cases where VHE pulsar observations do not take 

place contemporaneously with a valid radio ephemeris. Hence, if one uses an invalid 

ephemeris, there is a risk of folding the data using the wrong frequency, since the 

cumulative error, as given by Eq. 5.11, may be unacceptable at the time of the data 

set. The threshold beyond which the departure of the used frequency from the actual 

one can be considered unacceptably large is quantified in terms of the Independent 

Fourier Spacing (IFS). To assist a more specific definition of the IFS, one can imagine 

a time-sorted data set of total exposure timeT= t1 -to, containing the arrival times 

of all the pulsed events from a pulsar, during T. If the pulsar frequency, f(t), which 

is naturally a function of time (see Eq. 5.8), is such that 1/ f(t) « T V t E [to, t1], 

then the following definition can be given: 

One IFS is equal to the frequency interval, l:lf(to), by which the pulsar's 

actual frequency at the time of the data set's first event should be shifted, 

so that the resulting phase shift of the last folded event, in that data set, 

is exactly 1. 

The phase shift is gradual and increases monotonically with time within the data 

set's duration, so that for any event with t = ti E [to, h] it is equal to 

(5.109) 

where we assumed that all frequency derivatives remain constant throughout the 

data set. Hence, for the last event, the definition of one IFS yields 

1 
l:lf(t0 )T = 1 '* IFS = llf(to) = T (5.110) 

Clearly, in a data set with a large number of pulsed events, the individual phase 

shifts, /:l¢(ti), will vary continuously across [0, 1). Therefore, upon folding with 

frequency f(to) + IFS, a narrow peak in a pulsar's profile will appear completely 

smeared (see Fig. 5.26). Consequently, the two lightcurves that were produced by 

folding the events using fo and fo + IFS are independent from each other, and it 

can be.said, in general, thatall frequencies separated from each other by one IFS or 

more are, by definition, independent. 
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Figure 5.26: The effect of pulse smearing when folding pulsar data. The top pha­
sogram shows an example lightcurve, which resulted from folding the data with the 
pulsar frequency, fo. Provided the folding is carried out using the correct frequency 
for all events in the data, the pulsed events should all be grouped inside the peak 
area. If, instead, one uses a slightly shifted frequency to construct the phasogram, 
the event folding will introduce a corresponding phase shift to the phases of the 
pulsed events, which depends on each event's timestamp (Eq. 5.109). This will cause 
the events to depart from the peak area by different phase amounts, which smears 
the original pulse. The middle phasogram shows the resulting lightcurve after fold­
ing the events with the pulsar frequency shifted by 1/10 of the Independent Fourier 
Spacing. The smearing of the actual pulse, which is dimmed out for comparison, is 
more evident in the bottom plot, where the frequency used was fo + 0.5 · IFS. 
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In order to avoid smearing a potential signal by choosing the wrong frequency, 

one can search through a number of IFSs on either side of the suspected frequency. 

However, the freedom to browse a range of frequencies until the right one is found 

comes at a cost: each independent frequency searched contributes to the increase of 

the number of independent trials, which is equal to the number of free, independent 

parameters in our search. In other words, each additional IFS searched increases the 

df by one. As a consequence, the probability, pr(> ZIHo), of accepting Housing a 

statistic, say Z, is increased to its effective value, pr'(> ZIHo) 2: pr'(> ZIHo). To 

make this clearer, one can imagine the extreme case where a search for a signal is 

conducted by applying a uniformity test to an infinitely wide range of independent 

frequencies. In that case, all the values of the test statistic, Z, will come up at 

least once, and the number of occurrences for each Z will follow the p.d.f. of Z, say 

g(Z). Thus, the significance of any outcome from such a test is zero, or equivalently 

pr'(> ZIHo) = 1 V Z. 

In practice, where the range of frequencies is finite, the effective probability, 

pr'(> ZIHo), is a function of the number of IFSs in the searched range. More 

specifically, if the resulting probabilities after searching through x IFSs of a data set 

are pri, where i = 1, 2, 3 ... xis the index number of the independent trials, then the 

effective probabilities that take into account the df of the search are given by [400] 

(5.111) 

and because in the case of a signal detection we are usually dealing with very low 

probabilities, i.e. pr rv w-7 , this expression can be approximated with the simpler 

(5.112) 

For example, if a uniformity test on a data set resulted in the rejection of Ho at the 

5-a level, after scanning through x rv 500 IFSs, then the effective significance of the 

result would be only 3.5 a. Had the same result been achieved using an accurate 

ephemeris whose error on the frequency throughout the data set was less than 1 IFS, 

the significance stated by the uniformity test would have reflected reality. Therefore, 

it is suggested that periodicity searches through frequency ranges covering more than 

1 IFS should only be conducted when the analysis lacks of an accurate (at < IFS) 

and contemporaneous ephemeris. 
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5.7 Simulations 

5.7.1 Monte Carlo Pulse Generator 

In order to check that the code for the uniformity tests functions properly, it was 

considered suitable to generate simulated signals that would be used as our test­

bench. We coded a Monte Carlo pulse generator that simulates a pulsed signal of 

custom shape, superimposed on a Poisson-distributed background. Here, we set 

forth only the key points of our code. 

Before the simulation begins, the user has the choice between a unimodal (single 

peak) or bimodal (double peak) lightcurve for the pulsed component. In addition, 

the properties of the signal need also be specified. The pulse duty cycle(s), 6, and 

the peak phase position(s), J.L, are some of the required parameters; others include 

the pulsed fraction, p, as well as the signal frequency and its derivatives(!, j, etc.). 

The code tries to mimic a real observation by simulating both signal and back­

ground for a user-defined amount of time, Llt = T, equivalent to the exposure time 

of an observation. Starting from to = 0, the routine increments time in steps (bins) 

of dt, which have customisable temporal width. Our choice was to have bins equal 

to 1/50 of the signal's period, which was proven to be an adequate temporal resolu­

tion, but also resulted in acceptable computation times. For each time bin, the code 

assigns a phase to the contemporary value of t = t0 + k · dt - where k is an integer 

- based on the values of f, j, etc. Then it calculates the average number of events 

that each bin contains, using a custom p.d.f. for the phase distribution from 0 to 21r 

and the user-defined event rates for the background (Rc) and the signal (Ry). As 

mentioned earlier, our choice was a Gaussian source function of the form [394] 

1 
00 

[ (¢- J.L + 27rl)
2

] 
9s ( ¢; J.L, 6) = ~ l~oo exp - 2a2 (5.113) 

where a = 2.6686 radians. Using this function in Eq. 5.43 results in the p.d.f. that 

defines the probability of having an event at phase ¢. For the given total event rate 

R = Ry + Rc, the average number of events in an interval dt is given by 

(5.114) 

which is a real number. Based on this av~rage, the .code calculates the integer 

number of events for each bin using a non-uniform random number generator [411], 
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which, in our case, follows a Poissonian distribution with mean (N) (see Eq. 5.12). 

Having filled each bin with a number of events, the procedure has to assign 

a timestamp to each one of them; this is done with a Mersenne generator [412], 

which is a uniform random-number generator that obeys a flat p.d.f. Each event 

receives a timestamp which is equal to the contemporary t plus a random fraction 

of dt. Finally, the timestamps of all events in every bin, within exposure timeT, are 

written out on a file whose format is identical to that produced from the timestamp 

extraction process with real data. 

Example Pulse Profiles 

Since we had control over parameters like pulse width, position and modulation, it 

was considered appropriate to simulate the morphology of the EGRET pulse profiles 

for the Crab pulsar and PSR B1706-44, which were our analysis targets. This way 

we could test the correct function of our uniformity tests as well as their sensitivity 

using the expected pulse shapes (see next paragraph). 

The Crab pulsar's profile is bimodal with the main peak being ~ 5 times more 

intense than the second one. They are located at phase J.LI = 0, for the main peak, 

and J.l2 = 0.38, for the second peak. Moreover, their duty cycles are 81 ~ 0.1, for 

the main, and 82 ~ 0.11, for the second peak [289]. In order to simulate the Crab 

pulsar's bimodal profile, the following p.d.f. was used (compare with Eq. 5.43): 

(5.115) 

where PI and P2 are the pulsed fractions corresponding to the main and second peak, 

respectively [394]. In our simulation we used a 1-ray event rate equal to 1 Hz, for 

the main, and 0.2 Hz for the second peak; and the background rate was set to 11 

Hz: 10 Hz cosmic rays plus 1 Hz DC 1 rays. The resulting integrated lightcurve 

overT= 16.6 min is shown in Fig. 5.27a. In the same figure, we have also included 

the phasogram of the average counts, (N), which was produced using with Eq. 5.114 

and is shown for two periods. It can be seen that the integrated lightcurve possesses 

only one significant peak (rv 5 <J), whereas the second peak is too weak to be resolved 

from the background. 

In addition, we simulated a broad, Gaussian profile, similar to that of PSR 

B1706_-44. The central phi}Se of J;4e profile's ,peak is known to be shifted with 

respect to the radio pulse by about 0.4 and has a duty cycle, 8, roughly equal to 
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0.3. The background and signal event rates were kept the same as in the case of 

the Crab pulsar, and the exposure time was, again, T = 16.6 min. The integrated 

profile is shown in Fig. 5.27b together with the average, phase-resolved event rate 

that arises from the p.d.f. (Eq. 5.113). 

A third, fictitious signal was also simulated in order to provide a clear target for 

comparison tests regarding the sensitivity of the uniformity tests. More specifically, 

we chose to simulate a very narrow (o = 0.1) and strong (p ~ 0.31) peak centred 

on phase zero, which would lead to a detection at a high significance, with any test. 

The corresponding lightcurve is shown in Fig. 5.27c. 

5.7.2 Uniformity Tests: Operation and Performance 

Probability Distributions 

Once we had finalised the code for the Rayleigh and H tests, it was considered 

appropriate to investigate the consistency of the probability distributions for each 

test. In order to do this, we simulated a data set using a Poissonian generator, 

which contained "' 105 random timestamps. Using our code we generated M"' 104 

values of each test statistic, Z ( Z = H or Z = 2N R 2 in our case), by folding the 

above data set with 900 independent frequency values. The range of values for each 

statistic was binned using 50 bins of equal widths (~Z = const). Since we wanted 

to calculate the probability of having a value of Z higher than that corresponding 

to each bin, we constructed a cumulative histogram of the number of Z values: for 

every bin, k, the number of values of Z contained in the bin, say Mb equals the sum 

of all the values in the k + 1, k + 2, ... m bins, where m = 50 in our case. Hence, 

m 

Mk = :2::: Mi (5.116) 
i=k+l 

Therefore, division of each bin's content by M gives the fraction of our sample that 

lies above a specific Z; for M -t oo, this should be equivalent to the probability of 

finding a value higher than Z. Of course our sample was much more limited, and 

therefore we can only use this statement as an approximation: thus, 

Mk 
pr(> ZIHo) ~ 2:::~ 1 Mi (5.117) 

where the probability is calculated assuming_ uniformity. Furthermore, because each 

bin contains a countable number of Z values, we can calculate the error on this 
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probability value assuming Poissonian statistics. Hence, if the standard deviations 

for the bins are uk = VJVik, then 

1 VMk 
Upr = -Uk = --M M 

(5.118) 

Based on these expressions, the resulting probability distributions from our data set 

are those shown in Fig. 5.28. In the same figure, we have included the analytical 

functions of the probability distributions for the Rayleigh and H tests, as given 

in [401] and [393], respectively. The simulated distributions were consistent within 

statistical errors with the corresponding analytical functions. 

Parametric Curves from the Helene Method 

The method of Helene for the calculation of upper limits assumes Poissonian or 

Gaussian p.d.f.s for the signal strengths (see section 5.5). Prior to using this method 

with H.E.S.S. data, we aimed at reproducing the parametric curves of Fig. 5.22, 

which would reassure us of the correct function of our code. Helene derived these 

plots based on the p.d.f. of equation Eq. 5.99, which in fact is of little use for 

Cherenkov astronomy, since the Gaussian approximation of Eq. 5.101 produces the 

same results for large event numbers, as it will be shown graphically. 

Our code increments the values of the background, B, and upper limit, A, by 

customisable intervals, until it reaches the specified confidence level, a; this was 

done for a few values of the peak area counts, C. In order to directly compare our 

plots with Helene's, we assumed a background with negligible standard deviation 

and a (1- a)· 100% = 95% C.L. Our resulting plots are shown in Fig. 5.29, where 

one can see that the curves match exactly those of Fig. 5.22. 

In addition, we were able to produce the same parametric curves for the case 

where the underlying p.d.f. is the Gaussian approximation of Eq. 5.101. Although 

this function is only useful when C » 1, we reproduced curves for the same range 

of peak area counts as in the Poisson case, so that we can compare how effective the 

approximation becomes with increasing C. The results are shown in Fig. 5.30, where 

we have plotted both cases in the same graph. One can see that for C ::; 10 the 

difference between the upper limit from the approximated curves and that from the 

exact, Poissonian solution is > 13%. Moreover, for C = 1 the error becomes > 1 u 

for the. entire. range of background counts, if Poissonian statistics are oassumed for 

the distribution of A. On the other hand, for C > 10 the Gaussian curves become a 
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good approximation of the corresponding Poissonian ones, and the difference is well 

within 1 u for the whole examined range of B. 

Test sensitivity: x2-test versus H-test 

It is generally known that the x2-test is more sensitive to narrow pulse profiles 

than other, more general tests for uniformity. The H-test, on the other hand, is 

considered a general test that performs well for various pulse shapes. We decided 

to compare the temporal and flux sensitivity between those two tests, using the 

simulated narrow pulse of Fig. 5.27c. 

For the flux sensitivity comparison, we fixed the exposure time of the signal 

to 5 h and varied the signal strength as a percentage of the background. The 

background count rate was set to Rc = 7 Hz, which is a typical cosmic ray rate after 

the application of the standard H.E.S.S. cuts. Based on that value, we produced 

11 pulsed signals of gradually increasing pulsed fractions, p, in the 1-3% range; five 

of them are shown in Fig. 5.31. After having produced the simulated data sets, we 

proceeded by applying the xi9 and H tests to the data and folding the timestamps 

with the chosen signal frequency: f = 29 Hz in this case. The resulting probability 

values from each test were plotted against the fundamental scaling parameter p..[N 

(see Fig. 5.32). On average, both tests showed a similar response to the different 

signal strengths, which follows a linear trend across the examined range. However, 

our small sample of data points exhibits a large spread which does not allow for a 

more detailed comparison between the flux sensitivities of each test. 

Additionally, we simulated a number of data sets with exposure times in the 

104_ 105 s range, while fixing the pulsed fraction to 1% (see Fig. 5.33). As before, we 

applied the H and xi9 tests to the data and plotted the resulting probabilities against 

the exposure time. Fig. 5.34 shows the resulting scatter plot with the individual 

probabilities for each data set and uniformity test. There is an evident increase of 

the average -logpr(> ZIHo) with exposure time, as expected, but no particular 

difference between the tests can be distinguished. It is also unsafe to conclude that 

the function which describes the variation of significance with exposure time has any 

particular form, since the data spread is large. 

The above tests were based on parameters that are likely to be dealt with in 

real observations. Hence, the fluxes were chosen to be low - a few percent of 

the background- and the expo~ure time waslimited to realistic values .. (A 30-h 

exposure time corresponds to roughly 70 observation runs: an amount of data that 
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Figure 5.30: Plots of the 95% upper limit (A) for the Poissonian and Gaussian cases 
of the Helene method, as a function of the background (B). The curves are shown 
for different values of the peak area counts, C. For C :::; 10 (bottom graph), the 
deviation between the two cases is evident. More specifically, one can see that for 
C = 1 the difference remains larger than 1 CJ for the entire investigated range of 
background counts. Large values of C (i.e. C > 10, in the top graph) led to a close 
match between the curves derived from the two parent distributions. The error bars 
were calculated assuming Poissonian statistics for the upper limit counts. 
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was only available for a few targets - e.g. the Crab and PSR B1706-44 - at the 

time of our analysis.) The drawback with such an approach is the large fluctuations 

that are inherent with marginally detectable signals. 

Therefore, if one wants to investigate each test's behaviour as a function of 

either exposure time or flux, it is necessary to use strong but potentially unrealistic 

signals. In section 5.4.1 we derived the dependence of x2 on the pulsed fraction, 

as well as on the exposure time, T (Eq. 5.55). We have shown these dependencies 

graphically, using a number of simulated profiles which we generated by varying the 

pulsed fraction while keeping the exposure time fixed and, inversely, by varying the 

exposure time while keeping the pulsed fraction fixed. 

For the first set of simulations, we chose 7 data sets with exposure times in 

the 0.5-25 ks range and fixed the pulsed fraction of the profiles to 10%. We then 

calculated the xf9 /(19 df) values for each data set. According to Eq. 5.55, the x2 

values should be a linear function ofT. Indeed, as Fig. 5.35a shows, the data points 

were well-fitted with a straight line: the goodness-of-fit x2 was 1.13. Assuming the 

same holds for the H-test, we fitted a linear function to the derived H values from 

the same data sets (Fig. 5.35c). Hence, in both cases, we find a strong linear relation 

between the test statistic and the exposure time. 

Also, in order to verify the dependence of x2 on the pulse_d fraction, we simulated 

7 data sets of 1-ks exposure time each, which contained pulses with p = 0.01-0.5. By 

plotting the derived x2 values against p, we expected to see the quadratic dependence 

of Eq. 5.57, for small values of the pulsed fraction, and a polynomial behaviour, for 

the whole range of p; fig. 5.35b and 5.35d show that this is the case for both x2 and 

H tests, respectively. In the x2 plot, data points corresponding to pulsed fractions 

up top = 0.3 were well-fitted with a parabolic function: the goodness-of-fit x2 value 

was 1.07. However, the entire range of values could not be fitted with a low-order 

polynomial, which agrees with the predictions of Eq. 5.56; and the same was also 

found true for the H-test plot. 

Test Application: Simulated Profiles 

The EGRET pulse shapes for the Crab pulsar and PSR B1706-44 are similar to 

those of Fig. 5.27a and Fig. 5.27b. Since these pulsars were part of our analysis, 

it was considered interesting to compare the results from the application of the 

afor(O)me11tioned tests to bimodal, Crab-like and .broad, PSR B1706-44-like profiles. 

We applied xf9 , Rayleigh, H and Cm tests to the simulated Crab pulsar and 
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X~9 
Crab 3.6 (1.3 X w-7

) 

PSR B1706-44 1.7 (0.02) 

NR2 

13.6 (1.2 x w-6
) 

9.7 (6.1 x w-5 ) 

H 
53 (1.3 x w- 9

) 

19.9 (5.2 x w-4
) 

335 

Cm 
5.8 (3.3 x w- 9

) 

4.3 (8.5 x w-6
) 

Table 5.7: The results from the uniformity tests on the simulated Crab pulsar and 
PSR B1706-44 profiles of Fig 5.27a,b. The values in parentheses are the probabili­
ties of accepting Ho with each test. 

PSR B1706-44 data. The resulting statistics together with the corresponding prob­

abilities are shown in Table 5.7. 

The Crab pulsar's profile was essentially detected by all tests, with the H-test 

producing the lowest probability. This is not a surprise, as the H-test is more 

sensitive than the rest when it comes to multi-modal profiles of unknown shape and 

position. In contrast, the Rayleigh test appears weak in comparison, mainly due to 

its lack of sensitivity for bimodal profiles with the peaks separated by 180° (137° 

in this case). On the other hand, the faint and broad profile of PSR B1706-44 

was harder to detect in the relatively large background, and both x2 and H tests 

produced insignificant probabilities. However, the Rayleigh test, which is sensitive 

to broad, sinusoidal profiles, managed to reject H0 to a 3.8-<7 level. In addition, 

the Cm test, whose power comes from the a priori knowledge of the pulse position, 

produced the most significant result, rejecting uniformity to a 4.3-<7 level. 

Test Application: Telescope Data 

As well as testing our temporal analysis software with simulated data, we were also 

reassured of its correct function through applying it to telescope data. In the early 

days of H.E.S.S., when only the first telescope was operational, we discovered a 

strong, persistent Rayleigh power in the background data, from Crab observations. 

The strong periodicity was found at 1 Hz after scanning ~ 50 IFSs, and the prob­

ability of the maximum Rayleigh power occurring by chance was .-v 10-38 . The 

resulting periodogram from the search is shown in Fig. 5.36; the phasogram of the 

folded events, at the frequency of the peak, is also shown in this figure. One can 

see that the reason for the large Rayleigh power is a dip in the data, or, in other 

words, a trigger-rate deficit, which occurs every second. The technical reason behind 

this deficit is the Central Processing Unit of the Data Acquisition System, which 

becomes busy on a regular basis in order to handle other operatiqns [385]. 

A second application in conjunction with telescope data was the use of the H-
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Figure 5.36: The plot on the left shows the resulting periodogram from our scan 
through ~ 50 IFS. Each IFS was oversampled by a factor of 3, in order to produce 
a smoother plot. The probability of chance occurrence at the peak's frequency was 
found to be "' 10-38 if all trials are accounted for. The phasogram on the right is 
the result of folding all the events in our data set with f = 1 Hz. It shows that 
the reason behind the large peak is a trigger-rate deficit, which occurs periodically 
every second. 

test as a pointer of the most probable frequency at which the flat-fielding device 

operates. More specifically, we analysed 75 flat-fielding runs, which were scanned 

for periodicities through two frequency ranges centred on 40 and 120 Hz: these 

frequency values were the preset hardware values for our two sets of flat-fielding 

runs. The frequencies which yielded the highest H value in each run were binned 

in 10 frequency steps. Fig. 5.37 shows the two histograms for 32-46 Hz and 108-

130 Hz. There are two things to be noted for each histogram: first, about 50% 

of the data is distributed across the frequencies surrounding the highest bin; and, 

secondly, in both cases the majority of runs are concentrated within a single bin 

that corresponds to a different frequency than the preset. 

We assume that the reason for the first is the communication delays between 

the flat-fielding device and the DAQ: the trigger signal is sent through the local 

network via ethernet, and hence the pulse frequency is dependent on how busy the 

network is. Due to the random nature of the network delays, the number of trigger 

signals per time interval (i.e. the trigger rate) fluctuates on a run-by-run basis by 

an amount that corresponds to the observed distribution of run frequencies. 

Since the frequency fluctuations caused by the network's response are random, 

this means that the run frequencies should be uniformly distributed around a most 
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probable one: naturally, this is the preset frequency in the DAQ. However this is 

not observed, and both frequency distributions peak at a frequency significantly 

lower than the preset. It should be noted that the uncertainty in our frequency scan 

was "' 10-3 Hz (1 IFS) and could not have been the reason behind the mismatch 

between the expected and most probable frequencies. Instead, we believe that this is 

an effect of the dead time that is inherent in the flat-fielding device's circuit. When 

the network is busy, it allows successive triggers to catch up with those delayed by 

the 'slow' network response. As a result, the triggers have to wait in the queue until 

they can be transmitted. Queued triggers are then sent almost simultaneously to 

the flat-fielding device, within time intervals that may well be"' 1 ms. This amount 

is comparable to the device's dead time [413], which practically rejects the incoming 

triggers, unable to respond to them. If several triggers are lost this way, the trigger 

rate will drop, and so will the frequency of the flat-fielding events. Otherwise, in 

less congested network conditions, although there might still be a higher trigger rate 

than the preset, the time intervals between successive events could be longer than 

the flat-fielding device's dead time, thus allowing the device to be triggered at a 

frequency that is higher than the preset. 

It is important to note that no experimental work has been performed to verify 

the above, and so the validity of the explanations provided is uncertain. Neverthe­

less, our method was powerful enough to detect the actual frequency of operation 

and could potentially be used as a means for calibration of the process that controls 

the flat-fielding frequency: if, for example, it is found that the operation frequency of 

the flat-fielding device is systematically different to the one detected by our method, 

then one could in principle eliminate this error by reassigning the preset values of 

the control software to the actual ones. 

5.7.3 Effective Area 

Prior to calculating signal fluxes or flux upper limits, one has to know the effective 

area of the detector as a function of shower energy, Aeff(E) (see section 4.2.3). This 

function is calculated from simulations which generate a large number of showers 

with various energies and directions. The fraction of showers that results in a positive 

trigger defines Aeff(E) (see section 4.2.3). These showers are recorded in root files 

and are characterised, amongst others, by the source type which was used in the 

simulation: i.E_). 1- or cosmic-ray source, or both. Moreover, Monte Carlo code can 

produce triggered events for a single H.E.S.S. telescope or the whole array (Phase 
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Figure 5.37: The resulting histograms from the 75 most probable frequencies, which 
were derived from application of the H-test to 75 flat-fielding runs. Two sets of 
flat-fielding data were examined: one, during which the device was operating at 
the preset frequency of 40 Hz, and the another, during which the preset frequency 
was 120 Hz. The resulting frequencies were binned in 10 frequency steps across 
the 32- 46 Hz and 108-130 Hz ranges, respectively. One can clearly see that, in 
both cases, almost half of the runs are concentrated in a single bin, which is not 
however coincident with the preset frequency. In addition, the rest of the runs are 
almost uniformly distributed across the examined ranges. In both plots, the vertical, 
black line marks the position of the arithmetic mean, which was calculated from the 
sample of 75 frequencies. 
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I). 

We used a H.E.S.S.-specific analysis package [384] that reads the Monte Carlo 

files that contain simulated /'-ray events. Each event is accompanied by an energy 

value and a set of Hillas parameters, so it is possible to apply cuts and calculate the 

effective area for the events that pass the cuts. Moreover, the files are categorised 

according to the Z.A. of the simulated source. In our case, we used the appropriate 

files, in order to match as closely as possible the Z.A.s - at culmination - of the 

three pulsars that we subsequently analysed: the closest Z.A.s available were those 

of 50°, which we used for the Crab pulsar and PSR B1259-63, and 20°, which we 

used for PSR B1706-44. 

The software that we used divides the energy range of the simulated showers 

into a number of bins. For each bin, it calculates the fraction of the total showers, 

contained in the bin, that pass the cuts and produces a value for the effective area 

corresponding to this energy bin; this is done for a user-defined energy range. The 

resulting scatter plots should represent, within the stated errors, the Aeff(E) for a 

single telescope or the whole array. In our simulations, we aimed at reproducing 

the effective area for the low-energy cuts of Table 5.5, since those are the ones we 

used with real data. However, it was necessary to have an analytical expression for 

Aeff(E), so that 1'-ray fluxes or upper limits could be derived from Eq. 4.19, and 

energy thresholds could be defined from the maximum of the differential trigger rate. 

Therefore, we fitted the data points with up to fourth-order polynomial functions; 

the best fit was selected on the basis of the reduced xL1 value, which was required 

to be as close to unity as possible, for the least deviations between the fit and the 

data points. 

All the effective-area plots against energy, and the corresponding selected fits, 

are shown in Fig. 5.38. Each plot is the result of rv 104 simulated /' rays. For 

Z.A.=20° we fitted only single-telescope data, since that was the only available type 

of observation for PSR B1706-44 at the time. 

5. 7.4 Energy versus Image Amplitude 

The light content of a Cherenkov image is generally a function of shower energy, but 

it also depends on the distance parameter, which is an approximate measure of the 

distance between a shower's core location and the telescope. Mohanty et al. have 

investigated this dependency by sinn~lating a,)arge number of /'-ray showers whose 
-c".--. ~- - • . - -~ ·- -··- . . . • -

IA and distances were fitted as a function of the shower energies [414]; the general 
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Figure 5.38: Effective area as a function of energy for single-telescope and stereo 
observations with the whole array (H.E.S.S. Phase I). Some 104 events were used for 
each plot. The left and right columns correspond to the effective areas after appli­
cation of our low-energy cuts with 18 (standard) and 12.7 mrad (central) distance 
cuts, respectively (see also Table 5.5). The fits to the data provide an analytical 
function for flux calculations. The reduced x2 shown with each plot provides a 
measure for the goodness of the fit. The Monte Carlo files used were for Z.A.=50°, 
which corresponds to the Crab pulsar and PSR B1259-63 observations from the 
H.E.S.S. site, and Z.A.=20°, which corresponds to the Z.A. of PSR B1706-44 at 
culmination. 
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form of their polynomial fit was 

ln E = ao + a1ln (IA) + a2(distance) + a3ln2 (IA)+ 

+ a4(distance)2 + a5ln (IA) ·(distance) 
(5.119) 

where ao-5 are the fit coefficients. 

A similar approach would allow us to assign an energy range to our low-energy 

cuts and estimate the accuracy with which that can be done. Hence, we decided to 

analyse the same set of data as for the effective area and plot the Monte Carlo energy 

of the events as a function of IA. For this purpose, we used an analysis tool similar 

to the one for the effective area [384]. As before, the software applies a user-defined 

set of cuts to the data, which are then binned according to IA. The mean energy of 

all the events in each bin is then plotted together with its error value. 

The available Monte Carlo files which were used for the E-Aetr and E-IA plots 

contained events with energies that were generated from a simulated source with 

a flat spectrum2 , i.e. with v = 2. As will be seen in the following paragraph, we 

were interested in plotting E-IA for different spectra. Instead of having to generate 

more Monte Carlo files for different v, it was possible - using the aforementioned 

analysis tool - to scale the energies of the existing events so that they correspond 

to the desired spectra: each event's energy was weighted accordingly using the 

formulation described below. It is worth noting that the effective-area calculations 

are not affected by the chosen spectra, since the former is defined as the ratio of 

positive triggers that pass the cuts over the total events per energy bin. Hence, the 

weights cancel out in this calculation. 

In our calculations we decided to adopt a single power-law fit to the EGRET 

spectra for the Crab pulsar and PSR B1706-44 (see third column of Table 3.2). For 

PSR B1259-63 we do not have spectral information from EGRET observations, 

and therefore we arbitrarily assumed a spectral index equal to the median value of 

the 6 EGRET spectral indices (see Table 3.2): i.e. v = 1.76. Hence, we placed this 

pulsar's spectral slope in the middle of the available spectral-index distribution. 

Considering the above arguments, the routine calculates the mean energy for 

each IA bin as follows: if Eij are the Monte Carlo energies of the i events contained 

in each bin j - with the total events in the bin equal to Nj - and Wij are the 

2The characterisation as ·flat arises from the fact that the spectrum appears as a straight hori­
zontal line when the quantity E 2 (dNrfdE) is plotted against E. 



CHAPTER 5. TEMPORAL ANALYSIS OF !-RAY PULSAR DATA 342 

corresponding weights for each event in that bin, then the weighted mean is given 

by 

where each event's energy is weighted by 

(Eii/Eot' 
Wij = (Eij/Eot 

(5.120) 

(5.121) 

In this expression, Eo is the normalisation energy of the differential power-law spec­

trum where the flux equals some value K (see Eq. 3.22). Since the mean energy in 

each bin is derived from a sample of Nj events, the error on the mean is the RMS 

spread of the sample divided by yfjijj. This represents the 1-a confidence interval, 

which contains the true mean of the population. Hence, 

Nj 

'2::: (Eij- (Ej)) 2 (5.122) 

Using these expressions with the chosen spectral indices for the three pulsars, we 

plotted the Monte Carlo energy as a function of IA and fitted a second order poly­

nomial (see Fig. 5.39). 

One obvious remark on the Aeff and IA plots is that the error bars in the stereo 

simulations are considerably smaller than those in the single-telescope ones: up to 

an order of magnitude. This can be explained in terms of the larger effective area 

of the stereo system, which allows for more triggered events, Nj, than the single 

telescope in the same energy range. Hence, since the statistical error is a ex yfjijj / Nj, 

the determination of the mean energy or effective area is better defined for stereo 

systems. 
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Figure 5.39: Monte Carlo energy as a function of Image Amplitude (IA), derived 
from simulations of the Crab pulsar (assumed power-law index v = 2.08), PSR 
B1706-44 (v = 2.1) and PSR B1259-63 (v = 1.76). The Crab data correspond to 
single-telescope and stereo (Phase I) simulations at 50° Z.A. For PSR B1706-44, 
single-telescope data at 20° Z.A. were used, and, finally, the P$RB12.59-63 simu-

. lations correspond to Phase I observations at ·sao Z.A. Only data that survived our 
low-energy cuts (see Table 5.5) were used in the above plots. The fits shown are 
second-order polynomials in IA. 



Chapter 6 

Observations and Results 

6.1 Introduction 

The current chapter presents the results that were obtained from the application of 

our low-energy cuts to data, which were collected with the H.E.S.S. telescopes from 

the directions of three pulsars: the Crab, PSR B1706-44 and PSR B1259-63. In 

contrast to the standard H.E.S.S. analysis, our low-energy analysis was largely based 

on the periodic nature of the signal rather than the nature of the events: i.e. 1 rays 

or hadrons. As we have shown with simulations in the previous chapter, a periodic 

signal should stand out from a large background, given sufficient exposure time. 

This allowed us to lower the energy threshold of the data sets, but introduced a 

large background. Since, as was made clear earlier, the signal significance increases 

linearly with exposure time for a given pulse profile, we tried to maximise, in each 

case, the amount of data used in our analysis; and that, of course, required looser 

selection criteria than those used together with the standard cuts by the H.E.S.S. col­

laboration. However, we kept in mind that quantities like the trigger rate and the 

weather conditions are vital for a successful analysis. Runs with low trigger rates 

- possibly due to cloud formation in the overhead sky - were rejected, as these 

data are less likely to contain the desired low-energy events, which would be more 

susceptible to atmospheric attenuation than more luminous cosmic-ray events. 

6.2 Pulsar Observations 

In the _period 2002-2005, H.E.S.S. collected data from 10 pulsars. The exposure 

times of the respective observations are shown in Table 6.1. The first three, the 

344 
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Crab, Vela and PSR B1706-44, are the young ')'-ray pulsars seen with EGRET, 

whereas PSR J0437-4715 and PSR J0737-3039A belong to binary systems. PSR 

B1259-63 has been extensively observed with H.E.S.S. during its periastron passage, 

which resulted in a detection of unpulsed emission that is thought to arise from the 

pulsar's interaction with the companion star's stellar wind. More about this pulsar 

is presented in section 6.3.3. 

The last two pulsars on the list are of special interest: PSR J0437-4715 was 

discovered in 1992 during a southern sky survey for millisecond pulsars, and it is the 

closest known millisecond pulsar to date, at a distance of~ 150 pc [415]. It orbits a 

0.2-M0 helium white dwarf in a close circular orbit with a 5. 7-d period. Its proximity 

makes PSR J0437-4715 a good candidate for a possible detection with H.E.S.S. As 

a supporting argument one can mention the Vela pulsar, which despite its average 

')'-ray efficiency, being the lowest amongst the high-energy pulsars (see Table 3.3), 

because of its short distance it is the brightest known ')'-ray pulsar. Nevertheless, the 

high-energy ')'-ray emission from PSR J0437-4715 has so far been only constrained 

by EGRET with upper limits [416]. On the other hand, the theoretical spectra 

predict that the pulsed emission from this object should be persistent up to a few 

tens of GeV [263]. H.E.S.S. is in a good position to investigate this case and find 

out whether the radiation extends to the experiment's sensitivity range. 

In addition, PSR J0737-3039A, which has been briefly observed with H.E.S.S., 

presents an interesting laboratory for studying high-energy phenomena. This pulsar 

is part of a highly relativistic, double neutron-star system (PSR J0737 -3039A and 

B), which has been detected at radio frequencies [417]. The system demonstrates 

short eclipses between the neutron stars, which are accompanied by modulations on 

the flux and the pulse shapes. It is believed that the modulations are caused by the 

interaction of the eclipsed star's radio emission with its companion's magnetospheric 

plasma [418],[419]. The relative-to-us geometry of this system allows the observation 

of neutron star A through the light cylinder of neutron star B - which is naturally 

a much larger area than the star itself (see section 3.1.2). Therefore, it provides a 

unique opportunity to study the pulsar-emission properties before and during the 

eclipse, which could potentially unveil the magneto-ionic consistency of a pulsar's 

magnetosphere. 

In early 2005, H.E.S.S. extended the pulsar observations by investigating the 

young, ~otation~po\V~red _ PSR B1046-g8, as w~ll.as by collecting- additional data 

from PSR B1259-63 and PSR J0737-3039. PSR B1046-58 is a particularly in-
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Pulsar Total exposure time (h) 
Single Stereo (CTS) 

ON/OFF wobble 
Crab 46.5 114 
Vela 25.5 
PSR B1706-44 19.5 44.5 4.5 
PSR B1259-63 79 
PSR B1046-58 1 
PSR B1821-24 4 
IC 443 (pulsar) 5.3 
PSR J1638-4725 1 
PSR J0437 -4 715 28.5 
PSR J0737 -3039A 0.5 5.5 

Table 6.1: Distribution of exposure times amongst the various observation modes 
for the observed pulsars with H.E.S.S., in the period 2002-2005 [420]. 

teresting pulsar: it has a rotational period of 124 ms and a characteristic age 

of log(Tjy) = 4.3; and given its distance of 3 kpc and its spin-down luminosity 

E = 2.0 x 1036 erg s-1 , this pulsar is ranked 9th according to observability (see 

section 3.1). EGRET has detected ')'-ray emission, above 100 MeV, from a source 

coincident with PSR B1046-58 (inside EGRET's 95% C.L. contour), which was cat­

alogued as the unidentified source 3EG J1048-5840 [14]. In the first analysis of the 

EGRET data, there were only reports for upper limits on the pulsed emission from 

3EG J1048-5840 (F99%(> 100 MeV) = 4.5 x w-7 cm2 s-1 ), as well as a hint for 

pulsations above 1 GeV [421]. However, subsequent analysis presented arguments 

for a match between this source and PSR B1046-58 [422]. This analysis resulted 

in a marginal pulsed detection of 3-4 o-, for energies > 400 MeV, at the pulsar's 

radio period. The inferred ')'-ray flux was 1.5 x 10-4 MeV cm-2 s-1, which implies a 

remarkable ')'-ray conversion efficiency of 1.1%. This fact, together with the absence 

of an energy cut-off up to 10 GeV, makes this pulsar a good candidate for H.E.S.S. 

H.E.S.S. also dedicated a few hours on the shell-type SNR IC 443 (G189.1+3.0): 

an SNR which is believed to host a supersonic pulsar [423]. The high velocity of 

the pulsar in this system causes the formation of a bow shock around it, which is 

the morphology expected when the pulsar catches up with the shock front ahead 

of it. The shape of the PWN can then be compared with the water ripples that 

form around a swan swimming across a lake; but the latter example is, of course, a 

2-dimensional projection of the PWN's shape. 
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The first indications that IC 443 may be powered by a pulsar came with ASCA 

observations, which showed that the bulk of the hard X-ray emission was being 

produced by a single, yet unresolved feature at the edge of the radio shell [424]. 

This X-ray source had a considerably harder spectrum than the rest of the SNR. 

Later on, Olbert et al. using Chandra observations showed that, if the X-ray point 

source (given the name CXOU J061705.3+222127) is assumed to be a young pulsar, 

the derived characteristics of the neutron star (i.e. T, E, P, B, etc.) support the 

hypothesis: the pulsar was born 30,000 y ago in a core-collapse supernova event and 

travelled ever since at a high velocity through the surrounding medium, forming a 

bow-shock PWN [423]. Based on the observed X-ray (and assuming a single power 

law across the soft and hard X-ray regime) the authors derived an X-ray luminosity 

which they connected with the pulsar's period and magnetic field (see Eq. 3.10). 

The values were close to those of other young pulsars. Also, the observability, E / d2 

was close to that of the EGRET ')'-ray pulsars, insinuating that the nearby (yet 

outside the 95% confidence contour of EGRET) unidentified EGRET source 2EG 

J0618+2234 may be the one that powers IC 443. 

The above results were recently confirmed by Gaensler et al., who reprocessed the 

previous Chandra observations (2000 data) and also used further Chandra data from 

2005 [425]. The data revealed a thermal X-ray component, directly produced from 

the compact source, which Gaensler et al. fitted with a blackbody spectrum; the 

resulting temperature was in agreement with that expected from a cooling 30,000-

year-old neutron star. 

Despite the aforementioned evidence, no pulsations have been detected either in 

radio or X-rays from the direction of IC 443. Nevertheless, this has been argued not 

to be an obstacle, since the pulsed emission could be obscured by the surrounding 

nebular emission (as in the case of Vela-like pulsars) [426]; or, indeed, the alignment 

is such that the pulsar beam does not intersect our line of sight [427]. In any case, 

the X-ray- and possibly HE ')'-ray- source in IC 443 was worth investigating at 

VHE with H.E.S.S. 

PSR B1821-24 was the first millisecond pulsar to have been found in a globular 

cluster: theM 28 [428]. It is the youngest millisecond pulsar known (T = 3 x 107 y) 

and the second brightest X-ray pulsar (E = 2.2 x 1036 erg s-1) whose emission arises 

from non-thermal processes in the outer magnetosphere - as opposed to thermal 

cooling of the surface [429],[430]. Th~ hard X:-ray spectrum of PSR B1821-24 has 

been detected with RXTE up to 20 keV [431]; and the equally hard spectral index 
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(v = 1.13 in 0.8-20 keV) -uncommon amongst the X-ray pulsars; exceptions are 

the Crab, PSR B0540-69 and PSR B1509-58 - reveals magnetospheric activity 

which could extend the emission to the 1-ray regime. However, CGRO has only 

reported upper limits from soft and hard 1-ray observations of this pulsar [432],[416]. 

Nevertheless, H.E.S.S., being a vastly more sensitive instrument than EGRET (see 

Fig. 5.9), will try to investigate whether this pulsar is capable of producing detectable 

VHE emission. 

Finally, another candidate for VHE emission is the massive binary system in­

volving the 764-ms pulsar PSR J1638-4725 and a 20-M0 stellar companion [433]. 

This system is in many ways similar to the unique, so far, PSR B1259-63/SS 2883: 

the high-mass companion is likely to be a Be star, and it has a very long and eccen­

tric orbit, with eccentricity e ~ 0.94 and orbital period P = 5.3 y. Moreover, PSR 

J1638-4725 exhibits radio eclipses around periastron (the most recent one occurred 

on 30 April 2005), which could be an indication of intense interaction between the 

pulsar wind and the stellar photosphere. And, thus, TeV emission produced in the 

same way as the one detected for PSR B1259-63/SS 2883 is plausible (see sec­

tion 6.3.3). 

Even more intriguing is the fact that the close proximity between the Be star 

and the pulsar around periastron may trigger an accretion phase of stellar material 

into the<pulsar's magnetosphere; it is believed that this phase is followed by thermal 

X-ray emission. If such scenario is proven to be true, then it will be the first time 

that a binary system is found, in which a pulsar transits from an accretion phase to 

rotation-powered radio emission and vice versa. 

6.3 Three Pulsars Under the Microscope: Periodic An­

alysis and Upper Limits 

6.3.1 The Crab Pulsar: Standard Candle? 

The Crab pulsar has been in the centre of VHE observations since the early days 

of ground-based 1-ray astronomy. In 1972, Grindlay reported the results from 47 

h of Crab observations with the Whipple telescope on Mt. Hopkins [94]. He used 

phasogram analysis to bin the events, and looked at the excess in the bins which 

were contemporaneous with radio d~ta. An excess of 3.5 a for the main peak and 

5.5 a for the second peak was found. The derived integral flux above 680 GeV 
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was 1.25 x 10-11 cm-2 s-1 . Ten years later, between 1982-1983, Dowthwaite et 

al. collected 103 h of Crab data with the Durham Mark 1 and 2 telescopes in Dugway 

[93]. Some 1.5 x 104 events were binned using a contemporaneous MIT ephemeris 

and the resulting phasogram showed an excess of 4 (J' at the main-peak position. In 

addition, an independent analysis of the same data set took place, which involved 

the temporal spread of the Cherenkov arrival times. This analysis showed that the 

events which were coincident with the main peak were more consistent with the 

source direction than those at other phases. This additional correlation decreased 

the probability of accepting H 0 to 6 x 10-7 . The deduced time-averaged flux over 

the whole data set of 1982-1983 was F(> 1 TeV) = (7.9 ± 1.8) x 10-12 cm-2 s-1 . 

Finally, the Tata Institute with their Pachmarhi Array of Cherenkov telescopes have 

also observed the Crab pulsar in the period 1992-1993 [434]: they reported a chance 

probability of 3 x 10-9 for the observed lightcurve, which showed emission at the 

position of the main and second peak, as well as the interpulse region in between. 

Those pre-imaging experiments produced positive results that could potentially 

extend the Crab pulsar's reputation as a standard candle to the VHE regime. How­

ever, more recent attempts with much more sensitive instruments have failed to 

reproduce any of the previous detections: H.E.G.R.A. observed this pulsar in the 

period 1996-1998, during which the total amount of Crab data collected was ~ 83 h 

[289]. The observations were performed in stereo ON/OFF and wobble modes and 

the energy threshold of the data set was 1 TeV. No detectable pulsed emission was 

found in the data and the upper limits on the flux were derived using the Helene 

method as a percentage of the DC flux. Assuming only a main peak with 10% duty 

cycle the authors reported a 3-(J ("-' 99.9%) upper limit equal to 3.3% of the DC 

flux above 1 TeV; and below 1 TeV the corresponding upper limit was 5.7%. More­

over, the Whipple 10-m Cherenkov detector, which had observed the Crab pulsar 

in 1994-1997, also did not find evidence of periodic emission [95]. They collected 

73.4 h of data, which they binned into 25 phase steps per period. Application of a 

x2-test to the folded data resulted in values consistent with uniformity. The upper 

limits on the flux were derived with the method of Helene, assuming two peak areas 

coincident with the EGRET profile. Above 250 GeV, which represents the data set 

with the least energetic events detectable with this experiment, the 99.9% integral 

flux upper limit was 4.8 x 10-12 cm-2 s-1 . 

In addition, a very useful upper limit was calculated from 14 h of Crab ob­

servations with the CELESTE experiment [435]. The large collection area of this 
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solar-array experiment allowed the energy threshold to be lowered to 60 GeV, af­

ter the application of cuts. The data were searched for a periodic signal using the 

H-test and binning the events into 10-bin phasograms. No significant excess was 

observed in the bins that were contemporaneous with the main and secondary op­

tical peaks; this was also verified with the H-test, which yielded H = 2.6 [pr(> 

2.61Ho) ~ 0.35]. Using the Helene method, an upper limit on the pulsed flux equal 

to Fui(> 60 ± 20 GeV) = 7.5 x w-n cm-2 s- 1 was derived. 

Finally, the MAGIC collaboration performed a sensitive, low-energy periodicity 

search on 10.5 h of Crab data collected between September and November 2004 

[257]. Despite using a conservative trigger method in their data-taking - which 

resulted in higher energy thresholds and less sensitive 'Y /hadron discrimination -the 

estimated energy thresholds were the lowest reported from observations of the Crab 

pulsar with imaging Air Cherenkov experiments. After applying various periodicity 

tests, the results were consistent with uniformity, and upper limits above 90 and 150 

GeV were derived using the H-test: these were equal to 2 and 1.1 x w-10 cm-2 s-1 , 

respectively. In addition, their analysis set an upper limit to an assumed exponential 

cut-off in the Crab pulsar's spectrum above the EGRET range: the highest cut-off 

consistent with the derived upper limits was at 60 GeV. 

A graphical comparison of all the above upper limits with the predicted model 

spectra has been given in Fig. 3.15. 

Independent H.E.S.S. Analysis 

As mentioned earlier, H.E.S.S. collected a total of 143.5 h of data from the Crab in 

the period 2002-2004. A small fraction of these data, amounting to 4 h exposure 

time, was selected by the collaboration for periodic analysis [436]. All runs were 

recorded with the 3, available at the time, H.E.S.S. telescopes operating with a 

central trigger criterion. This analysis was performed on the events passing the 

H.E.S.S. standard cuts and, hence, was not optimised for the least energetic events. 

The generated phasograms from the folded events did not show any significant excess 

from the background, at the expected phase regions of the Crab pulsar's lightcurve 

[289]. Following the non-detection, upper limits on the integral flux were derived 

using Helene's method, with the peak area matching the double-peaked feature 

~se~en ~ith EGRET.Table ~6.2 shows the resulting upper limit values for two. energy 

thresholds. 
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Crab pulsar 
Exposure time 
Configuration 
Phase regions (peak area) 
Fui(> 560 GeV) 
Fui(> 1 TeV) 

4h 
3 telescopes ( CTS) 
[0.94,0.04]U[0.32,0.43] 
6.30 X 10-12 cm-2 s-1 

2.79 X 10-12 cm-2 s-1 
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Table 6.2: (from [436]) The upper limits on the Crab pulsar's integral flux above 560 
GeV and 1 TeV from the Helene method. The calculations were based on a 4-h data 
set containing events that passed the cuts of the standard H.E.S.S. analysis. The 
phase regions where the pulsed emission is expected to occur are shown in square 
brackets. 

Low-Energy Analysis 

Our Crab pulsar data consisted of 31 ON/OFF pairs from single-telescope observa­

tions, 1 wobble run from a 2-telescope stereo observation, and 9 wobble runs from 

3-telescope stereo observations. The function of the CTS in stereo observations is 

likely to reject the least energetic events that cannot trigger more than one telescope. 

On the other hand, we expect the single-telescope runs to contain a larger fraction 

of those events. Hence, we decided to analyse the stereo runs separately from the 

single-telescope ones, in order to retain a pulsed fraction as large as possible in the 

data. 

The total exposure time of the single-telescope set of runs was roughly 13 hand 

was collected from October 2002 (R:J 8.7 x 107 seconds since J2000) to January 2003 

(R:! 9.5 x 107 seconds since J2000). The visibility plot of Crab for 2003 is shown in 

Fig. 6.1, where one can see that the Z.A. of observation was mainly between 60° and 

45°. We applied our standard and central sets of low-energy cuts to the data set, 

which reduced the number of triggered events to rv 7 x 105 . The remaining events 

were folded into phases using the Jodrell Bank monthly ephemeris, which provided 

valid values for the pulsar's frequency and its derivatives for the whole set of runs. 

The uncertainty on the frequency values during each run, as given by Eq. 5.11, was 

consistently :S 10-9 Hz, which is roughly 4 orders of magnitude smaller than the IFS 

for this data set. Hence, there was no need for a scan over more than one frequency. 

The ephemeris values used in the event folding of the TDB arrival times are shown 

in Fig. 6.3. 

Having folded the data, we proceeded with the application of the four uniformity 

tests de~cribed earlier. A reduced x2 value was calculated after binning the phases 
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Figure 6.1: (from [325]) Visibility of t he Crab nebula from the H.E.S.S. site in 
Namibia for 2003. The dates on the horizontal axis are given in UTC, starting at 
midnight. The white area around the coloured zones corresponds to sunlight, and 
the grey zones, to the various twilight definitions. The yellow bands across the 
coloured zones correspond to moonshine. The graduated blue colours correspond to 
the time periods when t he Crab is above the given altitudes, as seen from Namibia. 
Finally, in t he black area the object is below the horizon and, therefore, invisible. 
Our data were collected in the period from October 2002 to January 2003. The 
availability of the Crab in complete darkness and between 60° and 45° Z.A. for that 
period amounted to ~ 260 h. 
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to (seconds since J2000) fo (Hz) io (Hz s- 1) /o (Hz s-2 ) 

8.791229019730e+ 07 2.981324204859e + 01 -3.737779890888e- 10 3.760e- 20 
9.076369039927e + 07 2.981217633077e + 01 -3.737610035258e- 10 -7.190e- 21 
9.32693528317 4e + 07 2.981123985638e + 01 -3. 737349983913e- 10 2.910e- 21 
9.603407669784e + 07 2.981020663434e + 01 -3. 736969891796e - 10 2.270e- 20 
9.853949521970e+ 07 2.980927040195e + 01 -3.736609940663e -10 2.010e- 20 
1.011312460713e + 08 2.980830199280e + 01 -3.736299988578e -10 2.480e- 20 
1.038093935529e + 08 2.980730136649e + 01 -3.736140044595e- 10 2.160e- 20 
1.064012186531e + 08 2.980633305761e + 01 -3.735900064067e- 10 1.680e- 20 
1.089931555990e + 08 2.980536478067e + 01 -3.735570067108e -10 1.510e- 20 
1.115852186882e+ 08 2.980439651342e + 01 -3. 735370100671e- 10 2.640e- 20 
1.143502065903e + 08 2.980336376860e + 01 -3.734999985920e -10 -7.280e- 21 
1.169424502208e + 08 2.980239558512e + 01 -3. 734839997635e- 10 4.710e- 21 
1.196211042779e+ 08 2.980139522676e + 01 -3.734389988378e- 10 3.820e- 21 
1. 222996903322e + 08 2.980039496992e + 01 -3.734139942144e- 10 1.180e- 20 
1.248053539068e + 08 2.979945935180e + 01 -3.733799862085e- 10 2.490e- 20 
1.274836835112e+ 08 2.979845934181e + 01 -3. 733639885892e- 10 2.360e- 20 
1.301618906984e + 08 2.979745944462e+ 01 -3.733339952908e -10 1.620e ~ 20 
1.330992064217e + 08 2.979636622974e+ 01 -3.747929959617e -10 6.290e -19 
1.354317893286e + 08 2.979549325001e + 01 -3.738790530924e -10 2.520e- 19 
1.380236168093e+ 08 2.979452480279e + 01 -3.735380179343e- 10 4.680e- 20 
1.406155568093e + 08 2.979355675696e + 01 -3.734420115232e- 10 2.600e ~ 20 
1.432940272307e+ 08 2.979255656250e + 01 -3.733970029822e- 10 8.000e- 21 
1.459726133507e + 08 2.979155643223e + 01 -3.733590056751e- 10 3.040e- 20 
1.489969005548e + 08 2.979042744526e+ 01 -3.733319928130e-10 7.150e- 20 
1.512435110980e + 08 2.978958877152e + 01 -3. 732949969234e- 10 9.890e- 21 

Table 6.3: (from [357]) The Crab pulsar ephemeris values that were used in our 
analysis. These values correspond to the pulsar parameters at the SSB and were 
directly used with the event folding of our TDB timestamps. 
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Single telescope 

1 xrg/(19 df) _l Rayleigh J H-test Cm test 

main peak second peak 

Standard I 0.6417 (0.12) I 0.03 (0.96) I 0.06 (0.97) c5 85 c5 85 
-0.24 -1.11 0.19 0.62 

main peak second peak 

Central 1 1.oo9 (o.44) 1 o.41 (o.66) 1 o.82 (o.n) c5 85 c5 85 
-0.48 -0.75 -0.63 1.2 

Phase I 

I xrg/(19 df) I 
Rayleigh I H-test Cm test 

main peak second peak 

Standard I 1.43 (o.o98) 1 1.52 (o.21) 1 3.o4 (o.29) c5 85 c5 85 
0.5 0.55 -0.48 0.51 

main peak second peak 

Central 
I 1.13 (0.30) I 1.12 (o.11) 1 3.45 (o.25) c5 85 c5 85 

1.86 -0.04 -1.10 -0.39 

Table 6.4: The results from the application of four uniformity tests to Crab data. 
The tests were applied to events passing our two sets of low-energy cuts (see Ta­
ble 5.5). For the x2-test, the values shown are the reduced x2 with 19 df (Eq. 5.48). 
In the Rayleigh test column, the values are the Rayleigh powers for each data set. 
The H-test values were calculated from Eq. 5.87. For those three tests, we have in­
cluded in parentheses the corresponding probability of accepting H 0 . Finally, the C5 

and Ss values, under the Cm test, are the sums of the cosine and sine trigonometric 
moments up to the fifth harmonic, respectively. 

in 20 bins per period. The phasograms for both standard and central cuts are 

shown in Fig. 6.2, where we have also highlighted the EGRET profile's peak regions. 

The application of the Cm test required a central phase for the calculation of the 

trigonometric moments from equations 5.92 and 5.93: we chose J..L = 0 and J..L = 0.38, 

which correspond to the two peaks of the EGRET profile. Furthermore, because 

each of the profile's peaks has 8 ~ 0.1, the selected number of harmonics according 

to Eq. 5.94 was set to m* = 5. The resulting values from this test as well as from 

all the rest are shown in Table 6.4. 

Furthermore, we analysed ~ 4.5 h of stereoscopic data. The data were collected 

from October 2003 (~ 1.2x 108 seconds since J2000) to November 2003 (~ 1.209x 108 

seconds since J2000). After the application of our cuts, the .data were reduced to . ~ . '-: . ~ - . 

"' 106 event~, -~hi~h we folded into phases using the values of Table 6.3. The resulting 
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phasograms are shown in Fig. 6.2. As in the single-telescope case, the errors on the 

frequency values for each telescope run were more than 4 orders of magnitude smaller 

than one IFS for the particular data set, so one can have confidence in the frequency 

values used in folding each event. 

The event excess in the expected phase regions was not significant, as the phaso­

grams show. This fact was also verified with the more sensitive tests for uniformity, 

which were run with the same parameters as in the single-telescope case. The re­

sulting values from each test, accompanied by the probability of accepting Ho, are 

shown in Table 6.4. Although the probability values are consistent with the absence 

of pulsed emission in the data, one interesting remark can be made regarding the 

sensitivity of the Cm test in relation to well-localised peaks: despite its insignificant 

excess, the bin that is coincident with the main peak in the stereo data after the 

central cuts was still detected with ~ 2-o- significance by this test. 

6.3.2 PSR B1706-44: A Young, Promising Candidate 

As opposed to the Crab pulsar, the VHE radiation from PSR B1706-44 has been 

studied by only a few experiments, none of which reported a detection of pulsed 

emission. Amongst the southern experiments that had the opportunity to observe 

this pulsar is Durham's Mark 6, which published a 3-CT UL above 300 GeV, equal to 

4 x w-n cm-2 s-1 , from~ 9 h of data [34]. CANGAROO has also observed PSR 

B1706-44 above 1 TeV, and the derived total integral flux was 8 x w- 12 cm-2 s-I, 

which was however estimated to be mostly, if not entirely, steady. 

Independent H.E.S.S. Analysis 

H.E.S.S. is in a privileged geographic latitude with respect to the celestial position 

of PSR B1706-44. In 2003, this pulsar was available - during darkness - for 

observations from the H.E.S.S. site, for an equivalent exposure of ~ 270 h, during 

which it was constantly below 30° Z.A. (see Fig. 6.3). 14.3 h of PSR B1706-44 data, 

collected from April to July 2003, were used by the collaboration for an independent­

to-ours pulsed analysis [436], [92]. The energy threshold of the data set, after passing 

the standard set of H.E.S.S. cuts, was 500 GeV. In that data set, there was no 

evidence of pulsed emission, and an integral flux upper limit was derived at the 

99.9% C.L using the method of Helene; its value was Fu1(> 500 ,GeV) = 1.38 x w-12 

cm-2 s-1 . Table 6.5 shows the results from this independent analysis, where it was 
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Figure 6.3: (from [325]) Visibility plot for PSR B1706-44 during 2003. From April 
to July 2003, H.E.S.S. collected~ 65 out of the available 230 h of data, during which 
period the pulsar was constantly below 30° Z.A. 

assumed that the pulsed emission occurs in the same phase range as in EGRET 

data. 

Low-Energy Analysis 

For the purpose of potential signal detection , we opted for the maximum available 

data set that satisfied some basic criteria: good weather conditions and a reasonably 

high trigger rate. For the latter we chose only runs with Rpre-cut > 150 Hz, while the 

weather conditions were checked through the observation log that is available with 

each run; also, runs that were interrupted due to sunrise/moonrise were avoided. 

A set of 62 runs from the April- July 2003 period, which was equivalent to 28 h 

exposure time, was selected for our analysis. All data were taken with a single 

telescope operating in wobble mode. 

The event folding was done using a GRO ephemeris from the Australian Pulsar 

Timing Archive [381]. Our data range covered the Modified Julian Dates from 52759 

to 52823, which was inside the validity range of the GRO ephemeris line (i.e. 52659-
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PSR B1706-44 
Exposure time 
Configuration 
Phase regions (peak area) 
Fui(> 500 GeV) 
Fui(> 1 TeV) 

14.3 h 
Single telescope 
[0.25,0.55] 
1.38 X 10-12 cm-2 s-1 

0.49 X 10-12 cm-2 s-1 
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Table 6.5: (from [436]) The upper limits on PSR B1706-44's integral flux above 
500 GeV and 1 TeV, from the Helene method. The calculations were based on 14.3 
h of single-telescope observations that contained events which passed the cuts of the 
standard H.E.S.S. analysis. The phase region where pulsed emission was seen with 
EGRET is shown in square brackets. 

t0 (seconds since J2000) fo (Hz) io (Hz s- 1) 

1.061428817270e + 08 9.757929340737 -8.888919494204e- 12 1.05000e - 21 

Table 6.6: (from [381]) The PSR B1706-44 ephemeris values that were were used 
in our analysis. These values correspond to the pulsar parameters at the SSB and 
were directly used with the event folding of our TDB timestamps. 

52887). The ephemeris values used in our analysis are shown in Table 6.6. The 

calculated uncertainty on the frequency was < 10-10 Hz throughout the whole data 

set, which is negligible compared to 1 IFS (rv w-5 Hz), and therefore no scanning in 

frequency was necessary. Table 6. 7 shows how the 62 analysed runs were distributed 

in the observation period in which they were recorded: three batches containing a 

roughly equal number of runs can be distinguished. 

After folding the arrival times of the events that passed the low-energy cuts 

into phases, we constructed the phasograms of Fig. 6.4. The resulting phasograms 

Period (MJD) 
52759-52772 
52782-52792 
52809-52823 

No. ofRuns 
19 
21 
22 

GRO Ephemeris 
Validity range (MJD) TDB epoch (to MJD) 

52659-52887 52773.000000195 

Table 6.7: This table shows how the 62 PSR B1706-44 runs were distributed across 
the observation period from 52759 to 52823 MJD: there is a clear grouping of roughly 
equal amount of data in three periods (columns 1 and 2). The last column shows 
the validity period and the TDB epoch that _corresponds to the frequency values of 

. ~ ., - .. . , __ . ...,. . '. .. ~ . .. 

the GRO ephemeris that were used together with these data. 
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x~9/(19 df) Rayleigh z2 
2 H-test Cm test 

c1 51 
Standard 1.842 (0.014) 0.79 (0.45) 6.7 (0.0012) 15.5 (0.0086) 0.47 1.16 

Central 1.824 (0.015) 1.8 (0.16) 2 (0.13) 9.2 (0.091) 0.16 1.88 

Table 6.8: The results from the application of five tests for uniformity to PSR 
Bl706-44 data. The tests were applied to events passing our two sets of low-energy 
cuts (see Table 5.5). For the x2-test, the values shown are the reduced x2 with 19 df 
(Eq. 5.48). In the Rayleigh-test column, the values are the Rayleigh powers for each 
data set. The Zi statistic was calculated from Eq. 5.64, using m = 2 harmonics. 
The H-test values were calculated from Eq. 5.87. For those four tests, we have 
included in parentheses the corresponding probability of accepting H 0 . Finally, the 
C1 and 81 values under the Cm test are the sums of the cosine and sine trigonometric 
moments for the first harmonic, respectively. 

from both standard and central cuts appear to fluctuate, in places, by~ 4 standard 

deviations, although the x2 values reject H 0 only to a ~ 2-o- level. However, the 

latter depends on the sensitivity of the x2-test, which is known to become low for 

wide profiles like the one expected for this pulsar. In addition, the fluctuations are 

not suggestive of a peak confined inside the EGRET peak area in Ge V energies: 

i.e. inside the phase range <P = 0.25-Q.55 [24]. In order to investigate the origin of 

these fluctuations, we applied the rest of the uniformity tests to the data: for the Cm 

test, specifically, we summed up the cosine and sine moments of the first harmonic 

only, which is the optimal choice for PSR B1706-44's EGRET profile, since 0 = 0.3; 

also, all phases were centred on <P = 0.4. Our results are summarised in Table 6.8. 

The resulting probabilities from the tests do not justify the rejection of Ho. 

The only notable values are those from the H-test, which assigned a significance 

of 2.5 o- to the fluctuations, and the one from the Zi test, which produced a 3-o­

significance. However, neither of these values are conclusive, especially since the rest 

of the probabilities are not significantly low. 

6.3.3 PSR B1259-63: SS 2883's Closest Companion 

PSR B1259-63 is a "' 48-ms radio pulsar revolving around a giant B2e star cat­

alogued as SS 2883. Its orbit is considered highly eccentric (e = 0.87), and as a 

result the pulsar reaches a distance of 2614 ("' 1026 em) from its giant compan­

ion at periastron. Furthe!"more, the orbit!s relativ~ly long, with a "period of~ 3.4 

y. For VHE 1-ray astronomy, the interesting part of the orbit occurs at periastron, 
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where the pulsar wind interacts with the intense photon field of the companion star's 

photosphere. Theoretical support for the high-energy interaction in this system has 

been given by a number of authors [437],[438],[439],[440]. The prediction of 1-ray 

lightcurves modulated with the system's period of revolution was the motivation for 

VHE experiments to try and detect such emission. However, the large southern dec­

lination of this system has not allowed northern observatories to study this pulsar. 

On the other hand, H.E.S.S. and CANGAROO are situated in appropriate locations 

that allow the observation of this source at 40° and 32° Z.A.s, respectively, during 

culmination. 

H.E.S.S. observed the PSR B1259-63/SS 2883 system in early 2004, during the 

pulsar's periastron passage, when the 1-ray flux was expected to reach its peak value. 

This was a unique opportunity for H.E.S.S.: the system returns to this position only 

every 3.4 y, and, moreover, periastron observations with Cherenkov detectors are 

only possible every 6.8 y due to the Sun's relative position with respect to PSR 

B1259-63/SS 2883. Previous periastron passages have been studied with radio, 

optical and X-ray experiments [441],[442],[443],[444],[118]. From the H.E.S.S. site, 

PSR B1259-63/SS 2883 was visible at a Z.A. below 45° from January to July 2004; 

during that period the source was in darkness and available for observations below 

that angle, for a total of 300 h. Nevertheless, the total collected amount of data 

from this source that passed the quality criteria was 75 h. Fig. 6.5 shows graphically 

the available observation time below a specific Z.A., during which PSR B1259-63 

was in darkness, as viewed from the H.E.S.S. site. 

Fig. 6.6 shows the positions of PSR B1259-63 along its orbit, at the dates when 

H.E.S.S. observed the system. From a data set of a total of 50 h exposure time, 

the resulting signal significance was 13.8 u and the measured integral flux above 

380 GeV was 4 x w-12 cm-2 s-1 [117]. The measured flux from the individual 

observations of the data set is also shown in this figure: it can be seen that at the 

end of the March data set the integral flux reaches its maximum observed value of 

""w-11 cm-2 s-1 above 380 GeV. 

The predicted VHE emission from this binary system arises from inverse Comp­

ton upscattering of the low-energy photons of the B2e star by the relativistic elec­

trons and positrons of the pulsar's wind. The latter are isotropised and accelerated 

in the termination shock of the wind, where the B2e star's particle outflow balances 

the pressure of the pulsar wind particle outflow. Type B2e stars are known to have 

anisotropic stellar winds, forming a thick disc around the star. In the case of the 
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Figure 6.5: (from [325]) Visibility plot for the PSR B1259-63/SS 2883 system dur­
ing 2004. It can be seen that from January to July, the source was available for 
observations from the H.E.S.S. site at a Z.A. below 45° . H.E.S.S. collected a total 
of 75 h of data during that period. In February, the pulsar was at the periastron 
position. 

PSR B1259-63/SS 2883 system, the pulsar crosses the stellar-wind disc, through 

which most of the star's mass outflow takes place, twice per revolution. At that 

time, synchrotron-emitting particles are accelerated as they cross the shock front 

and interact subsequently with the low-energy photons of the star. The observa­

tions with H.E.S.S. near periastron revealed the increased GeV- TeV flux at the 

predicted orbital positions, which is consistent with the above scenario. 

Low-energy Analysis 

From all the above, it becomes evident that the 1-ray flux that was detected with 

H.E.S.S. is modulated with the orbital period, and that it can be considered steady 

over the time-scales of the pulsar 's period. In the context of our analysis, we were 

only interested in the periodic emission from the pulsar itself, which should, of 

course, if there, be persistent during the whole orbit. Previous observations of PSR 

B1259-63 have revealed pulsed emission only in radio frequencies [445]. Never-
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theless, the wealth of available H.E.S.S. data from this object was a good reason to 

search for a pulsed signal in the VHE range. It was fortunate for us that H.E.S.S. ob­

served PSR B1259-63 extensively, despite the different purpose of the observations, 

which were mainly motivated by the periastron passage, at first, and extended to 

mid-2004 due to the serendipitous discovery of HESS J1303-631 (read also sec­

tion 1.6.2) [133]. 

We selected 25.5 h of stereoscopic observations that spanned from April 2004 

(MJD 53108) to June 2004 (MJD 53172). After the application of our low-energy 

cuts, the event arrival times in Namibia were converted into TDB timestamps at the 

SSB, as usual. However, in the case of PSR B1259-63, an additional correction for 

the binary motion had to be applied. The following section describes the formulation 

behind this correction. 

Focus Correction 

The event folding in the case of PSR Bl259-63 observations requires additional 

information per event than that for isolated pulsars. Similarly to the barycentric 

correction of the event arrival times, which requires them to be transferred to the 

SSB, an additional correction is needed. Due to the pulsar's velocity in its orbit 

around the B2e star, the pulsed signal is Doppler-shifted towards a higher or a 

lower frequency than the pulsar's, depending on whether the pulsar is receding or 

approaching a stationary observer. Hence, unless one compensates for the frequency 

shift that corresponds to the different velocities of the pulsar during one orbit, a 

potential signal at the pulsar's period of rotation will appear smeared. As in the case 

of the barycentric correction, a suitable reference frame which remains stationary 

with respect to SSB during the observation periods considered is the Binary System 

Barycentre (BSB), or, as is otherwise called, its focus. By adding or subtracting the 

appropriate time increment that is equal to the projected-in-the-observer's-line-of­

sight travel time of the signal, from the pulsar to the BSB, one can be confident that 

any pulsed events will be arriving at the SSB, at the pulsar's frequency. The process 

of transferring the event arrival times from the pulsar's accelerating reference frame 

to the BSB is called focus correction. This process will become clearer as we explain 

the formulation which was used in our focus-correction code. 

Our calculations are based on the orbital configuration of Fig. 6.8, which the 

reader is referr~? to for an explanation .of the. diff(lrent para.meters. used _throughout 

our analysis. Starting from the position vector that connects the pulsar with the 
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Figure 6.6: (from [117]) A schematic of PSR B1259-63's orbit around the B2e star 
SS 2883, at the time of the periastron passage that occurred in March 2004 (epoch 
T). The observation periods before and after T are shown with the rectangular, 
graduated colour bands. The different colour gradient for each observation repre­
sents the variations of the measured integral flux value above 380 GeV. Each colour 
corresponds to a value on the vertical flux scale shown on right of this figure, in 
units of 10- 12 cm- 2 s- 1 . It can be seen that soon after periastron (March 2004), 
the flux reaches its maximum observed value of rv w-ll cm-2 s- 1. 
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Figure 6.7: (from [117]) Radio (top) and VHE (bottom) lightcurves of the steady 
emission from the PSR B1259-63/SS 2883 system, around periastron. The top 
diagram shows the flux density of the transient radio emission, from observations 
at 1.4 GHz. The pulsed radio emission from PSR B1259-63 eclipsed during 53057-
53088 MJD. The bottom plot shows the variation of the DC integral 1-ray flux above 
380 GeV, during the same period, from observations with H.E.S.S. The passages of 
PSR B1259-63 through the stellar wind disk of SS 2883 are indicated with the grey 
bands, and the periastron position is shown with the dashed line. 
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Figure 6.8: The orbital configuration of the PSR B1259-63/SS 2883 binary system 
in 3D space. At the focus (black-filled circle) we have the BSB, and the orbiting 
compact object (grey-filled circle) is PSR B1259-63. The eccentricity of the orbit is 
eo. In this representation, the pulsar is in front of the plane containing the BSB and 
the line-of-nodes, NN', as seen by a distant observer (orbital path drawn with a solid 
line). The position vector of the true orbit is r, and its projection perpendicular 
to the line-of-nodes (NN') is rK. By projecting the latter along the line-of-sight of 
the observer, whose direction is defined by the unit vector 0, one can calculate the 
light-travel time from the pulsar to the BSB, for any given orbital position. In this 
figure, the orbital plane is defined by the normal unit vector E. On this plane, the 
pulsar position is defined by r and by the angle v, which is called true anomaly. 
The latter is zero when the pulsar is at the periastron (II) position and increases 
monotonically with time in one period of revolution, with 0° ::; v(t) < 360°. The 
periastron is defined by the angle w, which is measured from the ascending node (N) 
in the direction of motion. Finally, the orbital plane (normal to E) forms an angle, 
i, with the plane of observation (normal to 0), which is generally unknown. For 
spectroscopic binaries, like PSR B1259-63/SS-c2883, the only known parameters are 
the orbital period, P; the projection of the semi-major axis on the plane containing 
the observer (defined by NN' and 0), a sin i; the eccentricity of the projected orbit 
on this plane, e; the angle w; and the epoch of periastron passage. 
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p 1236.723319051 d 
a sin i 1296.3837509 light-seconds 
w 138°.668020 
e 0.86990542 
MJDn 48124.35237650 

Table 6.9: (from [381]) The orbital parameters of the PSR B1259-63/SS 2883 sys­
tem. 

BSB, on the true orbital plane, we have [446] 

a(1- e2
) A 

r= r 
1 + ecos v 

(6.1) 

where a is the semi-major axis; e, the eccentricity; v, the true anomaly of the orbit, 

and r is the polar-radius unit vector. 

The projection of r perpendicular to the line-of-nodes is 

a(1 - e2) A 

rK = sin(v + w )K 
1 + ecos v 

(6.2) 

where K is the unit vector perpendicular to the line-of-nodes NN'. 

Finally, the projection of rK along the line-of-sight gives the required amount of 

separation between the BSB and the pulsar companion: this is 

rz=asini (
1
-e

2
) sin(v+w)z 

1+ecosv 
(6.3) 

where i is the inclination of the true orbit with respect to the line-of-sight, and z is 

the unit vector along the line-of-sight. Using the length of this vector as a function 

of time, we can correct the arrival times of the pulsed events to the BSB. 

For spectroscopic binaries, the known parameters are a sin i, the semi-major 

axis projection; w, the longitude of the periastron; P, the orbital period; e, the 

eccentricity of the orbit; and MJDn, the date of the periastron passage. These 

values are given in the ephemerides for binary pulsars; for the PSR B1259-63/SS 

2883 system the corresponding values are shown in Table 6.9. 

Based on these values we plotted the orbit of PSR B1259-63 which is shown in 

Fig. 6.9. The plot marks are 10 d apart in time, and the total data spans from MJD 

53000 to 54300. The exposure time coverage of our set of analysed H.E.S.S. data, 

from April to June 2004, is also shown in the same plqt. 
' .. · .. -· ,, . 

< < 

Using Eq. 6.3, we calculated the time increment, tlt, that needs to be added to 
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the event arrival times at the SSB, so that the resulting times are transferred to the 

BSB reference frame. Naturally, this correction is a function of time. We plotted l:l.t 

against the Modified Julian days, as they are measured at the SSB, in TDB format. 

The resulting plot for a full orbit is shown in Fig. 6.9. 

In addition, we plotted l:l.t as a function of the pulsar's orbital position, expressed 

by the true anomaly, v. Based on this plot, which is shown in Fig. 6.10, one can 

deduce the following information: to begin with, the pulsar is at the true periastron 

when v = 0°; and when l:l.t = 0 s, the pulsar is at one of the nodes. In this particular 

case, where w ~ 138°, the pulsar crosses the ascending node N at a slower speed 

than the one with which it crosses the descending node N'. From the plot it can 

be seen that N is at ~ -138° and N' at ~ 40°. By adding 90° to these values, we 

can obtain the line-of-sight which is shown in Fig. 6.9. The observer's position can 

be located at either end of the line-of-sight, and for this system we were able to 

determine it based on the information about the eclipse of PSR B1259-63 by the 

B2e star, which lasted from MJD 53057 to 53088 [447]. 

The maximum separations from the plane where the BSB lies are ~ 1726 light­

seconds behind the star and ~ 235 light-seconds in front of it. Finally, the maximum 

receding velocity is ~ 76 km s-1 , and the maximum approaching velocity, towards 

the observer, is ~ 16 km s-1. 

After applying the barycentric and focus corrections to the TDB timestamps, the 

latter were converted into phases using a valid GRO ephemeris supplied by ATNF 

[448]. The ephemeris values are shown in Table 6.10, and the validity range was 

from MJD 53099 to 53176. Throughout our set of PSR B1259-63 runs, the error 

on the frequency remained below 5.4 x w-n Hz, which is insignificant compared to 

the IFS for that particular set (1 IFS rv 10-5 Hz). 

In order to check visually for any significant excess at the pulsar period, we 

constructed 20-bin phasograms for the two sets that passed our low-energy cuts 

(see Fig. 6.12). In contrast to the other two pulsars we have studied, we did not 

have any information about PSR B1259-63's high-energy pulse profile from other 

observations. Therefore, we made the assumption that the radio profile of this 

pulsar is persistent in the VHE range too. In fact, PSR B1259-63's radio profile 

and the Crab pulsar's, which is persistent over the whole studied EM spectrum, have 

many things in common: a direct comparison between these two profiles is shown 

in Fig. 6.11, where one can see that in ~oth ~~es there is a prominent main peak 

that is followed by a weaker second peak; also the separation between the peaks 
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of the pulsar along the line-of-sight. Both plots are drawn in the same scale with 
respect to v, to allow direct comparison. 
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to (seconds since J2000) fo (Hz) 
1.375923811339e + 08 20.93668485739 -1.001710712632e- 12 -1.87000e ...:_ 21 

Table 6.10: (from [381]) The PSR B1259-63 ephemeris values that were used in our 
analysis. 

xi9 /(19 df) Rayleigh H-test Cm test 
main peak I second peak I 

Standard 1.285 (0.18) 0.04 (0.95) 0.09 (0.96) c2 82 c2 82 
1.19 0.17 -0.2 1.1 
main peak I second peak I 

Central 1.42 (0.1) 0.61 (0.54) 1.22 (0.61) c2 82 c2 82 
1.53 0.12 -0.66 0.41 

Table 6.11: The results from the application of four tests for uniformity to PSR 
B1259-63 data. The tests were applied to events passing our two sets of low-energy 
cuts (see Table 5.5). For the x2-test the values shown are the reduced x2 with 19 
df (Eq. 5.48). In the Rayleigh test column, the values are the Rayleigh powers for 
each data set. The H-test values were calculated from Eq. 5.87. For those three 
tests, we have included in parentheses the corresponding probability of accepting 
Ho. Finally, the C2 and 82 values, under the Cm test, are the sums of the cosine 
and sine trigonometric moments up to the second harmonic, respectively. 

is roughly half a period for both profiles; on the other hand, it is clear that PSR 

B1258-63's profile contains broader peaks, with 8 ~ 0.2. 

Neither of the two phasograms showed significant fluctuations above the mean, 

which was also confirmed by the low xi9 /(19 df) values (see Fig. 6.12). Also, the 

rest of the tests did not result in significant probability values (see Table 6.11). 

Specifically for the Cm test, we chose to sum the moments up tom= 2. In addition, 

our search with this test was centred on ¢ = 0 for the main radio peak and ¢ = 0.4 for 

the second peak. Despite the fact that most EGRET 1-ray lightcurves tend to have 

broader components than their radio counterparts, in the case of PSR B1259-63, 

we decided to assume the same duty cycle as in the radio profile, i.e. 8 = 0.2. Under 

that assumption, the only notable result was that from the C2 test on the main 

peak, after the central cuts; but the probability was only "' 10-2 . Also, it can be 

seen that in the corresponding phasogram there is one other bin ( ¢ ~ 0.65) which 

also shows the same excess, as well as many others that have comparable excess 
~ ' c- • • -

within the statistical errors shown. 
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Figure 6.11: The radio profiles of PSR B1259-63 [449] and of the Crab pulsar [450], 
at 1520 and 1418 MHz, respectively. Despite the broader peaks in PSR B1259-63's 
profile, the two lightcurves are similar, as they both have two components separated 
by half a cycle. Also, the first component is more prominent in both profiles . 

Event Ghosting 

Prior to our main analysis of PSR B1259-63 data, we selected one of the first runs 

produced from February observations of this object. The purpose for this limited 

analysis was purely to test our focus correction algorithms with real data. However, 

the application of the H-test to the rv 105 events contained in that run resulted in a 

surprisingly low probability, which was of the order of 10-20 . In order to investigate 

the reason behind this value, we decided to divide the run into 200-s segments and 

run the H-test again on each segment. The variation of -log[pr(> HIHo)] across 

the whole run is shown with the step histogram of Fig. 6.13: it can be seen that 

two segments resulted in probability values as low as 10-100 . By isolating these 

segments, it was discovered that they contained sequences of repetitive timestamps: 

i.e. with tlt < 1 J.LS. These events had, of course, identical phases and were detected 

as signal by the H-test . 

We simulated the above situation by injecting 103 identical timestamps - which 

corresponds to the number of repetitive events found in the PSR B1259- 63 run ­

into a file containing 105 random events. Subsequently, we folded the events with a 

random frequency and ran the H-test at that frequency: the resulting probability 
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Figure 6.13: This histogram shows the variation of the probability values, as were 
calculated with the H-test, across one run of PSR B1259-63. The length of the 
run was split into 8 contiguous segments that were in chronological order. It can be 
seen that two segments resulted in abnormally low probabilities. 

from the test was rv 10-15 . Moreover, we isolated a fraction of the simulated data 

set that corresponds to one 200-s segment ( rv 104 events), in which we included the 

same 103 identical timestamps, as before. After running the H-test again, we got 

-log[pr(> HIHo)] ~ 114, which showed that the injected events were responsible 

for the abnormal pr-levels. However, it should be mentioned that the test detected 

the artificial nature of the signal, since the optimal harmonics at which the above 

probabilities were found were m = 19 and 20. It is unlikely that the Hart rule 

would detect a strong power that is due to a real source, at such high harmonics. 

In general, real sources are likely to be detected up to the 5th harmonic [400]. An 

interesting remark with regards to the performance of the Rayleigh test is that it 

failed to produce significant probabilities in the above simulations. This shows the 

lack of sensitivity of this test to narrow signals: like the one in this extreme case, 

where 8 = 0. 
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6.3.4 Upper Limits on the Flux 

For the calculation of flux upper limits (hereafter ULs), we used Eq. 4.19, 4.20, 4.21 

and Eq. 4.22, combined with the expressions for the UL on the counts from the 

aforementioned tests for uniformity as well as from the Helene method. Clearly, this 

route requires knowledge of the source's differential flux spectrum, dN.rfdE, which 

had to be assumed. In other words, we used a model-dependent approach for the 

calculation of ULs. Other approaches are also possible, and in the context of the 

H.E.S.S. experiment, the reader can find out more about such work in [256]. 

The present work assumes a simple power-law spectrum for the investigated 

pulsars: for the Crab and PSR B1706-44, the spectral index can be adopted from 

the corresponding EGRET observations; and as mentioned in section 5.7.4, an index 

of 1.76 has been assumed for PSR B1259-63. However, one can see, for example, 

that the EGRET power law for the Crab pulsar is inconsistent beyond 60 GeV, since 

it conflicts with the CELESTE UL at that energy (see Fig. 6.14). On the other hand, 

the super-exponential (SE) fit to the EGRET data by de Jager et al., with a cut-off at 

30 GeV, is compatible with all present measurements in the VHE range. Therefore, 

one could in principle assume such a spectrum and derive the ULs. Unfortunately, 

the implementation of SE cut-offs in combination with the H.E.S.S. effective areas 

results in very low event rates above the H.E.S.S. threshold (,....., 100 GeV), as Fig. 6.14 

shows. Hence, the resulting ULs become very large compared to the spectra which 

they are tested against. The exact values will be mentioned later, but one can see in 

this figure that the Crab rate for a SE spectrum is roughly 10 orders of magnitude 

lower than that from the EGRET power law, above 60 GeV. On the other hand, the 

SE spectrum of PSR B1706-44, with Ec = 40 GeV, results in a more comparable 

1-ray rate, yet still4 orders of magnitude lower than its EGRET counterpart, above 

40 GeV. Hence, we have decided to calculate the ULs based predominantly on the 

single power-law fits to the EGRET data, although some of the SE ULs will be 

mentioned for comparison. This way, the UL values become more constraining on 

the Outer Gap and Polar Cap models. 

There is, however, one parameter which is improved with the choice of SE spec­

tra, and that is the energy threshold. It is clear in Fig. 6.14 that the peak of the 

dR/dE function is shifted towards lower energies for the SE case. This is clearly 

beneficial, as we expect a steep increase of the pulsed flux towards the lower Ge V 

range, for all1-ray pulsars. Hence,,provided.the resulting UL values are comparable 

with the predicted fluxes, a low-energy UL can be the decisive factor for rejecting 
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either model. 

Finally, for the Crab pulsar and PSR B1706-44, we decided to derive ULs based 

on a simple exponential (EXP) spectrum, given by Eq. 3.22 with b = 1. This 

solution represents a middle ground between the optimistic power-law spectrum, 

which allows detectable fluxes well inside H.E.S.S. 's sensitivity range (2:; 100 GeV) 

and the conservative super-exponential spectrum, which predicts that the emission 

should diminish well below that range. 

The Choice of Energy Thresholds 

The calculation of upper limits on the integral flux is usually performed for all 

events with energies above the energy threshold of a particular data set. Typically, 

this threshold, say Eth, equals the energy at which the differential rate becomes 

maximum. Fig. 6.15 shows that such a decision is justified, since dR/ dE is quenched 

rapidly below Eth = 235 GeV. Our specific low-energy analysis, however, required a 

different definition for the energy threshold. It is clear in our dR/ dE plots that there 

is a significant number of events per energy interval below the maximum differential 

rate1 . Therefore, an important decision had to be made concerning the energy, which 

would represent best the threshold for each of our data sets. Based on the shape 

of the differential-rate function, whose low-energy tail resembles a Gaussian, we 

arbitrarily set the energy threshold equal to the value, E~h' for which the differential 

rate becomes 1/e of its maximum value. More specifically, E~h was defined by 

~. dR(Eth) 
e dE 

(6.4) 

Fig. 6.16 shows the derived differential-rate functions for the three pulsars that 

were analysed. Clearly, the choice of Eth as the energy that corresponds to the 

maximum differential rate ignores a large fraction of the low-energy events in the 

calculation of integral ULs above the threshold; and in the case of the Crab pulsar 

and PSR B1259-63, this fraction is ~ 25%; but for PSR B1706-44 it is roughly 

as high as 35%. By setting the energy threshold to the value that corresponds to 

(1/e)dR/dE, the fraction of events below E~h drops below 5% in all studied cases. 

Our choice not only selects the energy above which nearly all events lie- after all, 

that is the definition of the energy threshold- but most importantly, the derived 

1Prior to directly comparing Fig. 6.14 with Fig. 6.15, note the logarithmic scale in the former 
plots. 
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E~h ± Cl.E ( Ge V) Crab pulsar PSR B1706-44 PSR B1259-63 
Single Phase I 

standard 242 ± 35 232 ±51 75 ± 12 248 ±52 
central 272 ± 42 242 ± 39 90 ± 12 254 ± 40 

H.E.S.S. 300 ± 60 100 ± 20 300 ± 60 

Table 6.12: The energy thresholds, E~h' of our data sets after the low-energy cuts, 
and the equivalent energy thresholds- calculated for the same Z.A. -after the 
standard H.E.S.S. cuts. All thresholds have been defined as the energy that corre­
sponds to the 1/e of the maximum differential rate for the respective data set. The 
statistical errors ( flE) after the low-energy cuts have been calculated for the lowest 
simulated energy above the threshold (see text for explanation). 

ULs based on those thresholds are more representative of our low-energy sample. 

Ultimately, these events are at the focus of our analysis and are expected to occupy 

a large fraction of the data sets after the standard and central cuts. The selected 

energy thresholds from the above definition are shown in Table 6.12. 

Errors on the Energy Threshold 

In addition to determining the energy threshold for each data set, a statistical error 

that would state the accuracy of our UL positions on a flux diagram had to be 

calculated. The usefulness of such error values can be appreciated if we recall the 

plots of Fig. 3.14: in those plots, two Outer Gap scenarios, the thick and thin 

Outer Gap, are tested against data points from observations of Geminga and PSR 

B1055-52. However, the relatively large error bars prevent the data from being 

constraining on either scenario. In the context of our analysis, the derived ULs were 

tested against the Outer Gap and Polar Cap predictions for each object. In order 

for these to be constraining, apart from being at an adequately low energy, Eo, the 

error on this energy, flE, should be sufficiently small. Ideally, the magnitude of 

this error should allow us to be confident as to whether our observations reject a 

hypothesis in favour of another or cannot discriminate between the various models. 

For example, the UL value from CELESTE (see Fig. 6.17) clearly places a constraint 

on the Outer Gap model, in the energy range Eo = 60 ± 20 GeV. However, this is 

only true because of the small error bar, which confidently restricts the flux below 

the one predicted by this model, across the whole flE. Had the error been larger, 

we would have been unsure of the validity of t!_J.e model B.Jld. thf:) usefulness of this 
"'' --

UL would have been much less. 
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Figure 6.14: Plots of the differential event rate, dR/dE, from a single power-law spectrum (2) and from a super-exponential 
spectrum (1). The value of dR/dE has been derived from the multiplication of the effective-area function (dashed line), which 
wa.S scaled down in order to fit in this plot, and the differential flux spectrum, dN/dE. The resulting function from both 
spectra is shown for the case of the Crab pulsar and PSR B1706-44 and after the application of our standard low-energy cuts. 
In the case of the former, it can be seen that the event rate, R, from the super-exponential spectrum is roughly 10 orders of 
magnitude lower than that from the power-law spectrum. The upper limits on the pulsed flux from various experiments are 
sho~n for direct comparison between the modelled spectra and the experimental sensitivity of VHE detectors. 
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Figure 6.15: (from [256]) The typical shape of a differential-rate plot, dR/dE, after 
the application of standard H.E.S.S. cuts. In this figure, the black data points were 
derived from observations of the Vela pulsar. The solid, red line is the result of 
Monte Carlo simulations of the same source (Z.A.=30°), where a spectral index 
v = 2. 76 was assumed. It can be seen that below the energy where dR/ dE becomes 
maximum, the differential rate diminishes rapidly. Hence, an energy threshold equal 
to that energy - in this case Eth = 235 GeV - is justified. 
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Figure 6.16: The differential-rate plots for the Crab pulsar, PSR B1706-44 and PSR 
B1259-63, derived from Monte Carlo simulations. The assumed spectral indices and 
Z.A.s are shown for each pulsar. All plots correspond to the standard low-energy 
cuts. For PSR B1259-63, we did not have available information from high-energy 
observations, so the normalisation flux at 1 GeV was given an arbitrary value. The 
shaded area in all plots corresponds to the energy region above our chosen energy 
threshold, E~h• which contains > 95% of the total events. It can be seen that for all 
three cases, the classical definition of Eth, i.e. dR(Eth)/dE 2:: dR(E)/dE V E 2:: 0, 
neglects a large fraction of event energies: those with E < Eth. Hence, we set the 
energy threshold to the value that corresponds to (1/e)(dR/dE)max , which includes 
nearly all event energies. 
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In our analysis, the statistical errors on the energy were estimated with Monte 

Carlo simulations. The error bars that represent them can be seen in the logE­

lniA plots of Fig. 5.39. Note, however, that our low-energy thresholds for the three 

pulsars do not correspond to any data points: in most cases, the "' 105 simulated 1 

rays were not enough to result in a significant number of triggers2 below 350 GeV. 

The exception is the small-Z.A. simulations for PSR B1706-44, for which the Monte 

Carlo energy was as low as 90 Ge V. As a consequence, we decided to use the error 

on the data point with the lowest energy, in each case, as the uncertainty on the 

energy threshold for each data set. One should be aware, of course, that these values 

represent lower limits, and that it is likely that, in the case of the Crab pulsar and 

PSR B1259-63, the actual error is larger. Our decided error values for each data 

set are shown beside the energy threshold values in Table 6.12. 

Crab pulsar 

Our ULs for the Crab pulsar were based on the morphology of the EGRET profile 

(phase range [0.94,0.04]U[0.32,0.44]), our simulated effective areas and the assumed 

power-law spectrum (spectral index v = 2.08). The integral ULs above each data 

set's energy threshold, from all uniformity tests, are shown in Table 6.13. In addition, 

we calculated the ULs on the differential flux at the energy threshold. These were 

compared with previous work with other experiments, as well as with the ULs after 

the standard H.E.S.S. cuts for the Crab pulsar. We placed the corresponding values 

in the plot of Fig. 6.17, which also shows the spectra from the Outer Gap and Polar 

Cap model: it can be seen that our upper limits are well shifted towards the low 

energies with respect to the rest; also our low-energy thresholds are competitive 

with those from Whipple, which is expected to perform better for the Crab because 

of the experiment's advantageous geographical location with respect to this pulsar's 

celestial position. 

A notable property of our calculated differential flux ULs is their clear separation 

in three groups: the group with the lowest upper limits, with an average value of 

(E~h2 [dN(E~h)/dE]~f) = 3.17 x w-6 MeV cm-2 s-1 , consists of ULs produced with 

the Cm test, which shows again increased sensitivity compared to the rest of the 

tests; this was found true independently of the type of data that was analysed: 

i.e. single-telescope or stereo. This test's high sensitivity can be justified by the 

2 The acceptance condition in the binning- code required at least 4 event triggers hf an energy 
bin. 
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fact that it searches for emission at a specific frequency and phase, and hence it 

'burns' fewer degrees of freedom compared to the rest of the tests, which only fix 

the frequency of emission. 

Otherwise, the rest of the tests produced ULs that were lower in the case of 

stereo data ((E~h2 [dN(E~h)/dE]~f) = 5.3 x 10-5 MeV cm-2 s- 1) than in the case 

of single-telescope data ((E~h2 [dN(E~h)/dE]~f) = 1.91 x 10-4 MeV cm-2 s-1). The 

gap between these two groups of ULs could be attributed to the different exposure 

of the data sets, which is inversely proportional to the flux UL (see Eq. 4.21 and 

Eq. 4.22). For the single-telescope data set after the standard low-energy cuts, the 

exposure was 1.26 x 1012 cm2 s, whereas the corresponding value for the stereo 

data was 4.7 x 1012 cm2 s, which is a factor 4 higher. That explains the amount 

of separation between the two groups of ULs, which is of the same magnitude. 

The energy-threshold difference between stereo and single-telescope data has a less 

important effect on the flux UL values: the former is comparable to the statistical 

uncertainties, and hence the threshold can be considered the same in either case. 

Finally, it is worth noting that, with the exception of 3 single-telescope ULs, all 

our values are inconsistent with the single power-law assumption in the investigated 

energy regime. 

The bottom rows of Table 6.13 present the integral ULs for an EXP and SE 

spectrum. Despite the much-desired low-energy thresholds associated with these 

spectra, being as low as 53 GeV, the corresponding ULs are at least 2 orders of 

magnitude larger than those based on a single power-law. Clearly, such ULs cannot 

place any constraints on the models. 

At this point, we would like to draw attention to the UL on the pulsed fraction, 

which we obtained using the method of Helene; see the last column of Table 6.13. 

These percentages should not be directly compared with relative ULs reported else­

where: e.g. [289]. They represent the UL on the pulsed emission as a fraction of the 

total events after cuts, whose nature is unknown. It is possible that a percentage 

of those events came from the plerionic DC emission of the Crab nebula, but their 

characterisation could only be performed via the standard H.E.S.S. cuts, which re­

ject nearly all hadronic events; and in our case, the majority of the N rv 106 events 

in the cut data sets are almost certainly of hadronic nature. 

The percentage of DC emission in our data can be roughly estimated based on 

the differential spe.ctrum of t~e DC emission_ from the Crab _nebula and the effective­

area function after our low-energy cuts. Then, the 1-ray rate can be calculated from 
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Eq. 4.20 by integrating over all events with energies above the corresponding energy 

threshold for this data set (E~h = 232 GeV). Using the expression for Aeff(E), 

from H.E.S.S. Phase I simulations after the standard low-energy cuts, we obtain 

R_ ~ 7.9 ph min-1 . So, for an exposure time ofT = 4.5 h, the number of DC 
'Y 

1 rays is N_ ~ 2100, which suggests a 1-ray fraction equal to N_IN ~ 0.2%. 
'Y I 

Hence, considering the derived pulsed fractions from our analysis, the UL on the 

number of pulsed 1 rays relative to the DC emission becomes N ~IN_ ~ Pul ( N IN_) = 
I 'Y 'Y 

0.0019(106 12100) ~ 90% of the DC 1 rays. Clearly, this number is an order of 

magnitude larger than most reported ULs. However, one has to bear in mind that 

the nature of our analysis, whose purpose was to retain the least energetic events 

regardless of the amount of background, led to large data sets, and, as a consequence, 

large ULs. 

PSR B1706-44 

The ULs for PSR B1706-44 were expected to be the most interesting of all three 

pulsars studied: the small Z.A. of observation means that Aeff remains substantial 

down to ~ 40 GeV (see Fig. 5.38); also, the relatively soft spectral index (v = 2.1) 

of the assumed power-law fit from EGRET observations means that the expected 

number of events during the exposure time (T = 28 h) of our observations should 

be high. All these were expected to conspire towards a low-energy and low-flux UL 

(see equations 4.21 and 4.22). On the other hand, the upper limit on the number of 

pulsed events at a specific level of significance - as calculated with the uniformity 

tests - is expected to be large for this pulsar: this is because of the large duty 

cycle (o = 0.3) and the large number of events in our data set (N rv 5 x 106). 

The effect of these two parameters on the UL can be made clear if we consider, for 

example, the Helene method. A 3-u, say, upper limit means that the number of 

pulsed events in the peak area would have had to be less or equal to 3 background 

standard deviations, in order not to have been detected to that significance level. 

Since the Poissonian standard deviations are VN, the corresponding 3-u UL is also 

large. Moreover, the larger the duty cycle the wider the peak area, which means 

that a higher number of pulsed events is needed for the signal to stand out against 

the background, to the requested significance level. 

Unfortunately, our expectations were only partially fulfilled. Despite the low­

energy thresholds of our ULs, all being below 100 Ge V, the. flux values were up 

to 3 orders of ~~gnit~de l~~er than previously calculated upper limits above 100 



Rayleigh H-test C5 test Helene (Pul%) 

main peak second peak 

Cl.l F;{'"(> 242 GeV;std) (x1o- 10 cm-2 s- 1 ) 6.68 4.53 0.10 0.12 6.39 (0.28) -b.O 

~ = FJt(> 272 GeV;ctl) (x1o- 10 cm-2 s- 1) 7.79 (0.26) .... 8.94 6.70 0.12 0.12 - 00 

'"' ~ 1-4 

Cl.l FJ{'(> 232 GeV;std) (x1o- 10 cm-2 s- 1 ) 1.94 1.73 0.12 0.084 1.8 (0.19) 0 
~ ~ 
~ FJ{'"(> 242 GeV;ctl) (x1o- 10 cm-2 s-1 ) 2.41 2.20 0.20 0.079 2.38 (0.20) il< 

Cl.l -b.O FJ{'"(> 114 GeV;std) (x1o-10 cm-2 s- 1) 1.15 X 103 784 17.8 20.6 -= .... 
il< 00 

>< 
l7il 1-4 

Cl.l 

~ 
~ 

F;{'"(> 130 GeV;std) (x1o-10 cm-2 s- 1) 194 173 11.8 8.46 -

il< 

Cl.l -b.O FJ{'(> 53 GeV;std) (x1o-5 cm-2 s- 1) 212 144 3.2 3.8 = -

00 
IJ;':l 
00 

1-4 

Cl.l 

~ 
~ 

FJt(> 72 GeV;std) (x1o-5 cm-2 s- 1) 74.3 66.6 4.53 3.24 -

il< 

Table 6.13: The calculated upper limits on the integral pulsed flux of the Crab pulsar, from single-telescope and stereo (Phase 
I) observations. All ULs were calculated to a 3-a or 99.95% C.L. The values that were derived from data passing the standard 
low~energy cuts are denoted by "std", whereas those derived from the central low-energy cuts are denoted by "ctl". For the 
Hel~ne UL, the pulsed emission was assumed to be contained in the phase range [0.94,0.04]U[0.32,0.44]. For the UL from the 
C5 test, the event phases were centred on ¢ = 0 and ¢ = 0.38, for the main and second peak, respectively. The power-law 
upper limits are based on a single power law with v = 2.08, whereas the EXP and SE cases correspond to the assumption of 
the ~arne power law but with an exponential and super-exponential cut-off at Ec = 30 GeV, respectively. 
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Figure 6.17: The derived ULs on the differential pulsed flux of the Crab pulsar, from the various statistical tests, after the 
application of our low-energy cuts. Both single-telescope and stereo data (Phase I) have been analysed prior to calculating 
these values. The predicted Outer Gap (thick solid line) and Polar Cap (dashed line) spectra are shown for comparison. The 
single power-law fit to the EGRET data (v = 2.08) in the energy range of our ULs is shown as a thick, grey line. The grey, 
dotted line corresponds to the same power law, but with a super-exponential (SE) cut-off at Ec = 30 GeV. Previous ULs 
frorh H.E.S.S. and other experiments that were shown earlier in this thesis have been dimmed out. Our calculated ULs can 
be divided into three groups which we have highlighted with dashed rectangles. The bottom group consists of ULs from the 
Cm test with both single and stereo data. This test, which appears as the most sensitive, constrained the differential flux 
bel~w 10-5 MeV cm-2 s-1. Furthermore, the stereo data (middle group) resulted in lower flux ULs under the H, Rayleigh 
and Helene tests compared to those from the single-telescope analysis (top group). 
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GeV. Table 6.14 and Fig. 6.18 contain our UL results for the integral and differential 

pulsed flux, respectively. The differential flux ULs can be directly compared with 

those previously reported with H.E.S.S. and with those from Durham. As seen in 

Fig. 6.18, these are both above 200 GeV. In the context of our analysis, only the ULs 

from the Cm test have comparable fluxes to these other results. In particular, they 

are incompatible with the exponential spectrum shown, which predicts higher fluxes 

at the corresponding UL energies. Moreover, the lowest UL value calculated for PSR 

B1706-44, at 75 GeV, seems to marginally constrain theSE fit model by de Jager 

et al. Otherwise, the Polar Cap and Outer Gap spectra are both consistent with all 

our values. Finally, a single power-law spectrum for PSR B1706-44 is inconsistent 

with the Cm test ULs, but cannot be ruled out by the rest of our values. 

In addition to the power-law ULs, we calculated the UL values from the Rayleigh, 

H and Cm tests, under the assumption of a power-law fit with an EXP and a SE 

cut-off at 40 GeV. Once again, despite the very low energy threshold of the SE 

ULs (41 GeV), the corresponding flux value is not comparable to the spectra under 

test; see bottom row of Table 6.14. The exception in this case is the UL from the 

Cm test, which appears in Fig 6.18, next to the top energy bin of EGRET. It is 

worth noting that; the ULs on the integral flux, based on the simple exponential 

spectrum, are only an order of magnitude higher than those based on a power law. 

In particular, the UL on the differential flux at 56 GeV is marginally consistent 

with the predicted flux at the same energy, from a SE spectrum. However, the same 

upper limit seems incompatible with an EXP spectrum, although the error may have 

been underestimated, since it corresponds to such a low energy (see section 6.3.4). 

PSR B1259-63 

The ULs for PSR B1259-63 were the lowest in flux of the three cases studied (see 

Table 6.15). This can be explained, in part, by the hard spectrum assumed, which 

introduced a high event rate above the energy threshold (see Fig. 6.16). However, 

the upper limit on the pulsed fraction, Puh is the highest derived from our study, 

but still consistent with the large duty cycle of the profile's components, which is 

twice that of the Crab pulsar. Unfortunately, due to the lack of pulsed detection 

in 'Y rays and theoretical modelling for the pulsed "(-ray emission from this pulsar, 

we were unable to provide a direct comparison between our upper limits and other 

work. Nevertheless, one could compare the recently derive~LTeV spectrum.of;the 

steady IC emission, detected near periastron, with our results [117]. The index of 



Rayleigh H-test c1 test Helene (Pul%) 

j F~{'"(> 75 GeV;std) (x10-10 cm-2 s- 1) 16.7 38.7 0.35 25.6 (0.19) 
1-o 

~ 
F~{'"(> 90 GeV;ctl) (x1o- 10 cm-2 s- 1 ) 22.8 46.4 0.44 28.7 (0.16) 0 

0.. 

P-4 
F~{'"(> 56 GeV;std) (x1o-10 cm-2 s- 1) >< 60.8 141 1.29 -

ril 

ril F~{'"(> 41 GeV;std) (x1o-5 cm-2 s- 1 ) 79.3 184 1.68 -00. 

Table 6.14: The calculated upper limits on the integral pulsed flux of PSR B1706-44, from single-telescope observations. All 
ULs were calculated to a 3-o- or 99.95% C.L. The values that were derived from data passing the standard low-energy cuts 
are denoted by "std", whereas those derived from the central low-energy cuts are denoted by "ctl". For the Helene UL, the 
pulSed emission was assumed to be contained in the phase range [0.25,0.55]. For the UL from the C1 test, the event phases 
were centred on¢= 0.4. The power-law upper limits are based on a single power law with v = 2.1, whereas the EXPand SE 
cas~s correspond to the assumption of the same power law but with an exponential and super-exponential cut-off at Ec = 40 
GeV, respectively. 
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Figure 6.18: The derived ULs on the differential pulsed flux of PSR B1706-44, from 
the various statistical tests, after the application of our low-energy cuts. All values 
correspond to single-telescope data. The predicted Outer Gap (thick solid line) and 
Polar Cap (dashed line) spectra are shown for comparison. The dashed-dotted line 
in the energy range of our ULs represents a single power-law fit to the EGRET data, 
with v = 2.1. The grey, solid and dotted lines correspond to the same power law, but 
with a super-exponential (SE) and exponential cut-offs at Ec = 40 GeV, respectively. 
Previous ULs from H.E.S.S. and Durham that were shown earlier in this thesis have 
been dimmed out. Our calculated ULs are clearly lower in energy than those from 
previous investigations. However, due to the large background involved with our 
analysis, they are also up to 3 orders of magnitude larger. As in the case of the 
Crab pulsar, the Cm test produced the lowest ULs compared to other tests. The UL 
at 40 GeV, labelled SE, has been calculated from the Cm test assuming the super­
exponential spectrum shown. Finally, the UL at 56 GeV, labelled EXP, has been 
derived from the same power-law spectrum as above, with an exponential cut-off at 
40 GeV. 
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this spectrum, vnc = 2.7, is roughly a unit softer than that assumed in our pulsed 

analysis. This is however expected, as the hypothesised astrophysical mechanism 

that produces the steady TeV emission is clearly different to that of the pulsed 

emission, as described earlier. However, the synchrotron-emitting electrons that 

interact with the B2e star's photon field are likely to be responsible for both the 

pulsed 1 rays, as well as the detected Te V emission. Hence, in terms of energy flux, 

it would be interesting to compare the percentage of the pulsar's power that goes 

into pulsed 1 rays, with that which is responsible for the observed Te V emission. 

Fig. 6.19 shows the ULs on the differential pulsed flux and compares them with the 

Te V spectrum, which was constructed from partially overlapping observations with 

those used in our analysis. 

A direct comparison between our results and the DC spectrum implies, of course, 

that this spectrum extends down to our low-energy thresholds. Under this assump­

tion, we have integrated the differential spectrum above our low-energy threshold 

(rv 250 GeV), which resulted in F(> 250 GeV) = 8.07~U~ x 10-12 cm-2 s-1 . Ul­

timately, our ULs place constraints on the flux of the pulsed emission, which vary 

in this energy range from :;::j 3.5% of the detected TeV flux to as much as 10 times 

higher than that. It seems unlikely that, if such emission existed at such levels, it 

would not have been detected with H.E.S.S. However, one has to bear in mind that 

the instrument's sensitivity declines rapidly with decreasing energy threshold. 

6.3.5 Upper Limits on the Cut-off Energy of Exponential and Super­

Exponential Spectra 

Most of our calculated ULs on the flux were consistent with the corresponding EXP 

and SE spectra with cut-offs at tens of GeV. In the case of PSR B1706-44, our 

lowest UL values are incompatible with an EXP fit to the EGRET data. However, 

the rest of our results permit the spectral cut-offs to be at a higher energy. Con­

sequently, one can set a 3-0' UL on the cut-off energy, E~a, by constraining the 

integral flux of an assumed SE spectrum above the energy threshold, E~h, with our 

single power-law ULs. In addition, the differential flux of the SE spectrum at E~h 

must be consistent with the corresponding ULs. These conditions translate into the 

mathematical expressions below (based on Eq. 3.22): 



Rayleigh H-test c2 test Helene (Pui%) 

main peak second peak 

~ F~t'(> 248 GeV; std) ( x 10-10 cm-2 s-1 ) 0.26 0.24 4.94xlo-3 3.3xlo-3 0.45 (0.47) -
'"' ~ F~{'(> 254 GeV;ctl) (xl0- 10 cm-2 s- 1) 0.35 0.39 7.3xlo-3 3.76xlo-3 0.62 (0.48) 0 
p. 

Table 6.15: The calculated upper limits on the integral pulsed flux of PSR B1259-63 from stereo observations. All ULs were 
calculated to a 3-a or 99.95% C.L. The values that were derived from data passing the standard cuts are denoted by "std", 
whereas those derived from the central image cuts are denoted by "ctl". For the Helene UL, the pulsed emission was assumed 
to be contained in the phase range [0.88,0.ll]U[0.30,0.50]. For the UL from the C2 test, the event phases were centred on 
¢:::: 0 and¢= 0.4, for the main and second peak, respectively. All upper limits are based on a single power law with v = 1.76. 
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Rayleigh H-test c2 test Helene 

main peak second peak 

~ (248 GeV) 2 [dN(248 GeV;std)/dE]~] (x1o-6 MeV cm-2 s- 1 ) 4.9 4.63 0.092 0.062 8.62 -~ 
~ (254 GeV) 2 [dN(254 GeV;ctl)/dE]~] (x1o-6 MeV cm-2 s- 1) 6.9 7.54 0.14 0.072 12.04 0 
0.. 

Table 6.16: Upper limits on the differential energy flux E~~[dN(E~h)/dE]~f of PSR B1259-63, at the respective energy 
thresholds of our data sets, E~h' after the standard ("std") and central ("ctl") cuts. All ULs were calculated to a 3-a or 
99.95% C.L. 

Q 
:I: 
> 
>tJ 
>-:3 
tr:l 
:::0 
Ol 

0 
to 
r:n 
tr:l :g 
~ 
0 
z 
r:n 
> z 
tJ 

::0 
tr:l 
r:n e 
~ 
r:n 

w 
~ 
f-' 



CHAPTER 6. OBSERVATIONS AND RESULTS 392 

........ .,... 
I 

rn 
C}l 
E 
0 

> 
Q) 

~ ........ 
w 
~ z 
"0 

C\1 w 

0.001 ,.--..----.--......,.---.----.--.--.---r----..---.-..--..----.--,......, 

0.0001 

1e-Q5 

1e-Q6 

1e-Q7 

PSR 81259-63 

H.E.S.S. data (Feb-May 2004) >-+-< 

(dN/dE)
0
c=<1.3±0.1)x10-18 [E/(106 MeV)J-<27±02) 

present work T 

1e-oa~-~-~-~-~--~~~-~--~~L--~-~-~ 

1000 10000 100000 1e+06 1e+07 

E [MeV] 

Figure 6.19: The derived ULs on the pulsed emission of PSR B1259-63 from data 
taken in the period April-June 2004. Only data that passed the standard and central 
low-energy cuts were used for the calculations. These ULs assume a single power-law 
spectrum for the pulsed emission, with v = 1.76. The lowest group of ULs shown has 
been derived with the Cm test, which systematically produces the lowest UL values, 
as it assumes that the emission occurs at a specific phase. In this plot, we have also 
included the DC spectrum from TeV 1 rays produced by the PSR B1259-63/SS 
2883 system, as it was derived from H.E.S.S. observations during the period from 
February to May 2004 [117]. Here, the fit to the data has been extended to lower 
energies in order to directly compare it with our ULs. 
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( E' )-v [ (E' )b] [dN ]3u 
K. 1000 ~eV exp - ~: :::; dE (E~h) ul (6.6) 

where K is the normalisation flux at 1 GeV, and v is the spectral index of the 

EGRET power law (see Table 3.2). Depending on the desired spectral shape, one 

can choose b = 1 or b = 2 for a simple exponential or super-exponential cut-off at 

Ec, respectively. 

A similar calculation of ULs on the EXP cut-off energy has already been done for 

the Crab and Vela pulsars as well as for PSR B1706-44, by F. Schmidt [256], who 

applied the H.E.S.S. standard cuts to the data (see Eq. 3.22). In our analysis, the 

flux ULs were derived from various data sets using a number of different statistical 

tools. For the above calculation, we selected only the most constraining ULs above 

each energy threshold: in all cases this corresponds to the results from the Cm test. 

Our results are shown in Tables 6.17 and 6.18, where we have included the values 

of Ega- from the integral and differential flux constraints. The final column of this 

table shows the tightest constraint of the two, which coincides with the one imposed 

by the ULs on the differential flux. A notable result is that of PSR B1706-44 for 

an EXP cut-off. As mentioned earlier, the derived ULs from the Cm test reject the 

simple exponential model. This resulted in the ULs on Ec to coincide with EGRET's 

top energy bin, where pulsed emission has been detected up to 20± 10 GeV without 

showing a spectral break [24]. 



K (cm-2 s-1 MeV-1) 1/ E~h (GeV) Ega(F~n (GeV) Ega ([dN /dE]~!) E~(min)(la C.L.) 
242 ± 39 85± 18 56± 14 56± 14 

Crab pulsar 24 X 10-ll 2.08 232 ±51 82± 24 54± 19 54± 19 
272 ± 42 112 ± 24 140 ± 28 72± 18 

20.5 X 10-ll 
75 ± 12 30± 7 20±5 20± 5 

PSR B1706-44 2.1 
90± 12 42 ± 8 26 ± 6 26±6 

Table 6.17: 3-a ULs on the EXP cut-off energy for the Crab pulsar and PSR B1706-44 (last column). The derived values 
correspond to the minimum cut-off energy that satisfies equations 6.5 (column 5) and 6.6 (column 6) with b = 1. The selected 
ULs are given to a 1-a C.L. All values of Ega have been derived based on a power-law fit to the EGRET data, with spectral 
index v, a normalisation flux at 1 GeV equal to K, and an unknown EXP cut-off energy, Ec. Then, the value of Ec was 
constrained independently by our 3-a ULs on the integral and differential flux. Within 1-a statistical error, the derived value 
of Ega can be said to satisfy both ULs. Note that both derived ULs for PSR B1706-44 are incompatible with EGRET's top 
energy bin, at 20 ± 10 GeV, where emission has been observed. 
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K (cm-2 s-1 Mev-1) lJ E~h (GeV) E~rr(FJt) (GeV) E~rr ( [dN /dE]~!) E~(min) (la C.L.) 

242 ± 39 156 ± 30 117 ± 24 117 ± 24 
Crab pulsar 24 X 10-ll 2.08 232 ±51 150 ± 39 112 ± 31 112 ± 31 

272 ± 42 193 ± 35 140 ± 28 140 ± 28 

20.5 X 10-ll 
75 ± 12 53± 10 38± 8 38± 8 

PSR B1706-44 2.1 
90± 12 69 ± 11 49± 8 49 ± 8 

Table 6.18: 3-a ULs on the SE cut-off energy for the Crab pulsar and PSR B1706-44 (last column). The derived values 
correspond to the minimum cut-off energy that satisfies equations 6.5 (column 5) and 6.6 (column 6) with b = 2. The selected 
ULs are given to a 1-a C.L. All values of E~rr have been derived based on a power-law fit to the EGRET data, with spectral 
index v, a normalisation flux at 1 GeV equal to K, and an unknown SE cut-off energy, Ec. Then, the value of Ec was 
constrained independently by our 3-a ULs on the integral and differential flux. Within 1-a statistical error, the derived value 
of E~rr can be said to satisfy both ULs. 
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Chapter 7 

Summary and Fu.ture of 

H.E.S.S. Pulsar Observations 

7.1 Summary of Results 

We have searched for pulsed emission in the VHE range from two EGRET pulsars, 

the Crab and PSR B1706-44, that are known to emit GeV 1 rays modulated with 

their respective radio frequencies. In addition, we applied the same statistical meth­

ods to the case of PSR B1259-63, which is a radio pulsar that has not been detected 

pulsing at higher energies. Our work aimed at the analysis of the least energetic 

showers detectable with H.E.S.S., from observations of the above pulsars. This ap­

proach was motivated both by the EGRET observations, which showed that pulsar 

emission extends up to at least 20 GeV, but also by preceding theoretical work, 

which predicts that the corresponding spectra die out somewhere below 100 GeV, 

where the sensitivity of H.E.S.S. is at least 100 times lower than that at"' 1 TeV. In 

order to probe the low-energy capabilities of the instrument, we had to abandon the 

standard H.E.S.S. event selection, which is optimised for energies above 500 GeV. 

Instead, we used a set of looser selection criteria that retained all events below "' 200 

GeV, while rejecting most of them at higher energies. As a result, our data con­

tained "' 103 times larger background than that in the standard analysis. However, 

it was shown that the application of tests for phase uniformity, together with tight 

constraints on the phases where the pulsed emission is expected to occur, can lead 

to the detection of periodic em,issi<m in .. 1;1 18f"~e b~~gro;und ... He11c~, we applied.4 

tests for uniformity t'O- ~~lf low-energy data sets: namely a x2 , a Rayleigh, a H and 

396 
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a Cm test. 

Our analysis did not discover any significant deviations from the background 

for any of the pulsars. It is worth mentioning, however, that in the case of the 

Crab pulsar, the Cs test produced a ~ 2-0" result at the main peak position of 

the radio profile. Furthermore, a 3-0" deviation was found in PSR B1706-44 data 

when we searched with a Z~ test (a Rayleigh test with 2 harmonics). Despite these 

indications for possible presence of pulsed emission, in neither case could we confirm 

these fluctuations with other tests, and Ho could not be rejected with confidence. 

Consequently, our efforts concentrated on the estimation of the maximum allowed 

1-ray flux by the statistics, which would lead to the resulting non-detection, given 

the exposure of each data set. Hence, we calculated ULs on the flux to a 3-0" (or 

99.95%) confidence level, based on the analysed data sets. Our primary objectives 

were to place constraints on the Outer Gap and Polar Cap models, which provide a 

clear prediction with regards to the Ge V spectra of the pulsed emission from EGRET 

pulsars. Such predictions were not available for PSR B1259-53, and we were forced 

to use the derived spectrum from the detection of unpulsed (steady) emission, as a 

reference. 

Although we did not manage to constrain the predictions of the two main as­

trophysical models, Polar Cap and Outer Gap, our ULs are at the lowest energies 

reported yet, for the sources we investigated with H.E.S.S., above EGRET's energy 

range. In the cases of the Crab pulsar and PSR B1706-44, our values reject the 

scenario of a single power-law spectrum that extends from the EGRET range to the 

investigated VHE range. Moreover, this is the first time that ULs based on exponen­

tial and super-exponential spectra are being derived with the use of the popular H 

and Rayleigh tests, but also with the recently introduced Cm test. In one instance, 

that of PSR B1706-44, our lowest ULs on the flux rule out completely a simple 

exponential cut-off above the EGRET observations and are marginally consistent 

with the super-exponential cut-off hypothesised by de Jager et al. Moreover, we 

produced the first quantitative estimates of the maximum allowed cut-off energy by 

our ULs for both exponential and super-exponential spectral decays, for all three 

pulsars discussed here. In the case of the Crab pulsar, these energies are in the 

unexplored energy region above EGRET's top energy bin, so a spectral break has 

not been observed, yet. However, the maximum cut-off energy for PSR B1706-44 

assuming an exponential decay coincides :with EGR~T~s top bin, where.such,spec­

tral behaviour has not been seen; hence, we are forced to accept that the spectrum 
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must exhibit a steeper decline above 20 ± 10 GeV, which allows it to possibly be 

super-exponential. 

In Fig. 7.1 we compare the sensitivity of our periodicity searches, for each of the 

three pulsars studied herein, with that of H.E.S.S. Phase I. Note that the sensitiv­

ity curve for H.E.S.S. corresponds to the minimum required integral flux for a 5-0" 

detection of an overhead steady source, after 50 h exposure time; and the steady 

source is assumed with a spectral index equal to the Crab's DC spectrum (v ~ 2.59). 

The equivalent sensitivity ranges for pulsar emission have been derived for the same 

detection level and exposure time, but with the Z.A.s and assumed spectra varying 

with object type. Furthermore, the height and width of the coloured areas, for the 

three pulsars, correspond to the range of test sensitivities and the uncertainty in the 

determination of the threshold energy for each case, respectively. It important to 

note that these results do not represent the general performance of the aforemen­

tioned uniformity tests but were based on the resulting event rates from our cut 

data sets. Hence, a different selection criteria would alter the above picture. 

7.2 A Brighter Future: H.E.S.S. Phase II 

A significant, reproducible detection of pulsed VHE 1-ray emission is yet to be 

achieved by modern Cherenkov experiments. Despite their superior sensitivity to 

present satellite observatories, they have not been able to close the energy gap 

that separates them from space-borne observations. If one looks at the Outer Gap 

predictions for Vela and PSR B1706-44 (Fig. 5.9), it becomes clear that the integral 

flux across the 10-Ge V neighbourhood drops by roughly 5 orders of magnitude from 

EGRET's top energy bin to 50 GeV. However, even the minimum sensitivity stated 

for H.E.S.S., at 100 GeV, is 3 orders of magnitude higher than EGRET's and enough 

to detect this component in a matter of days, had the detector's threshold been as 

low as "' 30 Ge V. Clearly, the Cherenkov experiments are not lacking the required 

sensitivity, but rather the low energy thresholds that would allow them to intercept 

the pulsed emission below the sharp cut-offs predicted by the models. We have 

already mentioned that the main agents for lowering the energy threshold are: 

o Large reflective area, which allows for a similarly large percentage of a faint 

shower's light pool to be recorded and, hence, increases ,the detector's efficiency 

at low energies. 
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Figure 7.1: The sensitivity of our periodicity searches (red, green and blue bands) 
compared with that of H.E.S.S. for steady overhead sources (solid, black line). Also 
shown is the sensitivity of EGRET for 1-y observations of steady sources. In this 
plot, the sensitivity is expressed as the minimum integral flux above a specific energy, 
which is required in order to achieve a 5-(J detection after 50 h exposure time. The 
H.E.S.S. sensitivity has been derived under the assumption of a power-law spectrum 
with spectral index v = 2.59 and an effective-area function corresponding to 0° Z.A. 
The sensitivity ranges from our work were calculated assuming power-law spectra 
with v =2.08, 2.1 and 1.76, for the Crab pulsar, PSR B1706-44 and PSR B1259-63, 
respectively, as well as the Z.A.s shown. The vertical spread of the sensitivity for 
each pulsar represents the results from the various uniformity tests applied, whereas 
the horizontal spread is due to the uncertainty in the determination of the threshold 
energies. Finally, the dotted and dashed contours show the flux levels (100, 1 and 
0.1%) of Crab's nebular (DC) emission, above a specific energy. 
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Figure 7.2: The telescope arrangement of H.E.S.S. Phase I and II. The 4 currently 
operating telescopes of Phase I, CT1- CT4, are arranged in a square formation with 
120-m side length. Each telescope dish is 12-m wide (flat-to-flat). The next phase of 
the H.E.S.S. experiment, Phase II, will include an additional 30-m telescope, CT5, 
which will be placed in the centre of the current arrangement. 

o Efficient background rejection , which allows for telescope operation in 

the energy region where a single telescope would normally suffer from NSB 

contamination. 

These two criteria are the building blocks of the next H.E.S.S. phase, namely 

H.E.S .S. Phase II. The final configuration of H.E.S.S. Phase II is still under dis­

cussion, but it is very likely to be composed of an additional ~ 28-m telescope, 

nicknamed "large telescope" , placed in the centre of the current telescope formation 

(see Fig. 7.2) [451]. 

In H.E.S.S. Phase II, the mirror design is likely to change drastically from that of 

Phase I. Although a final decision on the design has not been made yet, it has been 

proposed to increase the number of mirrors for the large telescope fourfold, and make 
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Phase I Phase II - proposed in 2004 

(large telescope only) 

Number of mirrors (total area) 382 (108m2 ) 1,600 (600 m2 ) 

Material Aluminised Glass Aluminium (~ 60% lighter) 

Profile Circular Hexagonal 

Diameter (em) 60 100 

Weight (kg) 11 6.6 

Reflectivity (30Q-600 nm) > 80% ~90% 

Table 7.1: (from [331] and [452]) Comparison between the basic properties of the 
H.E.S.S. Phase I mirrors and that proposed for the H.E.S.S. Phase II in 2004. 

the profile hexagonal instead of circular, which will allow closer packing between the 

mirrors and, thus, increase the amount of collected light on the camera (by ~ 25%) 

for equivalent dish areas. For the mirrors of Phase I, this design was proven to be 

costly, since the process of shaping spherical, glass mirrors into hexagons is more 

complex. However, the new mirrors of Phase II are likely to be made of aluminium 

sheets that are easier to cut and have further advantages: including e.g. better 

weather endurance (see Table 7.1). Aluminium mirrors are constructed by vacuum­

pressing the sheets on a spherical mould and then gluing them on honeycomb filler 

and lightweight bases [452]. Hence, they will be a lot lighter and cheaper than glass 

mirrors. Also, their high-reflectivity surface, optimised for Cherenkov light (30Q-600 

nm), is expected to reflect ~ 90% of the light back to the camera. A comparison 

between the Phase I mirror design and that proposed in 2004 for H.E.S.S. Phase II 

is presented in Table 7.1. 

However, the design of the Phase II reflector will not follow the Davies-Cotton 

design of the Phase I telescopes. For such a telescope, which aims at even lower 

energy thresholds, timing is everything. At low energy thresholds, the number 

of triggers that one gets from the faint Cherenkov showers is comparable to the 

number of accidental NSB triggers (see Fig. 4.9). The magnitude of the latter can 

be appreciated if one considers its enormous flux which is "' 108 cm-2 s-1 in the 

300-600 nm range [51]. As was explained in section 4.3.1, a Davies-Cotton design 

with small spherical mirrors and a spherical dish radius of ~ 15 m introduces a 

time spread to the Cherenkov photons that arrive at the camera plane, due to the 

asynchronous di§h Sl}rface; _the size of the ,spread is. comparable to .the duration"of a 

Cherenkov event: i.e. b..Tw ~ 2 ns. Therefore, one can use time windows Tw ~ 16 ns 
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that will allow the total Cherenkov light to be recorded, while including the least 

possible amount of NSB (see section 4.2). Nevertheless, a Phase II spherical reflector, 

which is roughly twice as wide, will have substantially longer delays between photons 

reflected on the edge of the dish and those reflected on the centre. Ray-tracing 

simulations of incident 10-Ge V 1 rays reflected on such dish have shown that the 

time spread introduced is up to 11 ns [453]. Unavoidably, longer integration times 

would then have to be used in order to collect all the light from the Cherenkov 

events. Clearly, this would introduce an unnecessarily large amount of NSB with 

every event, which would lower the signal-to-noise ratio and increase the energy 

threshold (see Eq. 4.15). In order to fulfil the low-energy expectations from the 

large Phase II detector, the timing has to be improved. Therefore, the current 

decision for Phase II is the implementation of an isochronous parabolic dish instead 

of a spherical one. Identical ray-tracing simulations to those above were applied to 

a 20-m reflector and showed that the improvement is by~ 4.5 times, which reduces 

the delays to a maximum of~ 2.5 ns. 

The large telescope will be used in coincidence mode together with the rest of 

the H.E.S.S. telescopes, which will slightly increase the instrument's overall sensi­

tivity compared to Phase I, at the same energies (Fig. 7.4). However, the power 

of H.E.S.S. Phase II lies in single-telescope observations that will lower the energy 

threshold of the observations below 50 GeV (see Fig. 7.3). The increased sensi­

tivity and the extension towards lower energies in H.E.S.S. Phase II observations 

will consequently increase the trigger rate of the system. (In the energy range of 

interest, below 100 GeV, the cosmic electrons and positrons contribute equally as 

much to the total Cherenkov events as the proton background; see Fig. 4.11.) In 

particular, single-telescope observations with the 28-m telescope alone are expected 

to result in trigger rates of ~ 5 kHz. Such high rates cannot be sustained by the 

DAQ and have to be constrained using additional trigger criteria. Hence, apart from 

the standard pixel and sector thresholds (Level 1 trigger), a more complex trigger 

condition (Level 2 trigger) will be implemented. Although the final decision has 

not been made yet, the possibilities for the Level 2-trigger conditions consider a 

pixel-clustering criterion: more specifically, images which are formed by n separate 

clusters of k adjacent pixels will be considered only if n is sufficiently low, say 1 

or 2; that imposes a constraint on scattered images, which are likely to originate 

from hadrons. The resulting trigger rates from simulations are < 3 kHz for single 
.-' ,_ .. _ ·- -- 0 •• • 

hl,rge-telescope ob~ervations bel~w 50 GeV. There have been many discussions on 
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the decision for the Level 2 trigger throughout the H.E.S.S. collaboration; and the 

reader can find some preliminary information in [451],[390]. 

The energy regime of H.E.S.S. Phase II will overlap with that of GLAST in 

the GeV range, thus bridging space-borne and ground-based experiments. Parallel 

observation of steady sources will allow for inter-calibration of both experiments: 

H.E.S.S. will use GLAST data to estimate its systematic errors (NSB noise), and 

GLAST will estimate its statistical errors (low event numbers) using H.E.S.S. data 

(Fig. 7.5). 

7.2.1 H.E.S.S. Phase II Detection Rates 

The large telescope of H.E.S.S. Phase II, operating in single-telescope mode, is cer­

tain to close the gap between EGRET and Cherenkov observations. Moreover, its 

effective area will be 6 orders of magnitude larger than EGRET's, which implies 

similarly higher detection rates. To quantify this, we performed some preliminary 

calculations based on the predicted effective-area functions for the large telescope 

(Fig. 7.7) and theSE spectra for the EGRET pulsars by de Jager et al [238]. Using 

our estimated detection rates for pulsed emission, we then proceeded with the cal­

culation of the minimum required exposure time for a 5-a detection with a xi9-test 

(Eq. 5.58). For each pulsar, we adopted the standard value for the duty cycle, 8, as 

it was given in the respective discovery publication (see Table 3.3). The background 

rate was fixed to 1 kHz, which seems rather high compared to that of present observa­

tions (typically below"' 200Hz), but one has to consider the much-higher expected 

trigger rate for Phase II: the large telescope, operating in stand-alone mode, will not 

benefit from stereoscopic reconstruction that rejects most of the background; and 

the Hillas parametrisation will be similarly poor at the lowest energies detectable, 

as it was in our analysis (see Fig. 7.6). Hence, the full set of cuts might not be 

applicable, which will result in data rates not significantly lower than those before 

cuts. 

Table 7.2 presents the resulting detection rates and the minimum required expo­

sure times for a detection. In this table, the estimated 1-ray rates for H.E.S.S. Phase 

II, above 10 GeV, are compared with the EGRET detection rates above 100 MeV. 

In nearly all cases, the latter were approximated by F"Y(> 100/MeV) x Aetr, where 

the effective area was assumed constant and equal to Aetr = 103 cm2 . A first remark 

can be made about the detection rates of H.E.S.S. Phase II, which are"' 100 .times 
-< -·. ,. 

higher than EGRET's.- The exception in this case is the Geminga pulsar, whose 
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Figure 7.3: (from [390]) Predicted energy thresholds- defined as the peak of dif­
ferential rates - for H.E.S.S. Phase I and H.E.S.S. Phase II, in stereo and single­
telescope modes. It can be seen that stand-alone observations with the large tele­
scope of Phase II involve substantially higher trigger rates than their stereo coun­
terparts. Moreover, fainter (lower-energy) events can be detected with a single­
telescope configuration, with a larger fraction of them being below the maximum 
differential rate than in stereo mode. However, there are significant advantages to 
be gained from stereoscopic observations with H.E.S.S., which are not evident in 
this plot. The telescope separation allows to record the same shower from differ­
ent viewpoints on the ground, which provides better spatial resolution and better 
determination of the 1-ray energy. Consequently, VHE observations become more 
accurate with stereoscopy, and sources of VHE emission are better resolved on the 
sky maps. 
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Figure 7.4: (from [390]) Predicted sensitivity of H.E.S .S. Phase II (stand-alone 
mode) and GLAST (steady sources) compared with t hat of H.E.S.S. Phase I. The 
calculated integral fluxes were based on 50-h data sets, which gave 5 ()and contained 
more than 10 events. The grey-shaded section in this plot represents the spectral 
range of the theoretical predictions for the Crab pulsar. The low-energy boundary 
of this section is defined by the steep Polar Cap spectra, whereas the high-energy 
boundary corresponds to the gentler Outer Gap spectra. The spectrum in between 
represents Crab pulsar's super-exponential model spectrum. The dotted lines run­
ning across this figure represent the 100, 10, 1 and 0.1% flux levels of the Crab 
nebular emission. EGRET's sensitivity range is outside the scale shown, and the 
arrows have been used to mark the position of its top energy bin. 
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Figure 7.5: (from [390]) The overlap of GLAST and H.E.S.S. Phase II observations 
in the Ge V range could help towards the estimation of the corresponding statisti­
cal and systematic errors, respectively. The low-energy tail of both experiments is 
dominated by systematic errors inherent with the detectors: GLAST's angular res­
olution degrades and H.E.S.S. suffers from increased NSB noise. On the other hand, 
at the highest energies of each experiment's regime, the statistical errors dominate 
and the number of detectable events decreases. 
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Figure 7.6: (from [454]) A simulated 20-GeV event as it is expected to appear on 
the camera plane of the large telescope of H.E.S.S. Phase II. The vertical, colour­
graduated scale corresponds to the significance of the signal-excess levels above the 
background. Such low-energy events will be detectable with H.E.S.S. Phase II, but 
their Hillas parametrisation will be limited due to their low ph.e. content. Analysis 
methods similar to ours could then be used to recognise their periodic nature that 
has already been detected at these energies with EGRET. 
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spectral cut-off is already evident in the EGRET range and was assumed here to be 

at 5 GeV, which is below the predicted threshold of the large telescope. In addition, 

Geminga's low altitude above the horizon conspires towards the miniscule event 

rate shown here, although surprisingly not beyond comparison to EGRET's, which 

is only 10 times higher. On the other hand, PSR B1706-44 manages to produce 

1,000 times higher pulsed 1-ray rate, which is mainly attributed to the combination 

of relatively high cut-off energy (40 GeV) and low Z.A. -and hence a significant 

effective area below the cut-off. In general, we found that only 3 EGRET pulsars 

are detectable within the detector's lifetime: upon completion of H.E.S.S. Phase II, 

PSR B1706-44 and Vela will be detected in a matter of hours, whereas the Crab 

pulsar, in tens of hours of observation. The rest of the EGRET pulsars are either 

too weak as 1-ray emitters (i.e. PSR B1055-52) or their large Z.A.s at culmination 

places their integral flux - above the detector's threshold - below the telescope's 

sensitivity. 

The present work has provided a methodology towards the extraction and pos­

sible detection of the least energetic 1 rays observed with H.E.S.S. Our analysis 

techniques can be easily applied to data from H.E.S.S. Phase II; doing so will help 

us recognise the pulsed emission seen with EGRET below 20 GeV and connect the 

results from space-borne observations with those from the ground. Nevertheless, 

there is room for improvement. The next section discusses these possibilities. 

7.3 Potential Improvements on the Present Analysis 

Methods 

7.3.1 Introduction 

Our approach towards focusing on the lowest energies in the H.E.S.S. pulsar data and 

then extracting a possible periodic signal utilised very sensitive tests for uniformity, 

as well as a number of event-selection criteria. Nevertheless, certain features of 

the analysis can be made even more sensitive to sparse, low-energy events. In this 

section we will focus on two aspects of our search for GeV pulsations, which can be 

significantly improved upon: (a) the choice of a statistical test which would detect 

faint, low-signal-to-noise pulses and define their properties accurately; and (b) the 

process of selecting a size cut, which would increase the s!gnal-to-noise ratio at low 

energy thresholds. 



CHAPTER 7. SUMMARY AND FUTURE OF H.E.S.S. PULSAR OBSERVATIONS 409 

- 10 6 
N ~ I 10-3 s (1) 

~ 
(.) .-
I ·' 10 5 3 

N 
rJl .._., 

> 10-4 Q) 

6 
10 4 

~ -~ 
10-5 

10 3 

Figure 7.7: The predicted effective area of H.E.S.S. Phase II (stand-alone mode) as 
a function of energy, for overhead sources (solid black line) [455]. The effective-area 
functions for larger Z.A.s (dashed- dotted lines) were assumed to scale with Z.A. in 
the same way as for a single telescope of the current array [384]. The grey-shaded 
areas correspond to the energy threshold's position for each Z.A. The overlaid spectra 
are the Polar Cap (P.C.) and Outer Gap (O.G.) predictions for the Crab pulsar; and 
the blue line represents a power-law fit to EGRET data from the Crab pulsar, with 
a super-exponential cut-off at 30 GeV. 
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Pulsar R~hase 11 ( > 10 Ge V) (Hz) R~GRET(> 100 MeV) (Hz) ~ T(5u) 

Crab 0.2 3 x w-3 40 h 

Vela 1 0.01 rv1h 

PSR B1706-44 2 w-3 rv1h 

PSR B1951+32 9 x w-3 w-4 
Geminga 2 x w-4 4 x w-3 
PSR Bl055-52 0.04 2 x w-4 

Table 7.2: Estimated detection rates above 10 GeV, from future observations of 
EGRET pulsars with the large telescope of H.E.S.S. Phase II. The calculations were 
based on the predicted SE spectra by de Jager et al. and the simulated effective 
areas of Fig. 7.7. The third column presents the resulting event rates above 100 
MeV, from EGRET observations of the same sources: the latter were calculated 
under the assumption of a constant effective area (i.e. 103 cm2

) and are based on 
the reported integral fluxes above 100 MeV. The last column contains the minimum 
required exposure times for a 5-0" detection of these sources, which were derived from 
the rates of column 2 using Eq. 5.58, with the background rate fixed to 1 kHz. For 
the last three pulsars, the required exposure time exceeds "' 1,000 h of observation, 
and hence they qualified as undetectable (denoted by "-"), within the detector's 
lifetime. 

7 .3.2 Improving the Statistics 

The analysis presented in this thesis followed the so-called frequentist approach: we 

used tests like the x2 , the H-test, etc. Although the procedures based on this ap­

proach have been particularly popular in the analysis of astronomical data, it has a 

number of disadvantages- albeit also a few advantages. These disadvantages can 

be eliminated by using a fundamentally different notion of the meaning of probabil­

ity, which leads to a more sensitive and accurate search and characterisation of a 

periodic signal: Bayesian inference. A qualitative description of each method and 

the differences between the frequentist and Bayesian approach are presented in the 

following paragraphs (for an extensive comparison, the reader is referred to [456]). 

Frequentist Methods 

We saw in section 5.4 that tests for uniformity use statistics (Z) which are a mea­

sure of how close to uniformity the investigated data set is. Then, the probability 

of having a certain value of a statistic is given under the assumption of uniformity 

(the null hypothesis, H 0 ). Therefore, the probability is denoted as pr(ZIH0 ): i.e, as­

suming uniformity. holds for that data set, what is the probablity of Z to occur in 
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such a data set. In order to assess pr(Z) correctly, the probability distribution of 

the entire population of Z values must be known; and, of course, that requires a 

search through an infinite number of periods (or frequencies). In other words, in 

the frequentist view, probability is the relative frequency with which Z occurs in a 

hypothetical, infinite ensemble of independent trials (or experiments). 

Bayesian Inference 

On the other hand, the Bayesian approach uses probability to review the plausibility 

of the assumptions themselves, based on the available information (which could be 

the number of periods searched) rather than an imaginary infinite set of repetitions. 

Bayesian methods directly compare the probability of a hypothesis, say H1, with that 

of another, say H2, based on the available data set, say D. Then, by calculating 

the quantities pr(H1ID) and pr(H2ID), they assess the viability of a model over 

another. The degree to which a model, say the H1, is better (i.e. matches the 

observed data better) than another, say the H 2 , is quantified by how much higher 

pr(H1ID) is, compared to pr(H2ID). In a sense, the Bayesian approach makes a 

direct comparison - via the corresponding probabilities - between the various 

investigated hypotheses. But there is also another feature of Bayesian tests that 

is automatically incorporated in the probability calculations: Occam's razor. This 

well-known principle states that amongst the plausible hypotheses bearing equal 

probabilities, those that are simpler (i.e. involve fewer free parameters) are preferred. 

We briefly expand on that statement in the following paragraph, where the key 

differences between frequentist and Bayesian tests are summarised. 

Summary of the Main Differences between the Two Methods 

It has been made clear that the key difference between Bayesian and frequentist 

methods is that the former considers the probabilities of alternative hypotheses, 

while using only the available information from observations, whereas the latter 

does the opposite: it assumes one particular hypothesis (e.g. H0 ) and compares the 

probability of the observed data set (e.g. Dl), given the truth of H0 (i.e. pr(D11Ho)), 

with those of a number of hypothetical data sets - which were never observed -

consistent with Ho. Given that the only real information we have comes from our 

observations, t~e Baye~i~approach is :r,nore i11~u!tiye: .. yve. a,re ugcert~in o( which 

hypothesis is most realistic given the available data; hence, we try different models 
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and decide for the one that fits best our observations. On the other hand, frequentist 

methods reject a hypothesis over not more probable hypotheses - which is the 

Bayesian approach - but over the results of alternative data sets consistent with 

the hypothesis in question. 

An integral part of the frequentist analyses is the user's choice of various tools 

towards the best characterisation of the observed data: e.g. the user has to decide 

amongst a variety of kernel estimators (the Histogram Estimator, the Fourier Series 

Estimator, etc.) and try to draw conclusions from the maximum test statistic asso­

ciated with a particular value of the frequency (see section 5.4). Also, in some cases, 

this involves a user's choice of the free parameters of the problem (e.g. the number 

of bins across one period or the central phase on which the analysis is focused). A 

few of these parameters are sometimes irrelevant to the test's purpose, which may 

be revolving around the question, "Is there a significant signal in the data?" Then, 

these parameters are characterised as nuisance parameters. Frequentist tests depend 

on the user to set those a priori, although it has to be said that there is a certain 

number of tests which incorporate an optimisation of the nuisance parameters prior 

to testing (e.g. H-test). All of the above naturally lead to a number of solutions 

instead of a single one, and it is up to the user to select the best based on the 

associated outcome probabilities. 

On the other hand, Bayesian inference automatically incorporates the best statis­

tics to be used in order to extract the maximum information from the data, and 

provides a single solution to a problem. A good example of how it does it can be 

given if one assumes a stepwise model for a pulsar's lightcurve, like the one realised in 

the Gregory-Loredo (GL) method [457]. In such a model, the shape of a lightcurve 

is fully described using m- 1 bins (see section 5.4.1), plus the average data rate, 

the frequency and the phase: i.e. m + 2 parameters. Virtually any pulse shape can 

be described using such a model. What Bayesian methods do is to calculate the 

probability associated with a particular model, based on the average values - over 

the respective ranges- of all those parameters. To be more precise, the probability 

of the tested periodic model is divided by the equivalent probablity of a constant, 

flat lightcurve. This ratio is the basic tool with which Bayesian methods evaluate 

the plausibility of various models; and Occam's razor arises from the averaging. Fur­

thermore, since the averaging procedure is not sensitive to the number of examined 

periods, for example, but only to the limits of the period range, it can. seall}lessly 

incorporate any additional i~foril1~tion (e.g. the allowed range. of phases, periods, 
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etc.) in the search. 

The authors of the GL method argued in their publication that their approach 

managed to produce a significant detection of PSR B0540-69 from ROSAT X­

ray data, where a Fast Fourier Transform (FFT) failed to detect a signal [458]; 

Epoch Folding (EF) was successfully used to detect the signal as well. Although 

this example seems to give an advantage to methods utilising stepwise functions 

for describing the lightcurve, it has been reported elsewhere that tests relying on 

smooth functions to model the signal are more sensitive than those using binning 

[459]. However, the same critical analysis showed that sensitivity increases for tests 

that match the signal's properties closely: for example, a Rayleigh test performs 

better for broad, sinusoidal profiles. 

Upon detection of a signal, the next step of interest is signal characterisation: 

i.e. the determination of the signal's frequency and shape. Following their method, 

Gregory and Loredo used the ROSAT data set to compare the precision with which 

a Bayesian method was capable of determining the frequency and position of the 

peak with that from an EF (x2) procedure [458]. Note that those two methods 

have a common property: both tests bin the data across one period using m bins. 

The results from the simulations are clearly represented by the respective p.d.f.s 

of the frequencies searched (see Fig. 7.8a): the GL method produced a much nar­

rower p.d.f. with approximately two-orders-of-magnitude better determination- at 

FWHM - of the most likely frequency. 

Most importantly, for strong signals where the pulse is evident, the signal char­

acterisation under Bayesian methods improves dramatically with increasing pulsed­

photon rate. Again, a comparison of the GL method with EF shows that by in­

creasing the pulsed-photon rate in the data set fro!ll one-quarter its original value 

to one-half, and then to its original value, the p.d.f. describing the most probable 

frequencies under the GL method becomes substantially narrower than the corre­

sponding p.d.f. under the x2-test (see Fig. 7.8b,c). 

Perhaps the remaining task in signal characterisation is to determine the shape 

of the lightcurve. In EF this is simply done by selecting a set number of bins and 

plotting the binned data. The Bayesian approach is rather more complicated: it 

utilises the p.d.f. of the signal's strength at each instant. Since this function is time­

dependent, it will depend on the frequency and phase but also on the number of 

bins, m, associated with the chosen model. In other word~, the sh_ape function, as it 
-~ - - - •• ;• • • • •• • 0 - • ~- , •• - - • 

is called, will depend on all them+ 2 parameters of the model but not the average 
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data rate- which does not affect the lightcurve's shape. The optimum number of 

bins (m) corresponding to a model (Hm) that has been chosen to represent the signal 

is derived by finding the maximum of pr(miHm) across a range of m values, where 

pr(miHm) is the Bayesian probability for that model after averaging over frequency 

and phase. 

In itself, the shape function is so complicated that it is virtually impossible to 

use it, as is, for the shape estimation. Instead, what GL did was to plot its mean and 

standard deviation as a function of time. Hence, in the GL analysis, the lightcurve 

is represented by a 1-CT confidence interval around the mean signal intensity (see 

Fig. 7.9). 

Finally, a factor which has become less important in the recent years is compu­

tational speed. Unlike Fourier-based tests like the Rayleigh and H tests, which do 

not depend on stepwise functions for the calculation of their respective statistics, 

the main computational burden of the GL and EF methods is binning. That makes 

the former class of tests, which is based on smooth functions, faster on average -

although this advantage is removed with the search over 20 harmonics with an H­

test, for example. However, the GL method is more resource-demanding compared 

to EF, since it has to consider (average over) a wider range of frequencies and bin 

numbers; this makes it more cumbersome. In contrast, the GL method removes, 

via the Occam's razor, the necessity for exploring complex models, and therefore 

insignificant peaks in the noise are not considered, which saves computational time. 

The relevance to VHE pulsar observations 

But what impact would the use of a Bayesian approach, like Gregory and Loredo's, 

make on the analysis of current and future VHE pulsar data? As a first point, an 

improvement in sensitivity could come from the use of Bayesian methods with re­

gards to narrow, multi-component profiles like those of the Crab pulsar, the Vela 

pulsar and Geminga: the freedom of fitting the data with model-lightcurves of ar­

bitrary shape (various values of m) means that the GL method will be sensitive 

to weak signals whose energy is spread over many harmonics. An equally powerful 

frequentist tool, in the form of the H-test, would also be capable of detecting such 

profiles - although the versatility of the GL method at incorporating previous in­

formation (e.g. the allowed phase range, number of harmonics, etc.) will make it 

more sensitive to expected profile shapes, like .those obseryed in lower energies with 

EGRET. 
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Future observations with H.E.S.S. Phase II will collect data at energies where 

pulsar fluxes are much higher compared to those predicted by the models in the 

energy range explored with H.E.S.S. Phase I. Therefore, as was shown in the pre­

vious section, the detection of such signals will be a matter of hours and signal 

characterisation will become the next important task. As mentioned above, the GL 

method outperforms the frequentist tests for strong signals and is able to resolve the 

shape of the lightcurves with an accuracy that becomes rapidly better with increas­

ing photon numbers. An estimate of the improvement on the currently available 

EGRET GeV profiles can be given based on the predicted pulsed-photon rates with 

H.E.S.S. Phase II (see section 7.2.1). According to Table 7.2, the detection rates 

will increase on average 100-fold. Assuming a linear improvement with increasing 

detection rate that follows that of Fig. 7.8, a frequency resolution that is 150 times 

higher can be expected. This is indeed a remarkable improvement which will allow 

us to achieve EGRET's resolution in 150 times shorter exposure time("-' days). 

A class of sources for which we have little information about their properties is 

the sample of pulsar candidates amongst the unidentified EGRET sources. Upon 

detection, these will greatly benefit from a Bayesian approach, which will allow the 

determination of their precise frequency at very high energies - something that 

EGRET was not able to achieve due to low statistics. Given the accurate ephemeris 

values, the data will be folded with high precision, and thus the lack of pulse smearing 

(see Fig. 5.26) will lead to well-defined pulse shapes. 

Finally, having Occam's razor embedded in the calculation of probabilities means 

that, by using the GL method, the analysis will not be sensitive to artificial signals 

composed of many harmonics - like the one we described in section 5.7.2. Of 

course, all of the above require a software implementation that, in the most general 

case, will scan over a wide range of frequencies, phases and bin numbers for each 

of the tested models: clearly a heavy computational strain; but, as computer power 

increases, Bayesian methods will also increase their practicality and will become as 

fast as frequentist tests are now. 

7.3.3 Optimising the Image Amplitude Cut: The Q-factor 

Our choice of cuts was largely influenced by the standard H.E.S.S. analysis, which 

aims at exploring sub-Te V-Te V DC signals. In an effort to restrict our sample 

to the lowest energies detectable and be rid of the background at ~!lergies . above 
··•· . ·- . -' ·.· -- - . 

those we were interested in, we chose to place an upper limit on the size parameter 
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Figure 7.9: (from [458]) The lightcurve of PSR B0540-69, as was calculated using 
the GL method and setting the number of bins tom = 12. The two lines enclose 
the ±1-a confidence interval, inside which the true lightcurve lies. 
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equal to the lower limit of the standard H.E.S.S. analysis (i.e. SO = 100 ph.e.; see 

section 5.3.4). This way, we stood a better chance of extracting a weak, low-energy 

pulsed signal at a detectable signal-to-noise ratio. Despite having a solid basis, our 

approach lacked the optimisation which could further enhance a potential signal 

hidden in the large background. 

It was shown in section 4.2.5 that an appropriate cut on the distance of simulated 

events leads to a roughly linear trend between the Image Amplitude or size and the 

event energy. Thus, as has been the case throughout the present thesis, a size cut 

is a straightforward way of sampling events with particular energies. The question 

is which size cut produces the highest signal-to-noise ratio. A simple solution to 

this problem is to construct a quantity that is maximised when the optimal size cut 

is applied: the Q-factor. Given a particular data set, the Q-factor is equal to the 

number of standard deviations of the pulsed 1-ray signal above the background, after 

the application of cuts, divided by the number of standard deviations of the signal 

in the same data set, before cuts. Strictly speaking, the significance of the signal 

in an uncut data set would almost certainly be zero, due to the large background 

involved. Therefore, using a data set to which loose cuts have been applied as the 

'uncut', reference data set is more useful. Such a choice may well be the selection 

criterion used in the present work. 

Based on the above definition of the Q-factor, we may now write its mathematical 

form as a function of the signal significance as is calculated with tests for uniformity. 

In general, the outcome probability in those tests is a function of the fundamental 

scaling parameter, pVN = N"Y/VN (see section 5.4). Hence, the Q-factor can be 

written as 

Qi = nai = s(N"Y(i)/ v'Ni) 
nao s(N"Y(o)/ ../NO) 

(7.1) 

where s(N"Y/VN) is a function of the scaling parameter that gives the signal sig­

nificance; its exact form depends on the test for uniformity that has been used to 

detect the signal. Here, the quantities with index 0 correspond to the values asso­

ciated with the reference data set, and those with index i (where i = 0, 1, 2 ... ), to 

those of other possible data sets. By definition, Qo = 1. 

For the purpose of optimising the energy range, the independent variable on 

which the Q-factor depends will be the event size, an1 more speci~cally the upper 

limit of the size cut. The lower limit is set to zero, since we are interested in the 
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lowest energies possible. The existence of a maximum Q-factor can be justified as 

follows: 

In the VHE range, cosmic-ray background spectra are generally described 

by power laws (see e.g. Fig. 4.11). Also, the results of this thesis showed 

- at least for the pulsars studied herein - that pulsar spectra must exhibit 

steep cut-offs somewhere above EGRET's range; and there are indications that 

these may well be super-exponential (see section 6.3.4). In addition, it was 

explained in section 4.2.3 that the detection rate across an energy range is the 

result of convolving the effective-area function with the source's spectrum and 

integrating across the energy range of interest. Of course, the overall rate will 

be composed of both background and pulsed events. But, as opposed to the 

quickly diminishing pulsed spectra in the Ge V range, the simple power laws 

of the background events contribute significantly up to TeV energies. Hence, 

one can enhance the signal-to-noise by constraining the event sample below an 

optimal energy, which should be high enough as to have significant effective 

area to allow the events to trigger the telescope but, also, be sufficiently low 

as to leave out most of the unwanted high-energy background. 

Fig. 7.10a presents a plot of a typical background power-law spectrum with 

spectral index v', a power-law spectrum (index v) with a super-exponential 

cut-off at Ec, and an effective-area function with a steep threshold behaviour 

at low energies. It should be noted that the background flux is in general many 

orders of magnitude higher than that of 1-ray sources (see section 4.1.2), but 

for display purposes the former has been scaled down. Three choices of size 

cuts are shown- corresponding to three energies -with maximum values 

S1(EI), S2(E2) and SO(Eo); the latter of the three is used as the reference 

cut that we aim at optimising. The resulting differential-rate functions after 

convolving the background and the source spectrum with the effective area is 

shown in Fig. 7.10b with red and blue lines, respectively. The limited extent 

of the pulsed differential rate compared to the background rate is evident: the 

former is constrained both by the decline of the effective area, at the low­

energy end, and by the steep spectral cut-off, at the high-energy end. The 

loose cut at Eo practically allows the entire pulsed differential-rate function 

to be integrated but also an extensive part of the bac~ground gifferE)ntial rate. 
• ' ·- / r • - -

Hence, the scali,ng pa~~~eter ( oc 1/ Nc) is expected to be small. Since we chose 
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SO(E0 ) to be the reference size cut, Qo will be 1. However, an even looser cut 

with size > SO would introduce further background events and thus lead to 

a smaller Q-factor. Similarly, the lowest cut, at E 1 , leaves out a considerable 

part of the pulsed differential-rate function, which results in a small data rate. 

Ultimately, as this cut is further lowered, the data rate will diminish to zero 

due to lack of telescope sensitivity. As a result, the sensitivity of the uniformity 

tests will also decline, which will lead to Q = 0. Therefore, it becomes clear 

that there exists an optimal energy, say E2, which leads to the maximum value 

of the Q-factor. A qualitative curve describing the behaviour of Q as a function 

of the maximum size, across the arbitrary energy range of Fig. 7.10b, has been 

drawn to the same scale in Fig. 7.10c. The three selected size values Sl(EI), 

S2(E2) and SO( Eo) have been connected with the corresponding points of the 

Q-factor's curve. The size cut S2(E2) results in the maximum value of Q, 

i.e. Q2 = Qma:x, and it is therefore the optimal choice. 

The best way of determining the optimal Q-factor for a specific observation is 

through simulations. One could simulate a large number of periodic air showers, 

whose energies are distributed according to the theoretical super-exponential spec­

tra, and hadronic background showers, whose energies follow the observed power-law 

spectra. Then, by running the appropriate code that simulates the detector, data 

sets of triggered showers sorted by Z.A. can be generated. Finally, the application 

of various size cuts (together with a distance cut which will remove undesirable, re­

mote high-energy showers) and subsequent calculation of the Q-factor will indicate 

the most appropriate cut prior to analysing real data. 

7.4 Beyond H.E.S.S. 

Another interesting prospect for 1-ray astronomy is the 5@5 experiment [461]. It is 

based on the simple idea of placing several large, 20-m diameter Cherenkov detectors, 

which will be able to observe stereoscopically the 1-ray sky, at 5 km altitude. This 

way, the detectors will be able to directly observe Cherenkov light from the shower 

maxima which will be only a few km above the experiment. At 5 km altitude, 

the photon density generated by 5-Ge V showers ( ~ 1 ph m - 2) is roughly 10 times 

higher than at sea-level [1], which means that such low-energy showers will be easily 

detectable given an efficient background rejection technique. So, this system will 

combine the power of ste~eoscopic re~onstr~cti~n with high-altitude ob;ervation~, 
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Figure 7.10: (a) The typical shapes of two flux spectra and an effective-area function: 
a power-law spectrum, with index v', corresponding to background emission (red 
line); a 1-ray spectrum (spectral index v) with a super-exponential cut-off at Ec 
(blue line) , as is predicted by theoretical models of pulsar high-energy emission; 
and, finally, a typical effective-area function with a steep decline below :;:::j E2. (b) 
The resulting differential-rate functions from the convolution of the background (red 
line) and source (blue line) spectra with the effective area. (c) The variation of the 
Q-factor for three size cuts, ::::; 81, ::::; S2 and ::::; SO, corresponding to thr e different 
energy ranges, ::::; E1, ::::; E2 and ::::; Eo. SO is the reference cut, for which Qo is by 
definition equal to 1 (see text). 
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in order to achieve the minimum energy threshold of 2-3 GeV, below which the 

secondary electrons from pair production stop emitting Cherenkov radiation. 
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