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Dedicated to my parents and to Konstantina, for being always there 

Galileo: During my free hours, of which I have many, I have gone over my case 

and have considered how the world of science, in which no longer I count myself, will 

judge it. Even a wool-merchant, apart from buying cheaply and selling dear, must 

also be concerned that the trade in wool can be carried on unhindered. In this respect 

the pursuit of science seems to me to require particular courage. It is concerned with 

knowledge, achieved through doubt. Making knowledge about everything available 

for everybody, science strives to make sceptics of them all. Now the great part of the 

population is kept permanently by their princes, landlords and priests in a nacreous 

haze of superstition and outmoded words which obscure the machinations of such 

characters. The misery of the multitude is as old as the hills, and from pulpit and 

desk is proclaimed as immutable as the hills. Our new device of doubt delighted the 

great public, which snatched the telescope from our hands and turned it on its tor­

mentors. These selfish and violent men, who greedily exploited the fruits of science 

to their own use, simultaneously felt the cold eye of science turned on a thousand­

year-old, but artificial misery which clearly could be eliminated by eliminating them. 

They drenched us with their threats and bribes, irresistible to weak souls. But could 

we deny ourselves to the crowd and still remain scientists? The movements of the 

stars have become clearer; but to the mass of the people the movements of their 

masters are still incalculable. The fight of the measurability of the heavens has been 

won through doubt; but the fight of the Roman housewife for milk is ever and again 

lost through faith. Science, Sarti, is concerned with both battle-fronts. A humanity 

which stumbles in this age-old nacreous haze of superstition and outmoded words, 

too ignorant to develop fully its own powers, will not be capable of developing the 

powers-ofnature which you reveal. What are you working for? I maintain that the 
-< ··' .,_,"' 

-~~fy-,p~~-p;'S"e"ofsc'i~;;~e-is to ease the hardship of human existence. If scientists, intim-

idated by self-seeking people in power, are content to amass knowledge for the sake of 
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knowledge, then science can become crippled, and your new machines will represent 

nothing but new means of oppression. With time you may discover all that is to be 

discovered, and your progress will only be a progression away from mankind. The 

gulf between you and them can one day become so great that your cry of jubilation 

over some new achievement may be answered by a universal cry of horror. I, as a sci­

entist, had a unique opportunity. In my days astronomy reached the market-places. 

In these quite exceptional circumstances, the steadfastness of one man could have 

shaken the world. If only I had resisted, if only the natural scientists had been able 

to evolve something like the Hippocratic oath of the doctors, the vow to devote their 

knowledge wholly to the benefit of mankind! As things now stand, the best one can 

hope for is for a race of inventive dwarfs who can be hired for anything. Moreover, I 

am now convinced, Sarti, that I never was in real danger. For a few years I was as 

strong as the authorities. And I surrendered my knowledge to those in power, to use, 

or not to use, or to misuse, just as suited their purposes. I have betrayed my pro­

fession. A man who does what I have done can not be tolerated in the ranks of science. 

"The life of Galileo" , Bertolt Brecht 

Science is the belief in the ignorance of the experts. 

R. P. Feynman 
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Abstract 

One of the most striking examples of duality correspondence between gauge the­

ories and string theories is the AdS/CFT duality. It relates the type liB superstring 

theory on AdS5 x 5 5 to 4-dimensional N = 4 Yangs Mills in its superconformal 

phase. However, the quantisation of string theory on curved backgrounds appears to 

be notoriously difficult rendering direct tests of the conjecture elusive. One way to 

circumvent this problem is by taking the Penrose limit of the AdS5 x 5 5 geometry 

to obtain the pp-wave background where string theory is soluble. The correspond­

ing limit in gauge theory is to restrict to particular class of" long" operators called 

BMN operators. It is this correspondence we study in the first part of this thesis. In 

particular, we provide with a number of rigorous tests of the BMN correspondence 

beyond the supergravity limit, that probe the truly quantum realm of string theory. 

By exploring the correspondence, we learn how the correspondence is realised and 

how the 3-string amplitudes can be obtained purely from perturbative gauge theory 

calculations for almost all species of string excitations. We also clarify the role of the 

Z2 symmetry the pp-wave background possesses and discuss the consequences this 

symmetry has on the choice of the 3-string vertex. 

There is another type of duality which relates the same N = 4 SYM to a different 

string theory. This is a weak-to-weak coupling duality recently proposed by Witten. 

It states that tree level amplitudes of N = 4 SYM can be reproduced by integrating 

. ove:r:4he~moduli·space of··certainB.:.instantonsin··open·topological· B:.:model' insuper­

twistor space. This duality has inspired a novel diagrammatic method for calculating 
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all gluon tree level scattering amplitudes in N = 4 SYM. The second part of this the­

sis is devoted to the generalisation of this approach to tree amplitudes with fermions 

and scalars and to theories with less or no supersymmetry at all. We also argue that 

the method works for a finite number of colours as well and that there is a simple 

way to directly write down all tree level amplitudes without encountering unphysical 

singularities. 
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Chapter 1 

Introduction 

1.1 Motivation and outline 

To the best of our knowledge, there are four fundamental interactions in Nature, 

the electromagnetic, the weak nuclear, the strong nuclear, and the gravitational. The 

framework currently used to describe the first three is based on quantum field theory1 

with certain gauge symmetries. In this model, called the Standard Model, both the 

fundamental particles that feel the forces and the fundamental particles that carry 

the forces, called gauge bosons, are considered to be point-like. This means that 

the interaction between these particles occur at one space-time point. This fact 

leads to divergences that arise when two or more vertices get arbitrarily close. The 

success of quantum field theory rests on the fact that these divergences may be 

removed in a consistent and physically meaningful way by using the renormalisation 

programme. Although not completely satisfactory from the mathematical point of 

view, this method was used to calculate observables which were found to agree with 

experiment to a very high accuracy. 

Despite its agreement with all experimental data from accelerators, the Standard 

Model is theoretically unsatisfactory and leaves many open questions and space for 

physics beyond the Standard Model. Even if we forget about gravity for a moment, 

1 Reconciling special relativity with quantum me<;p,11nics anddelll1J,ndii1g local interactions leads 
- - ' - -, ..... ,- ... -· ... , - .,_ - _.,_ . .-. -' . . '· 

necessarily to quantum field theory. 

1 
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the Standard Model contains at least 19 arbitrary parameters that we would like to be 

able to calculate. Moreover, the Higgs mechanism, which is believed to be the origin 

of the particle masses does not occur naturally but must be put by hand. Is the Higgs 

boson the true origin of the particle masses? Why are there so many different types 

of quarks and leptons and why do their weak interactions mix in the peculiar way 

observed? In addition, the gauge groups used in the Standard Model are dictated by 

experiment and within the Standard Model there are no indications at all as to their 

origin. Is there a simple group framework for unifying all the particle interactions, a 

so-called Grand Unified Theory? 

But the most severe obstacle for considering the Standard Model as a complete 

description of Nature is that it does not include gravity. The most familiar force has 

eluded quantisation for a long time. This failure is intimately connected with the 

divergences that appear when quantum field theory is applied to point particles. In 

technical terms, gravity is a non-renormalisable theory since its coupling constant 

has dimensions [massr2
. 

For some time, it was hoped that locally supersymetric theories, that is super­

gravity theories, could be finite. By now we know that even these theories diverge 

at the three loop level. Is a consistent quantum field theory of gravity and thus a 

theory of everything doomed for ever? Not if we are willing to depart from the no­

tion of the elementary particles being point-like. It now appears that gravity may be 

consistently quantized if we let the force be carried by a one dimensional object. The 

quantum theory in which the fundamental constituents are one dimensional extended 

objects is called string theory. Here the basic idea is, that all matter is made of very 

tiny strings, open or closed, so that while a particle looks like a point at distances 

of the order of 10-13 em, if we magnify it to scales of the order of 10-33 em, then 

we'll see that it is extended like a string of infinitesimal width. The different types 

of particles we observe are just different excitations of the same string. So instead of 

having many different particles as the building blocks of Nature, one has only two, 

an open string and a closed string. Furthermore, a particular excitation of the closed 

string corresponds to a massless, spin 2 state, that can be identified as the graviton. 

Thus, string theory necessarily contains quantum gravity. 
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As mentioned above, consistent string theories seem to avoid the severe difficul­

ties that plague the point particle theories. In particular, string perturbation theory 

is finite at one loop and it is a common belief that this holds at higher loop order. 

There are one or two intuitive arguments as to why strings yield improved ultraviolet 

behaviour compared to the one point particle theories exhibit. In point particle the­

ories the interaction occurs at one and the same for all observers in relative motion 

space-time point. The coordinates of this point for two observers are related by a 

Lorentz transformation. Contrary, in string theory there is no well defined notion 

of when and where the interaction happened as the space-time point of interaction 

appears to be different to two observers in different frames. Since the divergences 

in point particle theories occur when two or more vertices coincide and since this is 

impossible in string theory it seems plausible that string loop diagrams do not suffer 

from infinities. This has been checked by explicit calculations only at one loop level. 

Another hint for improved ultraviolet behaviour in a quantum theory is provided by 

symmetry. Even in the simple case of quantum electrodynamics the gauge symmetry 

the theory possesses improves the ultraviolet behaviour of the vacuum polarisation di­

agram. The diagram is logarithmically divergent instead of quadratically divergent as 

one superficially should expect. The same happens for the photon-photon scattering 

diagram, which is superficially logarithmically divergent, but turns out to be finite. 

Another example is given by supersymmetry. Supersymmetric theories exhibit bet­

ter ultraviolet behaviour than the non-supersymmetric ones. To conclude, the more 

symmetry the theory possesses the better its ultraviolet behaviour is. String theory 

has a rich symmetry content, so ultraviolet convergence should not be something 

completely unexpected. 

As mentioned above, strings can be either open or closed. In addition, they may 

be oriented or un oriented. Consistent open string theories necessarily include closed 

strings, because the interactions allow a single open string to self-interact and join 

its free ends to form a closed string. On the contrary, closed string theories need not 

include open strings. 

A§ i_s weU..,known, point particles can live in any space-time dimension. This is "'· 

not the case for strings since conformal invariance of the theory restricts the number 



1.1. Motivation and outline 4 

of the space-time dimensions to a specific value, the critical dimension. The critical 

dimension is closely related to the number of string world-sheet supersymmetries. 

Conformally invariant actions can be constructed when there are N = 0, 1, 2, 4 

local two-dimensional supersymmetries. The corresponding critical dimensions are 

D = 26, 10, 4, -2. The last case is obviously ruled out and the same is true for 

N = 2 since in this case two of the four dimensions must be time-like. Therefore 

we are left with N = 0, 1. But the non-supersymmetric case N = 0 can also be 

discarded since the lowest lying state is a tachyon. 

Let us, now, briefly comment on the consistent N = 1 theories. The open super­

string theory with N = 1 world-sheet supersymmetry is known as type I superstring 

theory. One can show that this theory exhibits N = 1 space-time supersymmetry. 

One can also attach group charges at the ends of the strings, thereby enriching the 

theory with gauge interactions. Any group choice is consistent at the tree level. How­

ever, at the quantum level the demand that the theory does not have chiral anomalies 

requires the group to be 50(32). As discussed above, open string theories necessarily 

contain closed strings. Since the latter have no free ends, they are singlets under the 

Yang-Mills group. 

Closed string theories with both the left and the right movers possessing N = 1 

local world-sheet supersymmetry are called type II. The theory has two space-time 

supersymmetries. In the type IIA theory, these space-time supersymmetries are of 

opposite chirality, while in the type liB theory are of the same chirality. Type liB 

theories have no room for a Yang-Mills group, at least when all 10 dimensions are 

uncompactified. 

When the right movers, let's say, are world-sheet supersymmetric, but the left 

mover are not, one ends up with the heterotic string. In order to obtain a 10 di­

mensional theory 16 of the 26 bosonic degrees of freedom of the left movers should 

be compactified resulting in the introduction of a gauge interaction. Consistency of 

the theory demands that the compactification is done in such a way that the gauge 

group is E8 x E8 , spin(32)/Z2 50(16) x 50(16). The first two choices give theories 

with spacetime sypersymmetry, while the latter does not. 

If we wish to construct more realistic models we have to get down to four di-
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mensions by considering string theory on R 4 x M6 where M6 is some six-dimensional 

compact manifold. It is the geometry of this manifold which determines the low 

energy physics of the theory. Should we insist that there be an unbroken N = 1 

supersymmetry on the four non-compact dimensions, then M6 must be a Calabi-Yau 

manifold or a 6-dimensional orbifold. The way the compactification is being done can 

lead to many different gauge symmetries. It is even possible to cleverly compactify 

the to get gauge groups as SU(3) x SU(2) x U(1). To conclude, there are consistent 

perturbative expansions of string theory around a classical background metric that 

give reasonable phenomenology. Despite having the potential to describe Nature in 

a consistent way, string theory leave some unanswered questions ( such as, choice 

of the vacuum, explanation of why the cosmological constant is so small) and more 

work has to be done before it makes a decent contact to phenomenology. 

In the course of trying to describe quark confinement and to construct a quantum 

field theory of gravity an intriguing possibility appeared. Namely that there may exist 

certain dualities between string theories and gauge theories or, even more generally, 

between gravitational and non-gravitational theories. These dualities are remarkable 

because they claim an equivalence between two seemingly different physical systems, 

one that describes gravity on one hand, and one. without gravity at all on the other. 

There are several arguments supporting the expectation of a duality between string 

theory and gauge theory. One of them has been provided by 't Hooft at 1974. 

't Hooft noticed that the Feynman diagram expansion of the large N-limit of U(N) 

gauge theories can be arranged according to the genus h of the Riemann surface on 

which the diagram can be drawn and that any correlation function accepts a double 

expansion, in powers of the effective coupling constant .\ = g~ M N as well as 1/ N 2
h. 

This genus expansion of gauge theory reminds the perturbative series of a string 

theory, where each diagram of genus h is suppressed by a factor of g':h. Thus, it seems 

natural to conjecture a duality between gauge theory and string theory with coupling 

9s "" 1/ N. Another hint comes from the study of black holes. Consider, for example, 

the Bekenstein-Hawking relation for the entropy of an isolated black hole Sbh = A/4G. 

Since the entropy of the black hole is proportional to the area A of its horizon and not 

the volume enclosed by this area, as would be the case for statistical mechanics and 
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quantum field theory, one may conjecture that there exists a holographic description 

of the black hole's degrees of freedom in terms of some quantum field theory living on 

the horizon, so that sbh = SQFT rv A. The above argument points to the conjecture 

that Nature obeys a holographic principle, which states that the number of the degrees 

of freedom of quantum gravity on some manifold scales as the area of its boundary, 

suggesting that a field theory on the boundary can be used to describe the physics 

of gravity in the bulk. One of the most concrete and interesting realisations of the 

string/ gauge theory dualities came from the study of the near horizon geometry of 

D-3 branes by Maldacena. Maldacena conjectured that type liB string theory on the 

AdS5 X S5 background is dual to superconformal N = 4, D = 4 Yang-Mills that lives 

on the boundary of AdS5. However, as will be discussed later in this chapter, this is 

a duality between a strongly coupled theory and a weakly coupled theory. Ideally, 

one would like to have a weak to weak duality, because in such a case perturbative 

calculations can be made on both sides of the duality. Such a duality is realised by 

taking the Penrose limit of the AdS5 x S5 geometry. In particular one focuses on the 

neighbourhood of the geodesic of a massless particle sitting in the centre of AdS5 and 

rotating around an equator of the S5
. In this limit , only a particular subsector of 

N = 4 SYM, known as the BMN sector, survives. The interesting feature of this weak 

to weak duality is that it provides an example where the string/ gauge correspondence 

can be studied beyond the supergravity approximation. It is the study of this duality 

the first four chapters of this thesis are devoted to. 

Recently, Witten proposed that tree level amplitudes of N = 4 SYM can be re­

produced by integrating over the moduli space of certain D-instantons in the open 

string topological B-model whose target space is the supertwistor space C P 314 • This 

gives rise to a new duality between weakly coupled N = 4 SYM and a weakly cou­

pled, topological string theory in twistor space. Inspired by this duality, a novel 

diagrammatic method for calculating all gluon scattering amplitudes at tree level 

was proposed by Cachazo, Svrcek, and Witten. This method was based on the fact 

that after Fourier transforming these amplitudes from the helicity basis to twistor 

space they acquire a surprisingly simple geometric structure, namely the amplitudes 

are supported on certain configurations of curves in twistor space. This method uses 



1.1. Motivation and outline 7 

maximally helicity violating (MHV) amplitudes as effective vertices continued off­

shell in a particular fashion and connected by scalar propagators. Chapters 5 and 

6 are devoted to the generalisation of this approach to tree amplitudes with gluinos 

and scalars in the external lines. We also argue that the method applies to theories 

with less or no supersymmetry at all and a finite number of colours. 

This thesis is organised as follows: in the rest of chapter 1 we examine the Iarge­

N expansion of gauge theories providing thus evidence for the gauge/string theory 

dualities. Then, after giving some details about type liB supergravity theory we 

briefly describe how the AdS/CFT correspondence arises. Subsequently, we examine 

the Penrose limit of the AdS geometry and show that free string theory on the 

resulting plane wave background can be exactly quantised in the light-cone gauge. 

After that, we develop string field theory which is the appropriate framework to 

describe string interactions in the presence of a non-zero five-form flux. Finally, at 

the end of chapter 1, we discuss the plane wave/SYM correspondence as was first 

proposed in [41] and refined later in [44,45]. 

In chapter 2 we calculate 2-point and 3-point correlation functions of ~-BMN op­

erators with three scalar impurities involving up to two string states, and up to order 

g2>..'. Conformal invariance of the gauge theory restricts the form of the 2-point and 

3-point correlators of conformal primary operators. By using this form and a simple 

trick, we show how to uniquely determine the 3-point function coefficient directly 

from the single trace expressions without having to take into account the mixing 

between single and double trace operators. We, then, use the expressions obtained 

to provide evidence for a vertex-correlator duality in the pp-wave background. 

In chapter 3, after describing the correspondence between the natural string basis 

and the isomorphic to it gauge theory basis, we explore and verify the pp-wave/SYM 

correspondence in all directions of the two SO ( 4) groups. To achieve this we compare 

matrix elements of the dilatation operator of N = 4 SYM with the corresponding 

string amplitudes. This is done for operators involving two scalar, mixed, and vector 

impurities. We find perfect agreement. In this way, we also clarify the role of the Z2 

s.Yirimetry of the pp-wave background and reproduce the string amplitudes involving "' 

two scalar, mixed, and vector states from field theory. Furthermore, we calculate 
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the matrix elements of fl - J and Hstring for states with an arbitrary number of 

scalar impurities to find, again, perfect agreement. In all cases, in order to extract 

the desired matrix elements on the field theory side, we first compute the 3-point 

function coefficient of the appropriate states and from this we easily determine the 

matrix elements of the dilatation operator. 

In chapter 4, we study the BMN corresponderrP in the fermionic sector. In the 

beginning we discuss the BMN operators with two fermionic impurities of the same 

chirality. We then examine how the notion of conjugation as Hermitian conjugation 

followed by an inversion is applied to the case of a fermionic impurity. This notion of 

conjugation is crucial if we want the two point function of fermion fl-BMN operator 

to take the simple canonical form of ( 4. 25) signifying, thus, the orthonormality of 

the BMN states. Next we calculate the matrix elements of the string Hamiltonian in 

string field theory and the corresponding matrix elements of the dilatation operator 

in N = 4 SYM to find agreement for all the representations of two impurity BMN 

operators. We close this chapter with a brief comment about the action of the Z2 on 

the string amplitudes involving fermionic impurities. 

The aim of chapter 5 is to generalise the novel diagrammatic approach of Cachazo, 

Svrcek, and Witten for calculating gluon tree amplitudes of gauge theories to tree 

amplitudes which involve fermion fields as well. In the first section of this chapter 

we briefly recall well-known results about the decomposition of the full amplitudes 

into a colour factor and a purely kinematic factor and about the helicity amplitudes 

formalism. We then proceed to apply this method in order to derive expressions for 

the next to MHV amplitudes involving two and four fermion fields. For simplicity 

the negative helicity particles are considered to be consecutive. Furthermore, we 

successfully check the formulae obtained against some previously known results for 

amplitudes with 4 and 5 external legs. 

Chapter 6 starts with a brief review of the spinor helicity formalism. Next we use 

supersymmetric Ward Identities to express the next to MHV purely gluonic ampli­

tudes in terms of next to MHV amplitudes with gluons and two fermions. In sections 

3 and 4 we derive expressions for the NMHV amplitudes with three negative helicities 

involving gluons and fennions by using the CSW scalar graph method. Section 5 of 
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this chapter considers the scalar graph method with the single analytic supervertex 

of Nair [120].We provide a single formula which gives rise to all tree-level next to 

MHV amplitudes with three negative helicities in 0 :::; N:::; 4 supersymmetric gauge 

theories, involving all possible configurations of gauge fields, fermions and scalars. In 

principle there is no obstacle to continue with further iterations of the analytic super­

vertex and derive formal expressions for tree amplitudes with an arbitrary number of 

negative helicities. 

1.2 1/N Expansion Of Gauge Theories 

In a classic paper [6], at 1974, 't Hooft made the remarkable observation that in 

addition to the expansion in powers of the effective coupling constant ,\ = g~MN, 

one may also classify the Feynman diagrams of an U(N) Yang-Mills gauge theory in 

powers of 1 I N 2
. Thus any correlation function has a double expansion, in powers of 

,\ as well as 1 I N 2
. For large enough N, the leading term in the 1 I N 2 expansion comes 

from the planar diagrams. Any graph that can be drawn on a surface of genus h is 

suppressed by a factor of 11 N 2h. This genus expansion of Feynman graphs in gauge 

theory resembles a similar situation in string theory, where the loop diagrams whose 

world-sheet has genus h are suppressed by g;h (gs is the string coupling). Thus, 

there is a certain similarity between perturbative gauge and string theories. This 

can sometimes be made quantitative and lead to a duality correspondence between a 

gauge and a string theory. 

To see these aspects in some detail, let us consider an SU(N) Yang-Mills gauge 

theory where the bosons transform in the adjoint representation while the fermions 

belong either to the adjoint ( '1/Ji) or the fundamental ( () representation of SU ( N). 

In order to simplify the argument let us supplement the SU(N) generators Ta, a= 

1, ... N 2 - 1 by adding the N x N matrix T 0 = I I ..fN. This amounts to extending 

the gauge group from SU(N) to U(N). We shall also choose the U(N) generators to 

satisfy the normalisation condition Tr(TaTb) = oab. The Lagrangian of such a theory 
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is written as 

1 - • -• A 

£ = -4Tr(F11-v FtJ.v) + iTr('l//111-Dll-'lj/) + iC111- DtJ.(i + £ 9.r + £ 9host 

[- g~MTr(¢iq)qi¢1 )Cijkl- 9YMTr(ij)i'!jJJ¢k)Cijk + 9J(x)GJ(x) +h. c.J, (1.1) 

where we have also allowed for some internal R-symmetry group under which the 

Langrangian is a singlet. £ 9.r, £ghost correspond to the gauge fixing and ghost part 

of the Langrangian which we do not write explicitly. Finally, ( 1.1) also contains terms 

like gJG J since we are interested in calculating correlation functions of single trace 

gauge invariant operators GJ of the form Gjnl(x) = Tr(<I> 1(x)<I>2 (x) ... <I>n(x)). Here 9J 

is the source to which G J is coupled and <Pi is any of the adjoint fields appearing in 

(1.1). 

The correlator of k of the composite single trace operators (fl~=l G~nJ)(xJ)) can 

be calculated diagrammatically. One can see from ( 1.1) that any three- point vertex 

comes with a factor of 9YM while any four-point vertex with a factor of g~M· One 

can also consider the the insertion of each operator Gjnl as an n-point vertex. 

Let us now concentrate on the case where the number of the colours is much 

greater than one, i.e. N » 1. Then the correlator in question is proportional to 

l = gt3~/v4 N 1 , where ~ and Et are the numbers of the 3 and 4 point vertices that 

appear in the Lagranmgian (1.1) and are not coupled to the external sources 9J· 

In addition, let us denote by Vn the total number of the n-point vertices and by I 

the number of closed colour loops. Furthermore, V~ is the number of the n-point 

single trace gauge invariant operators coupled to external sources. It is obvious that 

Vn = v~ for n -=I- 3, 4 whereas Vn = Vn + v~ for n = 3, 4. Each closed loop gives 

a factor of N since 2:;:1 bf = N, thus and the factor of N 1 in the expression for 

l. Next we consider the number of propagators which is P = ~ Ln n Vn since each 

propagator is connecting two vertices. The number of faces of the diagram is given 

by F = L + I, where L is how many closed fermion loops with fermions in the 

fundamental representation are there. Furthermore, let us denote by V = Ln Vn the 

total number of vertices. 
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Using Euler's theorem, which states that F- P + V = 2- 2h one can write l as: 

(g~M) V3/2+V4 NV3/2+V4 N-Va/2-V4 NF-L 

(g~MN)Va/2+V4 N-V3j2-V4 NF-P+V-L NP-V 

.\ Va/2+V4 N2-2h-L N-Va/2-V4 N 3V3 +4ii4 ~L:n nV~ V3-V4-L:n v~ 

The NL:n>4 n/2Vn factor in the above equation is not relevant since it cancels out if we 

normalise the single trace operators G~n) = N~12 Tr( <1> 1 ... <I>n) in such a way that their 

free planar 2-point function is one. At the end, what we are left with is: 

(1.3) 

From (1.3), we see that the Yang-Mills coupling constant appears only in the combi­

nation g~MN = .\. Thus, it seems natural to keep.\ fixed as N ~ oo. The fact that 

.\ is the correct effective coupling constant for large-N theories can also be seen if we 

consider the running of the coupling constant g for QCD with gauge group SU(N) 

and quarks with N1 different flavours. The ,8-function of this theory is given by [8) 

,B = J-l dg = -( .!._!_N- 2NJ )_t_ + O(l). 
dJ-L 3 3 167r2 

(1.4) 

If we keep N1 fixed, as N ~ oo, (1.4) becomes 

dg 11 g3 
5 

J-l dJ-L = -3N 167r2 + O(g ). (1.5) 

The last equation has a well-defined large-N limit if we scale the coupling g in such 

a way that .\ = g2 N is fixed. Then (1.5) results to 

d.\ 11 .\2 

J-l dJ-L = - 3 87r2 . (1.6) 

In this way, the scale parameter of the strong interactions AQcD is held fixed as 

N ~ oo since N drops out of (1.6). 

From (1.3), one can see that any correlator has a double expansion of the form 

L~=O N 2- 2h-L-L:n v~ L~=O c1m.\n. Thus, in addition to the usual coupling constant 

~expansion one also has an expar!si~n in powers ~f, k Thi~ fact strongly reminds the 

situation in string theory where each world-sheet of genus h is weighted by a factor 
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g-;<2
-

2
h-b), where b is the number of boundaries of the world-sheet. Thus, it appears 

natural to conjecture a duality correspondence between large-N gauge theory and a 

string theory. In this duality, the genus of the world-sheet in string theory corresponds 

to the genus of the surface where the Feynman diagrams, of a particular kind, are 

drawn. FUrthermore, each gauge invariant operator participating in the correlator 

contributes a factor of tt rv 9s corresponding to a vertex operator inserted on the 

string world-sheet. 

If we ignore fermions in the fundamental representation of the SU(N) subgroup 

of U ( N) the corresponding string theory is an oriented closed string theory. The 

inclusion of matter fields in the fundamental representation would result to the inclu­

sion of propagators with a single line giving rise to boundaries of the corresponding 

surfaces (this can also happen when we calculate correlators of gauge invariant oper­

ators Gj that involve fields in the fundamental representation). As a result, the open 

string sector should also be taken into account in the dual string model. Finally, the 

fact that each line on the gauge diagram has a direction means that one can define 

an orientation of the surface on which the diagram is drawn, that is the dual string 

theory is a theory of oriented strings. 

If the gauge group is SO(N) or USP(N) then the adjoint representation is the 

product of two fundamental representations, instead of one fundamental and one anti­

fundamental, and since the fundamental representation is real no arrows can be drawn 

on the propagators of the diagram. As a result, the surface on which the diagram is 

drawn may be non-orientable resulting to non-orientable dual string theories. 

The arguments given above indicate that large-N gauge theories may be dual to 

string theories with a coupling proportional to 1:t, but it gives no indication as to 

precisely which string theory is dual to a particular gauge theory. To construct the 

dual string theory is a highly non-trivial task, and since 't Hooft's original obser­

vation many attempts have been made to construct such dualities explicitly. Such 

attempts led to dualities between two-dimensional gauge theories and string theo­

ries [9, 10]. However, the situation for four-dimensional gauge gauge theories is much 

lE:),SS tractable, partly because the planar diagram expansion -which corresponds to 
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free string theory- of such theories is very complicated2
. 

The seminal breakthrough of Maldacena (7] occured almost a quarter of a century 

after 't Hooft's paper. Maldacena conjectured that type-liB string theory on the 

Ad85 x 8 5 background is dual to the superconformal N = 4, D = 4 Yang-Mills 

(N = 4 SYM ) that lives on the boundary of Ad85 . 

1.3 Type IIB supergravity 

Before proceeding to state the Maldacena conjecture more precisely, let us review 

some facts related to type liB supergravity (type liB sugra). Type liB sugra de­

scribes the low energy behaviour of the classical effective action of type liB string 

theory. Its field content is the massless spectrum of type liB strings which is given 

in terms of the transverse 80(8) representations as (II, I2] 

field 80(8) rep. degrees of freedom 

G /-LV metric - graviton 35 bosonic 

C + i<l> axion - dilaton I E9I 2 bosonic 

B/-Lv + iA2/-Lv rank 2 antisymmetric 28 E9 28 56 bosonic 
(I. 7) 

At/-Lvpa antisymmetric rank 4 35c 35 bosonic 

'1/Jiet I= I, 2 Majorana- Weyl gravitinos 568 E9 568 II2 fermionic 

)..~ I= I, 2 Majorana- Weyl dilatinos 88 E9 88 I6 fermionic. 

Type liB sugra is chiral, which means that the two gravitinos have the same 

chirality, while the two dilatinos have the same chirality but opposite to that of 

,}For Iarge-N four-dimensional QGD this difficulty is also associated to the fact that QCD is 

neither supersymmetric nor conformally invariant. 
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the gravitinos. The gravitinos are traceless, namely f1.La{3'1/J~!3 = 0. The fact that 

the theory is chiral is related to the fact that in the GS formulation of the type 

liB superstrings one assigns the same chirality to the Majorana-Weyl spinors S 1a, 

S 2a of the right and left movers respectively. That is : (Bv + Be) @(Bv + Be) = 

(1 Ef) 1 Ef) 2B Ef) 35v Ef) 2B Ef) 35c)B EfJ(Bs Ef) B EBe Ef) 56s Ef) 56s)F, where the first (sec­

ond) Bv +Be corresponds to the right movers (left movers). It should be noted that 

type liB sugra can not be obtained by dimensional reduction of a higher dimensional 

theory. Furthermore, there is no completely satisfactory covariant action for type 

liB sugra since the usual term J d10 vfGll F5 12 describes both the self-dual and 

the antiself-dual part of F5 . As a consequence, one has to impose the self-duality 

of F5 as a supplementary condition. However, the theory has covariant equations of 

motion ( e.o.m.) which can be obtained as follows: First, one writes down the local 

supersymmetry transformations of the fields including all possible terms compati­

ble with the symmetries of the theory- general coordinate invariance, local Lorentz 

in variance, gauge invariance for the 2-form fields, local U ( 1) symmetry and global 

SU(l, 1) symmetry- with unknown, to be determined, coefficients. Then by applying 

the commutator of two SUSY transformations to the fields [£51 , £52] <I> and by demand­

ing closure of the algebra one determines the unknown coefficients, as well as the 

e.o.m .. This is possible because we are dealing with an on-shell formulation (no aux­

iliary fields are there to close the algebra) so the algebra closes only if one uses the 

e.o.m.. It happens that the above method completely determines both the SUSY 

transformations and the e.o.m .. For more details see [13] and references therein. The 

covariant e.o.m. derived in this way can be deduced from the action [11] 

Sua = + 4~1 j VfCTe_2q,(2Rc + 8811 <1>811 <1> -IH31 2
) (1.8) 

- 4~1 J [ /fGI(IFd 2 + IF3I2 + ~IF51 2 ) +At 1\ H3 1\ F3] + fermions 

where the field strengths are defined by 

(1.9) 

with the additional condition *F5 = F5 for the self-duality of the five form field F5 . 

The p+ 1-form fields that appear in ( 1. 7) naturally couple to surfaces of dimension 
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p+ 1 through the diffeomorphic invariant action 

(1.10) 

where the p+1-form field is 

1 
Ap+l = (p+

1
)!AJ.L1 ... J.Lp+ 1 dxJ.L 1 l\ ... l\dx1LP+ 1

• (1.11) 

This is, actually, the generalisation of the coupling of the electromagnetic potential 

AJ.L to the world-line of a particle of charge q, Sint = -q J AJLdxJ.L . (1.10) is invariant 

under gauge transformations of the form 

(1.12) 

where pp is an arbitrary p-form and d is the exterior derivative. The gauge invariant 

field strength Fp+2 is defined through Fp+2 = dAp+l (this is gauge invariant since 

d2pp = 0). One can also define a charge associated with the potential Ap+l as 

Q = 1 *Fp+2· 
Ss-p 

(1.13) 

Solutions to the sugra e.o.m. that have non-zero Ap+l charges are known as p-branes. 

Each p-brane has a magnetic dual D-4-p brane (Dis the space-time dimension, D=lO 

for type liB theories) which couples to the magnetic dual potential A1J_3_P defined 

by 

(1.14) 

From (1. 7) one can easily specify the possible branes of type liB sugra. These are: the 

F1 brane (the fundamental string) which couples to the 2-form B 2J.Lv and its magnetic 

dual N S5 brane, the D1 string which couples to A 2JLv and its dual D5 brane, the D3 

brane which couples to the self-dual A4JLvpa and its dual D3 brane, and finally the 

D( -1) instanton A 0 = C + e-i</> and its dual D7 brane. For a complete classification 

of branes in sugra theories see [11]. One can visualise a p-brane as a p+ 1 dimensional 

flat surface and look for solutions with maximal rotational symmetry SO(D- p- 1) 

in the transverse D-p-1 dimensional space. The above restrictions lead to ansatz for 

-the metric . of the form 

ds2 = A(Y)dxi-LdxJ.L + B(il)dyidyi, 1-l = 0, ... p, i = 1, ... , D- p- 1. (1.15) 
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When the above ansatz is substituted in the sugra field equations one gets 

(1.16) 

for Dp branes and 

( 1.17) 

for the NS5 brane. The function H satisfies 

DyH(Y) = 0. (1.18) 

The most general solution to (1.18) with the boundary codition that the metric 

becomes the fiat space metric when y ~ oo is 

""' CJ 
H(Y) = 1 + ~ 117- YIID- 3-p 

I 

(1.19) 

with c1 = NIPp where Pp = g8 ( 47r)5-¥r( ~)o/o-;-r for the case of Dp branes. The 

above solution corresponds to a configuration of N 1 branes situated at point y1 , N2 

branes situated at y2, etc.. Although being a solution it is not SO(D- p- 1)) 

symmetric in the transverse space. If one insists to a symmetric solution then all the 

branes have to coincide and the solution becomes 

( 
;1\ N Pp 

H y J = 1 + D-3-p ' 
y 

(1.20) 

where N = 2.::1 N1. Actually, this solution is the solution for an extremal black p 

brane with charge 

(1.21) 

This solution preserves half of the supersymmetries, so it is a 1/2 BPS object (see 

[14]). 

One final comment is in order. By inspection of the equation of motion for the 

metric 

1 H pu 2cf>·(p 1 - · •· - · pu 1 - + - -1-purv) 
RJ.LV 4HJ.LPU lJ + e lj.tFlv + 4F3J.tapF:'lv + 24 F5J.tparvF5v 

+ (terms involving derivatives of¢ and C) (1.22) 
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one sees that the F1 and NS5 solutions have vanishing R-R fields Fi and non­

vanishing NS-NS fields. This means that the solution one obtains does not depend 

on the string coupling g8 = e¢, ¢ =< ~ >. On the other hand, D-branes carry a 

R-R charge, i.e. one of the Fi in (1.22) is non-zero, so the solution will involve g8 (see 

the second term of (1.22)). In fact for these solutions Pp rv g8 • In the weak string 

coupling limit g8 ~ 0 the metric becomes flat everywhere except on the plane if= 0. 

This means that the closed strings move freely in flat space-time, except when they 

reach the D-brane at if= 0. When they touch the D-brane, they can open and stay 

attached to it. Their open ends are restricted to move on the brane while the string 

can oscillate in 10 dimensions. Thus, the correct boundary conditions turn out to 

be, Dirichlet boundary conditions in the directions perpendicular to the brane, and 

Neumann boundary conditions in the directions parallel to the brane. 

D-branes were first introduced in [15] where it was shown that the stack of N 

Dp-branes on top of each other carries a p+1-form charge of magnitude 

(1.23) 

It was also shown that when p is odd exactly one half of the space-time supercharges 

of type liB theory are broken by the configuration of the D-branes. So, the D-brane is 

a half BPS object in string theory carrying a R-R charge. One, thus, is led to believe 

that the extremal black p-brane solution of supergravity and the Dp-brane describe 

the same object. Of particular interest is the case of D3-branes whose complete 

solution is given by 

where 

g8 = e¢, ¢ = canst., C = const.B11v = A211v = 0 

ds2 = H(il) -/ dx 11dx 11 + H(if)~ (dr 2 + r2d0~) 

Fs = (1 + * )dt 1\ dx 1 1\ dx2 1\ dx3 1\ dH- 1
, 

R
4 

4 12 H = 1 + -
4 

, R = 47rg8 a N. 
r 

(1.24) 

(1.25) 

The above sugra solution is self-dual, it has a constant axion and dilaton field, its 

world-volume is Poincare invariant and despite the form of the metric is regular at 
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if= 0 (this can be checked by evaluating the curvature tensor and verifying that it 

finite at if= 0). 

Let us, now, take the low energy limit d ~ 0 while keeping the energies of the 

objects in string units fixed, namely 

E z: = Ep Vf;i =fixed. (1.26) 

Ep is the energy of an object as measured by an observer situated at position r, while 

byE we denote the energy of the same object as measured by an observer at infinity. 

These two are related by 

(1.27) 

-I 
due to the redshift (from (1.24) 9tt = -HT). For objects near the brane, that is 

near if= 0 (1.27) becomes 

E ~ ~ Ep 1 I ~ Ep V(;i 1 I !._. 
y a' ( 47rg8 N) 4 ( 47rg8 N) 4 a' 

(1.28) 

Since we send d ~ 0 keeping Ep V(} fixed the last equation implies that we should 

also keep ~' fixed. At this limit the sugra solution (1.24) becomes 

g8 = e<P, ¢=canst., C =canst. , B1w = A2J.tv = 0 
r 2 dr2 

ds 2 = -dxJ.!dx + R2
- + R

2drl2
) 

R2 J.t r2 5 

1+* ~ 
F5 = --dt 1\ dx 1 1\ dx2 1\ dx3 1\ d4 = (1 + *)(-167ra'2Ndrl5 ), (1.29) 

9s R 

where drl5 is the volume element of a unit 5-sphere. Thus, the geometry of the 

background given in (1.29) is that of an AdS5 x S 5 space with constant five form flux 

through the 5-sphere S5
. From the point of view of an observer at infinity there are 

two kinds of low energy excitations: a) massless particles with large wavelengths that 

propagate in the bulk, 

b) excitations of any energy Ep that live closer and closer to the brane ( r = 0). 

These two low energy sectors of the theory are decoupled from each other since as we 

approach r = 0 the redshift becomes infinite and the excitations can not climb the 

gravitational potential and escape in the asymptotic region. As a result the throat 

geometry (the geometry near r = 0) is decoupled from the asymptotic regime, in the 

. lc)w energy limit. Thus, we have ended with t~o decoupl~d sectors, the near horizon 

region of the geometry and free bulk supergravity. 
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1.4 The AdS/CFT correspondence 

Another description of the same system is to consider type liB string theory in fiat 

space with N coincident D3-branes. As discussed above string theory on this back­

ground accommodates both closed and open strings. For energies much less than 1/ls 

only the massless spectrum can be excited and the theory can be described by an 

effective Lagrangian consisted of three parts: 

a) type liB sugra + higher order terms. This part is the effective Lagrangian de­

scribing the closed string massless states. 

b )N = 4 SYM Langrangian define on the brane world-volume+ higher order correc­

tions. This part comes from the massless open string spectrum. 

c) An effective part describing the interactions between the brane modes and the 

sugra bulk modes. 

Taking the low energy limit a' ~ 0 the interaction part as well as the higher order 

corrections vanish resulting to two decoupled systems [14]. Free bulk supergravity, 

on one hand, and the maximally supersymmetric N = 4 four-dimensional SYM on 

the other. Compairing now this description to the alternative one given in terms of 

the sugra solution (1.29) we see that in both cases we have two decoupled theories in 

the low energy limit. Since in both cases one of the theories is bulk sugra, it seems 

justified to conjecture the equivalence of the second decoupled system appearing in 

both descriptions. This is the Maldacena conjecture which states that: 

Type lib superstring theory on AdS5 x S 5 is dual to N = 4 4-dimensional 

SYM with gauge group SU ( N) in its superconformal phase. 

It should be noted that both the AdS5 and the S 5 have the same radius given by 

R4 = 47rg8 a'2 N and that the five-form F5 has integer flux N through the 5-sphere S 5
. 

Furthermore, 47rg8 = g~M and < C >= fh, that is the axion expectation value is the 

instanton angle in gauge theory. 

The conjecture stated above is the strong version of the ADS/CFT correspon­

dence. It is believed to hold for any values of N and of g8 • This form of the con-
·- ··-

jecture is, however, very difficult to be checked mainly because the quantization of 
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string theory on AdS5 x S5 appears to be notoriously difficult. 

A weaker form of the conjecture is to assume the equivalence of the two theories 

but only in the large-N limit. That is when we keep A= g~MN fixed and finite and 

we send N ~ oo. This means that the string coupling is 

A 
9s = N ~ 0. (1.30) 

As discussed in section 1.1 the loop expansion in string theory corresponds to the 

li expansion in field theory. But since the conjecture holds for N ~ oo, that is 

g8 ~ 0, one gets a correspondence between classical string theory (no loops) and 

the large-N limit of N = 4 SYM. 

A still weaker form says that the conjecture is valid only for large .\ = g8 N. 

Actually, this is the condition that the sugra solution for D3-branes is a good ap­

proximation to the full string theory solution. This is so because one can trust the 

sugra only when the radius R of the solution is much greater than the string length 

l8 = ...(Qi, that is only when 

(1.31) 

But in the limit A » 1 the gauge theory is strongly coupled so one ends up with a 

duality between classical type liB supergravity and the large A limit of N = 4 SYM. 

In this case only sugra and not the full string theory on AdS5 agrees with field theory. 

Let us first concentrate on the strongest form of AdS/CFT. Since one identifies 

two apparently different theories one should also be able to show that the sym­

metries of the two theories are identical. This is indeed the case, since the maxi-

mal bosonic subgroup SU(2, 2) ® SU(4)R of the superconformal group SU(2, 2 I 4) 

of N = 4 SYM is identical to the isometry group of the AdS5 x S5 background 

which is S0(2, 4) ® S0(6) since SU(2, 2) r-v S0(2, 4) and SU( 4) R r-v S0(6). In the 

above, S0(2, 4) is the conformal group in 4-dimensions and SU(4)R is the internal 

R-symmetry of N = 4 SYM. 

As was mentioned in section 1.2 only one half of the supersymmetries are preserved 

by the stack of N coincident D3-branes. However, in the near horizon limit the 

r6"~S1JSY's which are broken in the full D3-brane solution are restored resulting 

to the SU(2, 2 I 4) symmetry group of the maximally supersymmetric AdS5 x S5 
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Type liB string theory N = 4 conformal super-Yang-Mills 

Supergravity Excitations Chiral primary + descendants 

1/2 BPS, spin ~ 2 0 2 = trX{i xn + desc. 

Supergravity Kaluza-Klein Chiral primary + Descendants 

1/2 BPS, spin ~ 2 0~ = trX{ii · · · XitJ.} + desc. 

Type liB massive string modes Non-Chiral operators, dimensions "' ).. 114 

non-chiral, long multiplets e.g. Konishi trXiXi 

Multiparticle states products of operators at distinct points 

0~ 1 (x1) · · · O~Jxn) 

Bound states product of operators at same point 

0~ 1 (x) · · · O~Jx) 

Table 1.1: Mapping of String and Sugra states onto SYM Operators 

solution. Finally, the Montonen-Olive symmetry of N = 4 SYM with group S£(2, Z) 

is identified to the global discrete symmetry of type liB string theory which mixes 

the axion and dilaton expectation values according to 

1 _aT+ b _ . -¢ 
r------> r - , a, b, c, d, E Z, r -< C > +2e . 

cr+d 
(1.32) 

One can actually do even better and show that the representations of the super­

group SU(2, 2 I 4) coincide on both sides of the duality. In fact, one is able to map 

string and sugra states of the AdS side onto SYM gauge invariant operators. In par­

ticular, single particle states (or canonical fields) correspond to single trace operators, 

while multi-particle states correspond to products of single trace operators at differ­

ent points. Finally, products of single trace operators at the same point correspond 

to bound states on the AdS side. The complete correspondence between the repre­

sentations of SU(2, 2 I 4) as taken from [11) is given in Table 1. The first two lines 

of Table 1 show the correspondence between the short 1/2 BPS multiplets of single 

trace gauge invariant operators and the supergravity multiplet. The canonical fields 

in the sugra multiplet arise from the dimensional reduction of the 10-dimensional 

type IIB sugra multiplet. Since these fields have helicities between -2 and 2 they 

belong to short multiplets of the superconformal algebra in agreement with the field 
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theory side. Although no-one has been able to compute the full spectrum of type 

liB string theory on AdS5 x S5 one can, however, estimate that the the mass of the 

massive string states will be of the order m rv t· Using the mass/dimension relation, 

this estimation gives a prediction for the dimension of the non-chiral, unprotected 

operators that correspond to these massive states. For a scalar operator, for instance, 

one has 

for large g8 N. The exact correspondence between the fields of D=10 sugra multiplet 

and the SYM operators can be found in [11]. 

Having established the operator/ state correspondence one can go further and map 

the correlation functions on both sides of the correspondence. The way to achieve 

this was first proposed in [35, 36]. Consider, for example, a scalar bulk field <p~(z) 

defined on Euclidean AdS5 with metric 

(1.34) 

The boundary of AdS5 is the hypersurface z5 so 8AdS5 = R'1. Assuming that the 

fields become asymptotically free as we approach the boundary, that is they satisfy 

(D + m0)<p~ = 0, (1.35) 

where 

(1.36) 

we can determine their asymptotical behaviour which reads 

0 ~-(:;'I 0 4-~ -(--) <p ~ = z0 <p z 1 or <p ~ = z0 <p z . (1.37) 

Solutions with the former asymptotical behaviour correspond to normalised bulk ex­

citations and as argued in [16] determine the vacuum expectation values of operators 

of associated dimensions and quantum numbers. On the other hand, solutions with 

the latter asymptotical behaviour do not correspond to bulk excitations, but describe 
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the coupling of external sources to string theory. The relation put forward in [35, 36] 

states that the generating function of the correlators in field theory is equal to the 

string partition function where the field 'P.6.(z0 , Z) obeys the asymptotics 

( __.) I 4-.6. (a) ( __.) 'f?.6. Zo, Z zo------>0= Zo 'f?.6. Z , (1.38) 

namely that 

(1.39) 

Here O(z) is the SYM operator which corresponds to the bulk field 'P.6.(z0 , Z) and 

cp~)(z) ia an arbitrary function which acts as a source for O(z) n the CFT side. 

In the supergravity approximation a/ ---+ 0, g8 N » 1 one can approximate the 

string partition function by 

Z rv e-SsucnA['PL'>] st- , (1.40) 

where SsucnA['P.6.] is the extremum of the sugra action when all the fields '1?.6. satisfy 

the asymptotic behaviour of (1.38). The last equation implies that the generating 

functional W of connected Green functions on the SYM side defined by 

(1.41) 

is equal to the classical sugra action. 

We close this section by considering the three point functions of chiral (1/2 BPS) 

primary operators 0.6.. These can be calculated perturbatively on the SYM side when 

>. « 1. On the AdS side one is able to calculate these functions at the classical sugra 

limit, that is when N » 1, >. » 1. Thus the two results are not directly comparable 

since they are valid for different values of the coupling constant. Nevertheless, if one 

insists to make the comparison he sees that 

(1.42) 

One can interpret this result as non-renormalisation of the three-point functions of 

1/2 BPS operators. One, thus, is led to conjecture that 

lim C.6, 1,.6.2 ,.6.3 (g8 ,N)I = lim C.6, 1 ,.6. 2 ,.6.3 (g~M,N)I , 
N ->oo AdS N ->oo SY M 

(1.43) 
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where the large-N limit of the three-point function is independent of the coupling 

constant 9s = g~M· Consequently, one can make the final step and conjecture that 

the coefficient as calculated from the AdS side is equal to the coefficient as calculated 

from the SYM side for all values of 9YM and N, that is 

C,:)q,Lh~3 (9s, N)l = C~J.~2.~3(g~M' N)l · 
A~ SYM 

(1.44) 

The conjecture that the three-point functions do not receive radiative corrections was 

checked to order g~, M in [17]. These non-renormalisation effects were also studied 

in [18-21, 23, 24] for 1/2 BPS operators and in [22] for 1/4 BPS operators. We shall 

see later how this correspondence between the three-point function coefficient and 

the bulk sugra coupling is realised in the BMN limit of the AdS/CFT duality. For 

higher point correlators and their connection to sugra bulk couplings see [11] and 

references therein. 

1.5 Penrose limit of the AdS geometry 

In this section, we describe how the Penrose limit of the AdS5 x S5 geometry is taken 

to obtain the pp-wave geometry. 

Let us start with AdS5 x S5 metric using coordinates that can globally cover the 

hyperboloid AdS5 . In these coordinates the metric and five-form field become [14]: 

(1.45) 

Here R is the common radius of AdS5 and S5
, and dO~ is the metric on a unit 3-

sphere. Imagine, now, an observer who boosts up to the speed of light along the null 

geodesic defined by 

p = () = 0, T - </> = canst., (1.46) 

· · 'that is along the equator of S5 at p = 0. The geometry this observer sees is the 

geometry of the vicinity of the null geodesic and can be determined if we let R - oo 
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and then scale the coordinates according to 

2 1 X y 
x-=R (1-¢), x+= 2(,+¢), p= R' ()= R' (1.47) 

keeping x+, x-, x, y and all the other coordinates fixed. Rewriting the metric in 

terms of the new coordinates and taking the limit R ----t oo one obtains: 

where i = 1, ... , 4. The Penrose limit of the self-dual five-form is 

F5 = i_dx+ 1\ (dx 1 1\ ... 1\ dx4 + dy 1 1\ ... 1\ dy4
). 

9s 

(1.48) 

(1.49) 

Finally, one can rescale x+ and x-, x+ ----t JJX+, x- ----t x; to get the plane wave 

solution 

ds 2 = -2dx+ dx- - JJ,2 (x2 + y 2 )(dx+)2 + dxidxi + dyidyi 

F5 = 
4

/J dx+(dx 1 1\ ... 1\ dx4 + dy 1 1\ ... 1\ dy4
). 

9s 
(1.50) 

From (1.50) it is immediate to see that the plane wave solution is symmetric under 

the group SO( 4)x ®SO( 4)y ® Z2 , where the first SO( 4)x group rotates the four x's 

among themselves while the second S0(4)y rotates the four y's among themselves. 

Furthermore, there is also a discrete Z2 symmetry which exchanges the x coordinates 

with the y coordinates, i.e. z2 : xi ~ yi. 

The plane wave solution considered in (1.50) is a special case of a most general 

class of backgrounds called pp-waves. The latter are defined as those backgrounds 

which have a covariantly constant null Killing vector uJ.L, i.e. 

(1.51) 

(in the special case of (1.50) this null Killing vector is a~-). The most general 

form of the metric can be found in [25]. As discussed in [26, 27] the existence of 

a covariantly null Killing vector ensures that the pp-wave solutions are a' exact 

-s~lut'ions of supergravity. As mentioned in [2S], taking the Penrose limit of a specific 

geometry results to a geometry that preserves at least as many supersymmetries as the 
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initial geometry was preserving. In our case, since the AdS5 x S 5 background preserves 

all 32 SUSY's we expect that the plane wave solution of (1.50) is also maximally 

supersymmetric. In order to verify this one should find 32 linearly independent 

Killing spinors fa for which the dilatino and gravitino variations vanish, i.e. 

(1.52) 

The fa are two -since type liB theory is a N = 2 theory- 32-component Weyl­

Majorana spinors of the same chirality-since type liB theory is chiral-. The expres­

sions for the supercovariant derivatives (iJ)af3, (DJ.t)af3 can be found in [25, 28]. For 

the special case of the plane wave background of (1.50), (iJ)af3 becomes identically 

zero and (Dil)af3 takes the form 

(DA )a - xa (>1 1 abr ) igs ( 2)a rvp)..a{JF. 
ll f3- u f3 ull + 4W~t ab + 16. 5! a f3 vp>.a6 ' (1.53) 

where w~b is the spin connection. The 32 Killing spinors that satisfy (D~t)3fa = 0, as 

well as the isometrics of the plane wave background and the supersymmetry algebra 

in the light cone gauge can be found in [25]. 

1.6 Light cone string field theory 

1.6.1 Bosonic Part Of The Free String Action 

In this section, we briefly review light cone string field theory on the pp-wave back­

ground. We start by writing down the bosonic part of the free Green -Schwarz (GS) 

superstring. This is [29]: 

(1.54) 

where as usual G~tv is the pp-wave spacetime metric and gab the world-sheet metric. 

One can immediately see that the five form field F5 does not enter the bosonic part 

of the action resulting to an S0(8) invariant action. Plugging the metric in (1.54) 

we get: 
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Using the fact that the above action is diffeomorphic invariant, as well as Weyl 

invariant, one can set gab = TJab. Even after this choice there is still some residual 

gauge symmetry, namely any change of variables of the form a+ = T +a= f+(a+) , 

a_ = T - a = f + (a_) together with a Weyl rescaling of the metric leaves the action 

invariant. One can completely fix the gauge if in addition to gab = TJab one imposes 

the condition 

(1.56) 

This is the light cone gauge. In this gauge only the physical degrees of freedom XI , 

I= 1, ... 8 are dynamical variables. x- is determined by setting 

1 iSS 
Tab= ~~=0. 

V -g uga 

More precisely, 

and 

iSS = !S.C = 0 =} 

!SgTT !Sgaa 

ax-= - 1
- (a xi a xi+ a xi a xi- (ua'p+) 2XI xi) T 2a' p+ T T a a ,_., 

(1.57) 

( 1.58) 

(1.59) 

The advantage of working in the light cone gauge is that all the degrees of freedom 

after the gauge fixing are dynamical and thus no negative norm states appear in the 

spectrum. 

The equations of motion (e.o.m.) for the XI as derived from (1.55) are: 

These e.o.m. can also be derived from the light cone action: 

Skc. = 
4
:a' J dr 12

rr da [a7 XI a7 XI- aaXI aaXI- (f-la'p+) 2 Xi] 

1 J {2rrcip+ 
= 41ra' dT lo da [aTXI a7 X

1
- aaX1 aaX1] . 

(1.60) 

(1.61) 

(1.62) 
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This action is quadratic in XI's and hence it is solvable. The equations of motion for 

XI 
' 

(1.63) 

should be solved together with the closed string boundary conditions 

(1.64) 

Using these boundary conditions one obtains 

(1.65) 

where 

n ~ 0, (1.66) 

and a and a correspond to the right and left moving modes. 

Defining the canonical momentum conjugate to X I as usual 

(1.67) 

(1.68) 

Since this Hamiltonian is quadratic in X I and pi it can be diagonalised 3 . Substi­

tuting for the mode expansion in (1.68) one gets 

8 (1 1 + ~ ) +a' + 2a f.LP + L..JWn ' 
p n=l 

(1.69) 

where we have defined 

(1. 70) 

3 In order for the theory to be quantised one has to impose the usual equal time quantisation 

conditions, namely [XI(cr,r), PJ(cr',r)] = ioiJo(cr- cr'). When the expressions for XI and pi 
- -: ::.,....,,,"o __ -,_ ;;.,,;;--_- . ' ." . - ' 

in terms of the creation and destruction operators are substituted in the last equation it leads to 

[ I Jj ·>I J Xo,Po = zu , 
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The last infinite term in (1.69) comes from normal ordering the operators a and at 

and it cancels against a similar term that appears in the fermionic part of the Hamil­

tonian. This zero point cancellation is something we should expect since the theory 

is supersymmetric (no spontaneous SUSY breaking occurs) and thus the energy of 

the vacuum I v, p+) should be zero. 

Two comments are in order. First, the zero mode excitations a~t I v, p+) have 

non-zero energy in contrast to the flat case. This is basically due to the (J-LX 1 ) 2 term 

that appears in (1.68). Second, as one should expect the light-cone Hamiltonian is the 

conjugate momentum to the light-cone time X+, given by p- = a'!+ (87 X- + (J-LX 1
)
2

) 

as one can see using (1.55). 

1.6.2 Fermionic Part Of The Free String Action 

We now proceed to the fermionic part of the type liB superstring action in the light­

cone gauge. As argued in [96] the fermionic part can be obtained from the quadratic 

fermionic term of the flat space GS action if one substitutes the usual derivative ab 
with the supercovariant derivative 

where 

( n )'Y n 1 abr igs ( 2)'Y rvp>.u8F. 
Hf-1. {3 = u {3 4Wf.L ab + 16 . 5! rY {3 vp>.u8 . 

For the plane wave background of (1.50) it is straightforward to show that 

n_ = o, (D1 t{3 = 'l:r+(rr + rr')r1 (rY 2
t{3, 

(D+)a!3 = -~J-L2x1 r+I c5a!3 + i: (IT+ II')r+r + (rY2){J. 

The fermionic part of the action then reads 

where 

(1.71) 

(1. 72) 

(1. 73) 

(1.74) 

(1. 75) 

In the above euation ea, a = 1, 2 are the two 32-component Major ana-Weyl 10-

dimensional spinors of the same chirality. The conventions for the gamma matrices 
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are the same as in [25]. The gauge fixing in the fermionic sector can be achieved by 

choosing 

(1.76) 

as in the fiat space case. Condition ( 1. 76) implies that 

(1. 77) 

and 

(1. 78) 

since the r+ of 0.1 can be commuted to the right, to act directly at ()f3, to give zero. 

Taking (1.76), (1.77), and (1.78) into account the fermionic part of the action reduces 

to 

The next step involves plugging the expression for 0.+ as well as x+ in (1. 79) to 

obtain 

In (1.80) 81 and 82 have been combined to give a complex 16-dimensional S0(8) 

spinor (} = ( 81 + i82 ) I ../2 and its complex conjugate et = ( 81 
- iB2

) I ../2 (one should 

not forget that due to the Majorana condition and the fact that the we have chosen 

the 10-dimensional matrices to be purely imaginary, 81 and 82 are real). Note, also , 

that the last fermion mass term in (1.80) breaks the transverse S0(8) symmetry of 

the metric to S0(4) ® S0(4) since II= 1 11 21 31,4 involves only the first four S0(8) 

1/lS. 

One can now decompose the complex spinor (} belonging to the 88 representation 

of S0(8) to spinors belonging to the ((2, 1), (2, 1)) ffi((1, 2), (1, 2)) representations 

of S0(4) ® S0(4). 

Doing so, the action becomes 
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2iHet eo.f3 + et .a ea/3 + ea/Ja et ·+e. ·8 ea/3 + eta/Ja et. + 2,;//et .ea/3] (1 81) ,..., o.{J a{J T T a{J o.{J 0' 0' a{J .,..., a{J , , 

In order to get (1.81) we have chosen a representation of the S0(8) '"'-/'s such that 

IT takes the diagonal form II = ( 
14 04 

) . The relative minus sign between the 
04 -14 

mass terms of the dotted and the undotted O's is due to the fact that IT is essentially 

the 1 5 matrix of the first 30(4). It will, thus, act on the first index of the spinor to 

give ITeo.f3 = eo.f3 and ITea/3 = -ea./3. The e.o.m. derived from (1.81) are 

(aT+ aa)(Oo.f3 + 0~{3)- ip,(Oo.f3- 0~!3) 

(aT- aa)(Oo.{J- 0~{3)- ip,(0o.{3 + 0~{3) 
0, 

0, (1.82) 

with similar equations for the dotted spinors. The solution to (1.82) is easily obtained 

and is given by 

00 

e _ 1 ~ iJlT 1 L [( 1 ){3 ;-i+ (wn T+na) o.{J - I::+ f-lO o.{Je + ~ C_n - P-n n o.{J e Q p 

yp+ V 2p+ n=l 

+(1 + ){3t Jpi+ (wnT+na)] + [( 1 _ ){3- a;-p\ (wnT-na) 
P-n n o.f3 e Cn Pn n o.f3 e 

+(1 + Pn)i3~ o.{3 ea~\ (WnT-na)] (1.83) 

where Wn is defined in (1.66) and 

Wn =F n 1 
P±n = a' p,p+ , C±n = J1 + P~n (1.84) 

The canonical momentum conjugate to eaf3 is Po.f3 = fla~~al3 = 2;
0

, O~f3· Quantiza­

tion of the theory is achieved by imposing the equal time anticommutation relations 

appropriate for fermions 

(1.85) 

The coefficients c_n and Cn in (1.83) are chosen in such a way that (1.85) leads to 

(1.86) 

with similar relations for the dotted spinors. Finally, the anticommutator of a dotted 

and an undotted spinor is always zero. 
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Using the mode expansion given in (1.83) and the anticommutation relations of 

(1.86) it is straightforward to derive the light-cone (I.e.) Hamiltonian 

Hfer. _ 
I.e. -

(1.87) 

The total free l.c. Hamiltonian is the sum of the bosonic and fermionic part. The 

zero point energy of the bosonic part cancels the zero point energy of the fermionic 

part, as advertised previously. The eigenvalues of the total Hamiltonian are always 

non-negative, as they should be. 

We close this section by deriving the level matching condition which puts con­

straints on the physical spectrum of the theory. Starting from 

(1.88) 

Since we have closed string boundary conditions x-(27ra'p+) = x-(o) (1.88) implies 

that the physical states are those which satisfy 

The vacuum of the theory is defined as this state which is annihilated by all destruc­

tion operators, namely 

a~ I v,p+) =a~ I v,p+) = 0 

!3~(3 1 v, p+) = !3~/3 1 v, p+) = [3~(3 1 v, p+ >= [3~13 1 v, p+) = o. 

Obviously Hl.c. I v, p+) = 0. 

(1.90) 

To summarise, we have seen that the free4 type liB string thory on the pp-wave 

background is solvable if one works in the light -cone gauge. The next step would be 

4By free we mean that we set the string coupling 9s = 0. 
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to study the interacting theory. Usually, this is done by using first quantised string 

theory, that is a two-dimensional O"-model plus vertex operators. However, in the 

case of the pp-wave background this approach becomes cumbersome, principally due 

to the presence of the non-zero five form field F5 . An alternative way to proceed is 

to employ string field theory. String field theory (SFT) in the light cone gauge was 

first introduced in [30, 31, 89] for the bosonic string in fiat space-time and then was 

generalised to the supersymmetric strings in [90-92]. 

1.6.3 General Structure Of Light Cone String Field Theory 

In order to formulate SFT one can mimic the procedure followed to write down 

the second quantized theory for the point particle. Let us, therefore, postulate the 

existence of an object <I>[X+, x-, X I ( O" ), Oa,e( O" ), e arj( O" )] that plays the role of the string 

"wave function". <I> is a functional of the string coordinates X I ( (J)' e a,B ( (J)' e (trj ( (J)' 
and depends also on the light-cone timex+ and the zero mode of x-, i.e. X 

(1.91) 

One can Fourier transform with respect to one or more of the coordinates 

X I ( O"), Oa,e ( O"), e arj ( O"), x-. For the moment, let us Fourier transform only with respect 

to x-. 

Then the wavefunction becomes a function of <I> = <I>[x+' p+, XI (0"), Oa,e(O"), enrj(O")]. 

As usual, the wavefunction <I> is promoted to an operator upon quantization. This 

operator will create and/ or destroy complete strings and not a quantum of a partic­

ular string mode, as is done by a~, a~t, the first quantized annihilation and creation 

operators. 

The light-cone dynamics of <I> is governed by the non-relativistic Schrodinger equa-

tion, 

a <I> 
i ax+ = HsFr<I>, (1.92) 

where HsFT is the light-cone string field theory Hamiltonian. To a first approxi­

matio~, that is at the free string theory limit, it is equal to the sum of (1.68) and 

(1.87). Our principal aim, however, is to include interactions. In such a case, the 
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Hamiltonian is corrected to get the form HsFT = H~-c. + g8 H3 + g;H4 + ... , H~·c. is the 

Hamiltonian of the string theory u-model, while the interaction terms Hi describe 

the splitting and joining of strings. The way to specify the interaction terms is to 

use all the symmetries of the theory in order to restrict the form of such terms. In 

the case of fiat space the symmetries are enough to completely fix the form of the 

interaction terms. In the case of the plane wave the symmetries are less than fiat 

space and additional input is required in order to uniquely specify these terms. This 

is the reason for the two different three string vertices appearing in the literature. 

The first wad derived by Spradlin and Volovich in [52) and elaborated by Pankiewicz 

and Stefanski [54, 55, 65) while the second was derived in [40, 58, 68). In fact, any 

linear combination of these vertices satisfies the restrictions put by supersymmetry 

and can be thought as an acceptable vertex. This observation was put in good use 

in [32) where it is argued that holography should be the guiding principle to specify 

the correct combination. The authors of [32) have shown that the pp-wave/SYM 

duality is not exhausted to comparisons between two point functions but that there 

is also a direct correspondence between the coefficients of the three point functions 

in SYM theory and the three string amplitude on the pp-wave background. This 

correspondence, already existing in AdS/CFT, remains valid when the BMN limit is 

taken. It was first put forward in [37,47), and [1, 101) where the bosonic part of the 

string vertex -whose complete version was derived in [32)- was obtained using field 

theoretical arguments. We will further discuss these aspects later. 

(1.92) can be derived from the second quantized Hamiltonian 5 

(1.93) 

as the Heisenberg e.o.m. for the string field <I>, namely 

i aa:+ = [<I>, 1-l], (1.94) 

5In fact, this is how to take any symmetry generator g on the world sheet -such as H~-c. which 

generates time translations or rotation generators /i or supercharges q which generate the SUSY 

. transformations~ and construct a free field realisation of the ·corresponding space-time operator 

71.2 , Jii, Q through the formula G2 = J dp+p+ D 8 X D 8 B<I>t g<I>. 
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using the equal time commutator 

[ <P[X+, p{, X{ (a), Of13 (a ), et/3 (a)], <P[X+, Pt, X£ (a), 0~13 (a), (}~/3 (a)J] 

~b(p{ + Pt)t:.8 (X{(a)- X£(a))f::. 4 (0f 13(a)- 0~13 (a))l::.4 (0t13 (a)- (}~/3(a)). (1.95) 
P1 

Before we sketch the way to derive the interaction term H 3 let us solve the free 

Schrodinger equation for the string field. For simplicity we shall restrict ourselves to 

the bosonic part of the Hamiltonian. The manipulations of the fermionic part are 

quite similar and will not be needed in what follows. As a first step, we define new 

creation and annihilation operators by 

(1.96) 

and a0 = a 0 . Then the bosonic part of the Hamiltonian becomes 

(1.97) 

Next one can define position and momentum operators in terms of the a and at as is 

done in the case of a single harmonic oscillator to obtain 

(1.98) 

where a = a'p+. From ( 1.97) it is clear that the total Hamiltonian is the sum of an 

infinite number of noninteracting harmonic oscillators, and thus the eigenfunctions 

of the Schrodinger equation are products of momentum eigenfunctions, one for each 

oscillator. That is the most general solution is of the form 

<P = e-ip- x+ LA( {Nn},p+) 
{Nn} n=-oo 

(1.99) 

where '1/J(Pn) is the eigenfunction of the n-th mode in momentum space. Furthermore, 

if p+ > 0 then A( {Nn},p+) is the annihilation operator for a whole string with Nn 

quanta in the n-th mode while if p+ < 0, A({Nn},p+) = At({Nn},-p+) is the 

creation operator for whole string with the same excitations. 
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1.6.4 String Interactions In The Plane Wave 

In this subsection we briefly describe how the three-string interaction term is obtained 

in the case of the plane wave background. The situation is very similar to the fiat 

case, although some new features arise. 

I ,'\ 

2 
I I 
I 

Ia 
I 

I 

3 
I 

I I 

IJ I 
I 

1 
I I 
I I 
I I j o=O 

x+=O 

Figure 1.1: Three string interaction vertex in the light cone gauge. According to the 

prescription stated below (1.99) a 1 , a 2 > 0 whereas a 3 < 0. Note also that, due 

to closed string boundary conditions, CJ = 0, CJ = 27ra1 and CJ = 21r(a1 + a 2 ) are 

identified and I is the interaction point. 

The process we intend to describe is depicted in Figure 1.1. Two strings, string 

1 and string 2, propagate freely until the interaction takes place at light cone time 

zero to give a longer string, string 3. 

The main idea is to try to exploit the (super)symmetries of the theory. Before do­

ing so, let us summarise these symmetries. They can be divided in two groups [25,52]: 

i) the kinematical generators, p+, K1, [/, :hj, Jab, Q0 ,a, Q60 . Here K1, [/is a lin­

ear combination ofP1 and J+I, and :hj, Jab are the generators of the SO( 4) ® 80(4) 

group. These generators are not corrected by the interactions and their form does 

not depend on 9s [52]. 

ii) The dynamical generators, Q~J, Q~J, 7t2 , which are quadratic in the string world­

sheet fields. These generators can, and indeed, receive 9s corrections [54, 55, 91 J. 

First we make use of the commutation relations of the string field theory Hamil­

tonian with the kinematical generators. From the relations 

(1.100) 
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and taking into account the expressions for K I and .C I 

one immediately sees that (1.100) hold up to order 9s if 

(1.102) 

where e(a) = sign(a) and a= a'p+. Furthermore, in a similar way, the requirement 

that the commutation relations of the Hamiltonian with the kinematical supercharges 

Qo:.e, Qa:.B hold up to order 9s implies 

(1.103) 

A and 8 denote the second quantised versions of >. and () respectively, 

i.e. A = J dp+p+ D8 P D8<I>t >.<I>. Finally since p+ commutes with all generators we 

obtain 

(1.104) 

The above relations actually hold for all the g~- 2 corrections of the Hamiltonian, 

namely 

(1.105) 

and similarly for the commutators with the supercharges. 

( 1.102) and ( 1.103) can be interpreted as momentum conservation of the bosonic 

and fermionic fiels (equations involving P and A) and continuity of the string world­

sheet as string one and string two merge to give string three (equations involving 

e(a)X and e(a)8). (1.102), (1.103), and (1.104) are guaranteed if we include a 

factor of 

8.
8 [t. P1~1 (u) ]"-

4 [t. A(~(u) ]"-4 [t. A(~(u) ]6(t. <>t,il (1.106) 

in the three-string vertex 6 . .6.-functionals are products of an infinite number of 

6-functions of the corresponding argument at different values of a. Thus the three­

string Hamiltonian can be written as 

(1.107) 

6That this is the case can be easily seen if one takes the commutator of the second quan-
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where <I>(r) is the string field of the rth string, h3 = h3(et:cr)• Per)• Xcr)• Ocr)• >-cr)) is to 

be determined later using the dynamical part of the superalgebra and 

d/"3 ~ (!1 da1,1 D' P1,1 (")D' .\ld (")) !1' [t PI~ I(") l b. 
4 [t .\{0(") l 

b-
4 [tAt~(")] O(t "1'1) . (1108) 

For a moment let us forget about h3 and plug the expressions for <I>(r) in (1.107) to 

obtain 

'H3 = J df.13 L c( { N 1 
}, a 1 ; { N2}, a 2; { N3}, a 3) 

{Nl },{N2},{N3} 

A( { N 1 
}, ai)A( { N 2}, a 2)A( { N3}, et:3). (1.109) 

It is now convenient to identify the operator 1{3 with a state in the three particle 

Hilbert space I V3 ) such that 

({N1},et:I I ({N2},a2l ({N3}, -a3l V3) = c({N1},et:I; {N2},a2; {N3},a3)· 

(1.110) 

Then, the state I V3) can be written as 

(1.111) 

where 
3 00 

c({N1},et:I;{N2},et:2;{N3},et:3) = J df.13I1 II 1/JN;,(Pn(r)). 
r=l n=-oo 

(1.112) 

In the equations above we have concentrated on the bosonic degrees of freedom and 

have suppressed the fermionic ones which can be handled in a similar way. 

Now we have to express the delta functionals in a form that allows the integra­

tions appearing in the measure df.13 to be done explicitly. First of all rr;=l D 8 P(r) = 

tized Hamiltonian in the form of (1.107) with the second quantized expressions for P and A. The 

result is proportional to l.:rP(r)(o-).6.[l.:rP(r)(o-)] = 0 and similarly for A. The rest equations 

describing the worldsheet continuity also hold since ~he corr~sponding commutators of 7i3 with 
-. ,:..-:...::..__~ ~L· -·~~-. -· _-,·_co· . - . 

e(a)X(o-) and e(a)8(cr) result to expressions proportional to l.:re(ar),;p,8(o-).6.[l.:rP(r)(o-)] = 0 and 

L:r e(ar) <i>.(:J(u) .6.[l.:r A(r)(a)] = 0. 
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0~=1 0~-oo dpk(r)· Second, we recall that the the delta functional can be writ­

ten as a product of delta functions for each Fourier mode of its argument, that is 

~ [2::~= 1 P(r) (a)] = 0~=-oo 6 ( f0
2
nla3 l daeika/ia3 i 2::~= 1 P(r)). Keeping in mind that 

2::~= 1 P(r) = ?3 + 0(21ra1 - a)Pt + B(21ra1a- 21rai)P2 one obtains 

"'IPI,i,,.ll = JL J ( ~ x;n.J'n(c)) (1.113) 

where X!n = bmn and 

Xl ({3) = J2(-l)msinnm/3 
m,O 1r m/3 

(1.114) 

XJ,o = 1 , X~,n = 0 otherwise , 

{3 = ~ and in (1.114) m, n > 0. Then, X!,n can be written in terms of X 1 as 

X!,n(f3) = ( -1)n X~,n({3 + 1) for any m, n E Z. In what follows we will also need the 

following identity for the momentum eigenstate 

- ( 2 ) 
114 

[ 1 2 2 t 1 t t] I Pn)- - exp --pn + ;;-:,Pnan- -
2

anan I v). 
7l"Wn Wn yWn 

(1.115) 

Multiplying both sides by the identity I= L~n=O INn) (Nnl results to 

00 

( 2 ) l/
4 

[ 1 2 1 ] L I Nn)'l/JNn(Pn) = - exp --p~ + ;;-:,Pna~- -2 a~a~ I v). 
7l"Wn Wn yWn 

Nn=O 

(1.116) 

Using (1.116), (1.111), and (1.112) and restricting ourselves to the bosonic part 

of the vertex, we arrive finally at 

lEa)= J df.-l3Bexp [ f= t (-d--p~(r) + ~Pn(r)a~(r)- ~a~(r)a~(r))]1 v)3, 
n=-oo r=1 n(r) n(r) . 

(1.117) 

where dJ-L38 is the bosonic part of the measure, given by 

(1.118) 

The delta functions in dJ-L38 allow us to replace the modes of string 3 in terms of the 

modes of strings 1 and 2. Then we are in position to perform the Gaussian integrals 

of (1.117) in the infinite many variables Xk(t) and Xk( 2) with the result [52] 

(1.119) 
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h h N . N(rs) . b w ere t e eumann matnces mn are given y 

in which 

N (rs) _ ~rs~ 2 (X(r)r-lx(s)) 
mn - U Umn - yWm(r)Wn(s) a mn , 

3 

(r-1) - ~" x(r) v(r) 
a mn - L L Wp(r) mp-'...._pn 

r=l pEZ 

40 

(1.120) 

(1.121) 

and Wn(r) = Jn2 + 112o:.;. Similarly one can work out the fermionic integrals with 

fermionic Neumann functions Q~~ [65] 

(1.122) 

(Explicit formulas for Q~~ and N~~ can be found in [65, 98].) 

Let us, now, assemble all the pieces and write the three string vertex as 

(1.123) 

with a similar expression for the dynamical supercharges 

(1.124) 

where I V3 ) has been determined previously 

(1.125) 
r 

We now move on to sketch how the prefactors H 3 and Q3 are determined 7 The 

relations we need are the (anti- )commutation relations between the dynamical gen­

erators at first order in g8 • These read 

[1f3, Q~0J] + [1f2, Q~3J] = 0 ' 

{ Q~J' ( Q(0))1,J + { Q~~, ( Q(3))1,J = 0 ' 

{ Q~J, ( Q(O)) 1>,} + { Q~J, ( Q(3)) 1>,} = 2Enpf(3>, 1f3 , 

{ Q(3/ (Q(O))t.} + {Q(O) (Q(3))t.} = 2f f··1f·. 
o{3 ' . p>. . o{3 ' ·.. p)t. op {3 )t. 3 

(1.126a) 

(1.126b) 

(1.126c) 

(1.126d) 

7The necessity of the prefactors may be seen in exactly the same way as in the flat case [13]. 
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To work out H 3 and Q3 we have to solve (1.126). These equations written in 

terms of the state representation become 

3 

L ( 'H2(r)(Q3) 0~- Q~0J(r)H3) jV3) = 0 , 
r=l 

3 

L ( Q~OJ(r)(Q3)l)\ + Q~~(tr)(Q3)a~) jV3) = 0' 
r=l 

3 

L ( Q~0J(r)(Q3)lJ\ + Q~~?r)(Q3)a/3) IV3) = 2capEf3J\H3jV3), 
r=l 

3 

L ( Q~0J(r)(Q3):,\ + Q~;tr)(Q3)a~) IV3) = 2EapE~,\H3j1;3) · 
r=l 

(1.127a) 

(1.127b) 

(1.127c) 

(1.127d) 

These equations, being linear in Q3 and H 3 , only allow us to determine 7t3 and Q3 up 

to an overall f-L (or more precisely ol f-Lp+) dependent factor. This should be contrasted 

with the flat space case, where besides the above there is an extra condition coming 

from the boost in the light cone directions generated by J+- [90]. In the plane wave 

background , however, this boost symmetry is absent and this overall factor should 

be fixed in some other way, e.g. by comparing the SFT results by their gauge theory 

correspondents (which are valid for ol f-Lp+ » 1) or by the results of sugra on the 

plane wave background (which are trustworthy for c/ {tp+ « 1). 

First we note that, in order not to spoil the momentum conservation and the world 

sheet continuity conditions (1.102) and (1.103), the prefactors should (anti)commute 

with the kinematical constraints. One can show that there exist linear combinations of 

the bosonic and fermionic creation operators which satisfy these continuity conditions: 

3 

K/ = LLKn(r)a~ir), 
r=l nEZ 

3 

ya.B "" {; bta/3 = LJ LJ n(r) n(r) ' 
r=l n?:O 

( 1.128a) 

(1.128b) 
r=l n?:O 

Kn(r), Kn(r), Gn(r) have complicated expressions and are functions of f-L and p+. Their 

explicit formulas can be found in (52, 65, 68, 98]. Any function of K/, K/, ya.B and 

za~ would guarantee the continuity conditions. 

Therefore, making an ansatz for H 3 , Q3 and being equipped with (1.128) we can 

solve (1.127). To obtain the results one should work out a number of relations and 
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identities among K's, Y's and Z's. The detailed calculations, which are lengthy, can 

be found in [65]. The expressions obtained therein are: 

(Q3)a~ = ein/4ia3J 312 V -{3({3 + 1) ( s:~(Z)T:>.(Y2 )Kf>. + iS~>.(Y)TP/J(Z2 )fC~>-) f(J.L) 

(1.129) 

(Q3 )a!3 = -e-in/4Ja3J312J -{3({3 + 1) ( s-;13 (Y)T;;p(Z2 )fC~P + iS;;p(Z)T~CY2 )fC~P) f(J.L) 

(1.130) 

H3 [ ( KifCj + J.Lf3(~ + 1) a~oij) Vij- ( KafCb + J.Lf3(~ + 1) a~oab) Vab 

- KtP JCg>- s:>. (Y)S~~(Z) - fCtP Kg>- s;>. (Y)S:~(Z)] f(J.L) (1.131) 

where {3 = ~' Ja3J = a'p+ (note that in our conventions a 3 < 0 and -1 ~ {3 < 0) 

and 

(1.133) 

Vij o .. [1 + _!:_(Y4 + z4) + _1_y4z4] - ~ [Y2(1 + z4)- z2(1 + _!:_y4)] 
lJ 12 144 2 lJ ~J 12 

+ ~(Y2 Z2
)ij (1.134) 

[ 
1 4 4 1 4 4] i [ 2 4 2 1 4 ] oab 1 -

12 
(Y + Z ) + 

144 
Y Z - 2 Yab(1- Z ) - Zab(1-

12 
Y ) 

+ ~(Y2 Z 2 )ab (1.135) 

In the above, 

- 4 -1 4 -4 -
Y2 _ v yP y - y2 (Y2) p _ E y y - y2 a{3 = I pa {3 ' a{3 = ap {3 - 2 a{3 ' a{3 = ap 

(y-2) p _ 1 y4 y3 _ y y>.py y2 _ ( )af3y2 {3 - 2Ea{3 ' o.{3 = o.p >.{3, ij - (}'ij a{3' 

Z2 _ ( )a~z2 (Y2z2) _ y,2 z2 ij - (}'ij li~' ij - k(i j)kl 

';here Y4 - Yc?{3(Y 2t{3 = -Yc?{3CY2t{3. Note that Y2, Y2 (and similarly z~~, z~~) 
are symmetric matrices, i.e. both of their indices belong to only one of SO( 4) 's; 
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in fact Y2 and Z 2 are matrices in the first SO( 4) and Y2 and Z2 in the second 

one, moreover Vi1 and Vab are Hermitian, V:j = Vji and Va'b = Vba· The function 

f (tt) (or more precisely f (a' ttP+)) is an overall factor which is not fixed through the 

superalgebra requirements. 

One should note an important feature of the three string vertex constructed above, 

namely as tt ------. 0, and the pp-wave metric becomes the flat space metric, the vertex 

goes smoothly to the flat case string theory vertex. Another important feature it has 

is that it is Z2 invariant (in fact it respects the full SO( 4) 0 SO( 4) 0 Z2 of the plane 

wave background). 

An important point to be emphasized is that there is no way to derive the prefactor 

from first principles. As soon as the kinematical part of the vertex is determined one 

makes an ansatz for the prefactor and then checks that the complete vertex obeys 

the pp-wave algebra up to the desired order in 9s· A different way to realise the 

supersymmetry algebra [68] is to act on the kinematical vertex with the free part of 

the Hamiltonian and the dynamical supercharges, 

r=l r=l r=l 

With this ansatz the relations ( 1.127) are a direct consequence of the free theory 

(anti)commutation relations between the dynamical generators. Furthermore, it can 

be shown [68] that the full ansatz (1.136) satisfies also the kinematical constraints. 

A last comment to be made is that since Eqs. (1.127) are linear with respect to 

H3 and Q3 any linear combination of the two different proposals for the three-string 

vertex satisfies both the kinematical and dynamical constraints. 

1.7 The Plane Wave/SYM Duality 

In this section, we briefly describe the plane wave/SYM duality, as it was originally 

proposed by Berenstein, Maldacena and Nastase (BMN) and extended later in [44,45]. 

In [41], BMN proposed an intriguing correspondence between type liB superstring 

theory on a pp-wave background geometry and a sector of N = 4 Super Yang-Mills 

(SYM). BMN compared the exact expression [42] for the mass spectrum of the string 
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states in free string theory, 9st = 0, to the planar anomalous dimension of certain 

field theory operators - since then called the BMN operators - to the first order in 

the 't Hooft coupling of the theory )..', finding remarkable agreement. Shortly after 

it was shown in [43] that, thanks to the superconformal invariance of the N = 4 

theory, it was actually possible to reproduce from field theory the full (all orders in 

X) expression for the masses of string states at 9st = 0. An important step forward 

was subsequently taken in [44, 45], where the correspondence was expressed as [45] 

1 
- Hstring = fl- J , 
1-l 

(1.137) 

where Hstring is the interacting string Hamiltonian, f-l is the scale parameter of the 

pp-wave metric, and ll - J is the difference between the gauge theory dilatation 

operator ll and the R-charge J. The relation (1.137) is conjectured to hold in the 

double-scaling limit N ""' J2 - oo to all orders in the two parameters of the theory, 

92 and )..', where 

1 
(1.138) 

j2 ( + ')2 92 = N = 47r 9st 1-LP o: . (1.139) 

Here )..' is the effective 't Hooft coupling of the BMN sector [41], and g2 is the genus 

counting parameter of Feynman diagrams [41,46,47]. The right hand sides of (1.138), 

( 1.139) express )..' and g2 in terms of the parameters in pp-wave string theory, so that 

1/ )..' ex: 1-l measures the deviation from fiat space 1-l - 0 and, importantly, the Yang­

Mills genus counting parameter g2 is proportional to the string coupling 9st· 

Let us see, in some detail, how the correspondence arises. As discussed above, 

the full symmetry of the pp-wave background is S0(4) Q9S0(4) ®Z2 . The first 

S0(4) is a remnant of the S0(2, 4) isometry group of AdS5 while the second S0(4) 

is a remnant of the S0(6) isometry group of S5
. As mentioned in section 1.5 the 

plane wave geometry is obtained if one focuses on the neighbourhood of the null 

trajectory travelling around an equator of the S5 . An obvious question to be asked 

is the following: what is. the effect of taking this Penrose olimit of the AdS geometry 

on the gauge theory side of the AdSjCFT correspondence? First of all, focusing 
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around an equator of the five sphere means that we break its 50(6) isometry group 

down to SO( 4) ® 50(2). On the gauge theory side, this means that we should single 

out two -let's say ¢5 and ¢6- of the six ¢ fields which transform under the 50(6) 

R-symmetry of the field theory Langrangian. From now on, when we refer to the 

R-charge of a state we mean the charge associated to this U(1) ,....., 50(2) subgroup of 

50(6). Second, let us recall that the AdS/CFT correspondence relates the energy 

E = i87 of a string state in AdS5 x 5 5 to the energy of a state in N = 4 living on 

R x 5 3 , which is the conformal boundary of AdS5 x 5 5 in global coordinates. By the 

operator-state map, the energy of a state on RxS3
, where 5 3 has unit radius, becomes 

the conformal dimension ~ of an operator in R4
. Likewise, the angular momentum 

around the equator of 5 5 J = -i8¢ becomes the R-charge under the U(1) subgroup 

of the full 50(6) R-symmetry of N = 4 SYM. As a result, we have the following 

relations 

(1.140) 

Since in the Penrose limit R ----too (1.140) suggests that we should restrict ourselves 

to those operators that have finite ~ - J and their ~ + J should go as ~ + J ,....., R2 
,....., 

VN. We have, thus, seen that the Penrose limit induces the following double scaling 

limit in theN= 4 SU(N) SYM, 

J2 . 
N ----t oo, J ----t oo with N = fixed and gyM = fixed. (1.141) 

Two important remarks are in order. First, since the BMN limit of (1.141) is a 

large-N limit one should expect that only the planar diagrams would survive as it 

happens in any large-N gauge theory (see discussion in the introduction). However, 

this is not the case for the BMN limit, mainly because the operators under consid­

eration does not remain fixed but their "length" J ----t oo goes to infinity as VN. 
The result is that each non-planar diagram of genus h comes with a combinatorial 

factor of J 4h which when combined with the usuallarge-N suppression of 11 N 2h gives 

a finite contribution, namely J4h I N 2h = g~h. Consequently, we see that in the BMN 

limit the effective genus counting number is g2 and not 1 I N 2
h. Second, because of 
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the fact that 9Y M is kept fixed the 't Hooft coupling constant .A = 9'? MN ----+ oo. 

Then, one would naively expect that the conformal dimension of any operator, that 

does not belong to a short multiplet and thus is not protected, would diverge in the 

limit of large 't Hooft coupling (see discussion around (1.33)). This means that the 

corresponding string state would have infinite mass and therefore decouple from the 

theory. Again this is not the case for there exists a special class of (almost BPS) 

operators called BMN operators whose conformal dimension is finite [41], [43] and 

depends on the effective coupling constant A'. These operators we describe below. 

One important point, to keep in mind, is that the PP-wave/SYM duality appears 

to be a weak/weak coupling duality, despite the fact that the 't Hooft coupling is 

infinite. This is so, because a new effective coupling N appears. As a result, both the 

string coupling and the gauge theory coupling can be kept small at the same time. 

This means that perturbative calculations can been done on both sides of the duality. 

A second important point, that will be clear in a while, is that in the context of this 

duality, it is the first time that checking the correspondence goes beyond the sugra 

states. 

To begin with, let us consider the ground state of the string lv, p+). This has 

zero energy and (1.140) implies that the corresponding gauge operator should have 

~- J = 0. Furthermore, let's restrict ourselves to single trace operators and 92 = 0 

(actually 92 controls the mixing between single and multi trace operators). These 

restrictions will be removed later. There is a unique operator satisfying the above 

requirements. This is 

1 J I +) Ovac = JYNITrZ ~ v,p . (1.142) 

Here Z = 1/v'2(¢5 +¢6 ) (the U(1) rv 80(2) group generates rotations in the ¢5 -¢6 

plane). The first excited states are the supergravity states and their corresponding 

single trace operators 

(1.143) 

These operators can be generated if one acts with the broken rotations of 80(6) upon 

the the vacuum operator [49]. Then the Z fields are rotated to the corresponding rPi 
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field. Acting more than once with the same rotation will either change another Z 

field to cPi or change the cPi to a Z. Acting with a different rotation will give the 

higher excited sugra state 

(1.144) 

In the above, string excitations belong to the first SO( 4). Acting to the vacuum 

with the broken superconformal symmetries will give rise to insertions of the second 

S0(4), namely DiZ, i = 1, ... , 4. This way all the higher excited sugra states can be 

obtained. All the operators above are 1/2 BPS and thus their anomalous dimension 

does not receive corrections. 

One can, however, consider the following non-BPS operators where each impurity 

is accompanied by a phase. These operators correspond to "massive" string states 8 . 

The first such operator is 

J 

Oi,n ,...._ L e27rinl/JTr(Zl¢>iZJ-l) +----------+ a;tlv, p+). (1.145) 
1=0 

Due to the cyclicity of the trace the sum in the above equation gives zero except when 

n = 0. So we have "reinvented" the sugra state. It should be noted that the string 

state corresponding to ( 1.145) for n =f:- 0 simply do not exist because they do not 

satisfy the level matching condition. The first meaningful non-sugra state is written 

as 

J 

o~,m = c ['L e 
2 1f~ml Tr ( ¢iZ1¢>jzJ-l) - Oij Tr(zzl+I)] +----------+ a;ta1_!nlv, p+).(1.146) 

1=0 

To obtain ( 1.146) we have used the cyclicity of the trace to bring cPi first in the trace 

and the fact that n 1 + n2 = 0. The way the correspondence works should be clear 

by now. Each insertion of an impurity is accompanied by a phase depending on 

the worldsheet momentum. Those operators for which the momenta do not sum to 

zero vanish due to cyclicity of the trace implementing this way the level matching 

condition. The dictionary between impurity insertions and string creation operators 

8To be accurate even the supergravity states on the pp-wave are massive. What we precisely 

mean is excitations with n f 0 
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is thus as follows 

it ,}, . - 1 4 a +-------+ '1-'i , z - , ... , , 

it D Z . - 5 8 a +-------+ i-4 ' z - ' ... , 

(3~{3 +-------+ Ar-1!3• r = 3, 4, a, (3 = 1, 2, 

f3l
13 

+-------+ \ 13 , r = 1, 2, a, /J = 1, 2. (1.147) 

The last two lines of ( 1.14 7) give the correspondence between the the fermionic string 

oscillators and the BMN fermions of N = 4 SYM whose Euclidean Langrangian is 

given in the Appendix C. We'll have more to say about the correspondence in the 

fermionic sector in Chapter 4. 

In the next chapter we turn to a systematic study of correlation functions of BMN 

operators [47, 73-76, 101] in the light of the pp-wave/SYM correspondence [41]. 



Chapter 2 

Vertex-Correlator Correspondence 

In The pp-wave 

As discussed in the previous chapter the pp-wave/SYM correspondence of Beren­

stein, Maldacena and Nastase (BMN) [41] represents all massive modes of type liB 

superstring in the plane wave background in terms of composite BMN operators of 

N = 4 Yang-Mills theory in 4D. In its minimal form, this correspondence emphasizes 

a duality relation between the masses of string states and the anomalous dimensions 

of the corresponding BMN operators in gauge theory in the large N double scaling 

limit. This relation has been verified in the planar limit of SYM perturbation theory 

in [34,41,43]. Calculations in the BMN sector of gauge theory at the nonplanar level 

were performed in [46, 47, 73, 76] also taking into account mixing effects of planar 

BMN operators. The minimal mass-dimension type duality relation was extended 

in [44,45] to all orders in the effective genus expansion parameter g2 and expressed in 

the form Hstring = HsvM - J. Here Hstring is the full string field theory Hamiltonian, 

and HsvM - J = Ll- J is the gauge theory Hamiltonian (the conformal dimension) 

minus the R-charge. Work in this direction includes [48, 49, 67]. 

In this chapter, instead, we address a more ambitious duality relation [101] of 

a vertex-correlator type, summarized in the next Section. This type of correspon­

dence for pp-waves was first discussed in [47] and relates the coefficients of 3-point 

· correlators of BMN operators in gauge theory to 3-string vertices in lightcone string 

field theory in the pp-wave background. It is well-known and discussed in chapter 1 

49 
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to some extend, that in the AdS/CFT scenario, in addition to the relation between 

the masses of supergravity states and the dimensions of the dual gauge theory oper­

ators, one can also compare directly the correlation functions in gauge theory with 

supergravity interactions in the bulk [35,36]. Since the pp-wave/CFT correspondence 

can be viewed as a particular limit of the AdS/CFT correspondence, it is natural to 

expect that a version of vertex-correlator type duality will hold in the pp-wave/SYM 

correspondence. 

Building on previous work [37,47,73,74], the authors of [101] were able to represent 

all known gauge theory results for 3-point functions of BMN operators with 2 scalar 

impurites in terms of a single concise expression involving the 3-string vertex in light­

cone string field theory in the pp-wave background. The goal of the present chapter 

is to test this relation at the level of BMN operators with 3 scalar impurities. 

In conformal theory, the two- and three-point functions of conformal primary 

operators are completely determined by conformal invariance of the theory. One can 

always choose a basis of scalar conformal primary operators such that the two-point 

functions take the canonical form: 

(2.1) 

C123 
(0~ 1 (Xl)0~2(X2)Qt(x3)) = ( 2 )A 1+ArA3 ( 2 )A 1+A3-A2 ( 2 )A2+A3 A 1 · (2.2) 

xl2 2 xl3 2 x23 2 

where x~2 := (x 1 - x2)2. Since the form of the x-dependence of conformal 3-point 

functions is universal, it is natural to expect that cl23 is related to the interaction of 

the corresponding three string states in the pp-wave background. Note, that in order 

to be able to use the coefficients C123 , it is essential to work on the SYM side with 

~-BMN operators. These operators are defined in such a way that they do not mix 

with each other (i.e. have definite scaling dimensions ~) and which are conformal 

primary operators. Conformal invariance of the N = 4 theory then implies that the 

2-point correlators of scalar ~-BMN operators are canonically normalized, and the 

3-point functions take the simple form (2.2). Defined in this way, the basis of ~-BMN 

OP.erators is unique and distinct from other BMN bases considered in the literature. 

For 2 scalar impuritites, this ~-BMN basis was constructed in [73]. 
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In this chapter we will work with scalar1 ~-BMN operators On
1
n

2
n

3 
with 3 impu­

rites which correspond to the string bra-state (Oia~ 1 a;2 a~3 • In string theory ni are the 

labels of string oscillators a~;, and the level matching constraint is n 1 + n2 + n 3 = 0. 

Bare single-trace BMN operators with 3 different real scalar impurities [45, 47] are 

given by 

where q2 = e2rrin2 /J and q3 = e2rrin3 fJ, and from now on, we always set n 1 = -n2 -n3. 

There are two terms on the right hand side of (2.3) since there are two inequivalent 

orderings of ¢1 , ¢2 and ¢3 inside the trace2 . 

Operators (2.3) are the starting point for building the ~-BMN operators. In 

interacting field theory, bare operators have to be UV-renormalized and the effects 

of operator mixing have to be taken into account. It is well-known by now [38, 39, 

73, 76] that the single-trace BMN operators mix with the multi-trace operators even 

in free theory at non-planar level, i.e. starting from order 92 (>.') 0
. Hence, in order to 

calculate the leading-order contribution to the 3-point coefficient c123 ex 92 in (2.2), 

one has to work with the order 92 ~-BMN operators which involve the single-trace 

expressions (2.3) plus a linear combination of double-trace operators with coefficients 

of order 92(>.') 0 . For the simpler case of 2 scalar impurites, the single-double trace 

mixing effects have been calculated in [73], and the corresponding conformal 3-point 

function coefficients C123 were determined. One of the main technical results of the 

present chapter will be a determination of the coefficients C 123 for ~-BMN operators 

with 3 scalar impurities (and general oscillator labels n 2 , n3 E Z). 

The chapter is organized as follows. In Section 2.1 we summarize the vertex­

correlator duality proposal of [101] and write down the relevant equations. In Section 

2.2 we calculate 2-point correlators of operators On1n 2 n 3 to order A' in planar pertur-

1 Vector operators, i.e. ~-BMN operators with vector impurites, discussed in [71, 72, 94], will be 

considered in the next chapter. 
2Note that in both terms ¢2 in the Z-position l is accompanied by q~, similarly for ¢3 • Hence, 

each of the two terms contributes to the same string state. 
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bation theory in the BMN limit. This is necessary in order to canonically normalize 

the UV-renormalized operators to order A'. Section 2.3 contains our main technical 

results on the field theory side. There we calculate 3-point functions involving opera­

tors Orqn2 n 3 • We first derive the conformal expression (2.2) and extract the coefficient 

c123 for 3-point functions containing 1 general and 2 chiral operators (i.e. 1 string 

and 2 supergravity states in dual string theory). We then generalize this calculation 

of C123 to the case of two string states. In the final Section we demonstrate that the 

results of Section 2.3 are in complete agreement with the vertex-correlator duality 

prediction [101] of Section 2.1. 

2.1 The vertex-correlator duality 

Here we give a brief summary of the duality relation. For more detail, we refer the 

reader to [101]. 

For the bosonic external string states ( <I>i I the proposed correspondence relation 

is 

1 3 00 8 

J-L(fll + 6.2- 6.3) c123 = (<I>II(<I>21(<I>31 p exp(2 L L L a~t f.r:;na~/ 1 ) 10)123· 
r,s=l m,n=-oo l=l 

(2.4) 

This relation, is conjectured to be valid to all orders in )..' and to the leading order 

in g2 in the double scaling limit. Equation (2.4), originally proposed in [47], is the 

first key element of the vertex-correlator duality. Nmn are the Neumann matrices in 

the a-basis of string oscillators. These matrices were recently calculated in [98] as an 

expansion in inverse powers of J-l at J-l ----t oo. Results of [98] for Nmn constitute the 

second element of the proposed duality. The relevant for us leading order expressions 

of Nmn directly in the a-oscillator basis can be found in the Appendix A. 

The third and final element of the vertex-correlator duality is the expression [101] 

for the bosonic part of the string field theory prefactor, P, which appears on the right 

hand side of (2.4), 

P = ( -1)P Cnorm (PI+ Pn) , (2.5) 
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where3 

(2.6) 

and 

C 
Jy(1- y) cvac 

norm = 92 J] = 123 · (2.8) 

The only new ingredient here compared to [101] is the overall sign ( -1)P in (2.5), 

where p - ~ L~=l 2..:~:-oo a~,t a~ counts the number of impurities. For all the cases 

involving BMN operators with 2 impurities considered in [101], it turns out that 

( -1 )P = ( -1) 2 = 1, and hence is irrelevant. In the present chapter, all the cases 

involving 3 impurities will lead to an overall minus sign, ( -1 )P = ( -1 )3 = -1. 

In terms of the original SFT a-oscillator basis the full prefactor takes a remarkably 

simple form 

(2.9) 

however, as in [101], we will continue using the prefactor in the BMN a-oscillator 

basis, (2.6) and (2.7), where the comparison with the gauge theory BMN correlators 

is most direct. 

This prefactor, and in particular the second term Pu, was constructed in [101] to 

reproduce a particular class of field theory results for the 3-point functions4
. It was 

then successfully tested in [101] against all the available field theory results involving 

BMN operators with 2 scalar impurites and also the simplest cases involving BMN 

operators with 3 impurities. In Section 2.4 we will verify that the duality relation 

(2.4) with the prefactor (2.5) holds at the 3-impurity level. 

We emphasize that the matching to field theory results is highly non-trivial even 

though the choice [101] of the prefactor in (2.5) is "phenomenological". In the next 

two Sections we will assemble a detailed SYM calculation of the 3-point coefficients 

3We are using standard defiliitions for the SFT quantities in the pp~wave background such as "' 

Wrm, O:r and fl, which are summarized in the Appendix A. 
4We note that (2.5) is different from the earlier proposals for the prefactor in [53,54,98]. 
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for BMN correlators with 3 impurities, (2.26), (2.27). We should emphasize that a 

coincidental agreement of our SYM results and the string vertex with the prefactor 

(2.5) (which a priori knows nothing about 3-impurity operators) is very unlikely. 

2. 2 Two-point correlators 

As explained earlier, on the SYM side of our proposed correspondence we must use 

the D.-BMN operators 0. For BMN operators with 2 scalar impurities this basis was 

constructed in [73] to order 92 (A') 0 and 92
2 (X) 0 and involves a linear combination of 

the original single-trace BMN operator and the double-trace (in general multi-trace) 

BMN operators. 

There are two important cases where simplifications occur such that at the leading 

non-vanishing order in 92 , only the single-trace operators (2.3) need to be taken into 

account. The first case involves 2-point functions (00), and will be considered in 

this Section. The second case involves 3-point functions (010 20 3 ), where 0 1 and 

0 2 are chiral BMN operators, and 0 3 is a general one, i.e. two supergravity and one 

string state in dual string theory. This case will be considered in the first part of the 

next Section. It is easy to check (see e.g. [73]) that in both cases the contributions 

from double- and higher trace operators to O's give vanishing contributions to the 

correlators at the leading order in 92 and in the double-scaling limit. 

Before we continue we make a final general comment. One can split scalar in­

teractions of the N = 4 SYM Lagrangian into D-terms, F-terms and K-terms as 

is done in [47, 73] and show that at one loop level the D-terms cancel against the 

gluon exchanges and scalar self-energies. So one is left only with F-terms and K­

terms. However the K-terms have vanishing contribution in the cases we are going 

to consider since K-terms couple only to S0(6) traces. Thus, there is only an F-term 

interaction to consider which has a factor of 9~ M for every vertex where a qi line 
</>5 ·</>6 crosses a Z = ~ line, and a factor of -9~M when the lines do not cross. 

In this Section we calculate 2-point correlators (00) of renormalized operators 

.. (~.:~) ii?: pl~nar perturbation theory to ord~()f X. This is ne<:)qed to norrn~lize the 
~-·--·-·"-'~ _,_, ••-~·•· • c." - .- • • 

operators correctly, such that ( 2.1) holds at order X. In this and the next Section we 
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will be calculating Feynman diagrams in dimensional reduction to 4- 2E dimensions, 

and in coordinate space. Our calculations follow and generalize the approach of [74]. 

We note that bare operators in (2.3) were normalized in such a way that their 

free 2-point planar correlator is 

(2.10) 

in the BMN limit. Here .6.(x) is the scalar propagator, 

(2.11) 

There are four contributions to consider, (0123 (0)0 123 (x)), (0132 (0)CJ132(x)), 

(0123 (0)0132 (x)) and (0 132 (0)0123 (x)). The last two correlators vanish in free theory 

(since the 3 ¢'s are different), and will be shown to vanish also at order X at the 

planar level. 

We first calculate the interacting part of (0123 (0)0123 (x)), 

where I(x) is the interaction integral with .6.(x)2 removed: 

(
r(1- E))2 2 2-2E J d4-2Ey 

I(x) = 471"2-f (x ) (y2)2-2E(y _ x)2(2-2E) 

1 1 
- 2 (- + 1 + 1 + log1r + logx2 + O(E)). (2.13) 
871" f 

We will use a subtraction scheme which subtracts the 1/E pole together with (an 

arbitrary) finite part s 
1 
- +s. 
f 

(2.14) 

P1, P2 and P3 on the right hand side of (2.12) are the total contributions of the 

phase factors for the diagrams of Figure 2.1, Figure 2.2 and Figure 2.3 respectively. 

Denoting by q2, q3 the BMN phases of the Oih n2n3 ( x) operator, and by r2, r3 the BMN 
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phases of the On 1n 2n 3 (0) operator, we obtain 

l+k~J 

Pl = L [q~q~+kr~r~+k- q~q~+kr~-1r~+k-1] 
1~1,09 

l+k~J-1 

+ L [q~q~+kr~r~+k- q~q~+kr~+1r~+k+1] 
09,09 

l+k~J-1 

L [q~+lq~+k+1r~+1r~+k+1 _ q~+1q~+k+1r~r~+k] 
O~l,O~k 

l+k~J-1 

+ L [q~q~+kr~r~+k- q~q~+kr&+1r~+k+1] 
O~l,O~k 

l+k~J-1 

"'""" l l+k-l -l+k ( 1 + - - - - ) 
~ q2q3 r2r3 q2q3r2r3 - q2q3 - r2r3 

O~l,09 

l+k~J-1 

L (q2r2)1(q3r3)1+k[(1- q2q3)(1- r2r3)] 
O~l,O~k 

56 

(2.15) 

To derive (2.15) we have added the contributions of four diagrams in Figure 2.1 

and noted that contributions of diagrams where a Z line crosses a ¢ line in the 

Z-¢ interaction (the second and the fourth diagrams in Figure 2.1) have a relative 

minus sign compared to the Z-¢ interaction without crossing (the first and the third 

diagrams in Figure 2.1). 

Similarly from four diagrams of Figure 2.2 and from four diagrams of Figure 2.3 

we get 
l+k~J-1 

P2 = L (q2rd(q3r3)1+k[(1- q2)(1- r2)]q3r3 
O~l,O~k 

l+k~J-1 

P3 = L (q2r2)1(q3r3)1+k[(1- q3)(1- r3)] 
O~l,O~k 

We now evaluate the double sum: 
l+k~J-1 J-1 J-1-1 

L (q2r2)1q3r3)1+k = L(q2r2q3r3)1 L (q3r3)k 
O~l,O~k l=O k=O 

0 

J(J + 1)/2 
__ J_ 

when q2r2 =1- 1 and q3r3 =1- 1 

when q2r2 = 1 = q3r3 

when q2r2 =1- 1 and q3r3 = 1 

(2.16) 

(2.17) 

(2.18) 
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' 

X X 

Figure 2.1: Interacting diagrams for the 2-point function where ¢1 interacts with Z. 

These diagrams give rise to P1. 

X X 

Figure 2.2: Interacting diagrams for the 2-point function with ¢2 interactions. These 

diagrams give rise to P2 . 

It is clear that, in the BMN limit, the correlator is non-zero only when q2r2 = 1 = q3r2 , 

that is, when the operators in the correlator are the same. 

The result for the second correlator, (6132 (0)0132 (x)), is obtained from the first 

one by interchanging labels 2 and 3. The sum of the two contributions, (6123 (0)0123 (x))+ 

(6132 (0)0132 (x)), will have the second term on the right hand side of (2.18) doubled 

up, and the third and fourth terms cancelled. 

We now show that the other two correlators (6123 (0)0132 (x)) and (6 132 (0)0123 (x)), 

vanish in our case. There are 12 diagrams to consider, the first 6 are shown in Figure 

2.4. 

The combined phase factor with these six diagrams is: 

J 

~(q~q~rgr~- q~q~r~r~) 
k=O 

J J 

+ ~(q~q~r~r~) - q~q~r~r~) + ~(q~qfr~rf- q~q~r~rf) = o . (2.19) 
l=O l=O 

The remaining six diagrams are obtained from the ones in Figure 2.4 by exchanging 

.. ¢2 and ¢3 •. They also sum to zero. Thus, the non-diagonal terms do not contribute 

to the correlator at the planar level. 
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X X 

Figure 2.3: Interacting diagrams for the 2-point function with ¢3 interactions. These 

diagrams give rise to P3 . 

I \ ... ·I 
;. \ 

I ;\ 
I.' 

~. 

3 3 
X X 

·. I ·. 
\ \ 

•, I 
) 
1\ 

I 

2 
X 

Figure 2.4: Interacting diagrams for the two-point function. These diagrams give rise 

to P4 = 0. There are six additional diagrams with ¢2 and ¢3 exchanged. Their sum 

is also zero. 

Finally, combining with the free result we obtain 

(2.20) 

where the four terms in curly brackets correspond respectively to the free contribution, 

P1 , P2 and P3 . Now, substituting (2.13) for I(x) with a subtraction (2.14), and using 

an expansion 

(2.21) 

we derive the final expression for the 2-point function, 

where a denotes 

(2.23) 
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and, from the right hand side of (2.22), it has to be identified with the anomalous 

(2.24) 

in agreement with dual string theory prediction. 

The normalized operator is given by 

2. 3 Three-point functions 

Here our goal is evaluate 3-point functions involving BMN operators with 3 scalar 

impurities in planar perturbation theory to order X. We will consider two such 

3-point functions, 

(2.26) 

and 

(2.27) 

Here a;
1
n

2
n

3 
with n 1 = -n2 - n3 , is a ~-BMN operator with 3 scalar impurities, it 

is given by (2.25) plus multi-trace expressions5 at higher orders in g2 . The operator 

CJJJ , is a L).-BMN operator with 2 scalar impurities, at the classical single-trace 
n2-n2 

level it is given by 

(2.28) 

and the remaining operators are chiral and are protected against quantum corrections, 

C)h = 1 tr(¢ zh) 
o JNh+I 3 ' 

(2.29) 

5In fact, it follows from the analysis of [73] that at the relevant to us first order in 92, only the 

double-trace corrections and only to the barred operators in (2.26) and (2.27) give non-vanishing 

contributions. 
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We also note that the R-charge conservation implies that 

(2.30) 

In the first subsection we will derive conformal expressions (2.2) and determine the 

3-point coefficients C123 for both of these Green functions in the settings where the 

barred operator is general, and the two unbarred operators are chiral, i.e. correspond 

to two supergravity states. As mentioned earlier, in this case, only the single-trace 

contributions to the operators are relevant at the leading non-vanishing order in g2, 

thus simplifying our analysis significantly. 

In the second subsection we will calculate the 3-point coefficients of (2.26) and 

(2.27) in the general case of two non-chiral operators. Here the double-trace correc­

tions are important, in order to derive the conformal expression (2.2). However, using 

a simple trick we will show how to uniquely determine the coefficients cl23 directly 

from the single-trace expressions for the operators, thus obtaining the main results 

of this Section, Eqs. (2.73), (2.74) and (2.82), (2.81). 

2.3.1 One string and two supergravity states 

As explained above, in this subsection only, we set n~ = n~ = n; = 0 and consider 

(2.31) 

and 

At first we consider the 3-point function G3 (x 1 , x2 ) and express it as follows: 

( ) 
1+%(/+1-log4rr-s) NH2J2 

G3 Xt' X2 = ----=----===---- --::~~::;::;=;==;=;;c=;;::;:T= 
JVN1+3 JtVJ2N11 +3Nh 

~(xt)h+3~(x2 )h (X- .XYK(x1, x 2 )) (2.33) 

where A = g~MN and X and Y are the combined phase-factors at the free and 

interacting level respectively. K(x 1 , x 2 ) is the interaction integral for the diagrams 

depicted on Figures 2.6-2.9 (as in [74]): 

------ -- (r(l- E))2 J d4-2Ey 
K(x1, x2) = 4rr2-e (xi)l-E(x~)l-€ (y2)2-2e(y _ xt)2(1-E)(y _ x2)2(1-e) 

1 1 x 2 x 2 

= -
6 2 

(- + "Y + 2 +log 1r +log-Y-+ O(t:))(2.34) 
1 rr E x12 
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The first fraction on the right hand side of (2.33) arises from the normalization of 

0~1 n2n3 • The denominator of the second fraction arises from the normalizations of 

the other two operators, while the summation over the J + 2 loops gives a factor of 

NJ+ 2
. The remaining factor of J2 comes from the Wick contractions with at~. 

Free diagrams are shown in Figure 2.5. There are six diagrams because of the six 

different ways of arranging three ¢'s in a trace. We denote with X 123 the combined 

phase factor of a free diagram where ¢ 1 comes first, ¢2 is second and ¢3 is third. 

a b e 

Figure 2.5: A typical free diagram for G3 . This diagram gives rise to X 123 . There are 

five additional diagrams with ¢ 1 , ¢2 and ¢3 interchanged. a, band e are the positions 

of the impurities in the trace. For this particular diagram, a= 2, b = 4, e = 6. 

We have: 

J1+1 )J+2 )J+3 

x231 = 2:: 2:: 2:: q;-<c-a-2)q~-(c-b-1) J~ 

a=1 b=a+1 c=b+1 

{JI!J 1h/J ih/J 
}3 lo da a db c de e-27fm2(-1)(c-a)e-27rln3(-1)(c-b) 

h+1 h+2 h+3 

x312 = 2:: 2:: 2:: q~-b-1q~-(b-a-1) ~ 
a= 1 b=a+ 1 c=b+ 1 

{JI!J 1JI!J 1h!J 
}3 lo da a db b de e-271'in2(c-b)e-2rrin3(-1)(b-a) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 
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where a, b, c are the positions of the first, second and third impurities in the trace. 

Also it is easy to see that X 132 is equal to X 123 with <b and <'b exchanged, X 213 is 

x312 with <h and <h exchanged and, x321 is x231 with <b and <h exchanged. 

The sum of the six X's is: 

rh/J rh!J rh/J 
X= ]3 Jo da Jo db Jo dce-2rrm2(b-a)e-2mn3(c-a) (2.39) 

For example the part of the above sum with c > b > a is X 123 , the part with c > a> b 

is X 213 and so on. Evaluating the integral we get 

X = 1323 sin(1rn2JI/ J) sin(1rn3JI/ J) sin(1r(n2 + n3)JI/ J) 
(21r)3(n2 + n3)n2n3 

(2.40) 

We now calculate the phase factors coming from interacting planar diagrams. In 

the case where ¢1 interacts with Z we have eight diagrams with the first four shown 

in Figure 2.6 and the remaining four obtained by interchanging ¢2 and ¢3. We do not 

need to consider diagrams where </Ji interacts with ¢1 since they will be suppressed in 

the BMN limit relative to ¢-Z interactions of Figure 2.6. 

a b a b a b a b 
I 

I 

I 
I I 

X2 X! X2 X2 

Figure 2.6: Interacting diagrams for G3. These diagrams give rise to Y123 . There are 

four additional diagrams with ¢2 and ¢3 exchanged. 

The phase combined factor of the four diagrams in Figure 2.6 is: 

h+l JJ+2 
Y _ "' "' [ _J-(h +3-a-1) _J-(h +3-b) _J-(JJ +3-a-2) _J-(JJ +3-b-1)] 

123 - ~ ~ -q2 q3 + q2 q3 
a=l b=a+l 

h+2 h+3 
+ 2:: 2:: [q~-3q~-4 _ q~-2q~-3J 

a=3 b=a+l 

h+l h+2 JJ+2 h+3 
= I: I: q~{J~-a+l)q;-(JJ-b+2)(1- Ci21Ci31) +I: I: q~-3q~-4(1- q2q3) 

a=l b=a+l a=3 b=a+l 

~ _2_7f_i(~n-~_+_n_3.c_) I: I: q~-Jq~-4 _I: I: q~-lq_~-2q_2hq3h [

h+2 h+3 h+l h+2 l 
a=3 b=a+ 1 a= 1 b=a+ 1 

(2.41) 



,. 
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In deriving the last line above, we have used that 1 - cbq3 -t 
2

rri(n}+na) in the BMN 

limit. Converting the sum into an integral we get 

where A2 = -27rin2 and A3 = -21rin3. We must add 4 more diagrams with ¢2 and 

¢3 exchanged. This gives the expression above with n2 and n3 exchanged. If we sum 

the two contributions we get: 

y
123 

+ y
132 

= 4(n3 + n2)2J sin(1rn2JI/ J) sin(1rn3JI/ J) sin(1r(n3 + n2 )Jd J) (
2

.4
3

) 
1r(n3 + n2)n2n3 

In the case where ¢2 interacts we have again eight diagrams, see Figure 2. 7. 

a b a b a b a b 

Figure 2. 7: Interacting diagrams for G3. These diagrams give rise to Y231 . There are 

four additional diagrams with ¢1 and ¢3 exchanged. 

The combined phase factor of four diagrams in Figure 2. 7 is easily obtained by 

substituting n2 -t n3 and n3 -t -(n2 + n3) into (2.42), as follows from comparing 

diagrams in Figures 2.6 and 2.7 and remembering that n 1 := -(n2+n3). In the BMN 

limit we have, 

(2.44) 

Now we consider the above diagrams with ¢ 1 and ¢3 exchanged, i.e. -(n2+n3) ~ n3 

and n2 unchanged in ( 2.44), 

(2.45) 

Summing the above contributions we arrive at 

(2.46) 
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Similarly, for diagrams in Figure 2.8 and their four partners, we find: 

(2.47) 

a b a b a b a b 

Figure 2.8: Interacting diagrams for G3 , contributing to Y312 . There are four addi­

tional diagrams with ¢ 1 and ¢2 exchanged. 

For completeness, we note that diagrams without x1- to-x2 connection, depicted 

in Figure 2.9, sum to zero. 

3 3 3 

X! 
2.9a 

X2 X! 
2.9b 

X2 X2 X! 
2.9d 

X2 

$l I I I iJk I I I 
' 

1 2 3 3 2 3 

X! X2 X! X2 XJ X2 X! X2 

2.9e 2.9f 2.9g 2.9h 

Figure 2.9: Interacting diagrams for G3 . Diagrams 2.9a, 2.9c, 2.9e and 2.9g have an 

opposite sign with respect to 2.9b, 2.9d, 2.9f and 2.9h, so they cancel pairwise. There 

are additional diagrams where ¢2 and ¢3 are exchanged which also add up zero. 

Additional diagrams where ¢2 or ¢3 (rather than ¢1 interact with Z also cancel in 

the same way. 
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Putting together all the expressions above, we get for G3 

(2.48) 

Subtracting 1/ E + s we obtain the result 

(2.49) 

with 

cl23 = JZVJ; sin(nn21I/ J) sin(7rn311/ J) sin(n(n3 + n2)JI/ J) (1- ~) 
J1Nn3 (n3 + n2)n2n3 2 

(2.50) 

A few comments are in order. First, we note that we have proved that to order in )..' 

and g2 we are working here, G3 takes the conformal form of (2.2). This is so since 

(2.49) is nothing other than the conformal expression (2.2) for G3. Second, we have 

derived the expression for the coefficient C123 given by (2.50). This expression does 

not depend on s and, hence, is the subtraction scheme independent, as expected. In 

what follows, and in parallel with [73, 101], we will use only the leading order in )..' 

part of C123 , i.e. will set a = 0 in (2.50). This is because the, yet unaccounted, 

mixing effects at order )..' can change constant order )..' contributions to C123 (but not 

the logarithms in (2.49), which cannot appear in the x-independent mixing matrices). 

Three-point correlator G~(x 1 , x 2 ) 

We now consider the second 3-point function, G~(x 1 , x2), of Eq. (2.32). Its 

structure is much the same as for G3(x1, x2) leading to the following expression 

G' (x x) = 1 + a/2('y + 1-log4n- s) NJ+
2 

3 I, 2 JvNJ+3 J JlNh+2Nh+l 

xD.(xi)h+2D.(x2)h+l(P- >.QK(x1,x2)) (2.51) 

where P and Q are the phase factors to be determined shortly . 

.. _ ~=: -~., fj~_, tll~ Rllase f1:1,<::tor whi<::h. we get by summing..the contributions from the two 

free diagrams depicted in Figure 2.10. 
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a b c a b c 
I 

I 
I 
I 

I 

I 
I 

I 

I 
I 

: 
I 

I 
I 

Figure 2.10: Free diagrams for G3. This diagram gives rise toP. 

_J-(b-a-1) -c-b-1 
q2 q3 

Converting the above sun into an integral one finds 

Evaluating the integral we finally arrive at 

p = _ 13 sin(1rn2JI/ J) sin(1rn3J1/ J) sin(1r(n3 + n2)Jd J) 
1r

3(n3 + n2)n2n3 
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(2.52) 

(2.53) 

(2.54) 

Now we have to account for the interacting diagrams. In the case where ¢ 1 takes 

part in the interaction we have four diagrams which are shown in Figure 2.11. The 

corresponding phase factor is 

a=1 b=h+4 

h+2 J+2 

+ 2:: 2:: q~-3q~-4 _ q~-2q~-3 , (2.55) 
a=3 b=h+3 

which in the BMN limit is 
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a b a b a b a b 

Figure 2.11: Interacting diagrams for G~ contributing to Q1. The ¢1 line is in the ath 

position in the 0~2,n3 (0) trace and ¢3 is in the bth position. 

In the case where ¢2 takes part in the interaction we have again four diagrams 

which are shown in Figure 2.12. The corresponding phase factor is 

JJ+l J+3 

Q _ """' """' -h +2-a) -b-a-2 + -h +-a) -b-a-2 
2 - ~ ~ -q2 q3 q2 q3 

a=l b=JJ+4 
h+2 J+2 

+ """' """' --(a-3) -b-a-1 --(a-2) -b-a-1 
~ ~ q2 q3 - q2 q3 ' (2.57) 
a=3 b=h+3 

which in the BMN limit becomes 

Q2 = -]2 2nin2 (1- e-2rrin2h/J) 1h/J da {
1 

dbe-2rrin2(-a)e-2rrin3(b-a) 

j 0 JJ1/J 

= -~Jn~ sin(nn2JI/ J) sin(nn3JI/ J) sin(n(n3 + n2)Jd J) (2_58) 
1r (n3 + n2)n2n3 

a b a b a b a b 

Figure 2.12: Interacting diagrams for G~ contributing to Q2 . 

For interacting ¢3 there are eight diagrams. The first four are depicted in Figure 

2.13, and the other four are obtained by exchanging ¢ 1 with ¢2 . The phase factor 

associated with the four diagrams of ~igure ~.1_3iiJ the BMN li.mit is 
·:.x:.-:!"::-;:;''.-_-:-':.:~·~.!.-'"~"''-:"'••·· :----'"'' ·-- -.. -~_, .-- ·--::-. =·--· ,_ .,,-,_ . ·- .. --- ·'·"' ·. ·-· -· 

(2.59) 
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The phase factor Q~2) for the remaining four diagrams is obtained by exchanging 

n 1 f-t n2 in Q~1 ). Adding the two we obtain 

Q - Q(l) + Q(2) -3- 3 3 -

a b 

3 
XJ x2 

rh/J rJJ/J 
27fin3J(1- e-2rrin31t/J) lo da lo dbe-2rrin2(b-a)e-2rrinJ(-a) 

_!Jn2 sin(1rn2JI/ J) sin(1rn3JI/ J) sin(1r(n3 + n2)Jd J) (
2

.
60

) 
1r 3 (n3 + n2)n2n3 

a b a b a b 
I 

3 3 
X2 X! X2 XJ X2 

Figure 2.13: Interacting diagrams for G~ contributing to Q3. There are also diagrams 

with ¢1 and ¢2 exchanged. 

Taking everything into account, our final expression for G~ takes the conformal 

form 

(2.61) 

with the 3-point coefficient 

This expression is again subtraction scheme independent. As in the case of G3 dis­

cussed earlier, we will set a = 0 on the right hand side of (2.62) to be safe from 

unknown mixing effects at order )..'. 

2.3.2 Three-point functions with two string states 

We are now ready to finally address the general case and calculate the 3-point co­

efficients of (2.26) and (2.27) for two non-chiral operators. Here the mixing of the 

_ known- single-trace BMN operators with double::trace corrections is importa,nt as it 

does contribute to the conformal expression (2.2). However, our goal is not to derive 
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the conformal expression on the right hand side of (2.2) (which must be correct any­

way, as far as the mixing effects are such that we are dealing with scalar conformal 

primary operators). Our goal is to calculate the coefficient C123 . At leading order, 

the only mixing effect which contributes to the right hand side of (2.2) is the mixing 

with the double-traces of the barred operator 0~1 n2n3 (0) in (2.26) and (2.27). These 

mixing effects will affect the free-theory contribution Cf~je and also the logarithmic 

terms X log lx1l and >.'log lx2l due to interactions of the double-trace in 6;
1
n

2
n

3 
(0) 

with the BMN operators at x1 and x2 . But, these mixing effects cannot affect the 

third logarithm, X log lx1 - x21. Hence our programme is to assume the conformal 

form, and by carefully evaluating the terms proportional to X log lx1 - x21, to deter­

mine C123 . In doing so we can neglect the double-trace corrections and work with 

the original single-trace expressions. 

We start with 

(2.63) 

The calculation is done as in the previous subsection, except that now we have addi­

tional phase factors coming from non-zero n~ and n~. The result for phase factor X 

coming from the free diagrams of Figure 2.5 is obtained from (2.39) by substituting 

n 2 - n~/y for n 2 and n3 - n~/y for n3 where y = Jd J. The final result is 

(2.64) 

To simplify notation somewhat, we will define 

(2.65) 
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Next we evaluate the interacting diagrams of Figure 2.6, 

h+1 J1+2 

Y " " [ _J-(JJ+3-a-l)_J-(h+3-b) + _J-(]J+3-a-2)-J-(JJ+3-b-1)] a-1 b-2 
123 = ~ ~ -q2 q3 q2 q3 r2 r3 

a=1 b=a+1 

a=3 b=a+1 

h+2 J1+3 

+ L L q~-3q~-4r~-3r~-4(1- q2q3) 

a=3 b=a+1 

Converting the last sum into an integral we obtain, 

nl nl 2 . I jJ 2 . I jJ 
where A 2 = -2ni(n2 - Y2 ), A3 = -2ni(n3- ~), r2 = e mn2 1 and r3 = e 1rm3 1. 

Expression for Y132 is obtained by interchanging A2 and A3 in Y123 . After some 

algebra we get 

(2.67) 

Similarly, for diagrams of Figure 2.7 we obtain (in the BMN limit) 

(2.68) 

Now consider the above diagrams with ¢ 1 and ¢3 exchanged. In the BMN limit 

we find 

1
y 1y I I 

y; _ 2 · J d db -21ri(n2-~)(-a) -21ri(n3-~)(b-a)[l -27rin2y] 
213 - - n~n2 a e y e Y - e 

0 0 ··. . . 

-A2y A + A3Y A - A - A 
_ -2 · J[l _ -27rin2y]e 3 e 2 2 3 
- mn2 e (A3 + A2)A3A2 

(2.69) 
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Summing the two we arrive at 

(2.70) 

Similarly for the diagrams of Figure 2.8 we get: 

(2.71) 

Using the above phase factors and concentrating on the logarithmic terms of the 

3-point function we have 

)..' I I 

G3(x1,x2) = C{~~ b.(xi)J1+3b.(x2)h[1- -(n2(n2- n2) + n3(n3 - n3) 
4 y y 

I+ I 2 2 

+(n3 + n2)(n3 + n2- n2 n3)) log x1: 2 + C1 logxi + ... ] 
Y X12 

(2. 72) 

The last term in the equation above comes from the diagrams of Figure 2.9 which no 

longer sum to zero as in the case with two supergravity states. However we do not 

need to know the coefficient of this term since the log x~ receives corrections from the 

double-trace operators. From the equation above one can easily read the coefficient 

c123 at order 92 

(2.73) 

where 

(2.74) 

Three-point correlator c;(x!, X2) 

Finally we consider the c; function with two string states 

(2.75) 

Similarly to the earlier analysis, we determine P from free diagrams in Figure 2.10, 

p = _ 13 sin(rrn2y) sin(rrn3y) sin(rr(n3 + n2)y) 
n' n' 

rr3(n3 + n2- ~ )(n2- ~ )n3 y y 

(2. 76) 

The diagrams of Figure 2.11, Figure 2.12 and Figure 2.13 lead to the expressions for 

Q1, Q2 and Q3 respectively 

Q 
4 J( ) ( n~) sin( rrn2y) sin( rrn3y) sin( rr( n3 + n2)y) 

1 = -- n3 + n2 n3 + n2 - - n' n' 
7f Y ( n3 + n2 - :..:.2.) ( n2 - :..:.2. )n3 

y y 

(2. 77) 
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(2. 78) 

Q 
= _i

1
n 2 sin(nn2y) sin(nn3y) sin(n(n3 + n2)y) 

3 3 ~ ~ 
7r (n3 + n2- :.2 )(n2 - :.2 )n3 y y 

(2. 79) 

Using the above results the three-point function reads 
\I I 

Gl( ) c-(o) "( )h+2"( )h+I[1 /1 ( 2 ( n2) 3 XI, Xz = I23 u XI u X2 - 4 n 3 + n2 n2 - y (2.80) 

I 2 2 

( )( n2)) xix2 1 2 " 2 ] + n3 + n2 n3 + n2 - - log - 2- + C log xI + C log x2 + ... 
Y xi2 

where 

(2.81) 

And our final expression for CI23 is 

2 n' n' 
- -(o) n3 + n2(n2- :.;) + (n3 + n2)(n3 + n2- ;) 
~~=~~ ~ 

n~ + n5 + ( n2 + n3) 2 - x? 
(2.82) 

2.4 Tests of the correspondence 

In this section we test the correspondence proposed in [101 J and outlined in Section 

2.1 against the gauge theory results of Section 2.3. 

2.4.1 

In this case the external string state is 

(2.83) 

In the expression above, 1 and 3 denote the first and the third string in the vertex. 

In order to avoid confusion, and distinguish from the indices corresponding to scalar 

impurites, (PI, ¢2, ¢3, we label the latter with ii, i2, i3. Since all three SYM impurities 

are different, we note that ii -=/= i2 -=/= i3 and the repeated indices in the external states 

are not summed over. 

The contribution of the first part of the prefactor P 1 is 

1 ·[n~2 +v~2 + (n~ + n~) 2 
2 2 ( )2] - - n - n - n2 + n·1 2{l y2 2 3 ' 

(2.84) 
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which, using the expression for the Neumann matrices (see Appendix A ), 

fl31 = fv31 = ( -l)m+n+l sin(1rmy) O (__!__) 
mn -m-n 7f y'Y(m _ njy) + 112 ' 

(2.85) 

becomes 

Now consider Pn. The contributing terms in Pu for the state under consideration 

are 

(2.87) 

Using this we find 

(2.88) 

Recalling that n 1 = -(n2 + n3 ) and n; = -(n~ + n;) and substituting into the above 

result the expressions (2.85) for the Neumann matrices N and expressions for the 

Neumann matrices N-,- (see Appendix A) 

(2.89) 

we obtain 

~ 1 [ 1 n~ 1 n; 1 n; l (<I>IPuVIO) =-
2 3 512 n 2(n2- -) + n 3(n3- -) + n 1 (n1 - -) II 
fL7rY y y y 

(2.90) 

Adding these results for P1 and Pu and multiplying by (-l)PCnorm = -g2~ 
we get the string theory answer 
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which is exactly the SYM result, p,(~ 1 + ~2 - ~3)C123 , since 

(
A A A ) - 1 [n~2 + n;2 + (n~ + n;)2 2 2 ( )2] p, u 1 + u2- u3 - -

2 2 - n2 - n3 - n2 + n3 
11- y 

(2.92) 

and c123l given by (2.73), (2.74), reads 

(2.93) 

In this case the external string state is 

(2.94) 

and the operator 0 1 (xi) is 

(2.95) 

Using the cyclic property of the trace, 0 1 (x1) can also be written as 

(2.96) 

where r2 = (r2r 3)-1 and r3 = r3 . Hence, we find the 3-point function for this process 

by substituting n~ ~ -(n~ + n;), n; ~ n; and -(n~ + n;) = n 1 ~ n~ into the SYM 

expression (2.93) and also to (2.92). 

Thus, the result on the gauge theory side for this process is 

(
A A _ A )C __ J!2 y'1=Y" sin(rrn2y) sin(rrn3y) sin(rr(n2 + n 3 )y) 

/1- u1 + u2 u3 123- fT n'+n' n' n' 
2p, rr3v J y (n2 + ~)(n3 - J )(n2 + n3 + ::z) y y y 

x n2 ( n2 + 2 3 ) + n3 ( n3 - _]_) + ( n2 + n3) ( n2 + n3 + _l) [ 
~+~ ~ ~] 

y y y 
(2.97) 

On the string theory side of the correspondence the calculation follows the same 

lines as in 2.4.1, and the result is in precise agreement with the SYM formula (2.97). 

This is also true for the remaining four cases involving different permutations of 

the three ¢'s in the trace of the shortest BMN operator. 

,.;,: 
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Here we consider the case which corresponds toG~, i.e. where instead of the vacuum 

state for the string 2, we have a supergravity state. The external string state now is 

(2.98) 

The result in the SYM side can be obtained from (2.82) and (2.81) and is 

(~ ~ _ ~ )C _ ]__ JVJ sin(nn2y) sin(nn3y) sin(n(n3 + n 2 )y) 
/-l 1 + 2 3 123 - 2 !iiN 3 n' n' 

1-l v Y 7r ( n3 + n2 - ~) ( n2 - :J )n3 y y 
I I 

( 2 n2 n2 
n3 + n2(n2- -) + (n3 + n2)(n3 + n2- -)). 

y y 
(2.99) 

This expression is again, as it is easy to check using the Neumann matrices from the 

Appendix A, in precise agreement with the expression on the string theory side of 

the duality relation (2.4). 

As a final example we consider the case where the external string state is 

The result on the SYM side is given by 

(~ ~ _ ~ )C _ ]__ JVJ sin(nn2y) sin(nn3y) sin(n(n3 + n2)y) 
/-l 1 + 2 3 123 - 2 !iiN 3 n' n' 

1-l vY 7r (n3 + n2 + ~)(n2 + ~)n3 y y 
I I 

( n~ + n2 ( n2 + n2 ) + ( n3 + n2) ( n3 + n2 + n2 ) ) ( 2.101) 
y y 

which is in precise agreement with the string vertex-correlator duality prediction 

(2.4). 

In this chapter, we have found compelling agreement between the three string 

amplitudes on the pp-wave background and the corresponding three-point function 

coefficients calculated in field theory. Although the prefactor (2.9) of the string vertex 

is in a sense "phenomenological" a coincidental agreement between field theory and 

string theory is highly unlikely. We will comment on the relation of this string 

field theory vertex with the holographic one obtained by Dobashi and Yoneya in the 
·;-_. 

concluding chapter of this thesis. 



Chapter 3 

Tests of the Extended BMN 

Correspondence and the role of Z2 

Symmetry 

In this chapter, we examine the BMN correspondence as extended in [44, 45] by 

studing BMN operators wth scalar, vector and mixed impurities. We also clarify the 

role of the Z2 symmetry of the pp-wave background and its realisation on the gauge 

theory side. 

The correspondence is now expressed in the form of equation ( 1.137). Since the 

two Hamiltonians, Hstring and~. act on the states of two different theories, the duality 

relation (1.137) requires an isomorphism between the Hilbert spaces of the light-cone 

gauge pp-wave string field theory and of the BMN sector of theN= 4 gauge theory. 

More specifically, we need to establish a one-to-one correspondence between the bases 

of two theories, {lsa)string} and {lsa)SYM}, 

which preserves the scalar product, 

,Then the correspondence (1.137~ holds at the matrix elements level, 

string(salf.l-1 Hstringlsl3)string = SYM(sal~- Jls13)SYM . 

76 

(3.1) 

(3.2) 

(3.3) 
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The string field theory Hilbert space is equipped with a natural basis of multi-

string states, 

which diagonalises the free string Hamiltonian and is automatically orthonormal. 

Here a, b, ... are the labels of single-string states. This basis does not diagonalise the 

full string Hamiltonian, Hstring, since free string states in (3.4) can interact (split and 

join). The splitting and joining of a single string state is described by the three-string 

interaction, and the corresponding matrix element on the left hand side of (3.3) is 

Here IH3 ) is the three-string interaction vertex in the light-cone string field theory in 

the pp-wave background. It was originally obtained by Spradlin and Volovich [52,53]. 

Its expression is recalled in Appendix B. 1 However, there is a puzzle related to the 

three-string amplitudes (3.5) built on the Spradlin-Volovich vertex which we would 

like to clarify in this chapter, among other things. As discussed in chapter 1, the 

presence of a non-trivial R-R field in the pp-wave background breaks the light-cone 

Lorentz symmetry S0(8) down to S0(4) X S0(4) X z2. Apparently, the z2 part of 

the bosonic symmetry of the pp-wave background is not respected by the Spradlin­

Volovich three-string interactions [53, 56-59]: there is a relative minus sign in the 

string amplitude involving states with two oscillators along the first S0(4) compared 

to that with two oscillators along the second SO ( 4). An unbroken Z2- invariance 

would not allow this to happen. We will argue now that this minus sign implies a 

spontaneous breaking of the z2 symmetry of the string field theory in the pp-wave 

background. 

The ket-vertex IH3 ) (B.l), (B.2) of [52,53] is built on the string state IO) which is 

the ground state of the theory in fiat background, but not in the pp-wave background. 

At the same time, the external string bra-states in (3.5) are built on the true pp­

wave ground state lv). It was explained in [58] that these two states, IO) and lv), 

1 For notational simplicity and in order to distinguish this vertex from other proposals, we will 

sometimes refer to the vertex of [52-55] simply as the Spradlin-Volovich vertex. 
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have an opposite Z2 parity, i.e. cannot be both invariant under Z2 . Hence, it follows 

immediately [53, 58] that the amplitude (3.5) is not invariant under the action of 

Z2 , but changes sign. In the recent paper [65], the result of [52, 53], which utilised 

the vacuum IO), was compared with an alternative formalism of constructing IH3) 

starting directly from the true ground-state lv). The two formalisms were found to 

be identical [66]. Following [52, 53, 65] we choose the Z2-parity prescription 

z2 : lv) - -I v) . (3.6) 

This means that the vertex IH3 ) built on IO) is invariant under Z2 , but the pp-wave 

string ground-state (vi and, hence, the external states (stringal(stringbl(stringcl in 

(3.5), acquire a minus sign. This implies a spontaneous breaking of the Z2 symmetry 

of the string field theory in the pp-wave background, which is the physical reason for 

the minus sign of the matrix element discussed above. 

One of the objectives of this chapter is to verify with an independent gauge theory 

calculation this important minus sign (and hence the spontaneous breaking of Z2), as 

well as the related fact that the three-string amplitude (3.5) vanishes for string states 

with one direction along the first, and one one direction along the second SO( 4), 

i.e. one vector and one scalar impurity in the gauge theory language. 

As already mentioned, and following [45, 48, 61], in order to compare (3.5) with 

matrix elements of the dilatation operator in gauge theory via (3.3), it is important 

to identify a basis in gauge theory which is isomorphic to the natural string basis 

(3.4). We discuss this issue in section 3.1. States in the isomorphic to string basis, 

{lso:)SYM}, are obtained from linear combinations of the original multi-trace BMN [41] 

operators 0 o: ( x), 

(3.7) 

where Uo:f3 is an x-independent matrix. This matrix was determined in [45, 48] by 

requiring that (3.3) holds, i.e. that the known three-string interaction vertex of the 

pp-wave light-cone string field theory [52, 53] is reproduced from gauge theory matrix 

elemE)nts of the dilatation operator involving BMN states (operators) with two scalar 

impurities. 

In this chapter we will take Uo:f3 determined in [48], and use it to construct the 
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gauge theory basis (3. 7) for an arbitrary number of scalar impurities. With this in 

hand we can compute generic gauge theory matrix elements on the right hand side of 

(3.3). The contributions on the left hand side of (3.3) are then computed using (3.5). 

We will verify (3.3) and hence the Spradlin-Volovich expression for IH3) for generic 

bosonic impurities. First successful steps in this direction have been already taken 

in [48, 49] at the level of arbitrary number of identical scalar impurities. 2 However, 

the inclusion of vector impurities is essential in order to address in the gauge theory 

the two important properties of the three-string interaction discussed earlier: 

(1) the vanishing of the three-string amplitude for string states with one vector and 

one scalar impurity; and 

(2) the relative minus sign in the string amplitude involving states with two vector 

impurities compared to that with two scalar impurities. 

In section 3.1 we describe the isomorphism between the BMN basis in SYM and 

the natural string basis in the dual string theory. In section 3.2 we will verify (1) 

and (2) working at the two-impurity level, and will consider all representations 

of BMN operators with two vector or scalar impurities, i.e. symmetric traceless, 

antisymmetric and singlet. By considering BMN operators with vector, scalar and 

mixed (scalar+vector) impurities we explore and verify the correspondence (3.3) for 

string states in all the directions of the two S0(4) groups. 

In section 3.4, we will calculate the gauge theory matrix elements of 6.-J for states 

with an arbitrary number of scalar impurities. Next we compute the corresponding 

three-string amplitudes derived from the three-string vertex and compare them to 

the field theory result, finding perfect agreement. 

Finally, sections 3.3 and 3.5 are dedicated to computations of three-point corre­

lators of BMN operators. These results are used earlier in sections 3.2 and 3.4 for 

the calculation of matrix elements. More specifically, in section 3.3 we compute the 

coefficient of the conformal three-point function of BMN operators with mixed (one 

scalar and one vector) impurities. In section 3.5 we generalise this analysis to the 

case of BMN operators with an arbitrary number of scalar impurities. 

2For further tests of the correspondence in the open-closed string sector, see [67]. 
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3.1 The dilatation operator in SYM and the nat-

ural string basis 

As mentioned earlier, the BMN basis in SYM which is isomorphic to the natural 

string basis in dual string field theory, is a certain linear combination (3. 7) of the 

original BMN operators aa(x) proposed in [41]. The states in the natural string 

basis are not identically equal to the original BMN operators since the former are 

automatically orthonormal, while the latter are not, and their overlaps depend on the 

string coupling g2 . In other words, the matrix U in (3.7) is not simply the identity 

matrix. 

Apart from the original BMN basis, there is another distinguished basis of the 

conformal primary BMN operators a~Jx) which are the eigenstates of the dilatation 

operator ~ in gauge theory. This ~-BMN basis is again a linear combination of the 

states from the original BMN basis aa(x) with a different x-independent matrix 

U. For BMN operators with scalar impurities, this basis was constructed in [73] 

and extended to include vector and mixed impurities in [62]. The ~-BMN basis is 

particularly convenient since the two- and three-point correlation functions of ~-BMN 

operators can be written in the simple canonical form with a universal x-dependence, 

guaranteed by conformal invariance of the theory. For conformal primary operators 

with scalar impurities these canonical correlators are particularly simple and are 

given by (2.1), (2.2). Canonical expression for the correlators involving conformal 

primary operators with vector impurities appear to be much less illuminating and 

harder to interpret, however it was noted in [62] that this difficulty is avoided and 

the correlators for all types of impurities can be expressed in the same form, similar 

to (2.1) and (2.2), if on the left hand sides of (2.1) and (2.2) we use a different notion 

of conjugation 6 instead of at [62]. This different notion of operator conjugation is 

defined as hermitian cony'ugation followed by an inversion of the operator argument 

I I 2 x
11 

= x11 x . Under inversion a scalar operator a~(x) of conformal dimension ~ 

transforms as 

a t ( ) at' ( I) 2~at ( ) I Xll ~ X ~ ~ X =X ~ X , X 11 ~ X 11 = 2 , 
X 

(3.8) 

while a vector or tensor operator (i.e. operator with vector impurities) contains a 

- - ~-s 
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factor 11.w(x) = D1w- 2xJLxv/x2 on the right hand side for each vector index of the 

operator. 1/-Lv(x) is the usual inversion tensor, in terms of which the Jacobian of the 

inversion is expressed ox~/oxv = 1JLv(x)jx2
. This prescription is essential in order 

to make vector ~-BMN operators orthonormalisable, see section 2 of [62] for more 

details. 

With this prescription, the two-point function (2.1) for vector and for scalar ~­

BMN operators takes the same simple form: 

(3.9) 

which does not depend on x and hence has the meaning of overlap of the corresponding 

states in the gauge theory Hilbert space. 

Note, however, that these ~-BMN states are the eigenstates of~, i.e. the eigen­

states of the full interacting string Hamiltonian, so they cannot be identically equal 

to the states from the natural string basis. The relation between the two bases is 

again a linear combination 

(3.10) 

with another constant matrix Ua!3· In general, for any basis of operators Oa such 

that 

(3.11) 

the overlap is given by 

(3.12) 

The operators Oa do not anymore have definite scaling dimensions~, but since they 

are expressed as a linear superposition of conformal primary operators which do, 

there is no problem in performing the inversion required to define Oa(x), and the 

right hand side of (3.12) follows. 

Now we describe a practical way of how to calculate simultaneously the overlaps 

-and-the matrix-elements of-the anomalous dimension operator 8 = ~· '""'"-Z~d,-where · 

~ci is the engineering dimension. Let us define the barred-operator O(x) as the 
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Hermitian conjugation of O(x) followed by an inversion of the resulting operator, 

defined as if it was free, i.e. instead of the factor x 2t. in (3.8) we put x2f>ct, such that, 

(3.13) 

where J11v(x) is the usual inversion tensor for each vector index (each vector impurity) 

of the operator. Then the two-point function takes the form: 

Here we have expanded the full result in powers of log x-2 . The overlap of the two 

states is defined as the zeroth-order term in the expansion, S{Ja = Uf3-yU~a' and the 

matrix of anomalous dimensions in this basis is the first order term, 

(3.15) 

We note that (3.14), and hence the definitions of the overlap and the anomalous 

dimension matrix, are valid to all orders in the gauge coupling, and so can be in 

principle computed to all orders in X and g2 for any basis 0 0 • 

By initially relating this basis to the 6-BMN basis we avoided all the problems 

of removing the 'non-universal' x-dependence on the right hand side of the correla­

tor. Now we can forget about the 6-BMN basis and follow the simple prescription 

discussed above: for an arbitrary basis, the overlap matrix Sf3a and the anomalous 

dimensions matrix Tf3a are the zeroth and the first term in the expansion of (3.14) in 

powers of log x-2 . 

We now consider the original BMN basis, for which we have 

(3.16) 

and relate this basis to the isomorphic to string basis via (3.7), 

ostring = u 0 
{3 {3-y "( , 

ostring = 6 ut 
a fJ flo:· (3.17) 

. -- --~In-the isomorphic to string basis (which -is automatically-orthonormal, as explained 

earlier) we get 

sstring = ]. = us ut , ystring = urut . (3.18) 
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We note that Sis a Hermitian, positive matrix (it is a matrix of norms), therefore the 

matrix s-112 is well-defined. 3 S is then diagonalised by the matrix U := s-112 . V, 

where vtv = ]: 

s ____, us ut = ] 
) (3.19) 

(3.20) 

The arbitrariness contained in V, which is still left at this stage was fixed in [45, 48] 

by requiring that (3.3) holds and that the known three-string interaction vertex of 

the pp-wave light-cone string field theory [52, 53] is reproduced from gauge theory 

matrix elements involving BMN states (operators) with two scalar impurities. This 

condition implies V = ]. Hence, the matrix of anomalous dimensions in the string 

basis is given by 
. 1 1 r := ystrmg = s-2 T s-2 . (3.21) 

In the following sections we will show that, with the same choice of V = ], the matrix 

elements of r between BMN operators with 

• two vector impurities, 

• one vector and one scalar impurity and, finally, 

• an arbitrary number of scalar impurities, 

precisely agree with the corresponding matrix elements of the interacting string 

Hamiltonian. We will consider all representations of BMN operators with vector 

or scalar impurities, i.e. symmetric traceless, antisymmetric and singlet. The inclu­

sion of vector, mixed (scalar-vector) and scalar BMN operators allows us to study 

the correspondence for string states in all of the pp-wave light-cone directions. 

Other studies of the dilatation operator in gauge theory and its interpretation in 

quantum mechanical models, which we do not pursue here, can be found in the recent 

papers [79,81-83]. 

3We would like to point our that this matrix s-! appears also in [61] and [82]. 
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3.2 Tests of the correspondence in the two-impurity 

sector: scalar, mixed, and vector states 

In this and the following sections we will need the expressions for the single-trace 

original BMN operators: 

o~,m 

o~,m = 

1 
TrZ1 

( ) VJNl ' 3.22 

C (t.c''~m'Tr (¢,Z1¢;zJ-l)) (3.23) 

~ (t. e '•~m'Tr [(D"Z)Z1(DvZ)zJ-l] + Tr [(D"DvZ)zJ+']) (3.24) 

~ ( t. e '•;m'Tr [¢,Z1(D"Z)zJ-IJ + Tr [(D"¢;)ZJ+1
]) , (3.25) 

where i, j = 1, ... , 4, J-L, v = 1, ... , 4 label the scalar and the vector impurities. Note 

that in writing a~,m and otv,m we have taken i =1- j and 1-L =1- 1/' where the above 

expressions take the simple form (3.23) and (3.24). We also defined 

c ·= 1 
. VJNt+2, 

g2 N 
No:=- -2. 

2 47r 
(3.26) 

The normalisation of the operators is such that their two-point functions take the 

canonical form in the planar limit. We also note that expressions for Otv,n and OfJ.L,m 
contain appropriate compensating terms [71, 72]. These terms are required in order 

for the corresponding operator to be conformal primaries in the BMN limit. 

The operators in (3.23)-(3.25) are the original BMN operators. They are related 

to each other by supersymmetry transformations [72]. In order to test the correspon­

dence, we need to use a different basis of operators which is isomorphic to string 

states, as discussed earlier. Importantly, the isomorphic to string operators 6~,m• 

6tv,m are related to the OD,m in exactly the same way as the original BMN operators 

are. This is because the matrix U in (3.11) is a numerical matrix, i.e. it does not 

contain any fields and does not transform under supersymmetry. Hence, U is the 

same for scalar, vector and mixed impurity BMN operators. 
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We will also need the expressions for the double-trace operators 

rrJ,y - 0 oy·J 0 0 Q(l-y)·J 0 

.lij,m - . ij,m . . vw.: . ' (3.27) 

yJ.y 
J.tV,1n 

. oy·J .. 0 (1-y)·J . 
• J.tV,m . • V!l£ • 1 (3.28) 

yJ,y 
1J.t,m 

. oy·J .. 0 (1-y)·J . 
· iJ.t,m · · vac • ' (3.29) 

where y E (0, 1). 

From the three-string vertex of [52, 53] one extracts the following matrix elements 

of the string Hamiltonian in the large-f." limit: 

(3.30) 

~ (0(11 miHstringl~:.·~) 1-" ' ~· 
0, (3.31) 

~ (O!v miHstringiT,~~) 
1-" ~· ~· 

C )..,' 0 2( ) = norm -2- sm rrmy ' 
rry 

(3.32) 

for f.t =/:- v and i =/:- j. The overall normalisation Cnorm is left undetermined in string 

field theory. In order to get agreement with the field theory result we will set here4 

c - - 92 J y ( 1 - y) 
norm- 2 J] (3.33) 

Using this normalisation, (3.30) and (3.32) become 

~ J . J,y _ -~ J . J,y _ , }!}__ J(1- y)jy sin
2
(rrmy) 

f.t (Oij,miHstrmgl~j,n)- f.t (OJ.tv,miHstrmgl~v,n)- A J] 21r2 

(3.34) 

As mentioned earlier, the agreement of (3.30) with the corresponding gauge theory 

matrix elements was found in [48]. We will show that agreement with gauge theory 

holds also for (3.31) and (3.32). 

We now need the explicit form of the matrices S and T in the original BMN basis. 

~-' B_oth> S and T have an expansion in powers of 92 , but in our analysis we will need 

4 Cnorm is further discussed in section 3.4.2, where we consider the case of arbitrary many impu­

rities, see (3.115). 
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their expressions only up to and including O(g2 ) terms. We will also work at one 

loop in the Yang-Mills effective coupling X, where the matrix Tis of O(X), whereas 

Sis of 0(1). In this case, (3.14) is simply 

(3.35) 

The pleasant fact is that expressions for S and T are closely related and can be 

obtained from the coefficients of the three-point functions, which were derived in 

[62, 73] for BMN operators with two scalar and two vector impurities, respectively. 

We also need to know S and T in the case of mixed (i.e. one scalar and one vector) 

impurities. The three-point functions of such BMN operators were not considered 

previously, and they will be calculated in section 3.3. 

The diagonal elements of S and T can be immediately obtained from 

(3.36) 

(3.37) 

The previous expressions are valid up to O(X) and O(g2 ), and were derived originally 

in [47, 73] for the scalar case, and in [71, 93, 94] for the mixed and vector case. 

To determine the off-diagonal elements, we need to compute the two-point cor­

relators (T}.'J,n(O) 0~8,n(x)). To this end, let us momentarily focus on the following 

class of three-point correlators, 

(3.38) 

where A = (i, J-t) and A -=f. B. On general grounds, these three-point function have 

the form [47, 73, 74, 76] 

where g2Cm,ny is the tree-level contribution, with 

(3.40) 
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and the coefficients am,ny and bm,ny must be calculated in perturbation theory at 

O(X). The two-point function (T}'J n(O) 0~8 m(x)) can easily be deduced from (3.38) . . 
by setting x13 = x23 = x and x12 = A - 1 [76], 

(3.41) 

The matrices SandT are then given, up to 0(92 ), by 

s (3.42) 

(3.43) 

92 Cm,ny (a+ b)m,qz 

T A' (3.44) 

92 Cpy,n (a + b )py,n 

with 

m 2 bmn 0 

d A' (3.45) 

0 Cm,ny (a+ b)m,qz 

t (3.46) 

Cpy, 11 (a+ b)py,n 0 

It then follows that 

s-112 = :ll- 92(s/2) + 0(9i) (3.47) 

diagonalises S at 0(92 ). 

We now need to compute the explicit expressions for a~n and b~n, in the scalar 

case, mixed (scalar-vector) case, and finally in the vector case. 

lt is easy to compute at O(X) the coefficient a~n in planar perturbation theory, 

which turns out to be 

(3.48) 
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independently of the type of impurity considered. Notice that this is exactly the 

O(A') anomalous dimension5 of the "small" BMN operator at x 1 . 

We will now explain how bm,ny is determined from the coefficients of the conformal 

three-point function. First we note that the correlator (3.38) does not take the 

conformal form (2.2) since the original BMN operators in (3.39) are not conformal 

primaries for 92 =/= 0 due to operator mixing [73, 95]. However, at leading order in 92 , 

the only mixing effect which contributes to (2.2) is the presence of the double-trace 

corrections in the expression for the conjugate D.-BMN operator. 6 Importantly, [1,62], 

these mixing effects cannot affect the remaining logarithm, A' log xi2 , which can then 

be computed without taking into account mixing altogether. Hence, we can use the 

right hand side of the conformal expression (2.2) in order to compute the coefficient 

bm,ny in (3.39). Expanding the right-hand side of (2.2) to O(A'), and equating the 

coefficient of the log xi2 to the corresponding term in (3.38), we obtain 

(3.49) 

where C(cnD-n, vacl AmB-m) is the coefficient C123 of the conformal three-point func­

tion (O~n,n(xi)Ot.ic(x2)0~8,m(x3)). We used D.1 = J1 + 2 + A'n2 jy2, D.2 = J, and 

D.3 = J + 2 + A'm2
. 

Equation (3.49) determines bm,ny in terms of the coefficients C(cnD-n, vacl AmB-m) 

of the three-point function. These coefficients for BMN operators with two scalar im­

purities, one scalar and one vector impurity, and two vector impurities are given 

5It is immediate to convince oneself that the Feynman diagrams contributing to the log x51 part of 

(O~tn(xl)O~~~y)·J (x2)6~a,m(x3)) are those where the operator O~~~y)·J (x2) does not participate 

in the interaction, i.e. they are precisely the Feynman diagrams contributing to the anomalous 

dimension of o~·~.n(xl)- embedded in a three-point function. 
6This is because the double-trace corrections to the single-trace expression for an original BMN 

operator is of O(g2 ), i.e. suppressed with 1/N. This can be compensated by factorising the three­

point function into a product of two two-point functions, which is possible only for the double-trace 

mixing in the operator 6. 
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by: 

(3.50) 

(3.52) 

where cr~ = ..jJJ1J2 jN = (g2 jviJ)Jy(l- y), and the symmetric traceless and 

antisymmetric traceless combinations of two Kronecker deltas are defined as 

(3.53) 

The three-point function coefficient for scalars (3.50) was derived in [73] (the simple 

case n = 0 was first obtained in [74]), whereas that for the vectors, (3.52), was 

recently obtained in [62]. The three-point function coefficient (3.51) for the case 

of mixed scalar-vector impurities is a new result, and its derivation is presented in 

section 3.3 of this chapter. 

From (3.50)~(3.52) and (3.49), it is then immediate to derive the coefficients bm,ny 

which correspond to considering scalar, mixed, or vector BMN operators in (3.38): 

[bm,ny]scalar 
2 mn 

(3.54) m --
y 

[bm,ny]scalar~vector ~ ( m2 _ n
2

) 
2 y2 

(3.55) 

[bm,ny]vector 

n2 mn 
(3.56) - --+-y2 y . 

In conclusion, using (4.43) we get, up to O(g2 ), 

(T;f.·~(O) O~.m(x)) = 92Cm,ny [1 +X ( m2
- ~n + ;:) log(xAt2

] , (3.57) 
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We will now make use of the expressions for these three correlators to construct the 

matrix T, and therefore the matrix r dual to H~~;ing' in the three cases of BMN 

states with (i) two scalar, (ii) one scalar and one vector, and finally (iii) two vector 

impurities. These three cases are addressed separately below. 

3.2.1 Matrix elements with scalar BMN states 

This case was first analysed in [48], and we review it here for completeness. 

Substituting (3.48) and (3.54) in (3.44), we find that the matrix Tscalar is given, 

at 0(92), by7 

T. ,, 
scalar A 

d + 92 tscalar · (3.60) 

Multiplying it on the left and on the right by s- 112 = ll- 92 (sj2) + 0(9~) we get the 

expression for the matrix r introduced in (3.21) at 0(92 ): 

rscalar = d + 92 [tscalar - (1/2){ s' d}] (3.61) 

from which it follows, using the definition (3.40) of Cm,ny, 

(oJ. If I TJ,y) = ).' 92 J(l- y)jy sin
2
(nmy) 

t],m scalar t},n VJ 2 7r2 (3.62) 

This result was first found in [48). (3.62) agrees with (3.30) after choosing the nor­

malisation (3.33) for the string result. 

7We use a somewhat simplified, but correct, notation for the indices of the matrices S and T. 
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3.2.2 Matrix elements with mixed BMN states 

In this case, using (3.48) and (3.55) we can determine the matrix Tmixed in (3.44) for 

the case of mixed impurities. It is given, at 0(92 ), by the following expression: 

Tmixed >.' (3.63) 

d + 92 tmixed , 

where we used am,ny + b~:~~d = (m2 + n 2 /y2 )/2. It then follows that 

r mixed d + 92 [tmixed - (1/2){ S, d}] (3.64) 

and hence 

(3.65) 

This verifies in gauge theory the vanishing of the three-string amplitude (3.31) be­

tween states with one scalar and one vector impurity, which was predicted in [53]. 

3.2.3 Matrix elements with vector BMN states 

Finally, we study the case of vector BMN impurities. Using (3.48) and (3.56) we 

obtain the matrix Tvector in (3.44) for the case of vector impurities. At 0(92), it is 

given by: 

Tvector >.' (3.66) 

d + 92 tvector , 

where we used am,ny + b-:n~~r = mnfy. It then follows that 

r vector d + 92 [tvector - (1/2){ S, d}] (3.67) 
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from which we get 

(r:Y If I TJ,y) = ->..' g2 yf(l- y)jy sin
2
(nmy) 

tLV,m vector tLV,n v'J 2 7f2 (3.68) 

= -(O~,m lfscalari'I;f.';'J · 

As advertised earlier' the off-diagonal elements ( o;v,m If vector I ~~~n) of r vector are 

precisely the opposite of the corresponding elements (O~,m lfscalari'I;f.·~) of fscalar· 

This again had been predicted in string field theory in [53]. As explained in the 

introduction, this signals the spontaneous breaking of z2 symmetry in pp-wave string 

theory. 

3.2.4 Generalisation to all representations for two-impurity 

BMN states 

Finally, we extend our previous computations to include all representations of scalar 

and vector BMN operators with two impurities. 

We recall here the results from the previous sections: 

(3.69) 

(i i= j, J-l i= v) which correspond to the string field theory amplitude (3.30), (3.31) 

and (3.32). From these results it is immediate to obtain 

(3. 70) 

since this amounts to complex conjugate the BMN phase factor contained in Ot~.m, 

i.e. to exchange m ~ -m (same considerations apply for the scalar amplitude). 

Equation (3. 70) follows since the first expression in (3.69) is even in m. Therefore 
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we can at once obtain the result for the symmetric-traceless and antisymmetric rep­

resentations for vectors: 

-)..' ~ yf(1- y)jy sin2(nmy) 6 6 (3.71) VI n2 J.L(p a)v , 

0, (3. 72) 

whereas for scalars, 

)..' g2 yf(1- y)jy sin2 (nmy) 
6 6 VI n 2 i(k l)j , (3. 73) 

0. (3.74) 

Here we have defined 

(3.75) 

The vector singlet case can be treated instantly by noticing that the three-point 

function coefficient for vector singlets is actually the same as the three-point function 

coefficient for the symmetric-traceless scalars, as it can be seen by comparing (3.50) 

to (3.52). This, together with (3. 73), immediately implies that8 

J Jy )..' 92 yf(1- y)Jy sin2(nmy) 
(Ovectorl,m I rvector I ~e:.:torl,n) = VI n2 

(3.76) 

where 0 1 = (1/2) LJ.L OJ.Lw We notice that the result for the scalar singlet ampli­

tude (Ofcalarl,m I rscalar IJ;,{Jarl,n) agrees with the result found in [49]. The opposite 

sign in (3.76) for the vector singlet compared to the scalar singlet case is again a 

manifestation of the (spontaneously broken) z2 symmetry in pp-wave string theory. 

8 The reader willing to derive explicitly the result (3. 76) for vector singlets should 

.. be aware that, for singlets, (4.43) should be modified to (7;.~~(0) o{m(x)) 

g2Cm,ny [1 + )..,' (am,ny + bm,ny) log(xA)- 2
] + g2C-m,ny [1 + >..' (a-m,ny + Lm,ny) log(xA)- 2], 

and that, from the result (3.52) derived in [62], it follows that [bm,nylvector, 1 = m 2 - mnjy. 
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3.3 A technical aside: three-point function with 

mixed impurities 

In this section we derive the expression (3.51). 

Here we would like to compute the coefficient of the three-point function of one 

vacuum operator (3.22) and two conformal primary ~-BMN operators with one scalar 

and one vector impurity, 

(3. 77) 

where O~,m is defined in (3.25). The operator 0/J.l,m has a definite scaling dimension, 

~n = ~cl + c5n, which implies that the single-trace expression o~,m on the right hand 

side of (3. 77) must be accompanied by multi-trace corrections (and other mixing 

effects) at higher orders in g2 [73, 95]. The dots on the right hand side of (3. 77) stand 

for these corrections. 

Nevertheless, our strategy is to study the three-point correlator of the original 

BMN operators O~,m, 

( /I"'Y·J ( )/1"1(1-y)·J( )/iiJ ( )) _ Vjv,n X1 Vvac X2 ViJ.l,m X3 - (3. 78) 

92Cm,ny [ 1 - >.' ( am,ny log(x31A)
2 + b~:~~ log I X3:~:1 A I)] c5J.lvc5ij , 

and to focus on the computation of the coefficient b~:~~ of the log x12 . This is 

because, for reasons explained in the paragraph below (3.48), this coefficient can 

be computed without taking into account mixing altogether, and is directly related 

to the coefficient of the three-point function of conformal primary BMN operators 

with mixed impurities through (3.49). Therefore, from now on we will work with the 

original BMN operator (3.25). 

The mixed BMN operator in (3.25) contains two terms: a "pure" BMN part 

and a compensating term, first and second term on the right hand side of (3.25), 

respectively. The Feynman diagrams contributing to the Green's function in (3.78) 

can be divided into two classes: those obtained by taking only the pure BMN part 

of OJ/n(xi) and 6~J.l,m(x3) and those where the compensating part is taken (in one 

or both operators). As already explained, we will focus only on diagrams which 
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can produce a log x12 dependence, and both classes of diagrams contribute to the 

coefficient b:~~~d in (3.78). For the sake of clarity, we quote here the results from 

these two classes of diagrams: 

[bmixed] 
m,ny BMN (3.79) 

[bmixed] 
m,ny comp (3.80) 

The total result 

[ ] [bmixed] + [bmixed] _ ! (m 2 _ n 
2

) 
bm,ny scalar-vector = m,ny BMN m,ny comp - 2 y2 ' (3.81) 

was anticipated in (3.55). We now compute separately these two classes of diagrams. 

Our notation and conventions are summarised in Appendix G. 

3.3.1 Diagrams originating from the "pure" BMN parts 

We consider first the diagrams where the scalar impurity interacts. These are repre­

sented in Figure 3.1. The result for these diagrams is: 

(:,) ( ~)' · 2(PI- Pu + P1- Pu) · (26"")6,; ·X. (3.82) 

The first term on the right hand side of (3.82) comes from the diagram 3.la (the coef­

ficient of 2 is easily seen from - VF in (C.5)), the second term is the sum of diagrams 

3.1b and 3.lc. The relative sign is also immediately seen from the commutators in 

-VF. We have taken into account the fact that diagrams 3.lb and 3.lc give the same 

contribution.9 

The third and fourth term in (3.82) come from the mirror diagrams 3.ld, 3.le 

and 3.1f, where the ¢interaction is now at the bottom. The factor 26J.L,., comes from 

the free contraction10 of the DJ.LZ impurity with the D,.,Z impurity. The coefficients 

9 This is a simple corollary of the cancellation of D-terms against gluon interactions and self­

energies in three-point functions ofBMN operators at 0(>.') (in the complex basis) [17,47,73,74]. 

In our case, self-interactions diagrams do not participate since they cannot generate log x~2 terms 

at order 0(>.'). 
CC'

1°For an ~xtensive discussion of the treatment of BMN operators with vector impurities, the reader 

is referred to [62]. Free contractions of vector impurities are discussed in Eq. (34) of that paper, 

and the main results can be summarised as (DI'Z D,.,Z)rree = 2 01'11 , and (Z D11 Z)rree = 0. 
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811 Z . , 

\c:J' 

3.la 

3.ld 

3.lb 

z 
3.1e 

¢; z 

a1,z 

0 
3.1c 

Figure 3.1: Diagrams with scalar impurity interacting. Diagrams 3.la and 3.ld have 

positive signs, all the others have negative signs. 

PI and PI I come from summing over the BMN phase factors, and their expressions 

are summarised in Appendix E. Mirror diagrams are associated with the complex 

conjugate coefficients PI and Pu. Finally, the function X is defined in (F.2) of 

Appendix F. 

There are additional diagrams, drawn in Figures 3.2 and 3.3, where the interaction 

involves now the vector impurity. 

These diagrams are identical to those in Figure 5 and 6 of [62], with the only 

modification that the non-interacting impurity is now a scalar impurity (whereas in 

Figure 5 and 6 of [62] it was a vector impurity). We will not compute again these 

. diagrams, and instead borrow the result from [62]. Their contribution turns out to 

·.c~be ·precisely the same of the contribution (3.82ffroin the diagrams where the scalar 

impurity interacts. 
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0. 
a,,z 

3.2a 3.2b 3.2c 

Figure 3.2: Diagrams with vector impurity interacting associated to PJ. 

The final result for the pure BMN diagrams is therefore: 

(3.83) 

This quantity has still to be multiplied by the norrnalisations of the operators, in 

which we include an extra factor of J2 = (1 - y) · J corning from inequivalent Wick 

contractions of Ovac with the rest, 

_1 vr=Y (-1 )2 

v'J v'Y v'2 
(3.84) 

3.3.2 Diagrams from compensating terms 

The compensating term is present in both operators at x 3 and xi, therefore there are 

three subclasses of diagrams: (i) diagrams with compensating term in the "external" 

operator at x 3 and pure BMN part in the "internal" (small) operator at xi; (ii) 

diagrams where the compensating term of both operators at xi and x 3 is considered; 

and (iii) diagrams where the compensating term of the small operator at xi and the 

pure BMN part of the operator at x 3 are taken. 

Each diagram in class (i) vanishes separately, since the only way to contract the 

impurity DvZ in OJ/n(xi) is with a Z in O~,m(x3 ), and this contraction vanishes 

(see footnote 10). Moreover , it is not difficult to see that the total contribution of 

the diagrams in class (ii) vanishes. Hence we are left with diagrams in class (iii), 

which we now discuss. 



3.3. A technical aside: three-point function with mixed impurities 98 

811 Z Z 
3.3a 

3.3d 

G:o 
' ' ' ' ' 
' 

8,,z 
3.3b 

811 Z 
3.3c 

3.3c 

8,,z 
3.3f 

Figure 3.3: Diagrams with vector impurity interacting associated to PI I. 

We start by considering diagrams without gluons. The first three diagram are 

represented in Figure 3.4, and their contribution is 

(3.85) 

where q = exp(27rm/ J) is the phase factor of the BMN operator at x 3 . The first 

term in the right hand side of (3.85) comes from the first diagram in Figure 3.4. This 

diagram is equal to the first diagram in Figure 5 of [62], from which we borrowed the 

result. The factor of 2 is easily seen from the term Tr(2 Z¢iZ¢i) in - VF, see (C.5). 

The opposite sign of the second term in (3.85) is also seen from the term -Tr(¢i¢iZZ) 

in - VF. The third term comes from the term - Tr(¢i¢iZZ) in - VF, and carries a 

BMN phase factor qh. There are also mirror diagrams, where the interaction occurs 

<LLthe bottom .of the diagram (similarly to the fourth, fifth and sixth diagram in 

Figure 3.1). As usual, their effect is to add the complex conjugate of the previous 
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G 
3.4a 3.4b 

Figure 3.4: Diagrams originating from the compensating term in the 'internal' oper­

ator (at xi). In these diagrams no gluons are emitted or exchanged. 

result, so that the final result for diagrams without gluons is: 

(:,) ( ~')' · 2X · (1- cos (2Jrmy)) 8pv8ij . (3.86) 

We now consider diagrams where a gluon is emitted from the covariant derivative 

Dv¢J at x 1 . These gluon emission diagrams are represented in Figure 3.5. The total 

result for them is: 

(3.87) 

The first term on the right hand side of (3.87) corresponds to the first diagram in 

Figure 3.5. This diagram was computed in [62] (it is the third diagram in Figure 

5), from which we took the result. The only difference is that in the present case it 

is accompanied by phase factor equal to 1. The second term come from the second 

diagram in Figure 3.5, and carries a BMN phase factor equal to ijJ1 • Again, there 

are also mirror diagrams, where the interaction occurs at the bottom of the diagram. 

Their effect is to add the complex conjugate of the previous result, so that the final 

result for diagrams with gluon emission is: 

(:,) ( g;)' · 6X · (1- cos (21rmy)) 8pv8ij . (3.88) 

·., [i!la.lly, we have to consider gluon interaction diagrams~ These are depicted in Figure 

3.6 and, as before, there are also mirror diagrams, where the interaction occurs at the 

bottom of each diagram. However, each of the diagrams vanishes separately (this is 
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3.5a 

811Z 

3.5b 

Figure 3.5: Gluon emission diagrams originating from the compensating term in the 

internal operator. 

to be contrasted with the case of scalar interactions, where gluon interactions double 

up the result for the interaction from the scalar potential, as discussed in the previous 

subsection). This was shown again in [62] (second diagram in Figure 5 of that paper). 

Adding (3.86) and (3.88) we get the total contribution of the compensating term 

diagrams, 

(;,) ( ~') 
4 

• 16X · sin2 (1rmy) 6'"'6;; . (3.89) 

The result (3.89) has still to be multiplied by the normalisations of the operators 

(3.84). 

3.3.3 Summary: the result for mixed impurities 

We add the results (3.83) and (3.89), and use (E.3) of Appendix E, to get the total 

result 
g m+ny . 2 ( 2)3 I 2 · (-16X) · (bJJ.vbij) · m _ n/y sm nmy. (3.90) 

Multiplying this result by the normalisation (3.84), and amputating a factor of 

[(g2 /2) L\(x 13 )]
2 

we obtain 

(oy·J ( )o(l-y)·J( . )o-J ( )) I -
. . ,jv;n X1 . vac X2 iJ1.,m X3 -

logx12 term 
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3.6a 

a1,z 
3.6b 

Figure 3.6: Gluon interaction diagrams, from the compensating term in the internal 

operator. 

_1 J1=Y (]___) 2 (g2
) . (- 6 m + njy . 2 ) log(x12A)-

1 ~ ~ .. 
IT !() 1 / sm 1rmy 2 u11.vul1 v J yfij v 2 2 m - n y 81r 

' 1 ( 2 n2) -1 ->. 92 Cm,ny · 2 m - Y2 · log(x12A) OJ.tvOij , (3.91) 

where Cm,ny is defined in (3.40). Equation (3.91) is the principal result of this section. 

The coefficient [bm,ny]scalar-vector in (3.55) immediately follows by comparing (3.91) 

to (3. 78). Finally, the three-point function coefficient (3.51) for mixed impurities is 

obtained from (3.55) and (3.49). 

3.4 The correspondence for an arbitrary number 

of scalar impurities 

In this section we shall evaluate the coefficients of three-point functions of 6-BMN 

operators with arbitrary number of scalar impurities, and use this information to de­

rive the single- double-trace two-point function of operators with an arbitrary number 

of scalar impurities. 

3.4.1 The results in fielcl theory 

Every BMN operator with an arbitrary number of impurities can be decomposed into 

two pieces. The pure BMN part, which contains no Z, and the compensating part, 

0 
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which contains Z. In order to make the structure of the general BMN operator clear, 

let us consider the example of an operator with three impurities. The pure BMN 

part consists of two terms: 

(3.92) 

In all cases ¢1 is positioned first in the trace, while we have to sum over all the different 

orderings of the remaining impurities. Let us denote by c/Jp(i) the impurity which sits 

in the ith position of a specific ordering of the impurities, and lp(i) the number of 

Z fields between ¢ 1 and c/Jp(i) (in the example given above p(2) = 2, p(3) = 3 for 

the first trace while p(2) = 3, p(3) = 2 for the second trace). Next we consider the 

compensating terms. In our example, these should be written as 

6<~>1=¢3 L q~2 Tr(zz12¢2zJ-12) . (3.93) 
O:'S/2 

In other words, whenever two impurities in Opure are of the same flavour, we add a 

compensating term where these two impurities are replaced by Z. 

With this example in mind, it is not difficult to write down the most general form 

of an operator with n impurities, 

o .· = 1 "' alp , 
{n,} y' Jn-1 NJ+n ~ {n;} 

p=perm{2, ... ,n} 

(3.94) 

where i = 1, ... , n and 

n 

o~~~~~~~~n) = I: II q~W Tr(¢1z1p(2lc/Jp(2)zlp(3)-lp(2)c/Jp(3) ... c/Jp(n)zJ-lp(n)), 

O:'S/p(2) :'Sip(3) ... :'Sip(n) i=2 

(3.95) 

n-1 n 
01p(2) ... p(n) = _! "' 6 _ "' II lp(i) lp(k) 

{n;}comp 2 ~ <l>p(k)=¢p(k+I) ~ qp(t) qp(k+1) 
k=2 O:'Sip(2)···:'Sip(k):'Sip(k+2)···:'Sip(n) i=2,i""p(k+1) 

Tr( ¢1 ztp(2) c/Jp(2) ... zlp(k) -lp(k-1) z zlp(k+2) -lp(k) c/Jp(k+2) ... c/Jp(n) zJ-lp(n)) 

n 

II l () - l J l 
q:Ci) Tr(ZZ v< 3>c/Jp(3) · · · c/Jp(n)Z - v<n>) (3.96) 
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The origin of the ~ in front of the first term of O~~~~~~~~n) is quite clear. It comes 

from the fact that we have counted twice the same term, since we have two orderings 

where cPp(i) and cPp(i+ 1) coincide. The one with cPp(i) coming first and cPp(i+ 1) following 

and vice versa. Finally, we note that in principle more compensating terms should be 

added to the right hand side of (3.96) when two or more pairs of impurities coincide. 

These terms are irrelevant for our purposes in the BMN limit. 

In the above expression, cPp(i) E { ¢ 1 , ¢2 , ¢3 , ¢4 }. This makes the meaning of the 

Kronecker 6-symbols functions obvious. It should also be noted that the operator 

given above is normalised so that its two point function is one at the free theory 

level. 11 

As in section 3.2, we will need the expressions for double-trace operators, 

T.J,y - · oJ·y · · oJ·< 1-y) · 
{n;}{k;} - · {n;} · · {k;} · (3.97) 

On general grounds, the two-point function of the double- and single-trace BMN 

operators takes the form 

(3.98) 

In (3.98) we have suppressed the indices of a, b and c. Here O{m;} contains P3 

impurities, whereas the two single-trace expressions in 1{~;}{k;} contain p1 and P2 

impurities, respectively. 

Compared to (3.41), the above equation contains a new coefficient, c. This is due 

to the fact that the second operator on the right hand side of (3.97) is no longer 

just the vacuum, but instead is a generic string state. This results in an additional 

logarithmic part for the three-point function (3.39), i.e. c · log(x32A) 2
). 

The next step is to calculate the matrix of classical overlaps S. To this end, we 

will need to compute the correlation functions of single-trace operators with double­

trace operators to O(g2). We will not need the correlation functions of two different 

double-trace operators, because these overlaps are of O(gi). Hence, it is possible 

.. 1 rstrictiy sp~akT~g· tl;i~ f~ t~~e ~~ly when all the q's which correspond to a particular ¢, say ¢ 1 , 

are different. This is the case that we are going to consider. However what follows can be applied 

with slight modifications to the case where two or more of the q's are the same. 
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to treat each double-trace operator independently and write the expressions (3.100), 

(3.104) and (3.105) as two by two matrices. 

Thus the classical overlap is given by 

(3.99) 

where 

s = ( 
0 

(3.100) 
Crree 

and 

Crree = L Cfree ' (3.101) 
perm' 

where 

C
P _ (-1)P2 ITP

1 
sin(nmp(aJY) ITP

2 
sin(nmp(b+p!)Y) ( ) 

free- / /( ) · 3.102 nPaJyPl-1(1- y)P2-1J a=l ffip(a)- na y b=
1 

ffip(b+p!)- kb 1- y 

The sum in (3.101) is over all the admissible permutations of the {mi}, which label 

the barred BMN operator, as on the left hand side of (3.98). A permutation is 

admissible only when the permuted numbers belong to ¢'s of the same flavour. 

Our next goal is to determine the anomalous dimension matrix T, 

(3.103) 

where the diagonal part d contains the anomalous dimensions, as in ( 4.4 7), 

2:~~ 1 m~/2 0 

d =X (3.104) 

0 2:~~1 n~/2y2 + 2:~~ 1 k~/2(1- y) 2 

and 

t = A' ( ~'1 t~, ) (3.105) 

- t 12 can be read from (3.98), and is given by 

t12 = L Cfree(a + b +c) . (3.106) 
perm' 
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The coefficients a and c are given by the anomalous dimensions of the first and second 

operators in the definition of T, 

PI 2 

""" na a=L..,.22' 
a=l Y 

(3.107) 

The contributions of Lperm' Cfree a and Lperm' Cfree c to t12 in (3.106) factorise, to 

give 

Crree a , Crree C , (3.108) 

respectively. 

The remaining contribution to t12 is Lperm' Cfree b. It can be extracted from the 

coefficient of the corresponding three-point function following the same logic as in 

section 3.2. These three-point functions of generic BMN operators with arbitrary 

numbers of scalar impurities are computed in the following section. Our result is 

(3.109) 

The double sum summation notation (a, b) means that we do not distinguish between 

the pair a, band the pair b, a (a#- b). 

As in section 3.2, the anomalous dimension matrix r in the isomorphic to string 

basis is given by 

where 

{s,d) =A' ( 

t' = t- ~{s d} 
2 ' ' 

0 

Crree(6I + 62 + 63) 

Crree(OI + 62 + 63) 

0 

(3.110) 

(3.111) 
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and bi is the anomalous dimension of the ith operator (i = 1, 2, 3). After some algebra, 

we obtain the final result: 

This is our final expression for matrix elements in gauge theory. In the next section 

we will compute the corresponding three-string amplitude and compare it to (3.112). 

We will find perfect agreement. 

3.4.2 The results in string field theory 

In this subsection we assemble the basic ingredients of the SFT calculation of the 

string amplitude for states with an arbitrary number of scalar impurities. The am­

plitude has the form [52, 53] (we refer the reader to Appendix B for more details) 

(<I>JPJVa) , (3.113) 

where (<I>J represents the three external string states, JVa) is the kinematic part of 

the bosonic vertex (D.2), and the prefactor P is given by 

3 00 

P _ C ~ ~ Wrn rlt rl 
- norm~~ -;-an a_n · 

r=l -oo J-l r 

(3.114) 

Cnorm is defined in such a way that we get agreement with the field theory calculation. 

Its value is taken to be 

C = -~g2 Jy(l- y) (-1)! 2.:~=1 2::~~-oo Q~t Q~ 
norm 2 J} (3.115) 

The prefactor can act on the external bra-state and give a sum of 2p3 terms, each of 

.. \\Tlli!;:ll ha_s ~n external state identical to the initial (<I>j, except one of the an's which 

has changed to a-n· Of course each of these terms is multiplied by the corresponding 

wrn/ J-tar. What we are left with is the action of the exponential in JVa). In order 
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to keep the comparison to field theory as simple as possible, we choose a certain set 

of associations between the impurities of the third string and the impurities of the 

other two strings. The final result will be a sum over all possible such associations, 

i.e. permutations of this set. 

When an external oscillator has not been changed by the prefactor, the action of 

jV8 ) gives a factor of f..r~r n' where r = 1, 2, 3. But if the external oscillator has been 
a a 

changed by the prefactor, the action of jV8 ) gives a factor of 

One can evaluate F~r -n' to get 
a a 

F31 
n -n' a a 

F32 
na-n~ 

F33 
n -n' a a 

F 22 
n -n' a n 

(- 1 )na+n~_3__ (n _ n~) 2 

sin(nnay) 
27fyY a y na- n~/y 

(-1ta+l )..' (na-n' /(1- y))2 sin(nnay) 
2nyT=Y a na- n~/(1- y) 

( _ 1 )na+n~+l 2 sin( nnay) sin( nn~y) 

2( -1)na+n~ 

4nj.J,y 
2 

47rJ-1,(1-y) 

1fj.J, 

(3.116) 

(3.117) 

We are now in position to write down the result for a given permutation. This reads 

(3.118) 

As before, in the double sum over all pairs (a, b) which appears above we do not 

distinguish between the pair (a, b) and the pair (b, a). Making use of the expressions 
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for the Neumann matrices from [98] it is now easy to obtain the final expression for 

the matrix element in string theory: 

CP ( PI P2 k 
(<PIPIVs) = ~ee 92)..' L)ma- na )2 + L(ma+p1 - l __:: )2 

a=l Y a=l Y 

P2 

PI 

+ L(ma- na)(mb- nb) + (mb- na)(ma- nb) 
(a,b) 

+ L(mp1+a- ka)(mp1+b- kb) + (mp 1+b- ka)(mp1+a- kb) 
(a,b) 

PI P2 ) 

+ L L(ma- na)(mp1+b- nb) + (mp1+b- na)(ma- nb) . 
a=l b=l 

(3.119) 

One should note that in calculating the three string vertex we did not take into 

account terms where there were two contractions of oscillators belonging to the same 

string if the prefactor had not acted on one of these oscillators previously. This is so 

because these terms are of order (l/f.l)4 = >..' 2 , as can be easily seen. 12 

In order to get the final string theory result, we should not forget to sum (3.119) 

over all the admissible permutations, as we have done for the field theory result. This 

means that the first line of (3.119) should be summed over all the possible permu­

tations, while the remaining lines should be summed over all permutations except 

those which exchange the m's associated with the labels a and b (more precisely, the 

permutations which exchange ma with mb, mp1+a with mp 1+b, ma with mp 1+b in the 

second, third and fourth line of (3.119), respectively). Including these permutations 

would result in a double-counting. Once this sums are performed, we obtain perfect 

agreement with the field theory result (3.112). 

3.5 A technical aside: calculation of general scalar 

BMN three-point functions 

This final section is devoted to the derivation of the expression ( 3.109). 

12There is a subtlety in writing (3.119), since the CP for each term in that equation are in fact 

different: to each term in (3.119) one should associate the CP corresponding to the permutation of 

the indices which label m, n and k appearing in the term considered. 
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Our goal is to calculate (O(~~}(xi) o(~:~-y)(x2 ) O{m;}(O)). To simplify the nota­

tion, we will rename the operators in this Green's function as 0 1(xi), 0 2 (x2 ) and 

0 3 (0). Let us assume that there are f~i) ¢ 1 's, f~i) ¢2 's, JJi) ¢3 's and f~i) ¢4 's in the ith 

operator where i = 1, 2, 3. We consider the case where f~3 ) = JP) + J~2 ) with similar 

relations holding for the other three impurities. 

There are of course many different diagrams. In order to deal efficiently with 

them, let us select a particular set of Wick contractions between the impurities of 

the barred operator and the impurities of the unbarred operators. Obviously, only 

impurities of the same flavour can be contracted. The full result will then be a sum 

over all the different permutations of such contractions. 

We start by considering the diagrams where the pure BMN part is taken in each 

of the three operators. These are drawn in Figure 3. 7. It is easy to see that there 

are J?)!J~3)!JJ 3)!f~3)! different contributions. Let us select one of them and draw the 

corresponding diagrams, Figure 3. 7, in which the ith ¢ 1 field of 0 3 (0) interacts with 

the nth ¢1 field of 0 1(xi), while all the other fields are freely contracted. The phase 

factor associated with these free contractions becomes, in the BMN limit: 

PI h P2 J 

P2 II I)qara)la II L (qPI+bPb) 1
b 

Recall that (3.92), (3.93) and (3.95), (3.96) do not contain q1 . In (3.120) and in 

what follows ql is defined as ql = n:=2 tli, and qi = e2rrim;/J is the phase factor of the 

ith impurity ( r a and Pa are the phase factors of 0 1 and 0 2 respectively) . 

.N gt~ th~t il) obt~lil!tf!g tn_e _ abqve form}.1l11 w~ have taken into account all the 

possible orderings of the freely contracting impurities. 

We also need the phase factor associated with the fields which are involved in the 
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Figure 3. 7: Feynman diagrams where a scalar impurity from 0 1 interacts with a Z 

field. The dots stand for impurities which have free contractions. These diagrams are 

also accompanied by their mirror images, where the interaction occurs in the bottom 

part of the diagram. 

interaction. This is given by 

-47rm· . 
P (q-lJ 1)(q- 1)g2 1 e-rrlm;ys1'n-rrm·y 1= i- i- = J II l ' (3.121) 

The total phase factor will be P = P1P2 
13 Taking into account the normalisation of 

the operators, and evaluating the space-time integral associated with the vertex (see 

(F.1)), one gets: 

In the previous expression we are keeping only the log x 12 terms, which are relevant 

to determine the coefficient b in (3.98), similarly to what we did in section 3.2. 

We denoted by G~1 ) the part of the three-point function which corresponds to the 

diagrams of Figure 3.7, and by p3 = p1 + p2 the number of the impurities of 0 3 . 

In order to make easier the comparison with the string theory result, we rewrite 

f 3In this s~ction the Lag~angian andFey~man rule~ of [74(are used. 
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111 

(3.123) 

Equation ( 3.123) corresponds to the first term in the first line of ( 3.109). Until now 

we have considered only diagrams where the interacting ¢ belongs to the operator 

0 1 . Of course, there are diagrams where it is an impurity in 0 2 which interacts. 

These contributions produce the second term in the first line of (3.109). 

Now we consider the diagrams in Figure 3.8. In these diagrams we take for 

CH-8
. ~ . 

. . • z : z 
: . 

rPj 
3.8a 

z 
3.8b 

Figure 3.8: In Figure 3.8a we take the pure BMN part in the external operator, 

whereas in 3.8b we take the compensating term. In both cases we take the compen­

sating term in 0 1 and the pure BMN part in 0 2 . Here i and j label the position of 

the corresponding ¢ in the barred BMN operator. 

0 1 the compensating term, for 0 2 the pure BMN part, and for 6 3 the pure BMN 

part (Figure 3.8a) or the compensating term (Figure 3.8b). In the case where two 

¢I's interact, the number of different diagrams is J{3l!f?)!JJ3l!JJ3l!fi
1

l(fr-ll. This 

number is obtained as follows. There are J{l) U?) - 1) /2 different ways to single 

out two ¢ 1 's from the operator 0 1. This should be multiplied by the J{ 3)U?)- 1)/2 

different ways in which we can choose two ¢ 1 's from the barred operator 6 3 , times the 

number u?)- 2)!JJ3l!JJ3l!fJ3l! of independent free contractions of all the remaining 

impurities. 
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Evaluating the phase factor associated with the interacting fields we get 

(3.124) 

For the total phase factor one obtains 

p = 

(3.125) 

The contribution to G3 which corresponds to the diagrams of Figure 3.8 is therefore 

From the last equation we can extract 

g2Cfreeb(2) = JP3 IT sin nmay NV Jp3 -1Jfi-l J~2-l aof-i,j ma- na/Y 

P2 . . . IT s111 nmp1 +bY ( _ 1 )P2 s111 nmiy s111 nmiy 

b=l mp1+b- kb/(1- y) 2nP3 
(3.127) 

This term corresponds to the first term of the second line in ( 3.109). There are also 

diagrams where we consider the pure BMN part in 0 1 and the compensating part in 

0 2 (rather than the opposite). These terms produce the second term in the second 

line of (3.109). 

We now consider the last set of diagrams, which are represented in Figure 3.9. 

In order to draw these diagrams we have used (3.95) for the operators 0 1, 0 2 , and 

(3.95), (3.96) for the barred operator. In these diagrams the xth ¢ 1 belongs to 0 1 , 

while the zth ¢1 belongs to 0 2 . 

In this case the phase factor associated with the fields which interact becomes 

(3.128) 

For the total phase factor one obtains 
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Figure 3.9: In Figure 3.9a we take the BMN part in the external operator, whereas 

in 3.9b we take the compensating term. 

The contribution to G3 which corresponds to the diagrams of Figure 3.9 is therefore 

From this equation we extract 

C
p b(3) _ JP-

3 rrPI sin 7rmay 
~ ~ - I 

N J jp3 -1Jfi-1 ]~2-l af.x ma-na y 

P2 . · · 

IT sm nmp 1 +bY ( _ 1 )P2 sm nmiy sm nmiy . 

b=fz mp1+b- kb/(1- y) 2nPJ 
(3.131) 

Finally, by adding (3.123), (3.127) and (3.131) (and the terms similar to (3.123) and 

(3.127), as discussed in the text), and summing over all permutations, it is immediate 

to obtain (3.109). 

This chapter was devoted to a detailed study of the BMN correspondence (in the 

bosonic sector) as this is expressed in equation (1.137). In particular, by studying 

BMN operators with scalar, vector and mixed impurities we have explored and verified 

the correspondence for string states in all the directions of the two 50(4) groups. 

Arrwng other t}lings. we have also clarified. the role oLthe-Z2 sy;mmetry of the,pp,wave 

background and its realisation on the gauge theory side. In the next chapter we turn 

to the study of the fermionic sector of the BMN correspondence. 



Chapter 4 

The BMN correspondence in the 

fermionic sector 

As discussed in the previous chapter, tests of the relation (1.137) rely on the careful 

comparison of string amplitudes obtained in pp-wave string field theory to the matrix 

elements of the dilatation operator b. in Yang-Mills, and have been performed, for 

the bosonic sector of the theory, in a variety of cases: 

a. in [48], the case of BMN operators with two scalar impurities of different flavour 

was studied; 

b. in [2, 49], BMN operators with an arbitrary number of scalar impurities was 

considered; and finally, 

c. in [2], all the SO( 4) x SO( 4) representations of two scalar impurity and two 

vector impurity BMN operators were studied, as well as BMN operators with 

mixed (one scalar/ one vector) impurities. 

In all cases, precise agreement was found between the string amplitudes obtained 

using the superstring vertex and the corresponding matrix elements obtained in field 

theory [2, 48, 49]. In particular, the analysis of [2] clarified a puzzle concerning the 

realisation of the Z2 c S0(8) symmetry of the pp-wave background geometry . 

. -.In the- previous chapter the natural emergence of the isomorphic to string. basis 

was explained by constructing the proper overlap of states in terms of two-point 

function of BMN operators where the conjugated BMN operator is defined through 

114 
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hermitian conjugation plus an inversion [62]. This procedure, which was applied in 

to BMN operators with scalar and/or vector impurities, will be used in section 4.2 in 

the case of fermion BMN operators. 

Fermion BMN operators have been studied, with an emphasis on mixing issues, 

in [63, 64]. The aim of this chapter is to investigate the equivalence relation (1.137) 

in the fermionic part of the BMN sector of N = 4 Yang-Mills. One of the main 

motivations for our analysis lies in the fact that fermionic matrix elements of Hstring 

have never been compared to any field theory result. Moreover, string field theory 

in the fermionic sector is not just a simple extension of its bosonic counterpart, 

and the construction of the fermionic prefactor of the string field Hamiltonian is 

not straightforward. Therefore, it is particularly compelling to investigate the BMN 

correspondence in the fermionic sector. 

In this chapter we will make use of the superstring vertex in the SO ( 4) x SO ( 4) 

formalism (65]. Our analysis in field theory will be performed up to and including 

0(.\') in the pp-wave 't Hooft coupling and O(g2) in the genus counting parameter, 

and hence incorporates string interactions at the first nontrivial order. 1 Our result 

is simple: for all cases we consider, the matrix elements of the string field theory 

Hamiltonian derived from the superstring vertex of [52, 53, 55, 65] agree perfectly with 

the corresponding field theory quantities. This result allows us to confirm the validity 

of the conjectured duality relation (1.137) in the fermionic sector, and at the level of 

string interactions. 

The plan of the rest of this chapter is as follows. In the next section we introduce 

and discuss BMN operators with two fermion impurities. In section 4.2, we describe 

the notion of conjugation in the case of operators with fermionic impurities. In 

section 4.3 we derive the desired fermionic matrix elements of the string Hamiltonian 

in lightcone string field theory. Sections 4.4 and 4.5 contain the calculation in field 

theory and the comparison to the string results previously derived. 

1This result, as well as the results of [2,48,49,67] are in contradistinction with [68], where it was 

argued that non planar effects (corresponding to string interactions in string theory) should not be 

incorporated into the pp-wave string theory/ N = 4 SYM duality. 
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4.1 Fermion BMN operators 

In order to study the BMN sector of N = 4 Super Yang-Mills, we need to pick 

an R-charge subgroup U(1) 1 c 5U(4). Hence we need to decompose 5U(4) -----+ 

50(4) x U(l) 1 "'"' 5U(2) x 5U(2) x U(l) 1 . The branching rule for the fermion 

representation 4 of 5U ( 4), to which the fermions >.~ of the N = 4 theory belong, 

is [69] 

4 ---t (2, 1)+ + (1, 2)_ , (4.1) 

from which we have, in terms of fields, 

(4.2) 

):.AU ---> (:>:.ru,(-1/2), 3:.r-0:,(1/2)) · ( 4.3) 

Here a,O: = 1,2 are spin indices, A= 1 ... 4, and r = 3,4, r = 1,2. Notice that 

there are four fermions with positive R-charge, >-ra, (1; 2) and 3:.r-a, (1; 2), and four with 

negative R-charge, >-r-o:, ( _1; 2), 3:.ra:, ( _1; 2). We will refer to the former as to the BMN 

fermions, and to the latter as to the anti-BMN fermions. To simplify the notation, 

we will omit from now on the U(l) R-charge subscript in the fermion fields. 

The following table summarises the field content (scalar, vector and fermion fields) 

of the N = 4 SYM theory participating in the BMN correspondence, together with 

their canonical dimensions, R-charge and decomposition into irreducible representa-

tions of 50(4) x 50(4) "'"'5U(2) x 5U(2) x 5U(2) x 5U(2). 

We now discuss the two-impurity fermion BMN operators. Their precise form can 

be obtained by acting with two supersymmetry transformations on the scalar BMN 

operators 

J 

o&,m=c[L::e 2"~mlTr(¢iZ1¢jZJ-l)- 6ijTr(ZZJ+1
)], (4.4) 

1=0 

where i, j = 1, ... , 4 and we have defined 

c ·= 1. 
. jJNt+2, 

92 N 
No:=-· -2. 

2 47r 
( 4.5) 

The normalisation of the operators is such that their two-point functions take the 

canonical form in the planar limit. This procedure correctly identifies the possible 
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field ~0 J ~0- J S0(4) X S0(4) 

z 1 1 0 (1,1) 

z 1 -1 2 (1,1) 

qi 1 0 1 (1, 4) 

Dll 1 0 1 (4, 1) 

>-ro: 3/2 1/2 1 ((2, 1), (2, 1)) 

>-ra 3/2 1/2 1 ((1, 2), (1, 2)) 

>-ra 3/2 -1/2 2 ((2, 1), (1, 2)) 

Ara: 3/2 -1/2 2 ((1, 2), (2, 1)) 

Table 4.1: In this table we list the canonical dimension ~0 , R-charge J and SO ( 4) x 

S0(4) representations for the fields of N = 4 Super Yang-Mills. For convenience, 

we also write the corresponding ~0 - J for each field. 

compensating terms which may be present in the expression of the operators. We 

would like to remind the reader that these compensating terms are crucial for a 

correct understanding of the dynamics of the BMN sector. 

Specifically, we will be considering 

aa:(3;J 
33;m. 

aa:(3;J -
34;m -

1 
TrZJ (4.6) VJNl ' 

J 

~[L.:e 2"~m!Tr(>.~ Z 1 >.g zJ-I)] (4.7) 
1=0 

~ [t e 
2"~mt Tr(>.~ Z1 A~ zJ-I) - '7Tr ( (Fil11 o-ll11 )~ca:-r zHI)] . ( 4.8) 

1=0 

Very similar expressions can be written for operators where (3, 4) - (1, 2), i.e. un­

dotted SU(2) indices are replaced by dotted ones. 

In the following, we will also make extensive use of the expressions for the double-

trace operators 

yJ,y 
ra: sf.l· m ' ~-'• 

T~·Y .. 
ra:,s(3; m 

. /I''IY·J .. Q(l-y)·J . 
· vra:sf.l·m · · vac ·' '/-', 

(4.9) 

I'I"'Y·J .. Q(l-y)·J . 
:v ... ;, ·· vac ., 

TO,SJJ;m 
(4.10) 
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where y E (0, 1). 

A few important comments are in order. 

1. First, note the appearance on right hand side of ( 4.8) of an all-important com­

pensating term which modifies the naive expression for O~f~. Compensating 

terms are required in order for the corresponding operators to be conformal 

primaries in the BMN limit, and are present also in the case of scalar BMN 

operators [70] (as the right hand side of (4.4) fori= j shows) and vector BMN 

operators [71, 72]. 

2. Second, we would like to stress that these compensating terms play a key role 

in the evaluation of the conformal three-point functions of vector and mixed 

BMN operators. Indeed, had they not been taken into account, one would er­

roneously conclude that the three-point functions for scalar, vector and mixed 

BMN operators take actually all the same form. The three-point function coef­

ficients for vector and for mixed BMN operators were computed in [62] and [2], 

respectively, and found to be different from that of the scalar case [73]. 2 Of 

course, this is striking evidence against a direct correspondence between the 

conformal three-point functions and the superstring vertex at the nontrivial, 

interacting level. 

3. Furthermore, the analysis of [2] showed that precisely thanks to the differences 

between the three-point function coefficients for scalar, vector and mixed im­

purity BMN operators it is possible to reproduce, from the field theory point 

of view, two key properties of the three-string vertex of Spradlin and Volovich, 

namely: 

a. the vanishing of the three-string amplitude for string states with one vector 

and one scalar impurity; and 

b. the relative minus sign in the string amplitude involving states with two 

vector impurities compared to that with two scalar impurities. 

Once tpi_p is taken into account, perfect agreement between the string and field 

2Their expressions are given in Eqs. (3.29)-(3.31) of [2]. 
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theory predictions is found. 

To further clarify the role of the compensating terms, we consider the flavour­

singlet and flavour-triplet combinations: 

(4.11) 

( 4.12) 

We can further decompose each of the two operators in (4.11) and (4.12) into singlet 

and triplet of the spin, that is 

o~f.~m ~ (1, 3+) + (1, 1) , 

o~f.!:f.;m ~ (3+, 3+) + (3+, 1) 0 

(4.13) 

(4.14) 

It is immediately seen that the compensating term on the right hand side of ( 4.11) 

is symmetric under the exchange of the spin indices a and (J. This means that 

this compensating term will affect only the (1, 3+) representation. This is perfectly 

consistent with the decomposition of the two-impurity BMN operators with vector 

impurities according to irreducible representations of SO( 4) x SO( 4). Indeed, by 

combining two vector impurities we can form the following representations: 

(1, 4) X (1, 4) = (1, 1) + (1, 9) + (1, 3+) + (1, 3-) . ( 4.15) 

The only representation the right hand sides of (4.13) and (4.14) have in common 

with the right hand side of (4.15) are precisely (1, 3+), which receives a compensating 

term, and (1, 1), for which however no compensating term is generated as this order. 3 

For completeness, we mention here what are the possible irreducible representa-

tions of S0(4) x S0(4) "'SU(2) x SU(2) x SU(2) x SU(2) that can be obtained by 

3 For a discussion along similar lines on the possible mixing of fermion BMN operators with scalar 

operators, see [64]. 
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combining two fermion impurities:4 

((2, 1), (2, 1)) X ((2, 1), (2, 1)) = (1, 1) + (3+, 3+) + (3+, 1) + (1, 3+) , (4.16) 

((1,2),(1,2)) X ((1,2),(1,2))=(1,1) +(3-,3-) + (3-,1) + (1,3-), (4.17) 

((2, 1), (2, 1)) X ((1, 2), (1, 2)) = (4, 4) . (4.18) 

4.2 Conjugation of scalar and fermion operators 

In the previous chapter we briefly reviewed how the notion of conjugation as hermitian 

conjugation plus an inversion is essential in order to make scalar and vector .6.-BMN 

operators orthonormalisable. 

Let us now concentrate on the fermionic operators which are of direct concern for 

this chapter. 5 It is well known that, under conformal inversion, a Dirac spinor field 

'1/J of dimension d transforms as [78] 

'1/J(x) ~ '1/J'(x') = 17 1:1 x2d '1/J(x) ' (4.19) 

where :i; = Xt-L"f11 , and 'YI-L are the Euclidean gamma matrices. In terms of Weyl spinors 

A0 , (C•, (4.19) implies 

(4.20) 

(4.21) 

where we set x = x11 ai-L, i: = xi-Lifi-L. Hence, an operator of conformal dimension .6. 

with f = p + q fermionic insertions transforms under inversion as: 

( 4.22) 

where 

(4.23) 

The notion of conjugation [62], as ordinary hermitian conjugation followed by an 

inversion, can then applied_ to a g<:;l}eri_c operatgr with coQformEl,l dimension .6. with 
• ::. ':-'· ""''-~ -<· •. ·-·., • • . • 

4See also the discussion in section IV of [77]. 
5The transformation under inversion of fermionic BMN operators has also been considered in [68]. 
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scalar, vector or fermion impurities; and the conjugated operator 6 can then be 

written (schematically) as: 

(4.24) 

where by J we mean the tensor product by the appropriate inversion operators J11v(x), 

for each vector index, and laa(x) (or JD:c.(x)), for each spinor index. It was noticed 

in [62) that the advantage of this new conjugation resides in that the two-point 

function for scalar, vector and fermion ~-BMN operators take all the same canonical 

form when the 6 operator is employed: 

(4.25) 

The right hand side of (4.25) does not depend on x, and represents the overlap of 

the corresponding states in conformal N = 4 Super Yang-Mills. 6 

4.3 Matrix elements of Hstring in string field theory 

There are two equivalent ways to describe superstring interactions in string field the­

ory, known as the 50(8) and the 50(4) x 50(4) formalism. In the former approach, 

the three-string vertex in string field theory is built upon a state IO) with energy 

equal to 4J.L. This state is therefore not the ground state, but it has the advan­

tage that, as 11 ___, 0, the 50(8) construction flows smoothly to string field theory 

in flat space [89-92). In the 50(4) x 50(4) formalism, the Hilbert space of states 

in string field theory is built on the true vacuum lv) of pp-wave string theory (see 

Appendix D for details). Remarkably, the two formalisms have been shown to be 

completely equivalent [65), hence it is only a matter of convenience which one to use. 

In this chapter we will make use of the 50(4) x 50(4) vertex, since there it is more 

straightforward to compute string amplitudes involving fermionic oscillators. 

The string amplitude has the form [52, 53) 

6 A side com merit: for two-impurity fermion BMN operators, an additional minus sign should be 

included in the definition of the hermitian conjugation of the operators in order to get the two-point 

functions normalised as in (4.25). 
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(4.26) 

where (<I>I := (11(21(31' is the external three~string state, and IVa) and IVF) are the 

kinematical part of the bosonic and fermionic vertex, (D.2) and (D.3) respectively. 

Finally, the prefactor P is written in (D.5). 

We will be interested in external states with fermionic impurities, 

o:.B t o:' .B' t 
{Jn(r) {3 -n(r) lv)r ' (4.27) 

where the fermionic operators {J's are related to the oscillators in the string basis 

by [55] 

(4.28) 

Specifically, we will compute matrix elements of the form 

'l..Jro:,s.B;m,J ·- 1 ("J,y IH IOro:,s.B;m) 
' Lr' o:' s'.B'·n J y . - - .l r' o:' s'.B'· n string J ' 

I I l I J-L I I 

( 4.29) 

for all possible values of the indices. After a lengthy but straightforward algebra, we 

obtain: 

(I I) 
{3+1.2 

v f3o:.e,-m(3)f3-yo,m(3)f3o: 1 f31 ,n(l)f3-y'o',-n(l) H3 = Cnorm--2- Sill nm{3 X 
37r 1-t 

[ fo:'o:f-y'-y ( E0f3Eo'.B' + fo.B' fo'.B) + f-y'o:fa'-y ( fo.Bfo'.B' + foo'f.B.B') - fo:-yfo:'-y' ( Ef3f3'Eoo' - fo.B' fo'.B) J , 

(4.30) 

where Cnorm is given in (D.lO). An expression similar to (4.30) holds when the 

fermions in ( 4.30) have both dotted indices. Notice that from ( 4.30) it follows that 

a. the string amplitude vanishes whenever a fermion appears more than once, whereas 

b. it is nonvanishing when all fermions are different, and gives always the same result 

(up to a minus sign). 

It is more illuminating to write ( 4.30) for a few basic cases: 

H~i:g~~/Y ·- /-L-
1 (vlf3~~(3){3~(3){3ll,n(1)f312,-n(1) I H3) 

- - J-L-
1 
( vlf321,-m(3)!322,m(3)!311 ,n(1)!312,-n(l) IH3) 

''C {3+1. 2 {3 
- A norm --2- Sill 7rffi , 

7r 
(4.31) 
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Hll,ll;m,J 
11,ll;n,J,y - /1-

1 (vl/3~~(3)/3~(3)/311,n(1)/311,-n(1) I H3) 

/1-
1 ( V l/322,-m(3)/322,m(3)/31l,n(1)/311,-n(1) I H3) 

H22,11;m,J ·- /1-
1 (vl/3_:_~(3)/3~(3)/3ll,n(1)/322,-n(1) IH3) 11,22;n,J,y 

/1-
1 ( V l/3u,-m(3)/322,m(3)/3ll,n(1)/322,-n(1) I H3) 

Hi~:;~::./Y ·- /1-
1 (vl/3_:_~(3)/3~(3)/3ll,n(1)/321,-n(l) IH3) 

-/1-
1 ( V l/312,-m(3)/322,m(3) /311,n(1)/321,-n( 1) I H3) 

I /3+1.2 
..\ Cnorm --

2
- sm nm/3 . 

7r 

123 

0, ( 4.32) 

( 4.33) 

0, 

(4.34) 

( 4.35) 

We can directly compare the expressions (4.31)-(4.34) to the analogous matrix ele­

ments obtained from the three-string vertex of [52, 53] for scalar and for vector and 

mixed (scalar-vector) BMN states: 

'' C /3 + 1 . 2 a - /\ norm --2- S1n 7rffi!J , 
7r 

( 4.36) 

0, ( 4.37) 

,, C /3 + 1 . 2 a 
= A norm --2 - Sll1 7rffi!J . 

7r 
(4.38) 

Notice hat the amplitude in (4.31) is identical to the amplitude (4.36) involving two 

scalars of different flavour, whereas that in (4.34) is equal to the amplitude (4.38) 

involving two different vectors. Similar considerations apply to the vanishing of the 

mixed amplitude (4.37) and (4.32), (4.33). 

The equality of the string amplitude between two BMN states with scalar im­

purities and two BMN states with fermion impurities had already been derived, in 

the 50(8) formalism, in [55]. We also notice that our amplitudes, derived in the 

50(4) x 50(4) formalism, precisely coincide with those of [55]. 
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4.4 Matrix elements of~ inN= 4 Yang-Mills 

In [2], a general technique was devised for deriving the matrix of overlaps S (3.12), 

the matrix of anomalous dimension T (3.15), and hence the desired matrix elements 

of the SYM dilatation operator in the isomorphic to string basis, (3.21), from the 

coefficients of the three-point functions of BMN operators. Here we summarize the 

results of the analysis of [2]. 7 

The matrices S and T have an expansion in powers of g2 , but in our analysis we 

will only need their expressions up to and including O(g2 ) terms. We will also work 

at one loop in the effective 't Hooft coupling X. Notice that the matrix Tis of 0(>-.'), 

whereas Sis of 0(1). In this case, (3.14) is simply 

(4.39) 

Let us focus on the following three-point correlators, 

( 4.40) 

where A can be a scalar, vector or fermion index, and A =1- B. On general grounds, 

these three-point function take the form [4 7, 73-76] 

where g2Cm,ny is the tree-level contribution, with 

J(1- y)jy sin2 (1rmy) 
Cm,ny := v0 7r2(m- n/y)2 ( 4.42) 

and the coefficients am,ny and bm,ny must be calculated in perturbation theory at 

0(>-.'). The twa-point function (T}J,n(O) 0~8.m(x)) can easily be derived from (5.5) 

by simply setting x 13 = x23 = x and x 12 = A -I [76], 

(4.43) 

The analysis of section 3 of [~] then showed that the matrices S and T are then given, 

70ur notation and conventions in Yang-Mills are reviewed in Appendix C. 
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up to 0(92 ), by the following expressions: 

s ( 4.44) 

(4.45) 

92 Cm,ny (a + b )m,qz 

T ( 4.46) 

92 Cpy,n (a + b )py,n 

with 

m2Jmn 0 

d )...' (4.47) 

0 (p2 jy2) bpqbyz 

0 Cm,ny (a + b )m,qz 

t )...' ( 4.48) 

Cpy,n (a + b )py,n 0 

It then follows that 

s- 112 = 1l- 92(s/2) + 0(9~) ( 4.49) 

diagonalises S at 0(92 ), and hence one obtains 

( 4.50) 

We now need to compute the explicit expressions for a~n and b~n for the fermion 

case. First, it was observed in [2] that, at 0(>..') in planar perturbation theory, the 

coefficient a~n is simply given by the 0(>..') anomalous dimension of the "small" 

BMN operator at x1 . In accordance with supersymmetry, it turns out that the 0(>..') 

anomalous dimension of BMN operators with two arbitrary impurities is given by 

n2 
am,ny = 2, 

y 
(4.51) 

independently of the type of impurity considered. This result was first obtained for 

the case of two scalar impurities in [41], for one scalar and one vector impurity in [71], 
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for two vector impurities in [94]. We have also explicitly derived (4.51) in the fermion 

case with a perturbative calculation in Yang-Mills. 

We now move on to consider bm,ny· From (4.41), we see that bm,ny is the coefficient 

which multiplies the log x12 contribution in the three-point function G(x1 , x2 , x 3 ) in 

(5.5), where the "large" ("small") BMN operator o~B,m (O~~.n) is inserted at XJ 

(x 1), and the vacuum operator Ovac at point x2 . Hence, the tactic we will follow in 

the next section will consist in computing the log x12 term of the three-point function 

G(xr, x2, x3). 

Let us quote here the result for bm,ny in the case of scalar, mixed, or vector BMN 

operators in (5.5) [2]: 

[bm,ny]scalar-vector 

[bm,ny]vector = 

2 mn 
m -­

y 

! (m2 _ n2

) 
2 y2 

n 2 mn --+-. y2 y 

( 4.52) 

(4.53) 

( 4.54) 

We conclude this section with one important comment, which anticipates our results 

for the fermions to be derived in the next section: we will show that, for fermion 

BMN operators, the coefficients bm,ny for the various representations precisely take 

one of the three expressions (4.52)-(4.54). 

4.4.1 The three-point function of fermion BMN operators 

In the previous section we explained how to obtain the matrix elements of the SYM 

dilatation operator in any arbitrary basis of SYM operators, and specifically in the 

isomorphic to string basis. Here we present the field theory computation of the 

coefficients bm,ny appearing in ( 4.41), from which the coefficient of the conformal 

three-point function of two-impurity fermion BMN operators can also be derived. 

The matrix elements ( 4.50) of the SYM dilatation operators in the natural string 

basis will then be obtained using the expressions for bm,ny and (4.44)-(4.48) and 

(4.51). 

Let us consider the three-point function of the operators in (4.8), i.e. 

( /rtY·J ( ) /rt(l-y)·J( ) /7lJ ( )) 
v3o,4{3;n Xr vvac X2 v3ci:,4/3;m X3 . (4.55) 
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We start off by evaluating the Feynman diagrams which originate from the pure BMN 

parts of both the barred and unbarred operators. These diagrams are represented 

in Figure 4.1, where we draw only the diagrams where the impurities .X4a: and .\413 

participate in the interactions, and the other impurity propagates freely. In diagram 

4.1 a (type I), the interacting impurity goes across, while in 4.1 b the interacting im­

purity goes straight (type II). The latter diagram has a minus sign relative to the 

former from the Yukawa vertex (see (C.3)). The result for the type I diagram is, 

z ,X40 ,X40 ,X4(i z 

,X3ci ·. 8 ·. / 0 .X3a 
·. ' 0 x, G G 

4.la 4.lb 4.lc 

4.ld 4.le 

Figure 4.1: Feynman diagrams from the pure BMN parts: of type I (in 4.1a and 

4.1d) and type II (4.1b and 4.1e). Diagrams 4.1d, 4.1e, are the mirrors of 4.1a, 4.1b. 

Diagrams 4.1d and 4.1e have phase factors which are the complex conjugate of those 

of 4.1a and 4.1b. The gluon interaction diagrams in 4.1c and 4.1f have the same 

BMN factor and cancel each other. 

concentrating on the interacting part: 

( 4.56) 
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where 

Hpl423 J d4x d4y .6.(x1 - x).6.(x4 - x) [ -~.6.(x- y)] ~(x3- y).6.(x4- y) 

-(8~ + a;)HI432 . (4.57) 

Notice that in order to be able to perform the inversion in the conjugated operator, we 

momentarily split the insertion points of the fermion and the Z impurity, respectively 

x3 and x4 • The last equality is obtained after integrating by parts with respect to x 

and then converting the x derivative acting on .6.(x1 -x) and .6.(x4 -x) to derivatives 

with respect to x1 and x4 , respectively. The partial derivatives in (4.56) come from 

the fermion propagator Sna:(x) = -8na:.6.(x), where 8na: := 8/la-~a:· 

Using now (C.l2) and ignoring the E term which eventually does not contribute 

to the log xi2 term, one obtains: 

where 

Jc 

81 
• (81 + 84) H1423 , 

83 · (81 + 84) H1423 , 

(4.58) 

( 4.59) 

(4.60) 

( 4.61) 

The explicit expressions for JA, J8 and Jc are worked out in (G.8)-(G.10). After 

some algebra, one realises that the only non-zero contribution to J~/J comes from the 

term involving J A. Keeping track of the relevant to us terms which contain log xi2 , 

we get: 

(4.62) 

We note that (4.62) is precisely of the form of (a first-order correction to) two freely 

propagating fields, one Z boson and one fermion, as it is expected. In order to make 

the comparison with the string amplitude, we should now apply the inversion on the 

conjugated operator, that is on the scalar Z field and the -interacting fermion. :For 

the scalar field this is rather trivial: according to (3.8), one has to multiply J~/J by x~. 
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For the fermion, ( 4.20) instructs us to multiply by ryx~o-~!1x~. Taking into account 

the identity (CJ ) ·o-i1!1xJ.Lx"' = Jf3 x2 one obtains· J1. a/3 v a . 

(4.63) 

The overall factor (g2 /2) 3 comes from the insertion of two vertices, which give (2/ g2 ) 2 , 

and five propagators, which give (g2 /2) 5 . P1 is the phase factor associated with the 

diagrams of type I, and is explicitly calculated in (E.2). In order to obtain the final 

result for the type I diagrams, we have still to multiply ( 4.63) by a factor of 2 from 

the free contraction of the non-interacting impurity, and by a factor of 1/4 from the 

normalisation of the two fermion BMN operators. Doing so, and setting ry2 = 1 we 

get: 

type I - fermions : (4.64) 

Notice that this result is precisely the same as the result for the case of two different 

scalar impurities. Similarly, one gets, for the type II diagrams: 

type II - fermions : (4.65) 

To the type II diagrams is associated the phase factor Pu of (E.2). Moreover, in 

order to get the final expression for the coefficient bm,ny, one should also include the 

diagrams where the other impurity, -\3 , participates in the interaction. 

If this was the whole story, we would conclude that three-point functions of 

fermions take the same form as the three-point functions for scalars. But the correct 

expressions for BMN operators often contain compensating terms, and so is the case 

for the operator in (4.8). Importantly, these compensating terms do contribute to the 

three-point functions and must be taken into account. In our case, the compensating 

terms affect the fermion operators that have a projection in the (1, 3+) representation 

(see the discussion after (4.14)), and the corresponding contribution is important and 

we will now compute it. 

In Figure 4. 2 we draw the Feynman diagrams obtained by taking the compensating 

term on the right hand side of ( 4.8) for the operator sitting at x 1 . To the diagrams 

4.2a and 4.2c a BMN phase factor equal to 1 is associated. From the first diagram 
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4.2a 4.2b 

' ' .D 
4.2c 

Figure 4.2: Gluon emission diagrams originating from the compensating term in the 

internal operator. The gluon is absorbed by the fermion field. There are also mirror 

diagrams, not drawn in this figure. 

in Figure 4.2 we get: 8 

The factor of ( -1 )3 comes from three propagators, while the factor of 2 arises from the 

two terms in the field strength Fpo. The a po is related to the compensating term of the 

operator at x1 while the a P matrix comes from the gluon-fermion interaction vertex. 

Finally, the minus sign in front of ( 4.66) comes from Wick contracting fermions. 

8 As in [2], the diagrams where the compensating term is taken in the external operator, or both 

in the external and internal operator, do not contribute. 
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We can now elaborate (4.66) using the completeness relation (C.ll), to obtain: 

( 4.67) 

4.3a 4.3b 

' ' 

cYo 
4.3c 

Figure 4.3: Gluon emission diagrams originating from the compensating term in the 

internal operator. The gluon is absorbed by the Z field. 

Using (C.12), and discarding the irrelevant E-terms as before, we get: 

( 4.68) 

Similarly to the diagrams in Figure 4.1, the log x~2 contributions from J 8 and Jc 

cancel out, and we are left with: 

(4.69) 



}: 
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Now we perform the inversion for the fermions, thus arriving at: 

(4.70) 

The calculation for the diagram in Figure 4.2c (where the other fermion absorbs the 

gluon) proceeds in a similar fashion to that of Figure 4.2a, giving the same result 

as in ( 4. 70) but with a and (3 swapped. Since the expression for ~~~ is symmetric 

under this exchange, the results is the same as for the diagram in Figure 4.2a. We 

should also not forget to multiply our result by 1/4 due to the normalisation of 

the operators (1/2 for each operator), and by a factor of -v"i/4 coming from the 

compensating term on the right hand side of ( 4.8). Taking also account the powers 

of g2 /2 associated with vertices and propagators, we finally get the result for the sum 

of diagrams 4.2a and 4.2c: 

-2 (~')' 2,~6 logxl, (JZJ~ + O:fO~). ( 4. 71) 

The diagrams in Figure 4.2b and 4.2d can be computed in a similar way. Notice that 

they have a relative minus sign compared to 4.2a and 4.2c, and a different BMN 

factor qh + 1. 

For a =!= (3, the result of (4.71) is exactly the same as the result obtained from 

the compensating diagrams for the case of BMN operators with mixed impurities 

(one vector and one scalar impurity). We addressed this case in section 4 of [2]. 

Furthermore, for a = (3 we get the same result as that of the compensating diagrams 

of BMN operators with vector impurities, i.e. twice that of the mixed case (see [2, 62]). 

From (4.52)-(4.54), one can easily work out the contributions of the compensating 

terms alone for the mixed and vector case, 

[b ]c.t. 
m,ny mixed [bm,ny]mixed [bm,ny]scalar (4.72) 

[b ]c.t. 
m,ny vector [bm,ny]vector [bm,ny]scalar (4.73) 

Finally, let us note that at the order we are working, the diagrams of Figure 4.3 

are also present. However, the diagram in 4.3a cancels against that in 4.3b because of 

the relative minus sign associated with the vertex where the gluon is absorbed; and, 
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similarly, 4.3c cancels against 4.3d. Therefore the net contribution of the diagrams 

in Figure 4.3 is zero. 

We conclude by summarising the results of this section. 

a. The contribution of the pure BMN part of the operators involved in the three­

point function ( 4.55) is precisely the same obtained for scalar BMN operators. Hence 

the corresponding coefficient bm,ny is given by ( 4.52). 

b. The previous remark also implies that, when no compensating term is present 

in the expression for the BMN operator considered, the result ( 4.52) gives the full 

answer. 

c. When a compensating term appears, it contributes precisely as the compensating 

term of the mixed (scalar-vector) case when o: =/::. (3, of the vector case foro:= (3. The 

corresponding expressions for bm,ny are then (4.53) and (4.54), respectively. 

4.5 Testing the BMN correspondence in the fermion 

sector 

We can now apply the results derived in the previous section to test the pp-wave/SYM 

correspondence in the fermionic sector. In particular, we will reproduce in the gauge 

theory the three-string amplitudes for the following flavour-conserving processes: 

(.X31 ... A32)m ~ (.X31 ... A32)n + vac. , 

(.X31 ... A3I)m ~ (.X31 ... A3I)n + vac. , 

(.X31 .. · A42)m ~ (.X31 ... A42)n + vac. , 

(.X31 ... A41)m ~ (.X31 ... A41)n + vac .. 

A few comments are in order. 

(4.74) 

(4.75) 

(4.76) 

(4.77) 

1. First, it does not take long to realise that these cases actually cover all the 

irreducible representations of the two-impurity fermion BMN operators, where 

the two impurities are Weyl spinor of the same chirality (see (4.16) and (4.17)). 

2. The case where the two impurities have opposite chirality, Aro and >....,.{3 (see 

(4.18)), can of course be treated with a similar technique. Notice that, in that 
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case, a compensating term containing (D11 ¢i)a~13 will always be present in the 

precise expression of the BMN operator containing the Am, >...;.13 impurities, in 

agreement with the fact that the right hand side of ( 4.18) contains only one 

irreducible representation. 

3. Finally, notice that the operators taking part in the first two processes (4.74) 

and (4.75) do not have compensating terms, i.e. they do not have a projection 

onto the (1, 3+) representation of S0(4) x 50(4), in contradistinction with the 

operators taking part in the remaining last two, ( 4. 76) and ( 4. 77). 

Let us write down the string amplitudes corresponding to the processes of (4.74)­

( 4. 77), taking into account that in the three-string vertex of [52, 53, 55, 65] all the 

external states are written as ket states: 

J.L- 1 (vi ,6~~(3) ,6~(3) ,6n,n(l) ,612,-n(t) IH3) At , 

J.L-t(vl ,6~~(3) ,6~(3) ,611,n(t) ,611,-n(t) IH3) A2 , 

J.L-t (vi ,a.:_~(3) ,6~{3) ,611,n{l) ,622,-n{l) IH3) A3 , 

(4.78) 

We have already computed the string amplitudes in ( 4. 78) in ( 4.31 )-( 4.34), finding 

At XC ,6+1.2 ,6 (4.79) - norm --2- sm 7rffi ' 
7r 

A2 0, (4.80) 

A3 0, ( 4.81) 

A4 'C ,6+1 . 2 ,6 A norm --2- sm rrm . 
7r 

(4.82) 

We start our analysis from the first process ( 4. 7 4). For this case, we have found in 

the previous section that the corresponding coefficient bm,ny of the field theory three­

point function is exactly the same as that obtained in the case of BMN operators with 

two scalar impurities of different flavours. This is due to the absence of compensating 

terms in the operators participating in the process ( 4. 7 4), so that only the diagrams 

of Figure 4.1 contribute (with A4 replaced by the second A3). As explained in ( 4.51), 

supersymmetry guarantees that the anomalous dimension of the two fermion BMN 

operators is the same as that of two scalars; therefore, the coefficient am,ny for the 
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fermions is identical to that of two different scalars. The consequence of this is that 

the gauge theory prediction for the string amplitude of ( 4. 7 4) is exactly the same 

as the prediction obtained in the case of BMN operators with two different scalar 

impurities; and it was shown in [2] that there is precise agreement between the field 

theory and string theory prediction in the case of two scalar impurities of different 

flavours. The result obtained in string field theory for the process ( 4. 7 4) is given in 

( 4. 79). Indeed, this result ( 4. 79) precisely coincides with the string amplitude for the 

case of two scalar impurities, Eq. ( 4.36). This is our first test. 

Two identical fermions, both in the unbarred and barred operators, take part in 

the process in ( 4. 75). The corresponding gauge theory calculation is therefore slightly 

more complicated, since there are twice as many contractions as in the previous case, 

and thus twice as many Feynman diagrams. Taking these diagrams into account, the 

S and T matrices take the following form: 

s 

T 

92 [ Cpy,n (a + b )py,n 

-C-py,n (a+ b)-py,n] 

92 [ Cm,qz (a + b )m,qz 

-Cm,-qz (a+ b)m,-qz] 

(4.83) 

+ 0(9~) (4.84) 

In (4.84) the coefficient am,ny is as in (4.51), and bm,ny is given in (4.52), as explained 

in section 4.4. We should note the crucial minus sign between the two terms appearing 

in the non-diagonal matrix elements ofT. This comes from the anticommuting nature 
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of the fermion impurities. We can now work out the expression for the matrix r of the 

SYM dilatation operator in the field theory basis which is isomorphic to the natural 

string basis. Using ( 4.50), we get immediately 

m 2 
bmn 0 

r = d + 92 [t- (1/2){s, d}] = )..' (4.85) 

0 (p2 jy2
) bpqbyz 

Thus, we conclude that the field theory prediction for the second process ( 4. 75) is 

0. This is in agreement with the vanishing of the corresponding string amplitude of 

(4.80). 

Next, we consider the third process, ( 4. 76). In this case the compensating dia­

grams of Figure 4.2 should be taken into account. As we have noticed in the previous 

section (see the discussion after ( 4. 71)), the contribution of the compensating term is 

the same as that arising from compensating terms of BMN operators with mixed (one 

scalar-one vector) impurities. Furthermore, the contribution of the diagrams where 

only the pure BMN parts of the operators is taken into account, is the same for all the 

cases (i.e. scalar, mixed, vector and fermion impurities). Therefore, we conclude that 

the coefficient bm,ny appearing in the the three-point function, and thus the whole 

calculation, are identical to the mixed case studied in [2].9 It was found in [2] that 

the matrix elements of the dilatation operator in the isomorphic to string basis for 

the case of BMN operators with mixed impurities is given by 

r mixed )..' . (4.86) 

Therefore, the previous result (4.86) precisely reproduces, in the gauge theory, the 

vanishing three-string amplitude of (4.81). 

Finally, we focus on the last process of ( 4. 77). We noticed in section 4.4 that 

the diagrams from the compensating terms contribute, in this case, exactly as the 

diagrams from the compensating term for two vector operators. Following similar 

9 As before, in order to reach this conclusion we also used the fact that the anomalous dimension 

of all two-impurity operators, i.e. is the am,ny coefficient, is the same for any kind of impurity. 
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arguments as before, we conclude that the field theory prediction for this process is 

the same as that for the vector case. The result for the vector case was found in [2] 

to be equal to the negative of the result for the process for the scalars, which in turns 

is equal to the result for ( 4. 7 4). This is again in perfect agreement with the string 

amplitude obtained in ( 4.82). This is our last test. 

We close this section with a comment about how the Z2 symmetry of the pp-wave 

background is realised in the string amplitudes of (4.78). It is known that under 

the Z2 symmetry the two indices of a fermion creation or annihilation operator are 

exchanged, 

(4.87) 

However, whereas the string vertex IH3) is invariant under Z2 , the true vacuum lv) 

corresponds to a combination of the trace of the metric and the five-form field on 

one of the JR4 's [96], and thus one has to assign negative Z2 parity to it [59, 65]. 

The correctness of this assignment was also verified from the field theory perspective 

in [2] (see also the discussion in the Introduction). If we apply ( 4.87) to the string 

amplitudes in ( 4. 78) we obtain: 

Z2Al -A4 = Al ' 

Z2A2 -A2 = A2 ' 

Z2A3 -A3 = A3 ' 

(4.88) 

Therefore, we conclude that the Z2 symmetry leaves the value of the string amplitudes 

of ( 4. 74)-( 4. 77) invariant. 

In this chapter, we have investigated the fermionic sector of the pp-wave/SYM 

duality to find perfect agreement between field theory and string theory providing, 

thus, solid evidence in favour of the duality. 

Recently, another type of weak-to-weak duality which relates N = 4 SYM to 

a topological string theory in twistor space was proposed in [107]. This duality is 

particularly interesting from both the theoretical and the phenomenological point of 

view since it has inspired a completely new diagrammatic approach for calculating 
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scattering amplitudes in gauge theory. We discuss this approach and some of its 

generalisations in the next two chapters. 



Chapter 5 

Tree Amplitudes • 
Ill Gauge 

Theory as Scalar MHV 

Diagrams 

In a recent paper [107] Witten proposed that tree level amplitudes of N = 4 SYM 

can be reproduced by integrating over the moduli space of certain D-instantons in 

the open string topological B-model whose target space is the super-twistor space 

C p314. This gives rise to a new duality between weakly coupled N = 4 SYM and a 

weakly coupled, topological string theory in twistor space. 

Inspired by this correspondence, a novel diagrammatic method for calculating 

all gluon scattering amplitudes at tree level was proposed by Cachazo, Svrcek and 

Witten [106]. 

In this approach tree amplitudes in a pure gauge theory are found by summing 

tree-level scalar Feynman diagrams with new vertices. The building blocks of this for­

malism are scalar propagators 1/ p2 , and tree-level maximal helicity violating (MHV) 

amplitudes, which are interpreted as new scalar vertices. Using multi-particle ampli­

tudes as effective vertices enables one to save dramatically on a number of permuta­

tions in usual Feynman diagrams. 

The new perturbation theory involves scalar diagrams since MHV vertices are 

scalar quantities. They are linked together by scalar propagators at tree-level, and 

the internal lines are continued off-shell in a particular fashion. The final result for 

139 
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any particular amplitude can be shown to be Lorentz-covariant and is independent 

of a particular choice for the off-shell continuation. The authors of [106] derived 

new expressions for a class of tree amplitudes with three negative helicities and any 

number of positive ones. It has been verified in [106] and [108] that the new scalar 

graph approach agrees with a number of known conventional results for scattering 

amplitudes in pure gauge theory. 

The aim of this chapter is to apply the new diagrammatic approach of [106] to 

tree amplitudes which involve fermion fields as well as gluons. As we proceed we will 

also describe the details of the CSW proposal. In the presence of fermions there are 

two new classes of MHV vertices, which involve one and two quark-antiquark lines. 

This is in addition to the the single class of purely gluonic MHV vertices considered 

in [106]. All three classes of vertices can in principle be connected to one another via 

propagators at tree level. This leads to new diagrams and provides us with useful 

tests of the method. Confirmation of the new diagrammatic approach of [106] in 

more general settings is important for two reasons. First, as mentioned earlier, this 

approach offers a much simpler alternative to the usual Feynman diagrams in gauge 

theory and can be used for deriving a variety of new closed-form expressions for multi­

parton tree amplitudes. Of course, in practice, in deriving multi-parton amplitudes 

there is no need to calculate Feynman diagrams directly as there are other powerful 

techniques based on the recursion relations [102, 123]. We also note that scalar graphs 

as a powerful method for calculating amplitudes in field theories with gauge fields 

and fermions was introduced already in [103]. 1 

Our second reason for studying and generalising this approach is its relation to 

string theory in twistor space. On the string side, the SYM amplitude is interpreted 

in [107] as coming from a D-instanton of charged, where dis equal to the number of 

negative helicity particles minus 1 plus the number of loops. The new scalar graph 

method of [106] is interpreted on the string side as the contribution coming entirely 

from d single instantons. On the other hand, in an interesting recent paper [104] it 

iti1 the approach of [i03] one also works in the helicity basis and uses scalar propagators and 

scalar vertices. However the scalar vertices utilized in [103] are not the MHV vertices used in [106] 

and here. 
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is argued that the SYM amplitude is fully determined by the opposite extreme case 

- a single d-instanton. In principle, there are also contributions from a mix:ed set of 

connected and disconnected instantons of total degree d. 

From the gauge theory perspective, there are two questions we can ask: 

(1) does the scalar formalism of [106] correctly incorporate gluinos in a generic 

supersymmetric theory, and 

(2) does it work for diagrams with fundamental quarks in a non-supersymmetric 

SU(N) theory, i.e. in QCD? 

It is often stated in the literature that any gauge theory is supersymmetric at tree 

level. This is because at tree level superpartners cannot propagate in loops. This 

observation, on its own, does not answer the question of how to relate amplitudes 

with quarks to amplitudes with gluinos. The colour structure of these amplitudes 

is clearly different. 2 However, we will see that the purely kinematic parts of these 

amplitudes are the same at tree level. 

In the next section we briefly recall well-known results about decomposition of full 

amplitudes into the colour factor Tn and the purely kinematic partial amplitude An· 

A key point in the approach of [106] and also in [104, 107] is that only the kinematic 

amplitude An is evaluated directly. Since An does not contain colour factors, it is 

the same for tree amplitudes involving quarks and for those with gluinos. There 

is an important point we should stress here. A priori, when comparing kinematic 

amplitudes in a non-supersymmetric and in a supersymmetric theory, we should make 

sure that both theories have a similar field content. In particular, when comparing 

kinematic amplitudes in QCD and in SYM, (at least initially) we need to restrict 

to the SYM theory with vectors, fermions and no scalars. Scalars are potentially 

dangerous, since they can propagate in the internal lines and spoil the agreement 

between the amplitudes. Hence, while the kinematic tree-level amplitudes in massless 

QCD agree with those inN= 1 pure SYM, one might worry that the agreement will 

be lost when comparing QCD with N = 4 (and N = 2) theories. Fortunately, 

2 Also, amplitudes with gluons and gluinos are automatically planar at tree level. This is not 

the case for tree diagrams with quarks, as they do contain 1/ N-suppressed terms in SU(N) gauge 

theory. 
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this is not the case, the agreement between amplitudes in QCD and amplitudes in 

SYM theories does not depend on N. The main point here is that in N = 2 and 

N = 4 theories, the scalars ¢ couple to gluinos A A and A 8 from different N = 1 

supermultiplets, 

where A, B = 1, .. . N, and ¢AB = -¢8A, hence A-!=- B. At the same time, in the 

kinematic amplitudes quarks are identified with gluinos of the same fixed A, i.e. 

q f-+ AA=l+, q f-+ AA=l' 

QCD-amplitudes with m quarks, m antiquarks and l gluons in external lines 

correspond to SYM-amplitudes with m gluinos A 1+, m anti-gluinos A!, and l gluons. 

Since all external (anti)-gluinos are from the same N = 1 supermultiplet, they cannot 

produce scalars in the internal lines of tree diagrams. These diagrams are the same 

for all N = 0, ... , 4. Of course, inN= 4 and N = 2 theories there are other classes 

of diagrams with gluinos from different N = 1 supermultiplets, and also with scalars 

in external lines. Applications of the scalar graph approach to these more general 

classes of tree amplitudes inN= 2, 4 are presented in [105]. 

We conclude that, if the new formalism gives correct results for partial amplitudes 

An in a supersymmetric theory, it will also work in a nonsupersymmetric case, and 

for a finite number of colours. Full amplitudes are then determined uniquely from 

the kinematic part An, and the known expressions for Tn, given in (5.4), (5.6) below. 

This means that for tree amplitudes questions (1) and (2) are essentially the same. 

In section 5.2 we explain how the diagrammatic approach of [106] works for calcu­

lating scattering amplitudes of gluons and fermions at tree level. This method leads 

to explicit and relatively simple expressions for many amplitudes. As a first example, 

using the scalar graph approach, we derive an expression for non-MHV --- + ... + 
amplitudes An with two fermions and n- 2 gluons. We furthermore derive a non­

MHV n-point amplitude which involves four fermions. These new results are checked 

successfully against some previously known expressions for n = 4, 5. 
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5.1 Tree Amplitudes 

We concentrate on tree-level amplitudes in a gauge theory with an arbitrary finite 

number of colours. For definiteness we take the gauge group to be SU(N) and 

consider tree-level scattering amplitudes with arbitrary numbers of external gluons 

and fermions (it is also straightforward to include scalar fields, but we leave them out 

from most of what follows for simplicity). SU(N) is unbroken and all fields are taken 

to be massless, we refer to them generically as gluons, gluinos and quarks, though 

the gauge theory is not necessarily assumed to be supersymmetric. 

5.1.1 Colour decomposition 

It is well-known that a full n-point amplitude Mn can be represented as a sum of 

products of colour factors Tn and purely kinematic partial amplitudes An, 

(5.2) 

Here { ci} are colour labels of external legs i = 1 ... n, and the kinematic variables 

{ ki, hi} are on-shell external momenta and helicities: all kl = 0, and hi = ±1 for 

gluons, hi = ±~ for fermions. The sum in (5.2) is over appropriate simultaneous 

permutations O" of colour labels { Ca(i)} and kinematic variables { ka(i), ha(i)}. The 

colour factors Tn are easy to determine, and the non-trivial information about the 

full amplitude Mn is contained in the purely kinematic part An. If the partial 

amplitudes An( {ki, hi}) are known for all permutations O" of the kinematic variables, 

the full amplitude Mn can be determined from (5.2). 

We first consider tree amplitudes with arbitrary numbers of gluons and gluinos 

(and with no quarks). The colour variables {ci} correspond to the adjoint represen­

tation indices, { ci} = { ai}, and the colour factor Tn is a single trace of generators, 

If,ere the sum is over (n- 1)! noncyclic inequivalent permutations of n external par­

ticles. The single-trace structure in (5.3), 

(5.4) 
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implies that all tree level amplitudes of particles transforming in the adjoint repre­

sentation of SU(N) are planar. This is not the case neither for loop amplitudes, nor 

for tree amplitudes involving fundamental quarks. 

Fields in the fundamental representation couple to the trace U(1) factor of the 

U(N) gauge group. In passing to the SU(N) case this introduces power-suppressed 

1/ NP terms. However, there is a remarkable simplification for tree diagrams involving 

fundamental quarks: the factorisation property (5.2) still holds. More precisely, for 

a fixed colour ordering u, the amplitude with m quark-antiquark pairs and l gluons 

(and gluinos) is still a perfect product, 

(5.5) 

and all 1/ NP corrections to the amplitude are contained in the first term. For tree 

amplitudes the exact colour factor in (5.5) is [125] 

(-1)P 
'T' _ --(Tal Ta11). (Ta11+1 Ta12 ). (Talm-l+l Tal)· il+2m - . . . t 1a 1 • • • t 2 a 2 • • • • . • tmO<m • 

NP 
(5.6) 

Here l 1, ... , lm correspond to an arbitrary partition of an arbitrary permutation of 

the l gluon indices; i 1, ... im are colour indices of quarks, and o:1 , ... O:m - of the 

antiquarks. In perturbation theory each external quark is connected by a fermion 

line to an external antiquark (all particles are counted as incoming). When quark 

ik is connected by a fermion line to antiquark o:kl we set o:k = ik. Thus, the set of 

o: 1, ... O:m is a permutation of the set i~, ... i-:n. Finally, the power p is equal to the 

number of times o:k = ik minus 1. When there is only one quark-antiquark pair, m=1 

and p=O. For a general m, the power p in (5.6) varies from 0 to m- 1. 

The kinematic amplitudes A1+2m in (5.5) have the colour information stripped off 

and hence do not distinguish between fundamental quarks and adjoint gluinos. Thus, 

At+2m(q, ... , ij, ... ,g+, ... ,g-, .. . ) = At+2m(A+, ... ,A-, ... ,g+, ... ,g-, .. . ) , (5.7) 

where q, ij, g±, A± denote quarks, antiquarks, gluons and gluinos of± helicity. 

In section 5.2 we will use the scalar graph formalism of [106] to evaluate the 

kinematic amplitudes An in (5.7). Full amplitudes can then be determined uniquely 

from the kinematic part An, and the known expressions for Tn in (5.4) and (5.6) by 

summing over the inequivalent colour orderings in (5.2). 

From now on we concentrate on the purely kinematic part of the amplitude, An-
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5.1.2 Helicity amplitudes 

We will be studying tree level partial amplitudes An = Al+2m with l gluons and 2m 

fermions in the helicity basis. All external lines are defined to be incoming, and a 

fermion of helicity +~ is always connected by a fermion propagator to a helicity -~ 

fermion, 3 hence the number of fermions 2m is always even. 

A tree amplitude An with n or n - 1 particles of positive helicity vanishes iden­

tically. The same is true for An with n or n - 1 particles of negative helicity. First 

nonvanishing amplitudes contain n - 2 particles with helicities of the same sign and 

are called maximal helicity violating (MHV) amplitudes. 

The spinor helicity formalism4 is defined in terms of two commuting spinors of 

positive and negative chirality, >.a and Aa· Using these spinors, any on-shell momen­

tum of a massless particle, pllpll = 0, can be written as 

Spinor inner products are introduced as 

Then a scalar product of two null vectors, Paa = >.a);a and Qaa = >.~.);~, is 

Jl - 1 ( ') [- - '] pJlq - 2 >., ). >., ). . 

(5.8) 

(5.9) 

(5.10) 

Momentum conservation in ann-point amplitude provides another useful identity 

n 

L (>.r Ai)[};i };s] = 0 , (5.11) 
i=l 

for arbitrary 1 ~ r, s ~ n. 

3This is generally correct only in theories without scalar fields. In the N = 4 theory, a pair of 

positive helicity fermions, A 1+, A 2+, can be connected to another pair of positive helicity fermions, 

A 3+, A 4+, by a scalar propagator. As already mentioned in the introduction, for all amplitudes 

considered in this chapter we will take external fermions from the same N = 1 supermultiplet, i.e. 

A =;. 1, and this will rule out contributions of SGalar fielgs. eyen in.t!I{l,N =; 4 theQry. 
4This formalism was used for calculating scattering amplitudes first in [122-124]. We follow 

conventions of [107] and refer the reader also to comprehensive reviews [125, 126] where more detail 

and references can be found. Our helicity spinor conventions are summarised in the Appendix H 
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In the usual perturbative evaluation of amplitudes, external on-shell lines in Feyn­

man diagrams are multiplied by wave-function factors: a polarization vector ~:1 for 

each external gluon AJ.L, and spinors U± and u-± for external quarks and antiquarks. 

The resulting amplitude is a Lorentz scalar. The spinors A and ~ are precisely the 

wave-functions of fermions and corresponding antifermions (see Appendix H for more 

detail) 

(5.12) 

and the polarization vectors ~:1 are also defined in a natural way in terms of A, A 

(and a 'reference' spinor), as in [107]. 

An(gi, ... ,g;:_1,g;,g;:+l' ... ,g;_1,g;,g;+l' ... ,g:) is the 'mostly plus' purely glu­

onic MHV amplitude with n- 2 gluons of positive helicity and 2 gluons of negative 

helicity in positions r and s. To simplify notation, from now on we will not indicate 

the positive helicity gluons in the mostly plus amplitudes and the negative helicity 

gluons in the mostly minus amplitudes. Also, the mostly plus maximal helicity vio­

lating amplitudes will be referred to simply as the MHV amplitudes, and the mostly 

minus maximal helicity violating amplitudes will be called the MHV. Finally, in all 

the amplitudes An we will suppress the common momentum conservation factor of 

n 

ig~t] (27r)4 £5(4) ( L Aia~ia) (5.13) 
i=l 

Using these conventions, the MHV gluonic amplitude is 

(5.14) 

where An+l - ..\1 . The corresponding MHV amplitude with positive helicity gluons 

in positions r and s is 

[r s] 4 

(5.15) 

The closed-form expressions (5.14), (5.15) were derived in [122,123]. These and other 

results in the helicity formalism are reviewed in [125, 126]. 

An MHV amplitude An = A1+2m with l gluons and 2m fermions (from the same 

N = 1 supermultiplet) exists only for m = 0, 1, 2. This is because it must have 

precisely n- 2 particles with positive and 2 with negative helicities, and our fermions 
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always come in pairs with helicities ±~. Hence, including (5.14), there are three types 

of MHV tree amplitudes, 

(5.16) 

Expressions for all three MHV amplitudes in (5.16) can be simply read off theN= 4 

supersymmetric formula of Nair [120): 

n 
N=4 _ (8) ("" A) 1 

An - 0 {=: AiaT/i IT7=1 (i i + 1) ' (5.17) 

where nf, A= 1, 2, 3, 4 is theN= 4 Grassmann coordinate. Taylor expanding (5.17) 

in powers of Tfi, one can identify each term in the expansion with a particular tree­

level MHV amplitude in theN = 4 theory. (TJdk for k = 0, ... , 4 is interpreted as 

the ith particle with helicity hi = 1 - ~. Hence, hi = { 1, ~, 0, - ~, -1}, where zero 

is the helicity of a scalar field. It is straightforward to write down a general rule for 

associating a power of TJ with all component fields in N = 4, 

AA+ - 'YIA 
'It l g{ - 1' 

A- 2 3 4 
1 - - T/i T/i T/i ' A- 1 3 4 

2 - - T/i T/i T/i ' A- 1 2 4 
3 - - T/i T/i T/i ' 

(5.18) 

The amplitude (5.14) can be obtained from (5.17), (5.18) by selecting the (TJr )4 (ns) 4 

term; the second amplitude in (5.16) follows an appropriate (TJt) 4 (TJr) 3 (TJ8 )
1 term in 

(5.17); and the third amplitude in (5.16) is an (TJr) 3 (TJ8 )
1 (TJp) 3 (TJq) 1 term. For our 

calculations in addition to (5.14) we will need expressions for MHV amplitudes with 

m = 1 and m = 2 pairs of fermions (with the same A). The MHV amplitude with 

two external fermions and n- 2 gluons is 

(t r)3 (t 8) 
Il~1 (i i + 1) ' 

(5.19) 

where the first expression corresponds to r < 8 and the second to 8 < r (and t is 

arbitrary). The MHV amplitudes with four fermions and n- 4 gluons on external 

lines are 
'::,.:·-··--



5.2. Calculating Amplitudes Using Scalar Graphs 148 

The first expression in ( 5. 20) corresponds to t < s < r < q, the second - to t < r < 

s < q, and there are other similar expressions, obtained by further permutations of 

fermions, with the overall sign determined by the ordering. 

The MHV amplitude can be obtained, as always, by exchanging helicities + ~ 
and (i j) ~ [i j]. Expressions (5.19), (5.20) can also be derived from N = 1 

supersymmetric Ward identities, as in [125, 126]. 

All amplitudes following from Nair's general expression (5.17) are analytic in the 

sense that they depend only on (,\ >..1) spinor products, and not on [.Xi .Xi]· These 

include amplitudes in (5.14), (5.19), (5.20), as well as more complicated classes of 

amplitudes, i.e. with external gluinos A A, A B#A, etc, and with external scalar fields. 

5.2 Calculating Amplitudes Using Scalar Graphs 

The formalism of [106] represents all non-MHV tree amplitudes (including MHV) as 

sums of tree diagrams in an effective scalar perturbation theory. The vertices in this 

theory are the MHV amplitudes (5.16), continued off-shell as described below, and 

connected by scalar bosonic propagators 1/p2 . 

An obvious question one might ask is why one should use the 1/p2 propagator 

when connecting fermion lines in MHV vertices (5.16). To answer this, recall that 

the vertices (5.16) already contain the wave-function factors for all external lines, 

including fermions (5.12). An incoming fermion in one MHV vertex, connected by 

1/p2 to an incoming antifermion of another MHV vertex, corresponds to a factor of 

( ) 1 -( ) P aa u+ p a 2 u+ p a = -2 , 
p p 

(5.21) 

for an internal line in the usual Feynman diagram, which is just the right answer. 

There is a subtlety with choosing the ordering of fermions in each vertex which is 

explained in Appendix H in equations (H.5) and (H. 7). 

When one leg of an MHV vertex is connected by a propagator to a leg of another 

MHV vertex, both of these legs become internal to the diagram and have to be 

. C<,l~}ti~l1ec1 o£f~sl1elL Off-shell cqntinua,tion is defi1.1ed as follows [106]: we picl5 an 

arbitrary spinor rya and define Aa for any internal line carrying momentum Paa by 

(5.22) 
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The same 'T/ is used for all the off-shell lines in all diagrams contributing to a given 

amplitude. In practice it will be convenient to choose 'T/a to be equal to ~a of one 

of the external legs of negative helicity. External lines in a diagram remain on-shell, 

and for them A is defined in the usual way. 

Since in each MHV vertex (5.16) there are precisely two lines with negative helic­

ities, and since a propagator always connects lines with opposite helicities, there is a 

simple relation between the number of negative helicity particles in a given amplitude 

and the number of MHV vertices needed to construct it, 

(5.23) 

Here Q(-l) is the number of negative helicity gluons, q(-!) is the number of negative 

helicity fermions, and Ev is the total number of all MHV vertices (5.16) needed to 

construct this amplitude. 

This formalism leads to explicit and relatively simple expressions for many am­

plitudes. n-point amplitudes with three particles of negative helicity is the next case 

beyond simple MHV amplitudes. 

5.2.1 Calculating---+++ ... ++ amplitudes with 2 fermions 

To illustrate the power of the method in pure gauge theory, the authors of [106] 

have calculated n gluon amplitudes with three consecutive gluons of negative helicity 

- - - + + + ... + +. In order to see precisely what is new when fermions are 

present, and to provide another useful application of the method, in this section we 

will calculate a similar amplitude with three negative helicities which are now carried 

by a fermion and two gluons. 

We consider an n-point amplitude, 

(5.24) 

with one fermion and two gluons of negative helicities consecutive to each other, and 

a positive-helicity fermion in arbitrary position k, such that 3 < k ~ n. As in the case 

considered in [106], this amplitude comes from scalar diagrams with two vertices and 

one propagator, but in our case there is more that one type of vertex in (5.16). There 
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are three classes of scalar diagrams which contribute to An(A}, g:;, g3, At), they are 

depicted in Figure 5.1. First two classes of diagrams involve the first and the second 

vertex in (5.16), and the third class involves two second vertices in (5.16). 

4+ 
3-

2-

i+ 

4+ 
3-

i+ 

+ 

k+ __ ~ - + 

~-----------------

4+// 
3-

(i + 1) + 

+ 

Figure 5.1: Tree diagrams with MHV vertices contributing to the ---+ + + ... + + 
amplitude with 2 fermions and n- 2 gluons in Eq. (5.24). Fermions are represented 

by dashed lines and gluons- by solid lines. 

First two diagrams in Figure 5.1 involve a gluon exchange. The third diagram 

involves a fermion exchange, and can be schematically represented as 

(5.25) 

Here Aj and A=1 denote internal off-shell fermions, which are Wick-contracted via 

the scalar propagator 1/qJ. The order in which these internal fermion appear in (5.25) 

is according to the ket+ ket- prescription discussed in the Appendix H. 
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The three diagrams in Figure 5.1 give 

k-
1 (1 (2, i))2 (k (2, i)) 1 (2 3)3 

An=~ ((2, i) i + 1)(i + 1 i + 2) ... (n 1) qgi ((2, i) 2)(3 4) ... (i (2, i)) 

+ E . (1 2~2 .(k 2) ~ ((~, i) 3~3 . . (5.26) 
i=

4 
(2 (3, z))((3, z) z + 1) ... (n 1) q3i (3 4) ... (z- 1 z)(z (3, z)) 

+ t . . ~(1 2).
2 ~ ((3, i? 3)

2 ~k ~) . 
i=k ((3, z) z + 1)(z + 1 z + 2) ... (n 1) q3i (3 4) ... (z- 1 z)(z (3, z)) 

Following notations of [106] we have introduced qij =Pi+ Pi+1 + · · · + p1. The corre­

sponding off-shell spinor .Aij a is defined as in ( 6.1), >.ij a = qij aa 170.. All other spinors 

>.i are on-shell and (i (j, k)) is an abbreviation for a spinor product (.Ai, >.1k)· 

As in [106] we choose ,.,a. = 5.~, and evaluate the amplitude (5.26) as a function 

of the on-shell kinematic variables, .Ai and 5.1 , 5.2 , 5.3 . The final expression for the 

amplitude can be written as the sum of three terms: 

A - 1 [A(1) A(2) A(3)] 
n - nn (l l 1) n + n + n 

l=3 + 
(5.27) 

We have to treat the i = 3 term in the first sum in (5.26) and the i = n term in 

the last sum in (5.26) separately, as individually they are singular for our choice of 

Tla. = 5.~. These two terms are assembled into A~3). 

For i =!= 3 the first and the second lines in (5.26) give 

k-
1 (i i + 1) B (i-lf12.il2-)((i + 1)-lf}i+1,212-)(2-lf12.il2-) 

. ((3 2)3\1-lf/2,il22-) 2(k-lf/2,il2-) + (1 2)2(k 2);3-lfli+1,212-)3) 

q2,i qi+1,2 

A(1) = 
n 

(5.28) 

In evaluating (5.28) we used the Lorentz-invariant combination (i-lp li-) = iaPaa.ia., 

see Eq. (H.3) in the Appendix H. We also used momentum conservation to set q3,i = 

-qi+1,2, and the anticommuting nature of spinor products to simplify the formula. 

The second term in (5.27) is the contribution of the third line in (5.26) for i =!= n. 

We find 

(2) - ~ . . _1_ (1 2) 2 (k 3) (3-lf/i+1,212-) 2 

An - LJ (z z + 1) 2 (. If/ I )( . ) If/ I ) . 
i=k qi+1,2 z- i+l,2 2- (z + 1 - i+l,2 .2-

(5.29) 

The remaining terms- the i = 3 term in the first sum in (5.26) and the i = n term in 

the last sum in (5.26)- both contain a factor [2 Tl] in the denominator and are singular 



5.2. Calculating Amplitudes Using Scalar Graphs 152 

for 177-) = 12-). For the method to work, the singularity has to cancel between 

the two terms. This is indeed the case, and rather nontrivially the cancellation 

occurs between the diagrams of different types - the first and the last in Figure 5.1 

- with different MHV vertices. After the singularity cancels, the remaining finite 

contribution from these two terms is derived by setting 117-) = 12-) + I c), bringing 

two terms to a common denominator and using Schouten's identity, [a ,8][1 6] + 

[a 1][6 ,8] + [a 6][,8 1] = 0. In the end lc) is set to zero. The result is 

A(3) = (3 1)(3 k) (813 + 2(812 + 823) (3 1)(2 n) (3 1)(2 4) _ (3 1)(2 k)) 
n [1 2][2 3] + [1 2](1 n) + [2 3](3 4) [2 3](3 k) 

(5.30) 

where 8km = (Pk + Pm) 2 = (k m)[k m]. 

5.2.2 Tests of the amplitude (5.27)-(5.30) 

We will now test our result for an n-point - - - + + + ... + + amplitude with 2 

fermions, against some known simple cases with n = 4, 5. 

We first consider a 4-point amplitude with three negative helicities, 

A4 (A"[, 92,93, At) and check if this amplitude vanishes. Hence, we set n = 4 = k 

and find that 

AC 1) = 0 
n ' 

AC2) = 0 
n ' 

since both expressions, (5.28) and (5.29), are proportional to 2.::::~=4 ... 
remaining contribution A~3) in (5.30) gives 

Ac3) = (3 1)(3 k) (- (1 3)[1 3] (3 1)(2 4)) = 
n [1 2][2 3] + [1 2](1 4) O . 

(5.31) 

0. The 

(5.32) 

Here we first used that for n = 4 case 812 +823 +8 13 = 0, and a momentum conservation 

identity, (4 1)[1 3] + (4 2)[2 3] = 0. 

The next test involves a 5-point amplitude with three negative helicities, 

A5 (A!,92,93,At,9t). This is necessarily an MHV amplitude, or a mostly minus 

MHV amplitude which is (cf second equation in (5.19)) 

[5 4]3 [5 1] 
TI~= 1 [i i + 1] [1 2][2 3][3 4] 

(5.33) 
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We set n = 5, k = 4 and evaluate expressions in (5.28)-(5.30). First, we notice again 

that 

A< 1) = 0 
n ' 

(5.34) 

since 2.::;=4 = 0. However, A~2) and A~3) are both non-zero, 

[4 2] 2 (1 2) 2 1 
-:------:-:---::--::-----:-

(1 5) 2 [1 2][2 3][3 4] ' 
(5.35) 

A~3) (3 1) ( (4 5)[4 5] (1 3)[1 3] (3 1)(2 5)) 
TI~=3 (z z + 1) - (4 5) (5 1) 

2 
[1 2][2 3J - [1 2][2 3] + [1 2] (1 5) 

(5.36) 

We further use a momentum conservation identity to re-write the first factor in (5.35) 

as 

[4 2] 2 (1 2) 2 

(1 5) 2 (
[4 5]- (1 3)[3 4])

2 
= [4 5]2 (1 3)

2 
[3 4]

2
- 2 (1 3)[3 4][4 5] 

(1 5) + (1 5) 2 (1 5) 
(5.37) 

Now, the last term on the right hand side of (5.37) cancels the first term in brackets 

in (5.35) and the second term in (5.37) cancels the last two terms in (5.35) via an 

identity 

[3 4](4 5) + [3 1](1 5) + [3 2](2 5) = 0 . (5.38) 

The remaining [4 5] 2 term on the right hand side of (5.35) leads to the final answer 

for the amplitude, 
[4 5]2 

(5.39) 
[1 2][2 3][3 4] . 

We expect that other, more involved tests of the amplitude at the 6-point level 

and beyond will also be successful. 

5.2.3 Calculating---+++ ... ++ amplitudes with 4 fermions 

Since the scalar graph method gives correct results for non-MHV amplitudes with 2 

external fermions, the next step is to apply this method to 4-fermion amplitudes. In 

this section we will calculate ann-point amplitude with 4 fermions for three negative 

helicities consecutive to each other, 

(5.40) 
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where 3 < p < q ~ n. As always, positive-helicity gluons in amplitudes will not be 

indicated explicitly, unless they appear in internal lines. 

There are four scalar diagrams which contribute to this process. They are drawn 

in Figure 5.2. The first diagram in Figure 5.2 is a gluon exchange between two 

2-fermion MHV-vertices. This diagram has a schematic form, 

1 
A(g!,k,;,gj,At) 2 A(A3,At,g::::1 ). 

- q[ -
(5.41) 

Here gj and g::::1 are off-shell (internal) gluons which are Wick-contracted via a scalar 

propagator, and I= (3, i). 

The second diagram involves a gluon exchange between a 0-fermion and a 4-

fermion MHV vertex, 

1 
A(g!,gf) 2 A(A2,A3,At,At,g~1 ), - q[ -

(5.42) 

with external index I= (2, i). Note that this diagram exists only for n > 5, i.e. there 

must be at least one g+ in the first vertex, otherwise it is a 2-point vertex which does 

not exist. 

The third and the fourth diagrams in Figure 5.2 involve a fermion exchange be­

tween a 2-fermion and a 4-fermion MHV vewrtices. They are given, respectively 

by 

(5.43) 

with I = (2, i), and 

1 
A(g!,A2,Ai) 2 A(A3,At,At,A::::1), 

- q[ -
(5.44) 

with I= (3, i). Both expressions, (5.43) and (5.44), are written in the form which is 

in agreement with our ordering prescription for internal fermions, ket+ ket-. 

We will continue using the same of-shell prescription T}a = 5.~ as in the section 

5.2.1. But there is an important simplification in the present case compared to 5.2.1 

- there will be no singular terms appearing in individual diagrams. This is because 

the reference spinor T}a = 5.~ now corresponds to a gluino, rather than a gluon g-. 

The reason for singularities encountered in section 5.2.1 and in Ref. [106] was simply 

the singular collinear limit of the 3-gluon vertex where all gluons went on-shell. We 
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Figure 5.2: Diagrams contributing to the 4-fermion n-point amplitude (5.40) 
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will see that these singularities would not occur in the present case, and not having 

to cancel them will save us some work. 5 

For extra clarity we will first present a simpler version of the evaluation of (5.40) 

for the case n = 5. This result will then be generalized to all values of n. For n = 5, 

we set p = 4 and q = 5 in (5.40), and the calculation is straightforward. 

1. The first diagram in Figure 5.2, Eq. (5.41), is 

((2 3)[2 3] + (2 4)[2 4])(5 1)[2 1] 
1 ]2 

(3 4)[3 4] . (4 3)[2 4 

[2 4]2(1 2) 2 

[3 4]((2 3)[2 3] + (2 4)[2 4])(5 1)[2 1] . 

2. The second diagram is zero. 

3. The third diagram, Eq. (5.43), is 

( (2 3) [2 3] + (2 4) [2 4]) (3 4) 

1 

(5 1)[5 1] 

(5 1)[2 5]2 

[2 1] 
-[2 5]2(2 3) 2 

[2 1][5 1]((2 3)[2 3] + (2 4)[2 4])(3 4) 

4. The fourth diagram, Eq. (5.44): 

(2 1) 1 
-- . --,-----------=-
[2 1] (1 2)[1 2] 

(3 1) 2 [2 1] 
(3 4)(5 1) [2 1](3 4)(5 1) 

(5.45) 

(5.46) 

(5.47) 

Now, we need to add up the three contributions. We first combine the expressions 

in (5.45) and (5.46) into 

[2 1][3 4][5 1] [2 1](3 4)(5 1) 
(5.48) 

using momentum conservation identitites, and the fact that (2 3) [2 3] + (2 4) [2 4] = 

-(3 4)[3 4] + (5 1)[5 1]. Then, adding the remaining contribution (5.47) we obtain 

the final result for the amplitude, 

-[4 5]3[2 3] 
A5(91' A2, A3' At, At) = [1 2][2 3][3 4][4 5][5 1] . (5.49) 

which is the precisely right answer for the MHV-bar 5-point 'mostly minus' diagram! 

5In view of this, the calculation in section 5.2.1 could have been made simpler, if we had chosen 

the reference spinor to be the spinor of the negative-helicity gluino A!. 
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We now present the general expression for the amplitude with n external legs. 

Using the same prescription for the vertices as above the first diagram of Figure 5.2 

gives 

A~l) = f . . ~1 2)
2 ~1 q) . ~ (3 - ~3, i)) 3 (~ - (3, i~) 

i=p (2 (3, ~))((3, ~) ~ + 1)(z + 1 ~ + 2) ... (n 1) q3i (3 4) ... (~ - (3, ~))(-(3, ~) 3) 

=- . . 1 f (1 2)
2

(1 q)(i i + 1)(3-lfii+l,212-)2(p-lfi2,il2-) 
I1~=3 (ll + 1) i=p q[+l,2(i-lfi2,il2-)((i + 1)-lfii+l,212-)(2-lfi2,il2-) . 

(5.50) 

For the second diagram of Figure 5.2 one obtains 

(5.51) 

The contribution of the third diagram of Figure 5.2 is 

(5.52) 

Finally, from the fourth diagram of Figure 5.2 we get 

A(4)=~ (12)2 (1(3,i)) 2_ -(3 -(3,i)) 3 (pq) 
n ~ (2 (3,i))((3,i) i + 1)(i + 1 i + 2) ... (n 1) qL (3 4) ... (i - (3,i))(-(3,i) 3) 

=- 1 t (1 2)
2
(P q)(i i + 1)(3-lfii+l,212-)2(1-lfi2,il2-) . 

I1~=3 (ll + 1) i=q q[+l,2(i-lfi2,il2-)((i + 1)-lfii+l,212-)(2-lfi2,il2-) 

(5.53) 

One can combine the result for the first and the third diagram to get: 

(5.54) 

(5.55) 
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The final result for the n-point amplitude is with 4 fermions 

A ( - A- A- A+ A+) - A(1,3) A(2) A(4) 
n 91 ' 1\.2 ' 113 ' 11p ' 1\.q - n + n + n · (5.56) 

All the individual terms are regular, and the equation above is the final result of this 

section. 

In this chapter, we saw how the CSW method, initially used for gluonic ampli­

tudes inN= 4 SYM, can be naturally extended to include fermions in theories with 

any degree of supersymmetry N = 4, 2, 1, 0. This method appears to be much more 

efficient than the usual Feynman diagrammatic method especially when the number 

of external particles increases. In the next chapter, we shall see how the application 

of the CSW method to amplitudes involving fermions leads to expressions free of un­

physical singularities related to the choice of the reference spinor. The purely gluonic 

amplitudes can then be straightforwardly obtained by employing supersymmetric 

Ward identities to express them in terms of amplitudes with gluons and fermions. 



Chapter 6 

Non-MHV tree amplitudes in 

gauge theory 

In the previous chapter, we explained, in some detail, how the CSW method can be 

used to calculate gauge theory amplitudes in theories with any degree of supersym­

metry and any number of colours. 

In the present chapter we show how non-MHV (NMHV) tree-level amplitudes in 

0 :::; N :::; 4 gauge theories can be obtained directly from the scalar graph approach. 

One of the main points we want to make is that after the 'Feynman rules' for scalar 

diagrams are used, together with the off-shell continuation of helicity spinors on 

internal lines, expressions for all relevant individual diagrams are automatically free of 

unphysical singularities at generic phase space points, and amplitudes are manifestly 

Lorentz- (and gauge-) invariant. Hence, no further helicity-spinor algebra is required 

to convert the results into an immediately usable form. 

To illustrate the method, we will derive expressions for n-point amplitudes with 

three negative helicities carried by fermions and/ or gluons. We will also write down 

a supersymmetric expression which gives rise to all such amplitudes in 0 :::; N :::; 4 

gauge theories. This complements a very recent calculation of Kosower [110] of such 

amplitudes in the purely gluonic case. 

As in [4], we will consider tree-level amplitudes in a generic SU(N) gaug;e theory 

with an arbitrary finite number of colours. SU(N) is unbroken and all fields are 

taken to be massless, we refer to them generically as gluons, fermions and scalars. 
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The gauge theory is not necessarily assumed to be supersymmetric, i.e. the number 

of supercharges is 4N, where 0-::; N-::; 4. 

This chapter is organised as follows. In section 6.2 we will use supersymmetric 

Ward identities to express NMHV purely gluonic amplitudes in terms of NMHV 

amplitudes with gluons and two fermions 1 . Then, using the CSW scalar graph method 

for gluons 1106] and fermions [4], in sections 6.3 and 6.4 we will derive expressions for 

the NMHV amplitudes with three negative helicities involving gluons and fermions. 

Section 6.5 of this chapter considers the scalar graph method with the single an­

alytic supervertex of Nair [120]. We provide a single formula which gives rise to all 

tree-level NMHV amplitudes with three negative helicities in 0 -::; N -::; 4 supersym­

metric gauge theories, involving all possible configurations of gauge fields, fermions 

and scalars. There is also no principal obstacle to continue with further iterations 

of the analytic supervertex and derive formal expressions for tree amplitudes with 

an arbitrary number of negative helicities. Depending on the topology of the iter­

ation, these expressions would correspond to different skeleton diagrams of [109] in 

0 -::; N -::; 4 supersymmetric gauge theories. 

6.1 Amplitudes in the spinor helicity formalism 

We will first consider theories with N -::; 1 supersymmetry. Gauge theories with 

extended supersymmetry have a more intricate behaviour of their amplitudes in the 

helicity basis and their study will be postponed until section 6.5. Theories with N = 4 

(or N = 2) supersymmetry haveN different species of gluinos and 6 (or 4) scalar 

fields. This leads to a large number of elementary MHV-like vertices in the scalar 

graph formalism. This proliferation of elementary vertices asks for a super-graph 

generalization of the CSW scalar graph method, which will be outlined in section 

6.5. 

1 It may be worthwhile to note that while a gluonic non-MHV amplitude can be determined in 

terms of amplitudes with fermions and gluons, the converse of this statement is not true. Indi­

vidual non-MHV amplitudes involving fermions cannot be deduced with susy Ward identities from 

amplitudes with gluons only. 
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Now we concentrate on tree level partial amplitudes An = At+2m with l gluons and 

2m fermions in the helicity basis, and all external lines are defined to be incoming. 

The three types of MHV tree amplitudes inN::; 1 theories are given by (5.14), (5.19) 

and (5.20). 

6.2 Gluonic NMHV amplitudes and the CSW 

method 

The formalism of CSW was developed in [106] for calculating purely gluonic ampli­

tudes at tree level. In this approach all non-MHV n-gluon amplitudes (including 

MHV) are expressed as sums of tree diagrams in an effective scalar perturbation the­

ory. The vertices in this theory are the MHV amplitudes (5.14), continued off-shell 

as described below, and connected by scalar propagators 1 I q2
. 

Based on [4], it was shown in the previous chapter that the same idea continues 

to work in theories with fermions and gluons. Scattering amplitudes are determined 

from scalar diagrams with three types of MHV vertices, (5.14),(5.19) and (5.20), 

which are connected to each other with scalar propagators 1 I q2
. Also, at tree level, 

supersymmetry is irrelevant and the method applies to supersymmetric and non­

supersymmetric theories [4]. 

When one leg of an MHV vertex is connected by a propagator to a leg of another 

MHV vertex, both legs become internal to the diagram and have to be continued off­

shell. Off-shell continuation is defined as follows [106]: we pick an arbitrary spinor 

~~cf and define Aa for any internal line carrying momentum qaa by 

(6.1) 

External lines in a diagram remain on-shell, and for them .\ is defined in the usual 

way. For the off-shell lines, the same ~Ref is used in all diagrams contributing to a 

given amplitude. 

For practical applications the authors of [106] have chosen ~~cf in (6.1) to be equal 

to ).a of one of the external legs of negative helicity, e.g. the first one, 

~Ref = ).~ · (6.2) 



6.2. Gluonic NMHV amplitudes and the CSW 
method 162 

This corresponds to identifying the reference spinor with one of the kinematic vari­

ables of the theory. The explicit dependence on the reference spinor ~*er disappears 

and the resulting expressions for all scalar diagrams in the CSW approach are the 

functions only of the kinematic variables ,\i a. and ~f. This means that the expres­

sions for all individual diagrams automatically appear to be Lorentz-invariant (in the 

sense that they do not depend on an external spinor ~~er) and also gauge-invariant 

(since the reference spinor corresponds to the axial gauge fixing n,.,.A11 = 0, where 

There is a price to pay for this invariance of the individual diagrams. Equa­

tions (6.1),(6.2) lead to unphysical singularities2 which occur for the whole of phase 

space and which have to be cancelled between the individual diagrams. The result 

for the total amplitude is, of course, free of these unphysical singularities, but their 

cancellation and the retention of the finite part requires some work, see [106] and 

section 3.1 of [4]. 

It will be important for the purposes of this chapter to note that these unphysical 

singularities are specific to the three-gluon MHV vertices and, importantly, they do 

not occur in any of the MHV vertices involving a fermion field [4]. To see how these 

singularities arise in gluon vertices, consider a 3-point MHV vertex, 

A ( - - +) - (1 2)4 
391 ' 92 ' 93 - (12)(23)(31) 

(1 2) 3 

(23)(31)' 
(6.3) 

This vertex exists only when one of the legs is off-shell. Take it to be the gt leg. 

Then Eqs. (6.1), (6.2) give 

A3a = (PI+ P2) ).~ = -Ala [1 1]- A2a [2 1] = - A2a [2 1] . (6.4) 

This implies that (2 3) = -(2 2)[2 1] = 0, and the denominator of (6.3) vanishes. 

This is precisely the singularity we are after. If instead of the gt leg, one takes the 

g:; leg go off-shell, then, (2 3) = -(3 3)[3 1] = 0 again. 

Now consider a three-point MHV vertex involving two fermions and a gluon, 

(2 1) 2 
---

(3 1) . (6.5) 

2Unphysical means that these singularities are not the standard IR soft and collinear divergences 

in the amplitudes. 
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Choose the reference spinor to be as before, 5.~, and take the second or the third 

leg off-shell. This again makes (2 3) = 0, but now the factor of (2 3) is cancelled 

on the right hand side of (6.5). Hence, the vertex (6.5) is regular, and there are 

no unphysical singularities in the amplitudes involving at least one negative helicity 

fermion when it's helicity is chosen to be the reference spinor [4]. One concludes that 

the difficulties with singularities at intermediate stages of the calculation occur only 

in purely gluonic amplitudes. One way to avoid these intermediate singularities is to 

choose an off-shell continuation different from the CSW prescription (6.1),(6.2). 

Kosower [110] used an off-shell continuation by projection of the off-shell momen­

tum with respect to an on-shell reference momentum q~er, to derive, for the first time, 

an expression for a general NMHV amplitude with three negative helicity gluons. The 

amplitude in [110] was from the start free of unphysical divergences, however it re­

quired a certain amount of spinor algebra to bring it into the form independent of 

the reference momentum. 

Here we will propose another simple method for finding all purely gluonic NMHV 

amplitudes. Using N = 1 supersymmetric Ward identities one can relate purely glu­

onic amplitudes to a linear combination of amplitudes with one fermion-antifermion 

pair. As explained above, the latter are free of singularities and are manifestly 

Lorentz-invariant. These fermionic amplitudes will be calculated in the following 

section using the CSW scalar graph approach with fermions [4]. 

To derive supersymmetric Ward identities [121] we use the fact that, supercharges 

Q annihilate the vacuum, and consider the following equation, 

([Q, At ... g~ ... g;; ... g;; .. . ]) = 0, (6.6) 

where dots indicate positive helicity gluons. In order to make anticommuting spinor 

Q to be a singlet entering a commutative (rather than anticommutative) algebra with 

all the fields we contract it with a commuting spinor TJ and multiply it by a Grassmann 

number 0. This defines a commuting singlet operator Q(TJ). Following [126] we can 

write down the following susy algebra relations, 

[Q(TJ), A +(k)] = -O(TJ k) g+(k) , [Q(TJ), A -(k)] = +B[TJ k] g-(k) , 
(6.7) 

[Q(TJ), g-(k)] = +(}(TJ k) A -(k) , [Q(TJ), g+(k)] = -e[TJ k] A +(k) . 
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In what follows, the anticommuting parameter () will cancel from the relevant expres­

sions for the amplitudes. The arbitrary spinors TJa, T}a,, will be fixed below. It then 

follows from ( 6. 7) that 

(TJ k)An(g;;,g~,g~) = (TJ ri)An(At,A~,g;;,g~) + (TJ r2)An(At,g;;,A;;,g~) 

+ (ry r3)An(At,g;;,g~,A~). 

(6.8) 

After choosing T/ to be one of the three ri we find from (6.8) that the purely gluonic 

amplitude with three negative helicities is given by a sum of two fermion-antifermion­

gluon-gluon amplitudes. Note that in the expressions above and in what follows, in 

n-point amplitudes we show only the relevant particles, and suppress all the positive 

helicity gluons g+. 

Remarkably, this approach works for any number of negative helicities, and the 

NMHV amplitude with h negative gluons is expressed via a simple linear combination 

of h- 1 NMHV amplitudes with one fermion-antifermion pair. 

In sections 6.3 and 6.4 we will evaluate NMHV amplitudes with fermions. In 

particular, in section 6.3 we will calculate the following three amplitudes, 

In terms of these, the purely gluonic amplitude of (6.8) reads 

(6.10) 

and TJ can be chosen to be one of the three mj to further simplify this formula. 

6.3 NMHV (- - -) Amplitudes with Two Fermions 

We start with the case of one fermion-antifermion pair, A-, A+, and an arbitrary 

number of gluons, g. The amplitude has a schematic form, An(A;;;_
1

, g;
2

, g;
3

, At), 

and without loss of generality we can have m 1 < m2 < m3 . With these conventions, 
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there are three different classes of amplitudes depending on the position of the At 
fermion relative to m 1, m2, m 3: 

(6.1la) 

(6.11b) 

(6.11c) 

Each of these three amplitudes receives contributions from different types of scalar 

diagrams in the CSW approach. In all of these scalar diagrams there are precisely 

two MHV vertices connected to each other by a single scalar propagator [106]. We 

will always arrange these diagrams in such a way that the MHV vertex on the left has 

a positive helicity on the internal line, and the right vertex has a negative helicity. 

Then, there are three choices one can make [110] for the pair of negative helicity 

particles to enter external lines of the left vertex, (m1, m 2), (m2, m 3), or (m3, ml). 

In addition to this, each diagram in N :::; 1 theory corresponds to either a gluon 

exchange, or a fermion exchange. 

The diagrams contributing to the first process (6.11a) are drawn in Figure 6.1. 

There are three gluon exchange diagrams for all three partitions (m2 , m3 ), (m1 , m2 ), 

(m3, m 1), and there is one fermion exchange diagram for the partition (m1, m 2). 

It is now straightforward, using the expressions for the MHV vertices (5.14),(5.19), 

to write down an analytic expression for the first diagram of Figure 6.1: 

A(l) = 1 1:1 I: -((i + 1,j) m 1 )
3 ((i + 1,j) k) (i i + 1)(j j + 1) 

n rr~=l (ll + 1) i=mj j=ma (i (i + 1,j))((i + 1,j) j + 1) ql+l,j 

(m2 m3)4 
x~----~--~~~----~ 

((j + 1,i) i + 1)(j (j + 1,i)) 

(6.12) 

This expression is a direct rendering of the 'Feynman rules' for the scalar graph 

method [4, 106], followed by factoring out the overall factor of (fl~=l (l l + 1) )-1. The 

objects (i + 1,j) and (j + 1,i) appearing on the right hand side of (6.12) denote the 

spinors ).i+l,j and AJ+l,i corresponding to the off-shell momentum qi+l,j 

(6.14) 
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Figure 6.1: Tree diagrams with MHV vertices contributing to the amplitude 

An ( A;;tJ, g;;
2

, g;;
3

, At). Fermions, A+ and A-, are represented by dashed lines and 

negative helicity gluons, g-, by solid lines. Positive helicity gluons g+ emitted from 

each vertex are indicated by dotted semicircles with labels showing the bounding g+ 

lines in each MHV vertex. 

where ~~cr is the reference (dotted) spinor [106] as in Eq. (6.1). All other spinors .\ 

are on-shell and (i (j, k)) is an abbreviation for a spinor product (.\i, AJk)· 

Having the freedom to choose any reference spinor we will always choose it to be 

the spinor of the fermion A-. In this section, this is the spinor of A;;
1 

, 

~Ref= ,\~1 • (6.15) 

We can now re-write 

( i ( i + 1 ' j)) ( ( i + 1 ' j) j + 1) ( (j + 1 ' i) i + 1 ) (j (j + 1 ' i)) 
(6.16) 

= (i-l~i+1,Jiml)(j + 1-l~i+l,jlml)(i + 1-l~i+1,Jiml)(j-l~i+1,Jiml)' 
and define a universal combination, 

2 

D = (i-l~i+ 1 ,1 lml)(j + 1-l~i+ 1 )ml)(i + 1-l~i+l,Jiml)(j-l~i+l,Jiml) (i i + ~i~~Jj + 1) 

Note that Here we introduced the standard Lorentz-invariant matrix element 

(i-lp k lj-) = ia Pk aa /\ which in terms of the spinor products is 

(6.17) 

(6.18) 
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The expression for A~1 ) now becomes: 

(6.19) 

For the second diagram of Figure 6.1, we have 

(6.20) 

The MHV vertex on the right in the second diagram in Figure 6.1 can collapse to a 

2-leg vertex. This occurs when i = m3 and j + 1 = m3 . This vertex is identically 

zero, since %+l,i = Pm3 = -qi+ 1,1, and (m3 m3 ) = 0. Similar considerations apply in 

(6.21), (6.25), (6.27), (6.30), (6.31), (6.36) and (6.44). 

Expressions corresponding to the third and fourth diagrams in Figure 6.1 are 

A(3) = 
n 

(6.22) 

Note that the first sum in (6.22), I:~:;t~-\ is understood to run in cyclic order, for 

example 2::":~= 4 = Li=4, ... ,n,l,2,3 . The same comment will also apply to similar sums in 

Eqs. (6.24), (6.27), (6.29), (6.30) below. 

The total amplitude is the sum of (6.19), (6.20), (6.21) and (6.22), 

4 

A (A- - - A+)- """'A(i) 
n m1 > 9m2' 9m3> k - L..J n · (6.23) 

i=l 

There are three sources of zeroes in the denominator combination D defined in 

(6.17). First, there are genuine zeroes in, for example, (i-lgi+1,1lml) when Qi+l,j is 

proportional to Pi· This occurs when j = i - 1. Such terms are always associated 

with two-leg vertices as discussed above and produce zeroes in the numerator. In 

fact, the number of zeroes in the numerator always exceeds the number of zeroes in 

the denominator and this contribution vanishes. Second, there are zeroes associated 

with three-point vertices when, for example, i = m 2 and Qi+l,j = Pm2 + Pm1 so that 

(m21~ 1 + ~2 lml) = 0. As discussed in Sec. 2, there is always a compensating 
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Figure 6.2: Tree diagrams with MHV vertices contributing to the amplitude 

An(A~~' 9~2' At' g~3). 

factor in the numerator. Such terms give a finite contribution (see (6.5)). Third, 

there are accidental zeroes when qi+ 1,1 happens to be a linear combination of Pi and 

Pm 1 • For general phase space points this is not the case. However, at certain phase 

space points, the Gram determinant of Pi, Pm 1 and qi+ 1,1 does vanish. This produces 

an apparent singularity in individual terms in (6.19)-(6.22) which cancels when all 

contributions are taken into account. This cancellation can be achieved numerically 

or straightforwardly eliminated using standard spinor techniques [110]. 

For the special case of coincident negative helicities, m 1 = 1, m2 = 2, m3 = 3, the 

double sums in Eqs. (6.19)-(6.22) collapse to single sums. Furthermore, we see that 

the contribution from (6.21) vanishes due to momentum conservation, q2,1 = 0. The 

remaining three terms agree with the result presented in Eq. (3.6) of Ref. [4]. 

We now consider the second amplitude, Eq. (6.11b). The scalar graph diagrams 

are shown in Figure 6.2. There is a fermion exchange and a gluon exchange diagram 

for two of the line assignments, (m1 , m2), and (m3 , mi), and none for the remaining 

assignment ( m 2, m3). 
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These four diagrams result in: 

(6.24) 

(6.26) 
n+m1-1 m3-1 ( -~), 1 -)4( )3( k) 

A(4)' = -1 ~ ~ m3 Y1i+1,j m1 m2 ml m2 (6.27) 
n TI~=1 (l l + 1) if;;:3 f:;: D 

and the final answer for (6.11b) is, 

4 

An(A~l' 9~2' At' 9~3) = LA~)' · (6.28) 
i=l 

Finally, we give the result for (6.11c). The corresponding diagrams are drawn in 

Figure 6.3. We find 

n+m1-1m3-1 ( -~), 1 -)4( )3( k) 
A(2)" = 1 ~ ~ m 3 Y1i+ 1,j m 1 m2 m1 m2 (6.30) 

n n~=I (l l + 1) if;;:3 j~2 D 

As before, the full amplitude is given by the sum of contributions, 

4 

A (A A+ ) ~ An(i)" . n ~1' k ,g~2,g~3 = LJ (6.33) 
i=l 
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Figure 6.3: Tree diagrams with MHV vertices contributing to the amplitude 

An(A~~,At,g~2,g~3) · 

6.4 NMHV (- - -) Amplitudes with Four Fermions 

We now consider the amplitudes with 2 fermion-antifermion lines. In what follows, 

without loss of generality we will choose the negative helicity gluon to be the first 

particle. With this convention, we can write the six inequivalent amplitudes as: 

An(9!, A~2 , A~3 , A~P' A~q) , 

An(9!, A~2 , A~P' A~3 , A~q) , 

An(g!, A~2 , A~P' A~q' A~J , 

An(9!, A~P' A~2 , A~3 , A~) , 

An(9!, A~P' A~2 , A~q' A~3 ) , 

An(9!, A~P' A~q' A~2 , A~3 ) • 

(6.34a) 

(6.34b) 

(6.34c) 

(6.34d) 

(6.34e) 

(6.34f) 

The calculation of the amplitudes of (6.34a)-(6.34f) is straightforward. The dia­

grams contributing to the first process are shown in Figure 6.4. It should be noted 

that not all the amplitudes in (6.34a)-(6.34f) receive contributions from the same 

number of diagrams. For example, there are four diagrams for the process of (6.34a) 

while there are six for that of (6.34b ). In order to avoid vanishing denominators, one 
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Figure 6.4: Tree diagrams with MHV vertices contributing to the four fermion am­

plitude An (g!, A~2 , A~3 , A~p, A~q). 

can choose the reference spinor to be ij = Am2 • With this choice the result can be 

written as: 

A~I) ~ n" / ) f rr~l (m3lti;+I,;Im2)
3
(P-Itl ... ,;lm2) (1 m,)

3
(1 q) ' (6.35) 

1=1 l l + 1 i=p j=mz D 

A(2) = -1 1:1 ~ (1-lfii+l,jlm2)4 (m2 m3)3(p q) 

n TI7=1 (l l + 1) i=l f=; D 
(6.36) 

Jl(3) = 1 ~1 ~ (1-lfii+1,jlm2)3(P-Ifii+1,jlm2)(m2 m3)3(1 q) 
n TI~ 1 (l l + 1) ~ f=: D ' (

6
-
37

) 

A~'l ~ 0" ( 1 ) t 1:• ( m; IR .. • ,;1m2)' (1-lg;+I,;Im;·) (1 m,)' (p q) . ( 6.38) 

1=1 l l + 1 i=q j=mz D 

As before the final result is the sum of Eq. (6.35)-(6.38). 
4 

A ( - A- A- A+ A+ ) - ~ A-(i) 
n gl ' mz' m3' mp' mq - L...t n · 

i=l 

(6.39) 

Once again, for the case of coincident negative helicities, m2 = 2, m3 = 3, the double 

sums collapse to single summations and we recover the results given in Ref. [4]. 

As a last example we write down the expression for the amplitude of (6.34b). The 

corresponding diagrams are shown in Figure 6.5. We find, 

Jl(ll' = -1 f I: (m3lfii+l,)m2)
3
(P-Ifii+l,jlm2)(1 m2)

3
(1 q) ( ) 

n TI~1 (l l + 1) i=mJ j=mz D ' 6.40 
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(6.43) 

(6.44) 

(6.45) 
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The full amplitude is the sum of Eq. (6.35)-(6.38). 

6 

An (g1, A-:n2 , A~P, A-:n3
, A~q) = LA~)' (6.46) 

i=l 

We close this section by listing the inequivalent NMHV amplitudes with three 

fermion-antifermion pairs. There are ten such amplitudes since choosing the first 

particle to be a negative helicity fermion we are left with five fermions (two of which 

have negative helicity and three positive) which should be distributed in all possible 

ways among themselves, and, in addition there are ( n - 6) positive helicity gluons. 

Thus the number of different possible ways is 5!. However, the order of the particles 

of the same helicity is immaterial (since one can always choose m2 ::::; m3 and mP ::::; 

mq ::::; mr)· This means that we have to divide 5! by 3! (for the positive helicity 

fermions) and by 2! (for the negative helicity fermions.) Thus there are ten different 

fermion amplitudes. These are listed below: 

An(A1, A-:n2 , A-:n3 , A~P' A~q' A~J , An(A1, A-:n2 , A~P' A-:n3 , A~q' A~J , 

An (A 1, A-;;12 , A~p, A!q, A-:n3 , A~r) , An (A 1, A~p, A-:n2 , A-:n3 , A~q , A~r) , 

An(A1, A~P' A-:n2 , A~q' A-:n3 , A~J , An(A1, A~P' A~q, A-:n2 , A-:n 3 , A~J , 

An (A 1, A~r , A~q , A~r, A-;;, 2 , A-:n3 ) , An (A 1 , A~p, A!q , A-:n2 , A~r, A-:n3 ) , 

An(A1, A~P' A-:n2 , A~q' A!r' A-:n3 ) , An(A1, A-:n2 , A~P' A~q' A~r' A-:n3 ) • 

(6.47) 

These amplitudes also present no difficulty, and they can be evaluated in the same 

manner as before. 

6.5 Iterations of the Analytic Supervertex 

6.5.1 Analytic Supervertex 

So far we have encountered three types of MHV amplitudes (5.14), (5.19) and (5.20). 

The key feature which distinguishes these amplitudes is the fact that they depend 

only on (>.i >.1) spinor products, and not on [~i ~i]. 

All amplitudes following from ( 5.17) are analytic in the sense that they depend 

only on (>.i >.1) spinor products, and not on [~i ~i]. There is a large number of such 

component amplitudes for an extended susy Yang-Mills, and what is remarkable, 
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not all of these amplitudes are MHV. The analytic amplitudes of the N = 4 SYM 

obtained from (5.17), (5.18) are 

An(g-,g-), An(g-,A::\,AA+), An(A::\,A:B,AA+,A8 +), 

An(g-, Ai+, A2+, A3+, A4+) , An(A::\, AA+, Al+, A2+, A3+, A4+) , 

An(Al+, A2+, A3+, A4+, Al+, A2+, A3+, A4+), An(¢JAB• AA+, A8 +, Al+, A2+, A3+, A4+), 

An(g-,¢}AB•¢AB), An(g-,¢}AB•AA+,AB+), An(A::\,A:B,¢A8 ), 

An(A::\,¢A8 ,¢JBc•A0 +), An(A::\,¢JA8 ,AA+,AB+,AC+), 

An(¢,¢,¢},¢), An(¢,¢,¢),A+,A+), An(¢J,¢,A+,A+,A+,A+), 

{6.48) 

where it is understood that ¢JAB= ~EABcv¢0D. In Eqs. {6.48) we do not distinguish 

between the different particle orderings in the amplitudes. The labels refer to su­

persymmetry multiplets, A, B = 1, ... , 4. Analytic amplitudes in {6.48) include the 

familiar MHV amplitudes, {5.14), {5.19), {5.20), as well as more complicated classes 

of amplitudes with external gluinos A A, A B"/-A, etc, and with external scalar fields 

q;AB. 

The second and third lines in {6.48) are not even MHV amplitudes, they have less 

than two negative helicities, and nevertheless, these amplitudes are non-vanishing in 

N=4 SYM. 

All the analytic amplitudes listed in {6.48) can be calculated directly from {5.17), 

{5.18). There is a simple algorithm for doing this. 

1. For each amplitude in {6.48) substitute the fields by their 7]-expressions {5.18). 

There are precisely eight 77's for each analytic amplitude. 

2. Keeping track of the overall sign, rearrange the anticommuting 77's into a prod-

tff "·(") ii223344 uc o our pairs. Sign X 7Ji 1Jj 7Jk7JL 7Jm7Jn 77r77s· 

3. The amplitude is obtained by replacing each pair 7Jt77/ by the spinor product 

(i j) and dividing by the usual denominator, 

( 
. ) (i j)(k l)(m n)(r s) 

An = Sign X J1~=l (l l + 1) {6.49) 
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6.5.2 Scalar graphs with analytic vertices 

The conclusion we draw from the previous section is that in the scalar graph formal­

ism in N :::; 4 SYM, the amplitudes are characterised not by a number of negative 

helicities, but rather by the total number of ry's associated to each amplitude via the 

rules (5.18). 

The vertices of the scalar graph method are the analytic vertices (6.48) which 

are all of degree-8 in ry. These vertices are analytic (they depend only on (i j) 

spinor products) and not necessarily MHV. These are component vertices of a single 

analytic supervertex3 ( 5.17). The analytic amplitudes are of degree-8 and they are 

the elementary blocks of the scalar graph approach. The next-to-minimal case are 

the amplitudes of degree-12 in ry, and they are obtained by connecting two analytic 

vertices [120) with a scalar propagator 1/ q2 . Each analytic vertex contributes 8 ry's and 

a propagator removes 4. Scalar diagrams with three degree-8 vertices give the degree-

12 amplitude, etc. In general, all n-point amplitudes are characterised by a degree 

8, 12, 16, ... , (4n-8) which are obtained from scalar diagrams with 1, 2, 3, ... analytic 

vertices.4 In the next section we derive a simple expression for the first iteration of 

the degree-8 vertex. This iterative process can be continued straightforwardly to 

higher orders. 

6.5.3 Two analytic supervertices 

We now consider a diagram with two analytic supervertices (5.17) connected to one 

another by a single scalar propagator. The diagram is depicted in Figure 6.6. We 

follow the same conventions as in the previous sections, and the left vertex has a 

positive helicity on the internal line l, while the right vertex has a negative helicity 

on the internal line I. The labelling of the external lines in Figure 6. 6 is also consistent 

with our conventions. The right vertex has n 1 lines, and the left one has n2 lines in 

3 The list of component vertices (6.48) is obtained by writing down all partitions of 8 into groups 

of 4, 3, 2 and 1. For example, An(9-, ¢ AB• A A+, A 8 +) follows from 8 = 4 + 2 + 1 + 1. 
4In practice, one needs to know only the first half of these amplitudes, since degree-( 4n - 8) 

amplitudes are anti-analytic (formerly known as googly MHV and they are simply given by degree­

S* amplitudes, similarly degree-(4n- 12) are given by degree-12*, etc. 
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Figure 6.6: Tree diagrams with MHV vertices contributing to the first amplitude of 

Eq. (6.34b). 

total, such that resulting amplitude An has n = n 1 +n2 - 2 external lines. Suppressing 

summations over the distribution of n 1 and n 2 between the two vertices, we can write 

down an expression for the corresponding amplitude which follows immediately from 

(5.17) and Figure 6.6: 

1 1 (jj+1)(ii+1) 

IE= 1 ( l l + 1) qy (j /) (I i + 1) ( i /) (I j + 1) 

X J IT dTJf 6(
8

) (AfaTJf + t Al2aTJ~) 6(
8

) (AJaTJf + t A[jaTJ~) 
A=l l2i=l hi=! 

(6.50) 

The two delta-functions in (6.50) come from the two vertices (5.17). The summations 

in the delta-functions arguments run over the n 1 - 1 external lines for right vertex, 

and n 2 - 1 external lines for the left one. The integration over d4 TJ1 arises in (6.50) 

for the following reason. Two separate (unconnected) vertices in Figure 6.6 would 

have n 1 + n 2 lines and, hence, n 1 + n2 different TJ'S (and A's). However the I and the 

l lines are connected by the propagator, and there must be only n = n 1 + n2 - 2 

TJ-Variables left. This is achieved in (6.50) by setting 

A A 
T/j = TJJ ' (6.51) 

and integrating over d4TJ1 . The off-shell continuation of the internal spinors is defined 

as before, 
nt 

A[a = L Pit ail ~~ef = -Ala · 
It i=l 

(6.52) 
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We now integrate out four T/I's which is made simple by rearranging the arguments 

of the delta-functions via J t5(f2)t5(JI) = J t5(JI + !2)6(!1), and noticing that the sum 

of two arguments, / 1 + f2, does not depend on T/I. 

The final result is 

and D is the same as (6.17) used in sections 6.3 and 6.4, 

1 

D 
1 (j j + 1) (i i + 1) 

qy (j !)(! i + 1)(i /)(! j + 1) 

(6.53) 

(6.54) 

There are 12 rJ's in the superamplitude (6.53), and the coefficients of the Taylor 

expansion in rJ's give all the component amplitudes of degree-12. 

We have, thus, seen that all the results obtained in the last two chapters can in 

principle be recovered from Nair's N = 4 supervertex. This analytic vertex generates 

all possible interactions which, strictly speaking, are not MHV (they do not neces­

sarily contain two negative helicity particles). In the next chapter, we'll summarise 

the findings obtained from the study of the BMN correspondence and from the study 

of the CSW method performed in chapters 2-4 and 5-6 respectively. 



Chapter 7 

Conclusions 

In this final chapter, we close the thesis by drawing our conclusions. 

In chapter 2, we provided evidence for a vertex-correlator type duality in the 

pp-wave background. This kind of correspondence relates the coefficients of 3-point 

correlators of .6.-BMN operators in gauge theory to 3-string amplitudes in light-cone 

string field theory in the pp-wave background. By using field theoretical data, that 

is by calculating the 3-point function coefficients of correlators involving operators 

with three scalar impurities 1
, we determined the form the prefactor P of the 3-string 

vertex should have so that a vertex-correlator type duality like that of Eq. (2.4) to 

be valid. 

This kind of duality was questioned for a long time, since none of the 3-string 

vertices discussed in chapter 1 has a prefactor resembling the one proposed in chapter 

2 2 . Nevertheless, recently Dobashi and Yoneya [32] derived an explicit holographic 

1 In order to calculate the 3-point function coefficient of ~-BMN operators at order g2 >..' the 

mixing of single trace with double trace operators should be taken into account, otherwise the 

resulting operators will not have well defined scaling dimensions. This fact makes the calculation 

of 3-point correlators really involved. However, a simple observation can save us a lot of work. 

Namely, at the desired order, these mixing effects do not give any contribution to the coefficient of 

the log xy part of the correlator. Then, by assuming that the 3-point function takes the canonical 

form dictated by conformal symmetry, one can determine the 3-point function coefficient without 

having to compute the exact expression for the ~-BMN operators (only the single trace part is 

needed). 
2The second proposal of [68] is supporting a vertex-correlator type duality but only at the non-

178 
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duality map for the supergravity sector of the pp-wave string theory by taking the 

semiclassical limit of the GKP-Witten relation in AdS/CFT. Then they argued that 

correct full string theory vertex is half the Spradlin-Volovich vertex plus half the 

the vertex proposed in [68], since this linear combination, when restricted to the 

supergravity sector, reduces to the supergravity vertex which they explicitly found. 

Using the expressions for the 3-point function coefficients obtained in [2,3] they tested 

their holographic vertex beyond the supergravity sector. The same authors checked 

the validity of their proposal for the impurity non-preserving 3-point correlators with 

bosonic excitations [33]. What is interesting is that when the holographic vertex 

is restricted to the bosonic (scalar) sector it gives the effective vertex of chapter 2. 

This can be easily seen by just inspecting the scalar part of the prefactor of their 

holographic vertex appearing in equation ( 4. 7) of [32] and com pairing to the prefactor 

given in chapter 2. Let us , now, comment on the compatibility of the extended 

BMN duality discussed in chapters 3 and 4 and the holographic proposal of [32]. In 

what follows we keep the disussion general and denote by oi the )..' correction to the 

anomalous dimension of the operator Oi(xi) and by C~~~ the coefficient of the free 

three point function of the operators Oi(xi), i = 1, 2, 3. Then the matrices s, d and t 

defined in chapter 3 take the form: 

s = (c~o) 
123 

C(O)) 
123 

0 
(7.1) 

(7.2) 

(7.3) 

interacting level in gauge theory. In particular, the 3-point function coefficient compared to the 

3-string a~plitude. was the free coefficient C~~~· No mixing with double trace operators, whatsoever, 

had been taken into account. This duality relation ceased to hold at >.' order providing us with a 

rather trivial version of the vertex-correlator type duality. 



~'-

Chapter 7. Conclusions 180 

It is now straightforward to calculate the off-diagonal matrix elements of the f-matrix 

also defined in chapter 3. They are given by 

(7.4) 

When the vertex-correlator type duality described in chapter 2 but with the holo­

graphic string field theory vertex of [32] is combined with the expression for the 

correct CFT coefficient 

''b c<o) 
C - /\ 123 123 

123-
~1- ~2- ~3 

(7.5) 

it leads directly to 

(7.6) 

On the other hand, the result of [68] indicates that 

V J1 J2J3 1 A (o) 
N -(1, 2, 3IH3)D = 92( -~1 + ~2 + ~3)C123· 

f.l ' 
(7.7) 

Using the equations (7.5), (7.6) and (7.7), we finally find 

vJ1J2h 1 A 

fo.d. =- N 
211 

(1, 2, 3IH3)Sv· (7.8) 

This is nothing but the relation describing the extended BMN duality discussed in 

chapters 3 and 4, except for the overall factor -1/2. This factor can be understood 

from the different normalization adopted in [32] compaired to the one adopted in the 

rest of the literature. 

Two final remarks are in order. First notice that the relation employed in chapters 

3 and 4 is restricted to the processes where the numbers of impurities are conserved. 

For this particular class of processes, one can interprete the part I H3 ) D as describ­

ing the 'bare' part of the interaction of BMN operators, while the part IH3 )sv as 

describing the mixing between them [32]. Our second remark is related to the fac­

tor of (-1)P appearing in equation (2.9), where 2p is the total number of impurities 

(string exitations) participating in the interaction. What this factor does is to fix the 

normalisation of the string vertex so that agreement with the 3-point function coeffi­

cient calculated in field theory can be obtained. The same factor appears also in [49] 
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where the string states with n impurities are given by l(di, Ni)) = in8L:;n;,o fL a~:tlv). 
There, the arbitrary phase of the state, in, is determined by comparison with gauge 

theory. This arbitrary phase has exactly the same effect as our ( -1 )P factor. Thus, 

we see that this factor can be absorbed in the definition of the string state which is 

dual to a specific gauge operator 0. In particular, the dictionary of the duality can 

be stated as follows On 1 ,n2 , •.. +-------+ in8L:;n;,ofla~:tlv). 

In chapter 3 we explained how the correspondence between the natural string 

basis and the isomorphic to it gauge theory basis is realised so that one can compare 

matrix elements and not just the eigenvalues of the operators Hstring and ~- J. 

In particular, we extended the construction of [48] for the case of two scalar 

impurities to incorporate BMN operators with vector and mixed impurities. This 

enables us to verify from the gauge theory perspective two key properties of the 

three-string interaction vertex of Spradlin and Volovich: 

(1) the vanishing of the three-string amplitude for string states with one vector and 

one scalar impurity; and (2) the relative minus sign in the string amplitude involving 

states with two vector impurities compared to that with two scalar impurities. This 

implies a spontaneous breaking of the 2 2 symmetry of the string field theory in the 

pp-wave background. Furthermore, we calculated the matrix elements of~- J and 

Hstring for states with an arbitrary number of scalar impurities. In all cases we found 

perfect agreement with the corresponding string amplitudes derived from the three­

string vertex. We, thus, explored and verified the extended BMN correspondence in 

all directions of the two 80(4) groups. 

Let us, now, briefly comment on the role of 2 2 symmetry. 2 2 symmetry is apparent 

for the pp-wave background since both the metric and the five-form field F5 are 

invariant under the exchange xi +-------+ yi. It is also apparent for the string theory 

side at the non-interacting level since the free string Hamiltonian is invariant under 

the action of the 2 2 symmetry. This means that the mass of a string state does 

not change if one converts an excitation along the first 80(4) subgroup to one along 

th d 80(4) b · it i't · - 1 4 ,., - 5 8 H e secon su group, I.e. a +-------+ a , I - , ... , , z - , ... , . owever 

at the interacting level things appear to be more complicated. In particular, the 

behaviour of the 3-string vertex under the action of 2 2 depends on what 2 2 parity 
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is assigned to the pp-wave ground state lv). As discussed in chapter 2 the Spradlin­

Volovich vertex was originally built not on the ground state lv) but on the state 

IO) = ,BJ11 ,8612,8621 ,8622 Iv) which has energy 4J.L. It was explained in [58] that these two 

states, lv) and IO) have opposite Z2 parity. As a result, one has two choices: 

1) z2: lv) ~ -lv), IO) ~ IO) 

2) z2: lv) ~ lv), IO) ~ -10). 

In our opinion, the first choice is more natural although it assigns a negative Z2 parity 

to the real vacuum of the theory. In [96] the correspondence between the lowest lying 

string states and the fluctuation modes of supergravity on the pp-wave was examined. 

In particular, the state IO) corresponds to the complex scalar arising from the dilaton 

-axion fields. As dilaton and axion are scalars under S0(8) and Z2 is just a paricular 

S0(8) transformation, we conclude that the assignment of positive Z2 to the state IO) 

appears to be the correct choice. With this parity assignment the Spradlin-Volovich 

vertex is invariant under z2 while the proposal of [68] is not (has negative z2 parity). 

On the gauge theory side, the Z2 parity is not apparent since the exchange of ¢i 

with DiZ, i = 1, ... , 4 in the Lagrangian makes no sense. On the other hand, one 

expects that the anomalous dimension of a .6.-BMN operator involving two scalar 

impurities, for example, is the same with the anomalous dimension of an operator 

involving two vector impurities, or one scalar and one vector impurity due to the fact 

that the supersymmetries that convert one species of operators to the other commute 

with the dilatation operator of N = 4 SYM 3 . This fact seems to be in contradiction 

with the vanishing of the 3-string amplitude in the case of mixed impurities, and the 

relative minus sign the 3-string amplitude with two scalar impurities has compared 

to that with two vector impurities. Thus, it turns out that, although the Spradlin­

Volovich vertex is Z2 invariant, the string amplitudes themselves are not. In chapter 

3The one loop mass correction calculations for the string states with scalar, vector and mixed 

impurities were performed in [49-51] to obtain the same correction for all three cases in accordance 

with the fact that the three corresponding BMN operators have the same anomalous dimension. 

However, for the calculations to be feasible, one has to restrict himself to the case where the inter­

mediate virtual string states belong to the impurity preserving subsector of all possible states. 



Chapter 7. Conclusions 183 

3, we verified these properties of the 3-string vertex (and hence the spontaneous 

breaking of the z2 symmetry) with an independent gauge theory calculation. 

In chapter 4 we studied the BMN correspondence in the fermionic sector. On the 

field theory side, we computed matrix elements of the dilatation operator inN= 4 

Super Yang-Mills for BMN operators containing two fermion impurities. Our calcu­

lations were performed up to and including CJ(A') in the 't Hooft coupling and CJ(g2 ) 

in the Yang-Mills genus counting parameter. On the string theory side, we computed 

the corresponding matrix elements of the interacting string Hamiltonian in string field 

theory, using the three-string interaction vertex constructed by Spradlin and Volovich 

(and subsequently elaborated by Pankiewicz and Stefanski). In string theory we used 

the natural string basis, and in field theory the basis which is isomorphic to it. We 

found that the matrix elements computed in field theory and the corresponding string 

amplitudes derived from the three-string vertex are in perfect agreement for all the 

representations of two-impurity BMN operators with both fermions having the same 

chirality (both fermions having their SO( 4) ®SO( 4) indices dotted or undotted). 

On the string theory side, we saw that the string amplitude vanishes whenever 

a fermion appears more than once, whereas it gives the same result (up to a minus 

sign) when all fermions are different. On the field theory side, we verified the crucial 

role played by the compensating terms of the BMN operators. Had these terms not 

been taken into account one would erroneously conclude that the 3-point functions of 

all operators with two impurities (scalar, vector, mixed and fermion) take the same 

form spoiling, thus, the BMN correspondence. Finally, we examined the action of the 

Z2 symmetry on the string amplitudes involving two fermionic impurities to conclude 

that it leaves the value of the string amplitudes invariant. 

As discussed in section 1.6 the pp-wave/SYM correspondence, studied in the first 

four chapters, can be viewed as a weak to weak duality. The weak to weak dualities 

are particularly interesting because it is easier to check whether they hold or not since 

perturbative calculations can be made on both sides of the duality. 

Another, recently proposed, weak to weak duality is between tree level pertur­

bative N = 4 SYM and the open string topological B-model in supertwistor space 

C ? 314 . Inspired by this correspondence, a novel diagrammatic method for calculating 
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all gluon scattering amplitude at tree level was proposed by Cachazo, Svrcek, and 

Witten. This method was based on the fact that after Fourier transforming these 

amplitudes from the helicity basis to twistor space they acquire a surprisingly simple 

geometric structure, namely they are supported on certain configuration of curves in 

twistor space. This method uses maximally helicity violating amplitudes as effective 

vertices continued off-shell in a particular fashion and connected by scalar propaga­

tors. In chapter 5 we explored and extended this proposal. We applied this approach 

for calculating tree amplitudes of gauge fields and fermions (gluinos and quarks) to 

find agreement with known results. One of the main features of the formalism is 

that it amounts to an effective scalar perturbation theory (the MHV diagrams are 

scalar quantities and the propagator is 1/(p2 + iE) even when the virtual particle is a 

fermion) which offers a much simpler alternative to the usual Feynman diagrams in 

gauge theory and can be used for deriving new simple expressions for tree amplitudes. 

We have ,also, concluded that at tree level the formalism works in a generic gauge 

theory, with or without supersymmetry, and for a finite number of colours. 

In chapter 6 we have continued the study of this novel diagrammatic approach. 

In particular, we have shown how all non-MHV tree-level amplitudes in 0 ::; N ::; 4 

gauge theories can be obtained directly from the known MHV amplitudes using the 

scalar graph approach of Cachazo, Svrcek and Witten. As a specific example, we 

have focussed on amplitudes which are next-to-MHV, i.e. contain three negative 

helicity particles and an arbitrary number of positive helicity particles. By starting 

with amplitudes containing fermions, the reference spinor for the negative helicity 

gluons can be chosen to be that of the negative helicity fermion. As a consequence, 

the amplitudes are free of unphysical singularities for generic phase space points and 

no further helicity-spinor algebra is required to convert the results into a numerically 

usable form. The gluons only amplitudes can then be simply obtained as sums of 

fermionic amplitudes using the supersymmetric Ward identity. These amplitudes are 

therefore also immediately free of unphysical poles. We have provided expressions for 

( -, -,-) amplitudes with a two and four fermions and shown how to construct the 

amplitudes for six fermions. The extension to amplitudes with four or more negative 

helicity particles is straightforward. In principle one could use the results presented 
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here to write a numerical program for evaluating generic processes involving fermions 

and bosons [127, 128]. 

All of these results can be recovered from Nair's N = 4 supervertex. This 

analytic vertex generates all possible interactions that depend only on products 

of (.Ai.Aj). Interestingly, all of the allowed vertices are not MHV. For example, 

An (g-, A I+, A 2+, A 3+, A 4+). This implies that the scalar graph approach is not pri­

marily based on MHV amplitudes. 

Subsequently, it was shown [130] that the method works for the one-loop MHV 

diagrams in N = 4, 1 theories and that it can reproduce the constructible part of 

the one-loop MHV diagrams in non-supersymmetric theories. This fact was rather 

unexpected since it is quite clear by now that the multi-loop amplitudes can not be 

calculated using the same string theory used for the tree level amplitudes. This is 

because in twistor string theories conformal supergravity does not decouple from the 

gauge theory resulting to supergravity fields propagating in the loops. Nevertheless, 

there is growing evidence that higher loop amplitudes might be computed by some 

sort of string theory in twistor space. It would be a nice thing to identify this string 

theory, principally because it may give us insights into the most efficient ways to 

calculate multi-loop scattering amplitudes in gauge theory. 

More recent, Britto, Cachazo and Feng wrote down a new set of tree level recur­

sion relations [132]. Recursion relations have long been in QCD, and are and elegant 

and efficient means for computing tree level amplitudes. The new rucursion relations 

differ in that they emloy only on-shell amplitudes at complex values of the external 

momenta, however. These relations were inspired by the compact forms of seven and 

higher point tree amplitudes [134] that emerged from studing infrared consistency 

equations for one-loop amplitudes. A simple and elegant proof of the relation us­

ing special complex continuation of the external momenta has been given by Britto, 

Cachazo, Feng and Witten [133]. Its application yields compact expressions for tree 

amplitudes in gravity as well as gauge theory [135]. These tree level rucursion rela­

tions naturally extend to incorporate massive particles [136]. Amplitudes calculated 

by employing these relations can be used as building blocks in the computation of 

one-loop amplitudes using unitarity based methods, as discussed below. 
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The date that LHC will start operating is approaching fast, demanding new versa­

tile tools for calculating multiparticle loop-level scattering amplitudes in the compo­

nent gauge theories of the Standard Model. Computing these amplitudes is important 

in order to subtract the QCD background from possible new physics. Unfortunately, 

unlike the case of massless supersymmetric theories, QCD one-loop amplitudes are 

not cut-constructible. This means that the knowledge of the cuts is not enough to 

fully determine the amplitude. This is so because the amplitudes contain also a ra­

tional part which is absent in the case of supersymetric theories [130). There are, 

essentially, two ways to proceed. The first way is based on the unitarity method [129) 

and its generalised version of quadruple cuts developed in [131). This method was 

used in the past in order to calculate the one-loop amplitudes in supersymmetric the­

ories [129). It can also be used to determine complete amplitudes, including rational 

pieces [137 -140) by applying full D-dimensional unitarity, where D = 4 - 2E is the 

parameter of dimensional regularisation. This approach requires the computation of 

tree amplitudes where at least two of the momenta are in D dimensions. For one-loop 

amplitudes containing only external gluons, these tree amplitudes can be interpreted 

as four dimensional amplitudes but with massive scalars. Recent work has used on­

shell recursive techniques [132, 133) to extend the number of known massive scalar 

amplitudes [136). At present, the D-dinensional unitarity approach has been applied 

to all n gluon amplitudes with n = 4 and to special helicity configurations with n 

up to 6 [138, 140). This method of calculating the full one-loop non-supersymmetric 

amplitude although adequate in principle is somewhat involved and tedious. 

An alternative approach for obtaining the rational parts of the amplitudes is based 

on constructing one-loop on-shell recursion relations [141-143). This method uses the 

proof of tree level on-shell recursion relations given in [133) as a starting point. There 

are, however, a number of issues and subtleties that arise, which are not present at the 

tree level. Among them is the fact that the tree level proof relies on the amplitudes 

having only simple poles and no branch cuts; loop amplitudes in general contain 

branch cuts and spurious poles which would interfere with a naive recursion on the 

rational terms. The way of how to overcome these difficulties is shown in [143). 

It would be particularly interesting to see if these ideas and techniques which 
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have appeared to be so fruitful for the tree level and one-loop amplitudes can also 

be applied to higher loop amplitudes of supersymmetric and/or non-supersymmetric 

theories. One attempt towards this direction is the conjecture for the all-orders 

MHV amplitudes in N = 4 SYM proposed in [144]. The authors of [144] based 

on the calculation of the four-point MHV amplitude at three loops and the expo­

nentiation of infrared singularities, gave an exponentiated ansatz for the maximally 

helicity-violating n-point amplitudes to all loop orders. The 1/£2 pole in the four­

point amplitude determines the soft, or cusp, anomalous dimension at three loops in 

N = 4 supersymmetric Yang-Mills theory. The value for this soft anomalous dimen­

sion is exactly the same as the one obtained by Staudacher [145] by using the spin 

chain approach and assuming integrability of N = 4 SYM. The agreement of these 

two completely different calculations strongly suggest that N = 4 SYM is, indeed, 

an integrable system. We feel that these assumptions deserve further investigation 

especially in connection with the AdS/CFT correspondence. 



Appendix A 

Expressions for Neumann matrices 

Here we outline the pp-wave string field theory conventions used in the text. The 

combination o:'p+ for the r-th string is denoted O:r and 2.::::~= 1 O:r = 0. As is standard 

in the literature, we will choose a frame in which o:3 = -1 

""- ""'p+ . <-<r - <-< (r) . 0:3 = -1, 0:2 = 1- y. (A.1) 

In terms of the U(1) R-charges of the BMN operators in the three-point function, 

(0(1 0~2 05), where J = 11 + h, we have 

h 
1- y = J' O<y<l. 

The effective SYM coupling constant )..'in the frame (A.1) takes a simple form 

1 
2. p, 

(A.2) 

(A.3) 

Here p, is the mass parameter which appears in the pp-wave metric, in the chosen 

frame it is dimensionless1 and the expansion in powers of 1/ p,2 is equivalent to the 

perturbative expansion in >..'. Finally the frequencies are defined via, 

(A.4) 

The infinite-dimensional Neumann matrices, N~n are usually specified in the orig­

inal a-oscillator basis ofthe Stringfield theory. In this basis the bosonic overlap factor 

1It is p+ J1 which is invariant under longitudinal boosts and is frame-independent. 
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IV8 ) of the 3-strings vertex is given by 

1 3 

IVs) = exp(2 L L 
r,s=l m,n=-oo 

00 

(A.5) 

However, for the purposes of the pp-wave/SYM correspondence it is more convenient 

to use another, the so-called BMN or a-basis of string oscillators, which is in direct 

correspondence with the BMN operators in gauge theory. The two bases are related 

as follows: 
1 

an= J2(alnl- i sign(n)a-lnl), ao = ao, (A.6) 

and satisfy the same oscillator algebra 

(A.7) 

In this basis, the bosonic overlap factor (A.5) in the vertex reads 

(A.8) 

where N are the Neumann matrices in the a-basis and are related to the N's via 

(here m, n > 0): 

NA rs _ NA rs ._ 1 (Nrs Nrs ) 
mn- -m-n .- 2 mn- -m-n ' 

JV.rs _ [vrs ._ 1 (Nrs + Nrs ) 
m-n- -mn .- 2 mn -m-n ' 

NA rs _ NA rs ._ 1 Nrs _ NA rs _ NA rs 
mO - -mO .- J2 mO- Om- 0-m' 

NA rs ._ Nrs 
oo .- oo· 

(A.9) 

(A.lO) 

(A.ll) 

(A.12) 

We now copy the explicit expressions for the Neumann matrices [98] in the a­

basis from the Appendix of [101]. These expressions are needed for our calculations 
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in Section 50 

N 31 =2(-1)m+n nsin(1rmy) a(_!_) 
-m-n 7f y3/2(m2 _ n2 jy2) + 112 ' 

N 32 = 2(-1)m+1 nsin(1rmy) 0 (__!__) 
-m-n 7f (1 _ y)3/2(m2 _ n2/(1 _ y)2) + 112 ' 

21 ( 1) N-m-n = 0 p3 ' 

1 2(-1)m+n ( 1) 
N~~-n = - sin(1rmy) sin(1rny) + 0 3 , 

11 7f 11 

11 ( 1 ) N-m-n = 0 p3 ' 

22 ( 1 ) N-m-n = 0 /13 0 

Ngg = 0, NgJ = -..JY, Ngg = -Jl-Y, 
7\rl2 _ .!_ ( -1) 1 7\r21 
lVoo - - lVoo' 

11 41f Jy(1- y) 

N11 = .!_ 2_~ 
00 11 41f y' 

N22 = .!_ 2__1_ 
00 11 41f 1 - y 0 

For the zero-positive Neumann matrices below we have 
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(Ao13) 

(Ao14) 

(Ao15) 

(Ao16) 

(Ao17) 

(Ao18) 

(Ao19) 

(Ao20) 

(Ao21) 

(Ao22) 

(Ao23) 

(Ao24) 

(Ao25) 

(Ao26) 

(Ao27) 

(Ao28) 

(Ao29) 
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N13 = J2( -1)n+l sin(nny) + O (~) 
On 7r nvY J-l2 ' 

(A.30) 

N 23 = J2( -1)n sin(nny) O (~) 
On ~+ 2 ' 

7r nv .. - y 1-l 
(A.31) 

N21 =- +0 -1 J2(-1)n+l 1 ( 1) 
On 1-l 4n Jy(1- y) J-l3 , 

(A.32) 

NJ2 = -~ y2 1 + 0 (~) 
n J-l 4n Jy(1- y) J-l

3 
' 

(A.33) 

Nll = ~ J2(-1)n 1 + 0 (~) 
On 1-l 4n y J-l3 ' 

(A.34) 

N22 = ~ y2 _1_ + 0 (~) . 
On 1-l 4n 1 - y J-l3 

(A.35) 



Appendix B 

The bosonic part of the 

three-string vertex 

The three-string vertex IH3 ) can be represented as a ket-state in the tensor product 

of three string Fock spaces. It has the form [52, 53] 

(B.l) 

where the kets I V8 ) and I VF) are constructed to satisfy the bosonic and fermionic 

kinematic symmetries, and ctr are defined in ( A.l). The bosonic factor IVa) is given 

by 

(B.2) 

where the N::'tn are the Neumann matrices in the BMN-basis of string oscillators. The 

complete perturbative expansion of the Neumann matrices in the pp-wave background 

in the vicinity of 11 = oo, was constructed in [98]1. The fermionic factor IVF) is not 

going to be relevant for the present chapter, where only external bosonic string states 

are considered. 

The prefactor P is a polynomial in the bosonic and fermionic oscillators, and 

is determined from imposing the remaining symmetries of the pp-wave background. 

1 We refer the reader to the Appendix of Ref. [101] for some useful properties of the perturbative 

Neumann matrices and relations between different string-oscillator bases. 
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The relevant for us bosonic part of the prefactor, as determined by Spradlin and 

Volovich in [53], reads 

3 00 

P _ C ~ ~ Wrn r/t rJ 
- norm L...., L...., -Qn Q_n VJJ ' 

r= 1 -oo J-tctr 
(B.3) 

where VJJ = diag(n4 , -n4), and the overall normalisation Cnorm is left undetermined. 

Notice that it is the expression for VIJ which leads to the relative minus sign between 

the string amplitudes involving states with excitations along the two different SO( 4) 's 

as e.g. in ( 4.36) and ( 4.38). 



Appendix C 

Notation and conventions in gauge 

theory 

We write the Euclidean N = 4 Lagrangian as 

where 

and 

2 
LF =-X g2 

(C.l) 

Tr (>.A a-ll DJl~A- V2i([>l4, >.i]zi + [~4 , ~i]zi) + ~(c:ijk[>.i, >.j]zk + Eijk[~i, ~iJzk)) 
(C.3) 

The bosonic part of the N = 4 Lagrangian can be re-expressed as 

where the F-term and D-term potential are 

VF - -
2
2 Tr ( 2 Z¢i.Z¢i- 4VPi(ZZ + ZZ) + ... ) 

g 

VD - -:2 Tr(ZZZZ-ZZZZ+ .. ·) 
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(C.4) 

(C.5) 

(C.6) 
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are the F-term and D-term of the scalar potential respectively. In the last equalities 

the dots stand for impurity flavour changing terms, which mutually cancel between 

the F- and the D-term. In the above equations A= 1, ... , 4 and i, j, k = 1, ... , 3. Zi 

are the the three complex scalars defined by 

(C.7) 

where (h i = 1, ... , 6 are the real scalar fields transforming under the S0(6) R­

symmetry group. We will also set Z3 := Z. 

We define the covariant derivative is DJ.L¢i = fJJ.L¢i- i[A 11 , ¢i], where All = A~Ta, 

and FJ.Lv = fJJl.Av - OvAJ.L- i[AJ.I., Av]· 

Our SU(N) generators are normalised as 

so that, for example, 

Our Euclidean sigma matrices satisfy 

The completeness relation reads: 

Another useful identity is: 

We also define a 11v and fi J.LV by: 

where Tf~v (fl~v) are the (anti- )self-dual 't Hooft symbols [97]. 

(C.8) 

(C.9) 

(C.10) 

(C.ll) 

(C.12) 

(C.13) 

(C.14) 

Finally, we will use the definitions J := J 1 + J2 and J 1 = y · J, where y E (0, 1). 
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The three-string vertex 

In this appendix we summarise the form of the three-string vertex when built on the 

real vacuum lv) of the theory, whose construction we sketched in chapter 1. 

This is [55] 
1 3 

-IH3) = PIVF)IVs)b(Lar), 
~ r=l 

(D.l) 

where the kets !Vs) and !VF) are constructed by requiring they satisfy the bosonic 

and fermionic kinematical symmetries, and Dr are defined in (A.l). IV8 ) is given by 

IVn) ~ exp 0 ,t
1 
m,~oo t a~ 11 N;:"~a~)It) lv)dv),lv) 3 , (D.2) 

h h N (rs) h N ' ' h b b . w ere t e mn are t e eumann matnces m t e num er operator as1s. The 

fermionic ket state IVF), which is relevant for this chapter, is given in the 50(4) x 

50(4) formalism by [65, 99] 

IVF) ~ exp (~ m~o ( &'!1(d b~(•) .~ + b~:) b~n(•) atl)Q~;:'~) lv) dv),lv), , (D .3) 

where Q~~ are the fermionic Neumann matrices. The complete perturbative expan­

sion of the Neumann matrices in the pp-wave background in the vicinity of~ = oo, 

was constructed in [98]1. The vacuum state lv) - lv)IIv)21v)3 is defined as the state 

which is annihilated by all a's and b's, 

an(r) lv)r = 0 , bn(r) lv)r = 0 , Vn . (D.4) 

1See also [100], and Appendix of [101] for some useful properties of the Neumann matrices. 
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The prefactor Pis determined by imposing the dynamical symmetries of the pp-wave 

superalgebra, and was derived in [65). Its expressions reads: 

P = [ (~:i,K:J + J.L!3(~ + 1) a~ oiJ) ViJ - ( KaKb + J.L!3(~ + 1) a~ oab) Vab 

Kta.K:g13 s;13 (Y)S~1)Z) - KtaKg13 S~13 (Y)s:13 (Z) l Cnorm , (D.5) 

where i = 1 ... 4 and a = 1 ... 4 label the first and second group of four bosonic 

directions of the pp-wave geometry, respectively. Full details about the expressions 

appearing in (D.5) can be found in the original paper [65) or, for instance, in the 

review [77). We will only need the following expressions: 

Vij O· · 1 + -(Y + Z ) + -Y Z -- Y -(1 + -Z ) - z. -(1 + -Y ) [ 
1 4 4 1 4 4] i [ 2 1 4 2 1 4 ] 

t] 12 144 2 tJ 12 t] 12 

+ 1 2 2 ) 4"(Y Z )iJ , (D.6 

Vab [ 
1 4 4 1 4 4] i [ 2 1 4 2 1 4 )] Oab 1-

12
(Y +Z) + 

144
Y Z - "2 Yab(1-

12
z)- Zab(1-

12
Y 

+ l(Y2 Z 2 )ab , (D.7) 

where 
3 3 

ya/3 = L L Gn(r) b~(~ , &./3 ~ ~ - t&./3 
Z = ~ ~ Gn(r) b-n(r) ' (D.8) 

r=l n?_:O r=l n?_:O 

(D.9) 

Similar expressions hold for the Z's. The matrices Gn(r) are given in (3.12) of [65). 

Finally, the overall normalisation Cnorm cannot be fixed by imposing the dynamical 

constraints, and is determined (once and for all) by requiring agreement with a single 

field theory calculation. Its value will be taken to be: 

c - _92_1_ 1 
norm- 2 ..(] Jy( 1 _ y) (D.10) 



Appendix E 

Summing over the BMN phase 

factors 

We report here the expressions for the coefficients PI and PI I which arise after sum­

ming over the BMN phase factors in the interacting diagrams derived in section 4.4010 

Defining 

q = e2rrim/ J ' (Eo1) 

the expressions for PI and PI I are given by 

h It 

PI = L ( iJqd ij ' Pu = L (iJqd 0 (Eo2) 
1=0 1=0 

We also need to evaluate the quantity 2(P1 + P1)- 2(Pn + Pn ), which in the BMN 

limit is 
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8m 0 2 

I 
sm rrmy 0 

m-ny 
(Eo3) 



Appendix F 

The functions X, Y and H 

The expressions for three-point functions of BMN operators with scalar, vector, mixed 

or fermion impurities involve the integral 

(F.l) 

XI234 develops a log x~2 term X as XI approaches X2, which repeatedly appears in 

section 4.4.1. The expression for X is [62] 

log (xi2A)-I 

87f2 ( 47f2X~I )2 

Another important function ubiquitously appearing in the calculations is 

YI 23 = J d4 z ~(xi - z)~(x2 - z)~(x3 - z) . 

(F.2) 

(F.3) 

It is easy to realise that, as x12 - 0, the function YI23 contains a logarithmic term 

given by 

(F.4) 

One also needs the following expression for the log x~2 term in the first derivative of 

Y: 

(F.5) 

Notice that (F.5) should be derived directly from (F.3) rather than by differentiating 

(F.4). 

In the calculation, we also encounter the function H defined by 

HI4,23 = (a;:/ -a:/ )(a;:/ -a:}) j d4z d4t ~(xi -z)~(x4 -z)~(x2-t)~(x3-t)~(z-t) , 
(F.6) 
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which can be evaluated with the useful relation proved in [73] 

H14,23 ( 1 1 ) ~ ~ = X1234 ~ ~ - ~ ~ + G1,23- G4,23 + G2,14- G3,14 , 
14 23 12 43 13 24 

(F.7) 

where ~ij =~(xi- Xj) and 

G· ·k = Y:k (-
1 

- -
1 

) 
l,J l] ~ik ~ij 

(F.8) 

We can recast (F. 7) as 

H14,23 = X ~14~23 + (y123 + y124) ~14~23 + ... 
-

1234 ~13~24 ~13 ~24 

= H1 + Hu + .. · , (F.9) 

where the dots stand for terms which either vanish or do not contain the log xi2 . 



Appendix G 

More detailed calculations for the 

evaluation of the Feynman 

diagrams 

The three-point functions with fermion BMN operators discussed in chapter 4 are 

expressed in terms of JA, 18 and Jc defined in (4.59)-(4.61). Here we sketch the 

calculation of the log(xi2 ) parts of these quantities. Let us start by calculating the 

following integral: 

A = 8~8tH1432 = J d4z d4t B~~lz 8~~4z~zt ~2t~3t = (G.1) 

J d4z d4t ~lz0z~4z ~zt~2t~3t - J d4 z d4
t ~Iz8~~4z 8~~zt ~2t~3t · 

The box acting on the propagator gives a delta function which eliminates the z 

integration, giving a result proportional to Y234 . Y 234 , however, does not contain any 

log xi2 term so for our purposes this term can safely be ignored. Therefore we are 

left with: 

A = j d4z d4t B~~lz ~4za~~zt ~2t~3t + j d4z d4
t ~lz~4zoz~zt ~2t~3t 

-J d4z d4t Dz~lz ~4z~zt~2t~3t-J d4z d4
t 8~~1z 8~~4z~zt ~2t~3t- X1234 

~14Y123- A- X1234 . (G.2) 

From the last expression one can obtain A: 

1 
A= 2 ( -X1234 + ~14Y123) . 
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(G.3) 



Appendix G. More detailed calculations for the evaluation of the 
Feynman diagrams 202 

In the above derivation , we have integrated by parts with respect to z several times, 

and we used Dx~(x) = -o(x). Since the logx12 terms of X 1234 and Y 123 are well 

known (see Appendix F), the same is also true for A. 

Upon using the useful identity (a~+ a~+ a~+ a!)H1423 = 0, and the expression 

for A derived above, one can evaluate ( a3 · 04 + a2 · 04) H 1423 : 

since again 0 4 acting on H 1423 does not give rise to a log xr2 term. One can also 

evaluate the difference (a3 · 04 - a2 · a4)H1423 using 

where (G.5) holds fori -=1- j -=1- k -=1- l. 

Starting from 

(G.6) 

substituting for a1 · a2 and a1 · a3 the corresponding expressions from (G.5), and 

solving for (a3 · a4 - a2 · 04)H1423 , we obtain: 

(G.7) 

Now, since the divergences of the right hand side of (G.7) are known [2], the diver­

gence of (a3 · a4 - a2 · a4 )H1423 is also known. In conclusion, we have computed the 

logxr2 parts of (G.7) and (G.4). That means we can evaluate the logxr2 parts of 

a3 
· 04 H 1423 and a2 

· 04 H1423 separately. 

We are now in position to write down the expressions for the J's as functions of 

X1234, Y1 23 and Y1 24. These are the following: 

lc 

(G.8) 

(G.9) 

(G.lO) 

where the dots stand for terms which do not contain the log xr2 . H 14,23 is given in 

(F.7). In the evaluation of the diagrams involving the compensating term, we also 
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made use of the following relations: 

(G.ll) 

(G.l2) 

(G.l3) 

(G.14) 



>· 

Appendix H 

Note on Spinor Conventions 

Spinor products are defined as 

[ .. ] - ('+1·-) \ a\ 
~ J = ~ J = "'i "'J a . (H.1) 

Here spinor indices are raised and lowered with E-symbols, and we follow the sign 

conventions of [106, 107]. It should be noted, that slightly different sign conventions 

from (H.1) have been used in earlier literature for [i j]. For example, in [126] the 

dotted spinor product, [i j], is defined as .Xi a -X/ = --X/ .X1 a· In conventions of [126], 

equation (5.10) would have a minus sign on the right hand side. 

An on-shell momentum of a massless particle, p~ can be written as 

(H.2) 

In section 3 we use a Lorentz-invariant combination (i-IP k IJ-) = ia Pk aa ja, which 

in terms of the spinor products (H.1) is 

The spinors >. and .X appearing in the helicity formalism are precisely the wave­

functions of fermions of positive and negative helicities, 

(i-la = \a= u_(kit , li+)a = Ai a = u+(ki)a , 
(H.4) 

(i+la = -X/= u+(ki)a 
' li-)a = >.i a = u_(ki)a . 

In our conventions for MHV vertices we treat all fermions and antifermions as in-

coming and the fermion propagator connects two incoming fermions with opposite 
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helicities. Thus, the completeness relation relevant for us and with a correct index 

structure gives 
li+)a li-)a Ai a Ai a ~i aa (H.5) 

k2 k2 ~' 
i 'i I 

which is, of course, the correct fermion propagator in usual Feynman perturbation 

theory. 

Scalars have no wave-functions, and their propagator remains 1 f k2 , and vectors 

give (in Feynman gauge) 

(H.6) 

which is the correct form of the massless vector boson propagator. 

An important consequence of (H.5) is the ordering prescription of fermions in 

MHV vertices. This concerns only the case of scalar diagrams with internal fermion 

lines, such as the third diagram in Figure 27. In this case, in order to get the ket+ ket­

structure li+)al - i-)a the two fermions which are to be connected by a propagator 

should be both on the right of each vertex (rather than adjacent to each other). This 

means that, for example, the third diagram in Figure 27 comes from 

(H.7) 

If the contracted fermion factors, A~i) and A::::(3i) were, instead, chosen to be next to 

each other, the overall contribution would change sign, since fermions anticommute 

with each other. 
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