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Abstract Muon spin relaxation is an ideal tool with which to study dilute magnetic systems, coupled with tailored bulk magnetic susceptibility measurements it is possible to examine previously unobserved magnetic exchange interactions. Investigations into non-stoichiometric LaCoO$_3$ reveals evidence of magnetic excitons in transition metal oxides for the first time. Moreover, data is presented that supports the concept of the defect driven excitons interacting with the stoichiometric LaCoO$_3$ which is known to undergo a thermally driven spin state transition. The data suggest the occurrence of more than one possible magnetic interaction of the excitons. Hole doped La$_{1-x}$Sr$_x$CoO$_3$ is of interest as it is known to be magnetically and electronically phase separated; by a direct analogy with magnetic excitons it is suggested that the Sr rich ferromagnetic clusters interact with the pure LaCoO$_3$ below the metal insulator transition ( $x = 0.18$ ). It is suggested that it is this interaction observed for the first time that enables the rich phase diagram of La$_{1-x}$Sr$_x$CoO$_3$.

The persistent photoconductivity effect on the spin glass transition in the dilute magnetic semiconductor Cd$_{0.85}$Mn$_{0.15}$Te:In has been investigated using low temperature magnetic susceptibility measurements and for the first time muon spectroscopy. Muon measurements on an Al eloped sample clearly show the spin glass transition, however the presence of the DX centre, which causes PPC when doping with In donors, perturbs the muon response. Particular attention is paid to possibility of the DX centre trapping muonium and preventing the detection of the spin glass transition. PPC does not induce a change in the muon response, however continuous illumination of the sample allows the observation of the spin glass transition, suggesting the presence of multiple DX centres, moreover the centre is found to be diamagnetic.

The search for magnetic ordering at room temperature in an organic material has generally neglected polymers. PANiCNQ combines a fully conjugated nitrogen containing backbone with molecular charge transfer side groups. This combination gives rise to a stable polymer with a high density of localised spins, which are expected to give rise to coupling. Magnetic measurements suggest that the polymer is ferri- or ferro- magnetic with a Curie temperature of over 350 K, and a maximum saturation magnetization of 0.1 JT$^{-1}$kg$^{-1}$. Magnetic force microscopy images support this picture of room temperature magnetic order by providing evidence for domain wall formation and motion.
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Acronyms and Abbreviations

A list of acronyms and abbreviations used throughout this thesis is presented.

\[ A = \text{Asymmetry.} \]
\[ a = \text{Field Distribution.} \]
\[ ac = \text{Alternating Current.} \]
\[ AF = \text{AntiFerromagnetic.} \]
\[ AFM = \text{Atomic Force Microscope.} \]
\[ APD = \text{Air Products Design.} \]
\[ B = \text{Backward.} \]
\[ BMP = \text{Bound Magnetic Polaron.} \]
\[ C = \text{Curie Constant.} \]
\[ CT = \text{Charge Transfer.} \]
\[ CMR = \text{Colossal MagnetoResistance.} \]
\[ D = \text{Down.} \]
\[ dc = \text{Direct Current.} \]
\[ DFT = \text{Density Functional Theory.} \]
\[ DMS = \text{Dilute Magnetic Semiconductor.} \]
\[ E = \text{Energy.} \]
\[ EDAX = \text{Energy Dispersive X-Ray Analysis.} \]
\[ ESR = \text{Electron Spin Resonance.} \]
\[ F = \text{Forward.} \]
\[ FC = \text{Field Cooled.} \]
\[ Fm = \text{Ferromagnetic.} \]
\[ FTIR = \text{Fast Fourier Transform Infrared Spectroscopy.} \]
\[ H = \text{Heisenberg Hamiltonian.} \]
\[ HS = \text{High Spin.} \]
\[ I = \text{Current.} \]
\[ ICPMS = \text{Inductively Coupled Mass Spectroscopy.} \]
\[ IMT = \text{Insulator Metal Transition.} \]
\[ IS = \text{Intermediate Spin.} \]
\[ IVC = \text{Inner Vacuum Can.} \]
\[ J = \text{Exchange Integral.} \]
\[ JJ = \text{Josephson Junction.} \]
\[ JT = \text{Jahn Teller.} \]
\[ KT = \text{Kubo Toyabe.} \]
LDA + U = Local Density Approximation + Hubbard Energy.
LEM = Low Energy Muon.
LF = Longitudinal Field.
LS = Low Spin.
M = Magnetisation.
MIT = Metal Insulator Transition.
MFM = Magnetic Force Microscope.
NMBO = Non-Bonding Molecular Orbits.
OI = Oxford Instruments.
P(H) = Probability of Field Distribution.
P(T) = Effective Moment.
PID = Power, Integral and Derivative.
PPC = Persistent PhotoConductivity.
ppm = Parts Per Million.
PSI = Paul Scherrer Institut.
QD = Quantum Design.
R = Resistance.
RF = Radio Frequency.
S = Spin.
SG = Spin Glass.
SQUID = Superconducting QUantum Interference Device.
T = Tesla.
T\textsubscript{C} = Curie Temperature.
T\textsubscript{g} = Spin Glass Transition Temperature.
TM = Muon Trigger.
T\textsubscript{N} = Néel Temperature.
T\textsubscript{ir} = Irreversibility Temperature.
TF = Transverse Field.
U = Up.
uv = Ultra Violet.
V = Voltage.
v = Vacancy.
VI = Voltage Current.
VSM = Vibrating Sample Magnetometer.
ZF = Zero Field.
ZFC = Zero Field Cooled.

\textit{B}_J(x) = Brillouin Function.
E\textsubscript{a} = Activation Energy.
G_2(t) = Muon Spin Relaxation Function.
k_B = Boltzmann Constant.
\chi = Susceptibility.
\Delta = Field Distribution.
\gamma_\mu = Gyromagnetic Ratio.
\sigma_4(t) = Spin Polarisation.
\( \xi = \) Localisation Energy.
\( \rho = \) Resistivity.
\( \mu = \) Magnetic Moment.
\( \mu_B = \) Bohr Magneton.
\( \mu_{SR} = \) Muon Spin Rotation/Relaxation/Resonance.
\( \theta = \) Curie Weiss Temperature.
\( \nu = \) Fluctuation Rate.
\( \phi = \) Magnetic Flux.
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Chapter 1

Introduction

This chapter will outline the structure of the thesis and briefly discuss the content of each chapter. This thesis consists of work performed in the search for novel magnetic behaviour; as such three different magnetic systems are investigated, each with their own individual magnetic properties. Therefore each results chapter outlines the motivation behind each project before the results are reported, all of which are linked by the goal to further the basic understanding of magnetism.

Oxide materials have enjoyed a renaissance since the discovery of high temperature superconductivity in LaBaCuO crystals. Much work has concentrated upon manganites as they have produced properties such as high temperature superconductivity, Colossal MagnetoResistance (CMR) and co-incident metal-insulator transitions[1, 2, 3]. The rich phase diagram of the manganites is partially due to the complexity of the materials, therefore work has also been performed on the less complex cobaltites, particularly in the search for magneto-electronic phase separated materials[4]. LaCoO$_3$ is of particular interest in this study because it has a diamagnetic ground state upon cooling, making it an ideal material in which to study the effects of defect driven magnetic interactions, such as magnetic excitons (due to oxygen vacancies) which have been predicted but never previously observed. Understanding the interactions of the excitons may help to explain the behaviour of the ferromagnetic clusters observed when the parent material is doped with Sr ions. La$_{1-x}$Sr$_x$CoO$_3$ has a
rich magnetic phase diagram (CMR, glassy behaviour and magneto-electronic phase separation), however the local magnetic interactions are not well understood. Understanding of the local interactions may be relevant not only to cobaltites but also to oxide materials in general.

Semiconductors in the form of dilute and concentrated systems have stimulated research for many decades. Of particular interest is the work performed on dilute magnetic semiconductors, a wide area encompassing many different materials. For example, one of the first ferromagnetic dilute magnetic semiconductor was PbSnMnTe[5], a II-VI material, but recently work has concentrated upon III-V materials as they have been shown to have higher Curie temperatures[6]. Cd$_{1-x}$Mn$_x$Te:In is of interest as its carrier concentration can be persistently increased when at low temperatures upon application of sub-bandgap radiation. Currently work is also being performed on dilute magnetic semiconductors to explore the idea of carrier induced ferromagnetism[7]. It is the nature of the electron trap, the so-called DX$^-$ centre that is of interest in this study, the magnetic ground state of which has never been probed directly. This study will investigate the DX$^-$ centre with muon spectroscopy, the muon being sensitive to the DX$^-$ centre because of the large Coulomb attraction. It is generally though that all DX$^-$ centres contribute to the conductivity after excitation, however this work will attempt to demonstrate that not all centres are excited, and as such will be of particular interest to those studying the carrier induced insulator to metal transition.

Investigations into magnetic properties have primarily concentrated on materials containing metallic elements, due to their natural abundance and their ease of processing. However this does not preclude the possibility of spins being coupled on an organic material. Indeed the radical formation required to obtain spins on organic molecules is essential to modern chemistry, the difficulty has arisen in stabilising the radicals. Over the past century chemical processes have been improved so that spin coupled materials now exist, however the magnetic ordering temperatures have been capped well below 50 K[8]. The material developed for this project, PANiCNQ has a high density of spin bearing radicals together with unique stability in air, that allows for magnetic coupling[9] at
room temperature.

1.1 Layout of Chapters

Chapter 2 introduces some basic generic magnetism relevant to the remainder of the thesis, this will include a brief summary of defect induced magnetism. This is followed by a theoretical introduction to muon spin relaxation, demonstrating the suitability of this tool to investigate dilute magnetic materials.

Chapter 3 details the experimental procedures required to fulfill this thesis, as well as reporting on any sample preparation techniques that were required. The design and calibration of the equipment used to perform magnetic characterisation measurements is discussed.

Chapter 4 presents the results of both magnetic and electrical data on LaCoO$_3$, the principles of defect induced magnetism specific to this oxide material are discussed. The interpretation of the data presented infers the presence of magnetic excitons in LaCoO$_3$ and the subsequent magnetic interactions are discussed in detail.

Chapter 5 presents work performed upon La$_{1-x}$Sr$_x$CoO$_3$, in an attempt to measure the local magnetic interactions of a phase separated material. Moreover the Sr rich magnetic clusters present upon doping at low $x$ compositions, signify behaviour similar to the magnetic excitons observed in chapter 4. The importance of the Sr ion upon the spin states of the surrounding Co ions is also discussed in depth.

Chapter 6 investigates the magnetic properties of the dilute magnetic semiconductors Cd$_{0.85}$Mn$_{0.15}$Te:In and Cd$_{0.86}$Mn$_{0.14}$Te:Al, with muon spectroscopy. The local magnetic interactions of the doping induced, DX$^-$ centre are measured for the first time. Illuminating Cd$_{0.85}$Mn$_{0.15}$Te:In with infra-red radiation detects the local magnetic properties of the centres, demonstrating the centres are in fact diamagnetic.
Chapter 7 discusses the initial characterisation of an organic material (PANI-iCNQ) which indicates magnetic ordering at room temperature. The possible mechanisms of exchange in organic materials are discussed and the subsequent characterisation reported. Several experiments conclude that the observed behaviour cannot be a consequence of transition metal impurities.

In chapter 8 conclusions are drawn on each results chapter and highlight the important conclusions discovered. Any subsequent work required to further clarify the work presented is also briefly discussed.

1.2 Publication List

The work in this thesis has been partially covered in the following publications.


References


Chapter 2

Introduction to Magnetic Behaviour

This chapter will present theoretical ideas and any relevant corresponding experimental results. As the scope of this work is rather broad this chapter will concentrate upon the general physical principles relevant to the materials investigated. Along with a general introduction to magnetism an in-depth discussion will describe dilute magnetic properties and the sensitivity of muon spin relaxation/resonance ($\mu$SR) to the various magnetic properties identified. The desired effect of this theoretical discussion is simply to enable interpretation of the work in later chapters and is not presented as a comprehensive review of magnetism.

2.1 Principles of Magnetism

This section will outline the classification of magnetic materials by their physical properties, a more detailed treatment can be found in many standard university textbooks\[1, 2, 3\]. The “types” of magnetism discussed in this section are diamagnetism, paramagnetism, ferromagnetism, antiferromagnetism and frustrated magnetism, which are all applicable to the materials of interest. Magnetism can result because of rotating electric currents or by a contribution from the spin vectors of electrons. The resulting magnetic properties are generally
summarised by the magnetic susceptibility ($\chi$) which is defined by,

$$\chi = \frac{M}{H} = \frac{\mu_0 M}{B}$$  \hspace{1cm} (2.1)

where $M$ is the magnetisation, defined as the magnetic moment per unit volume, $H$ is the magnetic field strength, $B$ is the flux density and $\mu_0$ is the permeability of free space. To avoid confusion this thesis will use standard SI units throughout.

### 2.1.1 Diamagnetism

Diamagnetism is inherent to all materials, it can be easily visualised when considering an atom with its electronic shell complete, there will be no lone electrons and therefore zero spin. However, the electron orbit will be susceptible to an applied magnetic field and obeys Lenz's law which states, "the magnetic flux produced by the acceleration of an orbital electron is always negative to the change in internal field". The magnetic properties can be derived from a semiclassical approach, whereby the application of a field creates a magnetic moment ($\mu$) opposing the change in field via a circulating electron current which has a magnitude $\mu = IA$, where $I$ is the electric current and $A$ is the area of electron orbit, The resulting susceptibility is a net contribution from all the electrons present in the material to give,

$$\chi_{Diam} = -\frac{\mu_0 NZe^2}{6m} \langle r^2 \rangle$$  \hspace{1cm} (2.2)

where $N$ is the number of atoms per unit mass, $Z$ is the number of electrons, $e$ and $m$ are the charge and mass of the electron respectively. The electron mean square radius, $\langle r^2 \rangle$ can only be calculated from quantum mechanical theory. A typical value of dimensionless volume susceptibility is $10^{-5}$, as the discussion progresses this value will be seen to be small compared to the positive contribution from the valence electron susceptibility. A plot of $M$ against $H$ will yield a linear (with a negative slope) behaviour that is generally temperature independent.
2.1.2 Paramagnetism

Paramagnetism is a positive contribution to the magnetic susceptibility and is associated with materials that contain magnetic ions (lone electrons), moreover the ions can be thought of as widely spaced so that there is no appreciable interaction between them. The magnetic moments will respond to the direction of the applied magnetic field, the initial classical result yields a susceptibility of the form,

\[ \chi = \frac{NM^2}{3kT} \]  

(2.3)

where \( T \) is the temperature, \( k \) the Boltzmann constant and \( M \) the magnetisation (magnetic moment per unit volume), demonstrating that the susceptibility is inversely proportional to the temperature, this is the Curie law.

However this classical behaviour must be modified by quantum mechanics, whereby not all orientations of spin can be accomplished, only discrete orientations can be achieved, so called quantisation. Therefore the moment (\( \mu \)) of a magnetic ion in free space can be given by,

\[ \mu = \gamma \hbar J = -g_\mu_B J \]  

(2.4)

where \( \gamma \) is the gyromagnetic ratio, which is the ratio of the magnetic moment to angular momentum, \( \mu_B \) is the Bohr magneton and \( g \) the Landé factor. \( J \) is the total angular momentum of the electron which is a summation of the spin (\( S \)) and orbital angular momentum (\( L \)), \( J = L + S \). The resulting magnetic ground state of the magnetic ion can be determined by applying Hund’s rules. By applying Boltzmann statistics and assuming that the angular momentum \( J \) has quantised levels, where the \( 2J+1 \) energy levels are equally spaced it is possible to write down the average magnetization in a magnetic field by,

\[
M = N\mu_B \frac{\sum_j J \exp\left(\frac{\gamma \mu_B H J}{kT}\right)}{\sum_j \exp\left(\frac{\gamma \mu_B H J}{kT}\right)}
\]

\[
M = N\mu_B B_J(\alpha)
\]

(2.5)

where \( \alpha = gJ\mu_B H/kT \) and \( B_J(\alpha) \) is the famous Brillouin function. Therefore the paramagnetic susceptibility can be obtained after simplifying the Brillouin
function to $B_J(\alpha) = \frac{J+1}{3J}\alpha$, the paramagnetic susceptibility can then be given by,

$$\chi = \frac{\mu_0NJ(J+1)g^2\mu_B^2}{3kT} = \frac{C}{T}$$

(2.6)

where $C$ is the Curie constant. This is only valid for small magnetic fields, in large fields saturating behaviour occurs due to the full Brillouin function. The classical limit can be derived by taking into account the effective number of Bohr magnetons. A typical value of the dimensionless susceptibility is $10^{-3}$, a positive slope is normally measured.

### 2.1.3 Ferromagnetism and Antiferromagnetism

The magnetic ions highlighted thus far neglected any magnetic interaction, which may result in a net magnetic moment in zero applied field. Assuming a mean field theory, where each spin can align neighbouring ones, a spontaneous magnetic order can be achieved below a certain temperature known as the Curie Temperature ($T_c$). It has been shown that equation 2.6, when taking into account the mean field theory becomes,

$$\chi = \frac{C}{T - T_c}$$

(2.7)

This is known as the Curie-Weiss law; below $T_c$ the moments upon the magnetic ions in the matrix align spontaneously, the actual interaction between the ions is quantum mechanical in nature and will be discussed in depth in section 2.2.

The spontaneous magnetisation can be imagined to be on a repeating sublattice, where the moments align themselves, as this could be the lowest energy state. However, another similar situation can be envisaged where neighbouring spins have a lower energy state if they lie antiparallel to one another. So called antiferromagnetism occurs below the Néel temperature ($T_N$), in which case the susceptibility can be written in the form,

$$\chi = \frac{C}{T + \theta}$$

(2.8)

where normally $\theta$ is close to $T_N$. However the ratio $\frac{\theta}{T_N}$ can increase to over 5 when next nearest neighbour interactions are included in the calculation.
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Figure 2.1: Some of the possible ordered arrangement of valence electron spins. From [1].

The bulk crystal alignments outlined are not unique, indeed there are other possible mechanisms that result in bulk magnetic order over the entire crystal. Fig. 2.1 demonstrates some of the possible ordered arrangements of the electron spins. As well as ferromagnetism and antiferromagnetism, two other simple forms of bulk order are demonstrated. Ferrimagnetism is observed when the spins on an alternating sublattice have different magnitudes and canted ferromagnetism, which has a net spin. However on an atomic level the spins point in different directions.

2.2 Magnetic Exchange

Comparison of the various exchange energies that drive possible magnetic interactions relevant to this particular study are given, specifically the mechanisms demonstrated are based on quantum mechanics, and as such will have to obey Hund’s rules and the Pauli exclusion principle. Ferromagnetic and antiferromagnetic behaviour can be modeled as a result of two electrons with overlapping wavefunctions; therefore when considering a many electron system it is possible to describe the exchange interaction for the entire ordered system, using the Heisenberg exchange Hamiltonian,

$$ H = - \sum_{i,j} J_{ij} S_i \cdot S_j $$

(2.9)

where $S$ represents the spin of the electrons and $J_{ij}$ is the nearest neighbour exchange integral. This is known as direct exchange and is a result of the direct Coulomb interactions between two electrons that obey the Pauli exclusion
principle. If $J_{ij} > 0$ then the interaction is ferromagnetic whilst if negative the exchange becomes antiferromagnetic.

The nature of exchange specific for each material investigated will be discussed in the appropriate results chapter. However a brief discussion of generic exchange mechanisms applicable to the materials investigated is required. If magnetic ions are connected by non-magnetic ions the direct exchange mechanism is very weak. However, the interstitial ions can mediate exchange, one specific example concerns the interaction between two magnetic Mn ions mediated through a O$^{2-}$ ion in MnO, the first antiferromagnet discovered. The following exchange was termed superexchange following the initial work in the middle of the twentieth century [4, 5]. The mechanism can be most easily envisaged by considering Fig. 2.2 which shows the overlap of the oxygen 2$p$ orbital with adjacent Mn ions.

Figure 2.2: The $p$ orbit of the O overlaps the Mn ions, mediating exchange via the oxygen ion, so-called superexchange. From [2].

The exchange relies upon the interaction of the electrons in the orbitals and obeys the Pauli principle, no two electrons can occupy the same state. In a Mn$^{2+}$ ion there are five $d$ electrons, if one Mn ion accepts one electron from the oxygen $p$ orbital the remaining electron in the O ion must have an opposite spin. Any exchange between the unoccupied Mn orbital and the O 2$p$ orbital will result in the transfer of an electron with opposite spin, leading to antiferromagnetic exchange between the two Mn ions. The interaction is strongest
when the Mn-O-Mn bond is maximised, deviation from this angle can result in ferromagnetic interactions between the magnetic ions when the bond angle is at 90°. However this exchange is much weaker. This mechanism simply requires partially filled $d$ levels for exchange to occur. Subsequently Goodenough and Kanamori proposed a set of semi-empirical rules\cite{6} to calculate the exchange of transition metal ions. The general rules are well obeyed; experimental deviation from the expected behaviour is generally dependent upon strained bond angles.

The situation can be somewhat more complicated in some Perovskite compounds. The presence of magnetic ions with different valence states, for consistency Mn$^{3+}$ and Mn$^{4+}$ ions are considered in the material La$_{1-x}$Ca$_x$MnO$_3$, will alter the exchange mechanism. From superexchange rules it is expected, assuming a 180° Mn-O-Mn bond angle that the material is antiferromagnetic, however the material is actually ferromagnetic\cite{7}. This exchange mechanism can be described by the double exchange mechanism\cite{8}, where conduction is mediated by the $d$ band which can therefore mediate the spin of the electrons from one Mn site to the other through the ferromagnetic exchange mechanism. If there are competing exchange interactions from site to site the magnetic properties of the materials can become very complicated.

\section*{2.3 Frustrated Magnetic Systems}

The discussion thus far has concentrated upon materials where the bulk is magnetically ordered, however, clearly identified already is the concept of multiple exchange mechanisms acting upon a magnetic ion. When this situation is combined with a “random” distribution of magnetic elements there may be magnetic frustration. This particular discussion will limit itself to the so called canonical spin glasses, in particular CuMn. If magnetic ions (Mn) are antiferromagnetically coupled in a non-magnetic matrix (Cu ions) it is easy to assume that bulk magnetic order will result after significant homogenous doping leading to magnetic percolation. However if randomly distributed throughout the matrix some magnetic ions may cluster. This behaviour may directly lead to the situation shown in Fig. 2.3, here the exchange mechanism is antiferromagnetic and the moments are arranged in an equilateral triangle formation. If the top two
moments are considered momentarily the ground state energy is satisfied, i.e. it is at the lowest energy (antiferromagnetically coupled), however the third moment is in somewhat of a quandary. It can only satisfy an antiferromagnetic interaction with one of the two moments, leading to magnetic frustration.

The moments identified in Fig. 2.3 will fluctuate above the spin glass freezing temperature $T_g$; however below it the moments will freeze into place. The direction of the frozen moments will be dependent upon the cooling protocol as field cooled and zero field cooled measurements will diverge at the transition, allowing magnetic susceptibility measurements to obtain $T_g$. However the application of a small measuring field can smear out the transition, the temperature dependence of the inverse magnetic susceptibility is shown in Fig. 2.4, for increasing compositions of Mn. The measurement was performed in an applied field of 0.6 T, a simple Curie-Weiss law, equation 2.7 cannot fit the data at low temperature as the transition is broadened because of the large measuring field.

It has been shown that a more accurate fit to the data in Fig. 2.4 can be obtained by substituting into equation 2.7 an effective moment ($p(T)$) of the form,

$$p(T) = \frac{N\mu_B^2}{3k} \left[ \frac{d\chi^{-1}}{dT} \right]^{-0.5}$$

(2.10)
Figure 2.4: The temperature dependent inverse susceptibility of various compositions of CuMn. The dashed line is a fit to the data using a standard Curie-Weiss Law. From [9].

Subsequently, it has been found that the effective magnetic moment per Mn ion is constant throughout the compositional range[9], indicating that clusters are beginning to form in the material. It is essential to note that clustering in a canonical spin glass is occurring at even the lowest composition, the deviation from Curie-Weiss behaviour is always seen above $T_g$.

The smearing of the transition region leaves two distinct possibilities to measure $T_g$ accurately, either use a very small measuring field in a dc type experiment,
or perform ac susceptibility measurements. Ac susceptibility is very useful, although not always possible to measure for weak magnetic systems, it allows a direct comparison of the real ($\chi'$) and imaginary ($\chi''$) part of the susceptibility, or the dispersion and absorption. The temperature dependence of the zero field $\chi'$ for CuMn (1%) is shown in Fig. 2.5, $T_g$ is easily observed, however it is the frequency dependence of the peak that is of most interest; this is shown in the inset of Fig. 2.5. The frequency dependence is inherent to canonical spin glasses as it occurs at such low frequencies, the transition temperature is lowered when decreasing the measuring frequency from 1.33 kHz to 26 Hz, for this particular sample[10].

Crucially as the spin glass transition is approached there is a peak in $\chi''$, i.e. the spins are being decoupled from the lattice, therefore there is an absorption peak. Although canonical systems are not considered in this particular study a working knowledge of their properties is required in the interpretation of the work presented. Specifically a glass type transition is different from a superparamagnetic type transition as there are inter ion/cluster interactions in frustrated systems. Superparamagnetism is a specific form of magnetism where the interactions are governed by a stronger thermal agitation, which allows a
coherent rotation of all the spins present above a blocking temperature, the material appears paramagnetic. Below the blocking temperature ferromagnetic behaviour is observed, however unlike ferromagnetism the behaviour of the susceptibility is cooling field dependent.

The glass transitions discussed so far have considered only interactions between low density concentration magnetic ions, however if enough magnetic ions are doped into a non-magnetic host clustering of the ions may occur. This will have a profound effect on the magnetism as these clusters will freeze with a random orientation of the moment in a manner akin to spin glass freezing. Large ferromagnetic moments will occur, but the behaviour of the cluster systems are difficult to model because of the complicated interactions between the clusters.

2.4 Defect Induced Magnetism

The magnetic behaviour described in previous sections has concentrated upon properties induced by magnetic ions, however there are scenarios where local perturbations due to defects can have a profound effect upon the bulk system. Specifically two such magnetic phenomena will be described here, so called magnetic polarons and the relatively new concept of magnetic excitons. This review is not exhaustive and as such will concentrate upon the physical phenomena associated with defect induced magnetism.

In its simplest form the existence of a bound magnetic polaron can be understood in terms of an simple antiferromagnetic semiconductor doped with electron donors. A localised carrier may orientate a small region of the antiferromagnetic matrix in its effective Bohr radius, if its energy can be lowered. Many researchers have used a simple theoretical argument to base their calculations on ([14] and references there-in) a potential well with a depth $E$ and width $2\xi$ is considered, where $\xi$ is the localisation radius. By its very nature a magnetic polaron will deepen the well to $E + \Delta E$, consequently there is a reduction of the width of the well by $2\xi - \Delta \xi$ leading to a reduction in the localisation length, i.e the state is more bound. A schematic of this particular
scenario is shown in Fig. 2.6 where a charge carrier becomes trapped creating a region of ferromagnetic order within an antiferromagnetic matrix. As a result of the local polarisation of the spins within the wavefunction of the donor electron, the energy is reduced and the electron becomes self-trapped, a so-called bound state.

Figure 2.6: Sketch of a self trapped magnetic polaron, the antiferromagnetic matrix is interspersed with a ferromagnetic regions due to a hypothetical self trapped charge carrier. The arrows represent the spin direction and the line is the wavefunction of the trapped electron.

Some of the most convincing evidence of the existence of bound magnetic polarons has come from transport measurements upon Gd$_{3-x}$v$_x$S$_4$[11], where v represents a vacancy. At low temperatures the material shows negative magnetoresistance where, as the field increases, the resistivity decreases. This is attributed to the destructive effect of the magnetic field which will eventually align the spins of the matrix with that of the polaron. Moreover magnetic field sweeps at low temperatures demonstrate the polarons as a high susceptibility species, and as such they appear as a parasitic component to the undoped material.

Previous work has indicated that bound magnetic polarons exist in CdMnTe
and other dilute magnetic semiconductors, when doped with donors or acceptors. At sufficiently low temperatures the donor electron (acceptor hole) will polarise the spin of the Mn ions within the Bohr radius of the donor electron (acceptor hole), creating a polaron as the $s-d$ ($p-d$) exchange dominates over the thermal fluctuations of the magnetic ions. Fig. 2.7A shows the schematic representation of the polaron forming in paramagnetic matrix. The physical properties of the magnetic polaron have been well documented both theoretically[12] and experimentally[13] in dilute magnetic semiconductors.

Figure 2.7: Sketch A shows a donor bound electron (acceptor bound hole) aligning the spins of magnetic ions to form a polaron in a paramagnetic matrix. Sketch B shows that an exciton is formed by a donor bound electron (acceptor bound hole) by inducing a magnetic moment in surrounding ions, the surrounding matrix is diamagnetic.

A subtle variation of a magnetic polaron is a so called magnetic exciton, which is inherently different from a magnetic polaron in the fact that it does not need a magnetic ion matrix to polarise. Specifically magnetic exciton formation has been proposed for LaCoO$_3$[14]. As the Co ions undergo a thermally induced low spin to high spin transition, at low temperatures the material is diamagnetic. However if an extra electron/hole is present in the system this will excite the surrounding Co ions into a magnetic state, this is shown schematically in Fig. 2.7B where there are no magnetic ions surrounding the exciton. Unlike polarons, magnetic excitons cannot be destroyed by the application of a magnetic field and in theory should be easily measurable (excitons will not show the magnetoresitive response of polarons). For the case of LaCoO$_3$ electrons can
be induced by oxygen vacancies. No experimental evidence of the existence of magnetic excitons has yet been interpreted but, like polarons, it is expected that they will have a profound influence on the electrical and magnetic properties of materials if present.

2.5 Muon Relaxation in Magnetic Materials

There are several fine reviews covering the relaxation of muons in various different physical states[15, 16]. This section will briefly consider the case of muon relaxation in magnetic materials; specifically it will discuss the effect of the muon position on the possible relaxation in dilute magnetic systems. The inherent difficulty with interpretation of muon spectroscopy data is that the exact behaviour of a muon in the material is difficult to obtain. Specifically an implanted muon can hop, capture an electron forming a muonium and have different implantation sites throughout the material. As a spin 1/2 particle, a muon is extremely sensitive to any local magnetic field. Due to parity violation at the point of decay the spin direction of the muon is conserved. As such the muon position is essential to understand the data collected. Fig. 2.8 shows a schematic of muon implantation in a canonical spin glass with two different implantation sites, any fluctuation in the moments will change the modulation of the decay depending upon the position of the muon (star) with respect to the magnetic ions.

There are two possible plausible solutions, specific to the kind of magnetism expected where there is a large density of valence electrons which contribute to the net moment of the system. The field distribution can be either described by a gaussian or a lorentzian distribution, the consequences of which will now be discussed in detail.

The experimental set up will be described in detail in chapter 3. If no field is applied and the local fields are static then the muon will Larmor precess about the component of local field that is perpendicular to the muon spin direction, giving rise to a discrete local muon precession frequency about each inequivalent
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Figure 2.8: Muon distribution in a dilute magnetic material, typical of a canonical spin glass. From [17].

Therefore the spin polarisation \( \sigma_z(t) \) can be described by,

\[
\sigma_z(t) = \cos^2 \theta + \sin^2 \theta \cos(\gamma_\mu |H|t)
\]  

(2.11)

where \( \theta \) denotes the angle between the initial muon spin direction \( (z) \) and the average static internal field \( (H) \), \( t \) represents time and \( \gamma_\mu \) is the muon gyromagnetic ratio.

To obtain the spin relaxation function \( G_z(t) \) the spin polarisation must be averaged over the local field distribution \( (P(H)) \). By definition, a gaussian relaxation of the local fields around the muon can be expected when the implanted muon is surrounded by static moments in a random direction; with the local field having a continuous distribution, such a situation can easily be envisaged with nuclear dipole fields. The internal field distribution of a gaussian can be well explained by,

\[
P^G(|H|) = 4\pi |H|^2 \left( \frac{\gamma_\mu}{\Delta \sqrt{2\pi}} \right)^3 \exp \left( \frac{-\gamma_\mu^2 |H|^2}{2\Delta^2} \right)
\]  

(2.12)

where \( \Delta \) represents the field distribution. When combined with the spin polarisation it has be shown that the spin relaxation function can be written in the
form,
\[ G_z(t) = \frac{1}{3} + \frac{2}{3}(1 - \Delta^2 t^2) \exp \left( -\frac{\Delta^2 t^2}{2} \right). \] (2.13)

This is the famous Kubo-Toyabe (KT) function. The first term shows that the signal will recover back to one third of its original value because in a random field distribution the muons will not precess along the polarisation of the incoming muons. Fig 2.9 demonstrates the zero field spectra at room temperature of MnSi, this was the first measurement of the KT relaxation, moreover the application of a longitudinal field, i.e. along the incoming muon spin direction, results in a decoupling of the relaxation rate as the spin direction of the material is forced along z direction. For early times or slow relaxation
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\[ G_z(t) = \frac{1}{3} + \frac{2}{3}(1 - \Delta^2 t^2) \exp \left( -\frac{\Delta^2 t^2}{2} \right). \]
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The case for a KT relaxation is conclusive only for static randomly distributed magnetic moments around the muon implantation site. However another case can be envisaged where the moments have a different distribution. It has been shown that the behaviour of a frozen magnetic glass can be described by a lorentzian distribution of the form,

\[ P_L(|H|) = \frac{a}{\pi (a^2 + \gamma^2 |H|^2)^2} \]  

(2.15)

where \( a \) represents the field distribution. Combining with the spin polarisation will reveal the so called lorentzian Kubo-Toyabe of the form,

\[ G^L_z(t) = \frac{1}{3} + \frac{2}{3} (1 - at) \exp(-at) \]  

(2.16)

The lorentzian KT will have a shallower dip than the standard KT because there is a wider range of \(|H|\) leading to faster damping. This kind of relaxation is prevalent in frustrated magnetic systems below \( T_g \). For slow relaxations or quick times this can be expanded to produce the a “standard exponential” relaxation of the form,

\[ G^L_{KT}(t) = \frac{1}{2} + \frac{2}{3} (1 - at) \left( 1 - at + \frac{a^2 t^2}{2} \right) \]

\[ \approx 1 - \frac{8a t}{3} + a^2 t^2 \]

\[ \approx \exp\left(-\frac{4at}{3}\right) \]

\[ \approx \exp(-\lambda t) \]

(2.17)

where \( \lambda = \frac{4a}{3} \).

The previous discussions have concentrated upon static fields. However in systems such as spin glasses there will be local fluctuations of the local fields. To describe the effect of the local field fluctuations it is necessary to take into account the strong collision approximation. After a time \( t \) a local field changes its direction with a probability distribution of the form \( \rho(t) \propto \exp(-\nu t) \), where \( \nu \) is the local fluctuation rate. After the collision the probability distribution has no information about its previous behaviour. When considering a gaussian distribution as identified in equation 2.12, it has been shown that the relaxation function can be written in the form[20, 21];

\[ G^G_z(t, \nu) = \exp(-\nu t) \left[ g_z(t) + \nu \int_0^t g_z(t_1) g_z(t - t_1) dt_1 \right. \\
+ \nu^2 \int_0^t \int_0^{t_1} g_z(t_1) g_z(t_2 - t_1) g_z(t - t_2) dt_1 dt_2 + ... \]

(2.18)
where $g_z(t)$ represents the static relaxation function. The relaxation will stop once all the muons have decayed but until that point there may be numerous "collisions". Obviously it is possible to replace the gaussian relaxation with the lorentzian relaxation to obtain the relaxation function, however this will exhibit no change in the initial decay rate for very fast fluctuations, $\nu/a \gg 1$, i.e. the envelope function described in equation 2.18 becomes the static function. However for a canonical spin glass the relaxation rate changes as a function of temperature around the freezing temperature ($T_g$), as can be seen in Fig. 2.10 which shows the zero field $\mu$SR spectra for the canonical spin glass AuFe around $T_g$. The initial relaxation rates decrease as the temperature is reduced even below $T_g$ presumably due to the fast fluctuations of the Fe moments. This contradiction can be resolved when noticing that the muons can have different variable ranges of local fields, see Fig. 2.8. When the field at a muon site undergoes a dynamic fluctuation the field "after" is chosen from a variable range of random fields such that "sub-distribution" of fields gives a gaussian distribution $P_j^G$ with a width $\Delta_j$. Therefore the probability to find a site with such a field distribution will satisfy the equation,

$$P^L(H_i) = \int_0^\infty P^G(H_i\Delta_j)\rho(\Delta_j)d\Delta_j$$  \hspace{1cm} (2.19)
In the narrowing limit, it has been shown[17] that the relaxation is of the form of a root exponential dependence,

\[ G^L_x(t, a, v) = \exp(-\sqrt{4a^2t/v}) \]  \hspace{1cm} (2.20)

The natural logarithm of the relaxation function above \( T_g \) will follow a root exponential behaviour. This is very similar to the possibility of coexisting static and dynamic fields and is representative of canonical spin glasses. Any clustering of the moments that give rise to spin glass behaviour have yet to be modeled.
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Chapter 3

Experimental Details

This chapter outlines the major experimental procedures used in this study. Specifically it will discuss techniques for both electrical and magnetic measurements along with any technical information required to demonstrate the performance of the equipment.

3.1 Electrical Measurements

Temperature dependent resistivity measurements were performed on a number of different samples, in the range 350 mK - 300 K. For the temperature range 350 mK - 10 K an Oxford Instruments (OI) helium-3 refrigerator was used; its operation will be discussed in section 3.2.5. Higher temperature measurements (T > 4.2K) were performed on three different systems, an APD closed cycle refrigerator (10 K - 270 K), an OI continuous flow cryostat (77 K - 300 K) and a simple probe involving direct immersion into liquid Helium (4.2 K - 300 K). In all systems operating above 4.2 K the temperature was accurately measured using RhFe thermometers.

3.1.1 Performing Electrical Measurements

Consideration should be paid to sample preparation and mounting. All samples were of a uniform thickness and it was found that gold wires could be contacted with indium ('4 nines purity') onto a smooth surface. Surface preparation was
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tailored to individual samples; oxide materials were simply polished down with a 0.5 $\mu$m cloth and diamond paste. Semiconducting (II - VI) materials were polished and then etched in a bromine - methanol solution to removed unwanted surface oxidation, rinsed in methanol and contacted as soon as the sample dried to prevent re-oxidation.

Copper is an effective material with which to fabricate sample holders within the temperature range. The sample holders were all screw threaded to the cold finger/main body of the cryostat and locked in place with a layer of indium to ensure good thermal contact. In all cases a thermometer was attached directly to the sample holder. The samples were mounted on a thin layer of Rizla paper to provide electrical insulation but reasonable thermal conduction, the Rizla paper was attached to the copper mount with a thin layer of GE varnish. Any additional strain caused by the different thermal contractions of the sample and the mount was kept to a minimum by attaching the sample to the Rizla paper via a thin layer of Si vacuum grease, which only solidifies at 10 K.

![Figure 3.1: A VI plot showing good Ohmic behaviour. This particular sample of La$_{0.85}$Sr$_{0.15}$CoO$_3$ was measured at 14 K, the error bars are within the symbols.](image)

$R = 23.47\Omega$
Before resistivity measurements could be performed the samples were always tested for Ohmic behaviour, at the lowest temperature available for a given cryostat. A typical Voltage against Current (VI) curve is shown in Fig. 3.1, showing a linear response within the given current range. In all cases either a full VI curve was performed or the resistance was calculated after measurements were taken in both current directions for d.c electrical measurements. This was to ensure that any instrumental offsets, and thermal voltages across the sample were taken into account when calculating the true resistance. Resistivity measurements were performed with In contacts in the van der Pauw configuration[1], with current being injected via two of the contacts and the voltage measured between the two opposite configurations as shown in Fig. 3.2.

If the contacts are Ohmic and on the edge of the sample, this technique can compute the resistivity regardless of shape, so long as it is of uniform thickness, \( t \). Measurements have to be made in both configurations shown in Fig. 3.2, the resistivity \( \rho \) can then be given by,

\[
\rho = \frac{\pi t}{\ln 2} \left( \frac{R_A + R_B}{2} \right) \gamma \left( \frac{R_A}{R_B} \right)
\]

where \( R_A \) and \( R_B \) are the resistances of two configurations and \( \gamma \) is a function dependent on the ratios between the two resistances. For an isotropic sample, with contacts in a perfect square configuration the ratio \( R_A / R_B \) is unity. However \( \gamma \) will quickly begin to deviate, falling to 0.7 when the ratio is 7. The importance of the temperature dependent resistance anisotropy will be commented upon in later chapters. The van der Pauw configuration can also be used to measure the Hall carrier density using the same 4 Ohmic contacts.
3.2 Magnetic Measurements

Magnetic field and temperature dependent experiments were an essential part of this study using both commercial and "home-built" equipment. A commercial Quantum Design (QD) MPMS XL Superconducting Quantum Interference Device (SQUID) system has been used for temperature dependent measurements (2 K - 340 K) in fields up to 5 T. This system is able to resolve a magnetic moment as small as $1 \times 10^{-11}$ JT$^{-1}$[2]. In conjunction with standard characterisation measurements a home built SQUID system has been developed with an extended temperature range from 350 mK - 5 K; both systems are detailed below.

3.2.1 Basic Principles of a SQUID system

A direct analogy can be drawn to the interference of light waves and the operation of optical interferometers. Except in the case of a SQUID magnetometer, the interference of electron-wave processes is of concern. A SQUID system consists of a superconducting ring which is interrupted by one (rf SQUID) or two (dc SQUID) Josephson Junctions (JJ’s). A JJ consists of a thin insulating barrier, in this case breaking superconducting rings. The systems described all use superconductors with a low critical temperature ($T_c$) where the charge carriers are Cooper pairs that move coherently with the same wave function energy and phase. A SQUID utilises two unique properties of superconductors, namely magnetic flux quantisation and Josephson tunneling. Application of a magnetic flux to the SQUID causes an output that is a function of the magnetic flux threading the SQUID ring. In essence a SQUID is a very sensitive current to voltage convertor.

3.2.2 rf SQUID

rf systems are the base of most commercial magnetometers simply because the actual ring itself contains only one JJ and is thus easier to make. The magnetic flux ($\Phi$) inside a SQUID loop acquires a discrete value such that, $\Phi = n\Phi_n$, where $n$ is an integer and $\Phi_n$ being one flux quanta, $\Phi_n = \hbar/2e = 2.07 \times 10^{-15}$
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Figure 3.3: (a) LC circuit for obtaining rf SQUID characteristics. (b) The VI curve showing the response of the SQUID ring to an external field.

Wb. The JJ interrupts a flow of current around the ring which maintains a constant phase difference; the sensor will respond to any additional rf magnetic flux. The SQUID ring is coupled to the inductor of a resonant LC circuit, typically between 20 MHz and 5 GHz. A typical LC tank circuit is shown in Fig. 3.3a; the value of the output voltage $V_{rf}$ is dependent on the input from a pickup coil ($I_{rf}$). Any variation of external magnetic flux causes a variation in phase of the current ($I_{rf}$) across the JJ. Any change in current is a non-linear function, the relative change in impedance can be registered by elements of the rf circuit. The $V_{rf}$-$I_{rf}$ characteristics of a rf SQUID are shown in Fig. 3.3b; $V_{rf}$ oscillates as a function of applied magnetic flux with a period $\Phi_n$. Any change in the magnetic flux applied to the pick up coil can therefore give a proportional voltage change.

Due to the physically small size of the SQUID ring the relative change in external field is detected by a flux transformer consisting of superconducting pick up coils. The sensing coils are inductively coupled via a small coil to the SQUID ring. The pickup coils themselves are often gradiometrically wound. One coil would be very susceptible to any stray magnetic flux, therefore the most basic
usable configuration is a pair of counter-wound coils with the sample being placed in the centre of one coil. The design is such that uniform external fields will not affect the SQUID response. This is known as a first order gradiometer configuration. When detailed spatial derivatives are required (i.e. moving sample) a so called second order configuration is needed; in this scenario two small coils are wound either side of a large counter-wound coil, the number of turns in both directions being equal.

3.2.3 dc SQUID

A dc SQUID consists of two separate JJs connected in series, and operates with a constant current. In this scenario an a.c magnetic flux is applied across one junction with a frequency in the order of 100 kHz, having a peak to peak voltage of $\Phi_0/2$. The other junction is connected to a flux transformer; if the change in magnetic flux is equal to $n\Phi_0$ the modulation frequency remains constant. A change in flux induces a change in the peak to peak voltage of the modulation frequency. As in all SQUID's this response is again non-linear allowing a large variation in the change in total flux to be measured. The phase difference of the signal is dependent upon the sign of flux change. Although more difficult to fabricate, a dc SQUID is more sensitive than its rf equivalent primarily because the electronics simpler.

3.2.4 High Temperature SQUID Measurements

As mentioned previously, work was performed upon a QD SQUID magnetometer with an absolute sensitivity of $1 \times 10^{-11}$ JT$^{-1}$. This level of sensitivity is somewhat difficult to regularly reproduce because it requires a uniform magnetic field measurement which is complicated by trapped flux present in superconducting magnets at low fields. The sample temperature is maintained using Helium as an exchange gas, after it passes through a resistive heater to enable a temperature range between 5 K and 340 K. A low temperature regime (2 K - 5 K) is possible, by pumping a small liquid Helium bath to reduce the vapour pressure. In all measurements performed the constant temperature option was utilised; before the magnetic response is recorded a thermometer
Figure 3.4: Plot showing the typical QD SQUID response as a magnetic moment is moved through the pickup coils. The sample is centred around 2 cm.

at the base of the sample chamber and one level with the sample must be in agreement, and this method gives a temperature stability $\pm$ 5 mK. The maximum sample length was 5 mm because the sample was moved over a distance of 40 mm through the second order gradiometer coils and measured repeatedly. Therefore a longer sample would induce a response from the compensating coils in the pickup coils. The absolute flux was measured through the SQUID ring at various points through the scan; a typical response of a magnetic moment through the coil set is shown in Fig 3.4. The sample is centred around 2 cm in this particular case. The tails of the response are not level because there is a small yet significant field gradient across the sample space. The absolute value of magnetic moment is then obtained by fitting the data with the spatial response of a magnetic moment.

When using the SQUID MPMS system there are several important experimental parameters to be taken into consideration. The field gradient across the sample, although small ( 0.01 % over 40 mm ), will distort the results of samples with
a non-uniform magnetic moment. This however can be minimised depending upon the type of measurement performed. A “dc” measurement moves the sample but it stops for every measurement, hence measuring the absolute flux cutting the SQUID ring. The “reciprocating sample oscillation” constantly moves the sample during measurement, and hence any field gradient across a material that does not have a uniform magnetic response will cause a deviation from the ideal moment shape as in Fig. 3.4, and the moment calculation will be incorrect. The residual field cannot be reduced to below 0.1 mT as the magnet has no quench facility to get rid of any trapped flux. The final experimental consideration when performing measurements concerns the setting of magnetic field values. There is a “no overshoot” mode where the current in the magnet is reduced/increased to the desired value. (There is no Hall probe in the sample space and the field value is determined from a factory calibration of the current through the coil). There is also an “oscillate” mode which obtains a more accurate value of field; however the field oscillates around the set value to reduce the trapped flux. This method of setting fields for glassy/remnant materials, especially when setting the field to zero, will cause remnant behaviour in the sample and therefore affect the interpretation of the results. The above considerations must be taken into account when using this particular SQUID system.

3.2.5 A Low Temperature SQUID Magnetometer

The lowest temperature available at present upon a commercial system is $\sim 2$ K. As the study involves looking at dilute magnetic systems, a SQUID magnetometer was designed and constructed to enable studies of exchange interactions as low as 350 mK. Two commercial systems were combined, an OI Heliox Probe sorption pumped $^3$He refrigerator and a QD Model 5000 dc SQUID sensor fabricated from a thin film of niobium. A working version of the apparatus existed before this particular study commenced[3]. However modifications to improve the sensitivity and overall convenience were essential for this work.

As the operation of the Heliox probe is essential to the SQUID response, understanding the principles of operation is required. Fig. 3.5 shows the schematic of
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Figure 3.5: A schematic diagram of the Oxford Instruments He$^3$ Heliox cryostat, all dimensions are in mm.
the Heliox probe; cooling can be commenced once the vacuum can (IVC) has been sealed, evacuated and a small amount of $^4$He gas introduced (10 cc). The system can be simply lowered into a dewar of liquid $^4$He allowing quick cooling and if necessary a quick sample change. Once in the liquid the exchange gas in the IVC ensures efficient cooling of the sample holder to 10 K. This excess He gas is removed by an activated charcoal sorbtion pump located above the 1 K pot. Once the probe is in equilibrium with the dewar the 1 K pot is filled with liquid Helium via an evacuated pick-up tube submerged in the liquid. The gas pressure above the 1 K pot is reduced via the operation of a large (40 litres per second) rotary pump reducing the temperature of $^4$He in the 1 K pot to $\sim$ 1.3 K. The sorb is kept at 45 K to expel the $^3$He gas which begins to condense into the $^3$He pot below 1.4 K. After condensation of all the $^3$He gas the charcoal sorb is activated, reducing the vapour pressure of the gas, which creates a base temperature in the system of 350 mK once the experiment has been loaded onto the sample stage.

Base temperature stability with a minimum load onto the $^3$He pot can be up to 36 hours. However it is the heating protocol which is of importance in this study, as the temperature dependent magnetic susceptibility is its prime concern. In the range $300 \text{ mK} < T < 1.4 \text{ K}$, the sample temperature is controlled by altering the pumping speed of the $^3$He sorbtion pump; in practice the sorb temperature is controlled. Above 1.4 K, temperature control is achieved by directly heating the $^3$He pot with a resistive heater. For both situations the heaters are supposedly non-inductively wound. However any deviation from perfect counter-wound symmetry will result in a stray magnetic field in the IVC when a current is passed through the heater. With a SQUID sensor in the IVC any stray field will be measured; as the heater is controlled by standard PID controls this results in non-uniform oscillations of the background. This makes stable, sensitive magnetic measurements almost impossible for this experimental setup. Dynamic temperature sweeps were therefore performed from 350 mK - 5 K, although the maximum temperature was determined by the method of warming. Two separate methods of dynamic warming were devised so that over the entire temperature range the sample was in thermal equilibrium with the thermometer. The first involves pumping upon the 1 K pot with the
external rotary pump and the needle valve closed so no further liquid $^4$He was picked up. This method gave good temperature equilibrium in the range $350 \text{ mK} < T < 2.5 \text{ K}$. The second method requires simply sealing the 1 K pot at the top of the probe and then opening the needle valve of the pick-up tubes which are submerged in liquid. As the exhaust tube of the 1 K pot fills, the $^4$He gas expands due to the temperature gradient up the probe and forces the liquid in the 1 K pot back into the dewar, giving good temperature equilibrium between 1 K - 5 K. The effect of these warming conditions on the SQUID performance will be given later in this section.

The SQUID detection ensemble was designed to fit in the bottom of an extended IVC; the schematic of the experiment is shown in Fig. 3.6. The SQUID ring is housed in a superconducting shield which is mounted in a copper block heat sunk into the IVC maintaining a constant temperature of 4.2 K via thermal conduction. An inductance matched flux transformer (1.9 $\mu$H)\cite{5} in a first order gradiometer configuration made out of multi-core NbTi superconducting wire is wound upon a MACOR former. An inductance matched flux transformer linked to the input of the SQUID maximises the sensitivity\cite{4}. Multi-core wire was chosen instead of single filament wire as it is more resistant to damage. The copper sample holder sits in the middle of the top pickup coil and is insulated from the SQUID assembly by a vacuum sleeve. Around the pick-up coil is a copper wound electro-magnet capable of producing an external field of 0.03 T; copper was chosen as there is no chance of trapping any magnetic flux as frequently happens in a superconducting magnet. To prevent stray field penetration, the IVC is wrapped in a lead shield which is superconducting at 4.2 K, thus preventing fluctuations in the earth’s field (mainly due to large moving metallic objects) from distorting the measurements. Mu-metal foil was wrapped around the lead to minimise the field inside the lead shield prior to it becoming superconducting. At 77 K it was found the field in the IVC was 10 $\mu$T, a factor of five lower than the earth’s field. For all measurements performed this was the measuring field as hysteresis loops/high field susceptibility could not be performed due to a combination of a non-uniform field from the copper electromagnet and ambient electrical noise. The latter could be improved by housing the experiment in a screened room. Importantly the dewar was placed
Figure 3.6: A schematic diagram of the low temperature Durham SQUID, the inset shows a magnification of the SQUID assembly. Reproduced from Read[3].
on an metallic plate sitting on high density rubber to damp out any vibrations through the floor. The entire system was grounded in series, in order to maintain a stable background over the time period of experiment. In many cases this was several hours.

### 3.2.6 Characterisation of the Durham, Low Temperature SQUID

The QD commercial magnetometer described in section 3.2.4 works by measuring the spatial dependence of the moving magnetic moment, whilst the Durham SQUID system does not move the sample and measures only the absolute flux cutting the SQUID ring. Careful placement of the sample in the flux transformer is essential to enable accurate temperature dependence of the change in magnetisation. The calibration of the SQUID is a rather complex and laborious task, the first step entails placing a magnetic dipole in the flux transformer. This dipole is a small copper electromagnet made from 0.15 mm diameter copper wire with 21 turns wrapped around the sample holder, when current is passed there will be a change in magnetisation. Fig. 3.7 shows the response of the Durham SQUID to changes in current through the magnetic dipole when the current is applied in both directions and stepped down uniformly in 10 steps from 1 \( \mu \text{A} \) to 0.1 \( \mu \text{A} \). This graph is of huge importance as it allows the change in moment of the sample to be accurately calculated. This graph can also be used to show the stability of the system. The recording of the graph took \( \sim 10 \) mins, and it is clear from this that the background remains constant, i.e. when the current is switched off in the magnetic dipole the SQUID voltage returns to its previous value. The reproducibility of these data is essential to ensure accurate characterisation of samples.

The absolute sensitivity of the SQUID is not in terms of the absolute moment that can be detected but the smallest change in moment. This is an advantage over the commercial QD SQUID as small changes in moment upon a large magnetic background can be detected because the sample is not moved and only the change in absolute flux measured. The calibration of Fig. 3.7 is shown in Fig. 3.8, in this case the setting on the electronic amplifier is, sensitivity 50,
Figure 3.7: The response of the SQUID to a change in current of an electromagnet wrapped around the sample holder. The current was applied in both directions and stepped uniformly down in 10 steps from 1μA to 0.1 μA.

gain 5. The smallest change in moment detectable was $1 \times 10^{-12} \text{JT}^{-1}$, this is an order of magnitude more sensitive than the smallest moment detectable by the commercial QD system. To gain any useful information once the sample has been measured and the change in moment calculated, an absolute value of moment is required at one temperature. Therefore a temperature overlap region between the Durham SQUID and the QD system is essential, and as the QD system has a base temperature of 2 K the absolute moment can be measured.

The Durham SQUID was designed to measure dilute magnetic systems, and therefore the background needed to be well characterised and reproducible. Fig. 3.9, shows the temperature dependent background measurements for the two separate dynamic warming protocols identified in section 3.2.5, 300 mK < $T$ < 2.5 K (low temperature configuration) and 1 K < $T$ < 5 K (high temperature configuration). In both cases the experiment was cooled and measured in an external field of 10 μT along the axis of the SQUID; field cooled experiments (
Figure 3.8: Calibration of the Durham SQUID system, the absolute magnetic moment against the change in the SQUID voltage. The response is linear as expected.

up to 0.03 T and then measured in 10 \( \mu \)T are possible. However this has little effect upon the background and is reproducible. The temperature dependent background is very small, and when glassy systems were field cooled (FC) the sample signal was so strong the background effect was minimal. The graph does however demonstrate an insight into the sensitivity of the system as there is a difference in response depending upon how the system is warmed. The Heliox probe is not designed for sensitive magnetic measurements and there are materials with strongly temperature dependent magnetic responses on the probe. For example, the \( ^3\)He pot and the sample holder are close to lead-tin solder; this behaviour could explain the background response shown in Fig. 3.9. When comparing the two temperature configurations, the high temperature configuration has a relatively large temperature dependent background, and one plausible explanation for this is the method of warming. In this scenario the 1 K pot exhaust valve is sealed, meaning that any liquid \( ^4\)He that evaporates is trapped in the exhaust tube. The gas up the tube will have a large temperature gradient, and this will warm parts of the Heliox at the lower end along with
Figure 3.9: Temperature dependent change in the magnetic moment of the background for the temperature regions, $350 \text{ mK} < T < 2.5 \text{ K}$ (low temperature configuration) and $1 \text{ K} < T < 5 \text{ K}$ (high temperature configuration). The measuring field in both cases was $10 \mu\text{T}$.

The $^3\text{He}$ pot. Therefore if any material undergoes a magnetic phase transition because of artificially increasing the temperature of the main body of the Heliox due to the warm exhaust gas, this will be detected by the SQUID. In the low temperature configuration the temperature of the Heliox will be in equilibrium as any gas released by the $1 \text{ K}$ pot is quickly removed by the large rotary pump attached to the exhaust. From Fig. 3.9, it is clear that the change in moment is very small. There is however more noise in the low temperature configuration, this is simply because of the vibrational noise from the rotary pump. The bellows from the pump to the probe did consist of two $20 \text{ kg}$ lead dampers. However not all the mechanical coupling could be removed, indicating the importance of isolating the entire system when performing measurements due to its sensitivity. Both mesophonics and grounding determine the base noise level of the Durham SQUID.
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3.3 Muon Spin Spectroscopy

The response of the muons to specific magnetic environments has already been described in chapter 2, the basics of muon production and the operation of a basic muon spectrometer will now be discussed. A relatively new instrument known as a Low Energy Muon (LEM) spectrometer will also be discussed in depth, as this allows control of the implantation energy thus enabling depth dependent muon relaxations to be measured.

3.3.1 Muon Facilities

Muon production can only occur at large central facilities where energetic protons are produced by a high energy cyclotron. In this study two proton accelerators and their associated muon beamlines were used, the ISIS (the Egyptian God of light) facility in Oxford and the Paul Scherrer Institute (PSI) in Zurich, Switzerland. In both cases the basics of muon production are similar; a high energy beam of protons impact upon a graphite target producing pions. The pions ($\pi^+$) have a half-life of 26 ns and decay into muons ($\mu^+$) which are then focused onto the sample with a combination of quadrupole magnets and electric lenses. There are, however, two distinct types of muon production, surface and decay channels. In the surface scenario the $\pi^+$ decays whilst still in the graphite target. The advantage of this type of beam is that it is easy to focus the muon beam, as the resultant muons have a much smaller distribution of energy. In a decay channel the $\pi^+$ decays in flight and as such the $\mu^+$ beam has a higher momentum, so the implantation depth into the material is a little deeper. This can be an advantage when considering the effect of surface contributions. Decay channels also have the capability of producing $\mu^-$ although they are not required in this particular study. ISIS and PSI cyclotrons also work in a different way. ISIS produces a 50 Hz pulsed source whilst PSI is quasi-continuous. Therefore there are advantages for each facility, for example a pulsed source has a lower background and the time measurement domain can be increased by a factor of 3, whilst a continuous source has a higher frequency range in which to measure and is more susceptible to fast decays. The important properties of the respective muon beamlines between the different facilities used are highlighted in Table. 3.1. In both cases the muon decay is 100% spin
Table 3.1: The beamline properties are identified for each particular muon source used in this study. Careful consideration is required when deciding where to do a particular experiment.

3.3.2 Detecting the Muon Decay

$\mu SR$ relies upon the weak decay of the $\mu^+$ with a half-life of 2.2 $\mu$s of the form,

$$\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu$$

(3.2)

where $\nu_e$ and $\bar{\nu}_\mu$ are the neutrino and anti-neutrino of the electron and muon respectively, $e^+$ is the positron. It is because of parity violation in the weak interaction that there is an asymmetric distribution of the positron with respect to the spin of the $\mu^+$. To obtain information about the $\mu^+$ spin at the point of decay, the positrons are simply counted. In a muon experiment plastic scintillators surround the sample space and are connected to a photomultiplier tube by a plastic light guide. The specific layout of the detectors are dependent upon the type of muon source identified in section 3.3.1, Fig. 3.10, shows the layout of the scintillators for a continuous beam (PSI). The detector arrangement consists of a forward (F), backward (B), up (U) and down (B) scintillator; this particular arrangement is suitable for LF, ZF, and TF measurements. A magnetic field (B) is applied perpendicular to the beam direction causing a larmor precession of the muons, which will causes positrons to be emitted in all directions. In a typical ZF/LF measurement only the forward and backward detectors will be useful. The results of a typical muon decay will be discussed in section 3.3.3.
Figure 3.10: The scintillator arrangement for a continuous source the detectors are labeled, forward (F), backward (B), up (U) and down (B). Application of a magnetic field (B) perpendicular to the beam will cause muon precession. TM is the scintillator switch to start the timing of the muon decay[7].

Fig. 3.10, only has four detectors because it is a continuous source, in effect only one muon is in the sample at any time. The detection is triggered by an electronic switch (TM) that registers a \( \mu^+ \) passing through it starting the clock, a decay is only counted so-long as another muon does not enter the sample. A pulsed source is different as all the muons arrive together in a 80 ns time window 50 times every second, this means more detectors are required so the multiple muon decays can be monitored. ISIS detectors typically consist of 32 scintillators arranged in 4 banks, 2 before and 2 after the sample space. The obvious advantage of this particular arrangement, on top of the reduced background, is that detectors can be removed from the analysis allowing smaller samples to be investigated as the solid angle of the muon beam is decreased.

**3.3.3 How to Obtain Data From Muon Relaxation**

\( \mu SR \) is only possible because muons have a half life of 2.2 \( \mu \)s. However the question of how the positron emission are turned into useful data remains. The data which are useful in this study is based upon the asymmetry (\( a_0(t) \)) spectrum, determined from the difference in detection rates between the F and
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The asymmetry can be defined by,

\[ a_0(t) = \frac{N_B(t) - \alpha N_F(t)}{N_B(t) + \alpha N_F(t)} \]  

(3.3)

where \( N \) represents the number of counts of the detector and \( \alpha \) is an experimental parameter dependent upon detector efficiency and the position of the sample with respect to the detectors. \( \alpha \) can easily be determined by obtaining a fit to transverse field data with no decay for a Ag sample. Ag has a very small nuclear and electronic spin. \( \alpha \) can be calculated from the asymmetry spectrum of Eq. 3.3, assuming oscillation around the time axis. Fig. 3.11a, shows the response over the lifetime of the experiment of one positron detector at a continuous source for a sample of La_{0.85}Sr_{0.15}CoO_3, in this case the forward detector in the presence of a transverse field of 0.01 T. The oscillations of the decay over time are clearly visible, which are due to the larmor precession of the muon. Fig. 3.11b, demonstrates the asymmetry spectrum due to both the forward and the backward detector as deduced from Eq. 3.3, for the same TF experiment, the oscillations are clearly visible. \( a_0(t) \) is averaged over all muon sites meaning any variation in the local magnetic field experienced by the muons will be detected. The muons may not process coherently, the larmor precession induced by an external field is technically a summation of the applied field and the internal field of the sample, explaining the sensitivity of muons to their local magnetic environment. Therefore a dephasing of the muons will occur manifesting itself as decay of the oscillatory function, in the asymmetry spectrum. Therefore a relaxation function ( \( G_z(t) \) ) is measured which can be neatly described by;

\[ G_z(t) = A \exp - (\Delta t)^2 \]  

(3.4)

where \( A \) represents the initial asymmetry, \( t \) is time, \( \tau \) the half-life of the muon decay and \( \Delta \) the depolarisation rate of the muons. \( \Delta \) is proportional to the dephasing of the muons and therefore to the local magnetic environment. It is the study of \( \Delta \), already discussed in chapter 2, that is of great interest. The above discussion concentrates only upon TF experiments because the muon response is easier to envisage however \( \mu SR \) is unique in that it can be configured in the LF or ZF configuration, which is simply the zero field limit of the LF configuration. All muon data in this thesis was fitted with the Wimda program[6].
Figure 3.11: Time dependent positron detection for La$_{0.85}$Sr$_{0.15}$CoO$_3$. (a) The response of the forward detector to the muon decay in a TF experiment of 0.01 T. (b) A typical asymmetry spectrum denoted by equation 3.3 for the same TF as (a).

### 3.3.4 Low Energy Muon Spectroscopy

Due to the high momentum of the incoming muons from both surface and decay muon channels (Table, 3.1) $\mu$SR detects the bulk properties of materials. This can be a huge advantage as surface properties due to oxidation effects can generally be ignored, the muons having an implantation depth of 0.5 mm (in Al) and a spatial sensitivity of 2 nm. However thin film magnetism has stimulated much work over the past twenty years and $\mu$SR is an ideal probe to study the magnetic interactions. There are two possible methods to stop muons in thin films/surface regions, the first simply involves capping the sample with an appropriate layer of silver, as it has a very small valence and nuclear magnetic component but this method is slow and cumbersome. The second method involves slowing the momenta of the incoming muons with a moderator before reaching the sample space. This has the advantage of being able to tune the energy and thus vary the implantation depth. This is known as Low Energy Muon (LEM) spectroscopy.

A LEM beamline has been developed[8] at the PSI in Switzerland over the past ten years, a schematic of the schematic of the apparatus is shown in Fig. 3.12. The instrument is situated upon a surface muon channel with a muon energy at the apparatus entrance of $\sim 4$ Mev. The first step is to slow the muons
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The PSI Apparatus for Low Energy \( \mu \)SR

![Diagram of the PSI apparatus for low energy muon beam](image)

- Surface muon beam (\( E = 4 \) MeV)
- Entrance scintillator
- Compensation coil
- Low energy (0-30 keV) muon beam
- Sample or MCP2 position
- Sample cryostat
- Positron counters
- Gate valve
- Conical lens
- Einzel lens \( (LN_2 \text{ cooled}) \)
- Einzel lens
- Mirror
- Trigger detector
- MCP1

Figure 3.12: The LEM beamline at the PSI. The apparatus enables muons with an incoming energy of \( \sim 4 \) MeV to be tuned to have energies between 0.5 and 30 keV[10].
down, this being done by passing the muons through solid Argon condensed (300nm thick) onto a silver substrate. The emerging muons, known as epithermal muons, have an energy of ~15 eV and are still 100% spin polarised\cite{9}. This is because the moderation process is much quicker than the depolarisation mechanism. The first Einzel lens focusses the muons onto an electrostatic mirror, which deviates the beam direction (but not the muon polarisation) by 90 degrees. The mirror is set so only low energy muons can be deviated into the sample space and high energy muons pass through into the beam dump. A scintillator detector starts the timing mechanism and there is a final lens to tune the energy of the incoming muons. The final tuning stage is carried out with an electric field close to the sample, electric field gradients across the sample are minimised by using thin samples. The implantation energies can be tuned to between 0.5 and 30 keV giving implantation depths between ~20 nm and 160 nm, accurate implantation depths are calculated using TRIM.SP\cite{11}, a program which calculates ion solid interactions. The entire experiment is performed in ultra high vacuum to prevent scattering of the slow muons. The response of the muons to the sample and external fields is identical to a standard “bulk” muon probe.
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Chapter 4

Observation of Magnetic Excitons in LaCoO₃

This chapter presents the results of extensive magnetic measurements obtained primarily from bulk magnetic susceptibility and muon spin spectroscopy investigations. Initially a brief introduction to the material will describe the progress of other researchers into understanding the fundamental physical properties of LaCoO₃, the conclusions of which provided the stimulus behind this particular study. The resulting work presented in this chapter will describe the first unambiguous observation of interacting magnetic excitons in LaCoO₃.

4.1 Introduction

Magnetic oxide materials have provided fascinating insights for physicists, producing interesting electrical and magnetic properties as a function of composition. Much work has concentrated upon perovskite manganites as they have produced properties such as giant magnetoresistance, Colossal MagnetoResistance (CMR) and co-incident metal-insulator transitions[1, 2, 3]. Although initial investigations after the discovery of perovskite cobaltites in the 1950s demonstrated interesting electrical and magnetic data[4, 5], comparatively little work has been performed. LaCoO₃ is unique among the LaMO₃ family (where M is a transition metal element) as it undergoes a thermally driven spin state transition, a detailed discussion of which will be given in section
4.1.1. The material has a distorted perovskite structure which is known to undergo a large thermal expansion[6], coincident with the observed spin state transition. Renewed interest in the material has been spurred on due to the recently discovered CMR effects[7, 8] and magneto-electrical phase separation[9] that occurs when hole doping the material with Sr ions. Specifically this study has been stimulated by the prediction of magneto-electrical phase separation occurring in LaCoO$_3$, because of defect induced magnetism from oxygen non-stoichiometry[10]. The rich phase diagram of La$_{1-x}$Sr$_x$CoO$_3$ is underpinned by the sensitivity of the magnetism to the possible spin states of the Co$^{3+}$/Co$^{4+}$ ions respectively, as shown in Fig. 4.1.

<table>
<thead>
<tr>
<th>Spin State</th>
<th>Co$^{3+}$</th>
<th>Co$^{4+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Spin (LS)</td>
<td>$S = 0$</td>
<td>$S = 1/2$</td>
</tr>
<tr>
<td>Intermediate-Spin (IS)</td>
<td>$S = 1$</td>
<td>$S = 3/2$</td>
</tr>
<tr>
<td>High Spin (HS)</td>
<td>$S = 2$</td>
<td>$S = 5/2$</td>
</tr>
</tbody>
</table>

Figure 4.1: The possible spin states of the Co ions in LaCoO$_3$ (Co$^{3+}$) and La$_{1-x}$Sr$_x$CoO$_3$ (Co$^{4+}$ and Co$^{3+}$).

4.1.1 Thermally Induced Spin Transition

The Co$^{3+}$ excited spin state of LaCoO$_3$ is still a matter of some contention, 50 years after the initial investigation into the material. It is generally agreed that the ground state of the material is a low spin (LS) $S = 0$ state, $t_{2g}$ $e_g^0$. Upon thermal agitation the material is excited into an intermediate spin (IS) $S = 1$ state, $t_{2g}$ $e_g^1$, or a high spin (HS) $S = 2$ state, $t_{2g}$ $e_g^2$; the three spin states can be seen schematically in Fig. 4.1. The excitation can occur because the crystal-field splitting of the $d$ levels of the Co$^{3+}$ ions is only slightly
greater than Hund's exchange energy, leading to a situation where a small input of thermal energy (~ 10 meV) can lead to the occupation of a higher spin state.

Initial work concentrated upon a LS - HS transition[11, 12, 13]. It was expected that if the excited state was in an IS state it would be Jahn-Teller (JT) distorted in a direct analogy to the magnetities[1], which show a cooperative JT distortion when one electron of the Mn$^{3+}$ ion occupies the e$_g$ level. However no cooperative JT distortion has ever been observed in LaCoO$_3$. Initial neutron scattering data[14] provided evidence of a temperature dependent magnetic moment upon the Co ion that increases smoothly until 90 K where it saturates. This was inferred as evidence effectively for a LS - HS transition with a 50:50 ratio of LS to HS Co ions. This ratio was required as the net spin on each Co ion, inferred from mass susceptibility measurements, is 1. The excitation into an HS state was predicted along with a rich variation in the Density of States (DOS) around the transition[11]. However subsequent optical conductivity spectra showed no significant change in the DOS around the transition[15].

![Figure 4.2: Temperature dependent mass susceptibility of LaCoO$_3$ as measured (solid circles) and the mass susceptibility with an impurity contribution removed (hollow circles). The dashed line is a fit to the data with an orbital degeneracy of 3 for a LS-IS transition whilst the solid curve represents an orbital degeneracy of 1. The inset shows the fit to a LS-HS transition. From [6].](image-url)
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The alternative description of the LS-IS transition was initially stimulated by Korotin et al[16], where results based upon Local Density Approximation + Hubbard (LDA + U) calculations propose a strong hybridisation between the Co-\(e_g\) levels and the O-\(2p\) levels, with the resulting ground state energy of the IS state lower than occupation into the HS state, leading to orbital ordering. This has lead to a variety of works supporting an LS-IS transition[15, 17, 18, 19]. Perhaps the clearest indication of a LS-IS transition is given by Zobel et al[6], who fit their magnetic susceptibility data, shown in Fig. 4.2, assuming a model nonmagnetic ground state and a thermally induced magnetic excited state. The theoretical form of the susceptibility is,

\[
\chi(T) = \frac{N_A g^2 \mu_B \nu S(S+1)(2S+1)e^{-\Delta/k_B T}}{1 + \nu(2S+1)e^{-\Delta/k_B T}} \tag{4.1}
\]

where \(N_A\) is the Avogadro number, \(\mu_B\) the Bohr magneton and \(k_B\) the Boltzmann constant. \(\Delta\) represents the energy splitting of the LS and excited state, \(g\) is the gyromagnetic ratio and \(\nu\) the orbital degeneracy of the excited state. The work also reports a large thermal expansion of the lattice at \(\sim 50\) K. No change in the specific heat capacity is observed at this transition[20]. The magnetic susceptibility data shown in Fig. 4.2 (filled circles), are typical of LaCoO$_3$ and all works reproduce the major features of this curve. Clearly visible is a cusp around 90 K indicative of the LS to excited spin state transition, along with an inflection at 500 K, believed to be the Insulator to Metal Transition (IMT). Importantly there is also a paramagnetic tail visible; following the Curie law at low temperatures (\(< 35\) K), this tail is visible in all work to date. Equation 4.1 was fitted to the temperature dependent susceptibility only after the paramagnetic tail had been removed from the raw data (hollow circles); the fitting of the data shown in Fig. 4.2 (solid line) allows \(S\) and \(\Delta\) as fitting parameters. The parameter \(\nu\) is fitted to 1, even though the expected orbital degeneracy of both the IS and HS state is three. The justification for setting the degeneracy to 1 was based upon the existence of a “local” JT distortion as inferred from the peak in the thermal expansion coefficient at 50 K. The comparison for the LS-IS state is shown in the main figure for both orbital degeneracy cases; \(\nu = 1\) clearly appears to fit supporting a local distortion around the LS-IS state. A major discrepancy in this fit occurs above the LS-IS transition, the fit un-
dershoots and then overshoots the data. The AntiFerromagnetic (AF) Co\(^{3+}\)-Co\(^{3+}\) interaction is ignored; the interpretation of the spin transition is still valid but the high temperature data has yet to be accurately fitted. No scenario explaining why the distortion is only local is offered. However HS regions in the bulk (not included in the Zobel fit) could prevent a cooperative effect. The inset shows the fit to an LS-HS transition and the data clearly do not fit when the degeneracy is set to 3. Similar conclusions have been inferred from other work, a local JT distortion being detected using infrared spectroscopy\cite{21}, Raman scattering\cite{22} and inferred from orbital ordering using x-rays\cite{23}, although no cooperative effect is detected.

### 4.1.2 Low Temperature Magnetic Tail

The magnetic susceptibility measurements discussed so far have discounted any contribution to the magnetic properties of undoped LaCoO\(_3\) from the Curie tail by claiming it is a consequence of either surface ferromagnetic defects, namely Co\(^{2+}\)\cite{11, 24}, or paramagnetic impurities within the bulk. Although attempts have been made to prove the importance of surface defects, the origin of the tail has not been unambiguously established. Yamaguchi et al\cite{25} have fitted the tail to provide evidence for high spin (S=16) magnetic polarons, although no attempt to analyse the effect of the polaron on the high temperature (> 35 K) susceptibility was made. This work is important as it provides evidence for the possibility of HS regions (~3% of the Co ions) whilst the majority of the Co ions are in an LS state at temperatures < 90 K. Specifically it would prevent any JT distortion being cooperative if the polarons exist up to the spin transition. Nagaev et al\cite{10} have also proposed that the paramagnetic centres responsible for the Curie tail are magnetic polarons, although strictly they should be labelled "magnetic excitons", as discussed in chapter 2. In this model localised holes (electrons) bound to cobalt ions or oxygen interstitial (vacancy) sites induce LS to high spin (S=2) transitions in neighbouring Co\(^{3+}\) ions, leaving the remaining cobalt ions in the LS ground state. The radius of a magnetic exciton will extend over several unit cells, creating spin clusters of S = 10 - 15 which are dilute within the solid. The creation of the spin clusters is independent of the thermally excited LS-IS transition. Moreover, the
predicted magnetic exciton formation is the precursor for magneto-electronic phase separation at high hole (electron) densities. Tsutsui et al\[26\] predicted the possibility of coexisting Co$_2$O$_{11}$ clusters intermixed with the LS LaCoO$_3$ matrix majority. Fig. 4.3, shows the possibility of two ferromagnetically coupled Co$_2$O$_{11}$ clusters connected by one O ion, a doped hole induces a magnetic state not only in the "doped" site but also in neighbouring sites. A net spin of 5/2 is obtained for each cluster; aligning the sites around the doped state may result in a large spin moment of $S = 25/2$.

![Figure 4.3: Ferromagnetic coupling of two Co$_2$O$_{11}$ clusters connected by one O ion, from \[26\].](image)

The predicted magnetic excited state due to oxygen vacancies, which will be known herein as a magnetic exciton, has never been conclusively observed. The aim of this study is to highlight the physical properties of the magnetic excitons and to observe any subsequent effect on the thermally induced spin transition. The nature of a magnetic exciton implies that it may be most easily observed in a system displaying a majority diamagnetic ground state ($S = 0$), making LaCoO$_3$ an ideal candidate to study such an defect-driven magnetic state.

4.2 Sample Fabrication and Characterisation

Three samples have been prepared for this study, two polycrystalline\[27\] and one single crystal\[28\], fabricated by a solid state reaction and floating zone furnace method respectively. Electron probe analysis\[29\] show that the polycrystalline samples were single phase with grains in the order of 10 $\mu$m in diameter. Polycrystalline samples were produced in order to compare and contrast the results
with the single crystal; because of the increased surface area of the grains they must act to emphasise any magnetic surface effect. The oxygen stoichiometry, obtained from titration experiments for each sample is shown in Table 4.1, showing the possibility of oxygen vacancies present in each sample. The typical concentration of paramagnetic impurities in the sample was obtained by inductively coupled plasma mass spectroscopy. The maximum concentration from a paramagnetic ion was 65 parts per million for Mg, corresponding to an impurity level of 0.0065%. The corresponding defect induced magnetism from oxygen vacancies, which has a larger moment inferred from theoretical predictions[10, 26], has an impurity level of at least 0.7%. Therefore it is likely that any extra contribution to the susceptibility of the LS state in LaCoO$_3$ is as a consequence of defect induced magnetism, or a ferromagnetic surface contribution[11].

<table>
<thead>
<tr>
<th>Sample</th>
<th>Formula Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polycrystal (a)</td>
<td>LaCoO$_2$.96±0.05</td>
</tr>
<tr>
<td>Polycrystal (b)</td>
<td>LaCoO$_2$.97±0.02</td>
</tr>
<tr>
<td>Single Crystal</td>
<td>LaCoO$_2$.98±0.02</td>
</tr>
</tbody>
</table>

Table 4.1: The formula unit of each sample studied is given; there is a clear indication of oxygen vacancies present in each sample.

### 4.2.1 Initial Magnetic Characterisation

As the study is primarily concerned with the Curie tail, and any subsequent effect of the tail on the bulk magnetism of LaCoO$_3$, it is essential to prove unambiguously that the data reported in the literature can be reproduced. Fig. 4.4 demonstrates the temperature dependent magnetic susceptibility, in a measuring field of 5 T for each sample. The diamagnetic susceptibility per unit mass ($\chi_{\text{Dia}}$) has been subtracted from the data. Calculations reveal a value of $-3.8 \times 10^{-8} \text{ m}^3\text{kg}^{-1}$ using the Langevin result, which can be described by,

$$\chi_{\text{Dia}} = -\frac{\mu_0 N Z e^2}{6m} \langle r^2 \rangle$$  \hspace{1cm} (4.2)

where $N$ is the number of atoms per unit mass, $Z$ is the number of electrons,
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Figure 4.4: Temperature dependent magnetic susceptibility of each of the LaCoO₃ samples measured with an external field of 5T. The response of the Curie tail is clearly different for each sample.

\( \mu_0 \) the permeability of free space, \( e \) and \( m \) the charge and mass of the electron respectively. The mean square radius of the electron orbit, \( \langle r^2 \rangle \), has been calculated using the density functional theory and will be discussed further in section 4.3.3. The general shape of the curves are in agreement with published data. For a direct comparison refer to Fig. 4.2.

Fig. 4.4, shows an increase in the susceptibility in all samples examined at low temperatures, which is identified as the Curie tail. It is clear that the paramagnetic contribution increases as the composition deviates further from the ideal formula unit. The tail contribution, which has never been fully understood, leads to difficulty in comparing the data directly. To enable a fit to equation 4.1, a generic background subtraction will yield different data to fit to for each sample. This can clearly be seen in Fig. 4.4. There are two possible explanations for the increased susceptibility of the tail. Either there is a surface impurity contribution meaning that there is an increase in the susceptibility
with respect to the net surface area, or it is a bulk defect induced contribution from the predicted magnetic excitons[10]. It is unlikely that the surface contribution is the main cause of the Curie tail since the two polycrystalline samples used in this study have different susceptibilities, even though they have nominally the same grain size. Therefore the data can be inferred as evidence for exciton behaviour, as the tail becomes more dominant because the number of excitons increases in agreement with the change in formula unit. Although not conclusive it demonstrates the importance and sensitivity of the generally neglected paramagnetic tail.

4.3 Muon Spin Spectroscopy

Muon spectroscopy measurements were utilised due to their sensitivity as a local magnetic probe[30]. Specifically in cobaltite, implanted muons will be sensitive to dilute magnetic moments in an essentially diamagnetic matrix when the majority of the $\text{Co}^{3+}$ ions are in a low spin state below $\sim 90$ K. The results presented in this section are split into bulk $\mu SR$ measurements and low energy $\mu SR$ measurements as identified in chapter 3. Any magnetic contribution from the surface or the bulk can be differentiated. Measurements have been performed on both the single crystal sample and the polycrystalline sample $b$. To date the $\mu SR$ technique has not been used to observe a pure LS (where $S = 0$) to IS transition, where the contribution to the muon relaxation is from one source, the valence electrons of the cobalt ions. Previous measurements have concentrated upon Spin-Peierls[31, 32] or Spin Crossover[33, 34] materials.

4.3.1 Muon Implantation Site

Due to the sensitivity of the muon to its local magnetic environment, knowledge of the stopping site is essential to allow full interpretation of the data. A muon could implant itself close to the nucleus and detect the magnetic response of the nuclear field, and only a weak contribution from the supposedly strongly magnetic valence electrons. Standard techniques of obtaining the muon implantation site have relied primarily upon electronic dipole calculations, however this will give no information upon the probability of site occupation, only
that a muon can sit in a certain position. Preliminary investigations have been performed using Density Functional Theory (DFT) in an attempt to resolve this problem. DFT can map out all possible implantation sites along with the respective ground state energy for each position and map out the perturbations of the electron density due to the implanted muons. This discussion will report on the initial results which suggest that DFT calculations are able accurately to predict the muon position. This is not a comprehensive review of muon implantation studies or theoretical DFT considerations, it is merely a proof of concept highlighting a new investigative tool.

In very simple terms, DFT allows an $N$-body Schrödinger equation to be written in terms of $N$ 1-body Schrödinger equations, in terms of the charge density. Each operator can be expressed as single particle states, allowing modern computational techniques to solve many electron problems. Specifically the Schrödinger equation for each noninteracting particle moving under the influence of an effective potential ($V(r)$) can be written in the form,

$$\left\{-\frac{\hbar^2}{2m} \nabla^2 + V(r)\right\} \psi_i(r) = \varepsilon_i \psi_i(r).$$

$V(r)$ is chosen so that the equation can be solved. The charge density ($n(r)$) can be obtained and is of the form,

$$n(r) = \sum_{i=1}^{N} \psi^*_i(r) \psi_i(r).$$

The solution of the above equations leads directly to the energetic and electronic charge density of the ground state of the system. The commercial DFT package CASTEP[35] has been used to perform the calculations, with a muon being simulated by an electron with a mass of $200 \times m_e$ and a positive charge.

### 4.3.2 Confirming the Capability of DFT to Predict the Muon Implantation Site

To confirm the accuracy of the muon implantation position in LaCoO$_3$ it is necessary to reproduce the results of known muon implantation sites in other materials. There are very few investigations comparing and contrasting various
muon sites in a specific sample; one result of relevance is the muon relaxation in Gd. Denison et al[36] performed zero field temperature dependent muon spin relaxation measurements on Gd, the results of which are shown in Fig. 4.5a. Once the moments on the Gd atoms order, the muons begin to precess. However below $T_c$ the behaviour is somewhat complicated; the depolarisation rate and the initial asymmetry remain constant over the entire temperature range. From $T_c$ until 230 K, the moments lie along the $c$ axis, and as the temperature is lowered, the angle with respect to the $c$ axis, gradually changes until it is at an angle of 30° at 0 K as shown in Fig. 4.5b. This effect cannot explain the temperature dependence of the internal field.

Figure 4.5: a. The temperature dependence of the local internal field in Gd. b. Gd moments at 0 K along with two possible muon implantation sites at a octahedral and tetrahedral site. From [36].

Fig. 4.5b demonstrates the possible position of two muon implantation sites, an octahedral and tetrahedral site. Denison et al[36] predicted the form of Fig. 4.5a by calculating that the muon will feel a contribution from the saturating moment, the magnetic dipolar contribution and a hyperfine field contribution, concluding that the only possible way to explain the data in Fig. 4.5a is to assume the muons occupy an octahedral site. CASTEP calculations reveal that the energy of an implanted muon is -18281.920 eV at the octahedral site and -18279.21 at the tetrahedral site, concluding in agreement, that an implanted muon has a lower energy if it occupies the octahedral site.
4.3.3 Calculating the Muon Implantation Site in LaCoO₃

Before considering the possible muon implantation sites it is necessary to study the structure of LaCoO₃. If DFT calculations cannot reproduce the crystal structure and electronic ground state then it will not be possible to calculate a muon site. The crystal structure of LaCoO₃ has been found to be a distorted perovskite structure, spacegroup R3c, the lattice parameters as a function of temperature are shown in Table 4.2.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>a (Å)</th>
<th>c (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.42625(5)</td>
<td>12.991(1)</td>
</tr>
<tr>
<td>50</td>
<td>5.427841(6)</td>
<td>12.999(1)</td>
</tr>
<tr>
<td>100</td>
<td>5.43317(5)</td>
<td>13.022(2)</td>
</tr>
<tr>
<td>300</td>
<td>5.44864(3)</td>
<td>13.1035(2)</td>
</tr>
</tbody>
</table>

Table 4.2: Temperature dependence of the lattice parameters for LaCoO₃. From[37].

Figure 4.6: Temperature dependence of the “long” La-O bond length in LaCoO₃, obtained using neutron diffraction. From[37].

Radaelli et al[37] have measured the La-O “long” bond as a function of temperature with neutron diffraction. The results are shown in Fig. 4.6, which clearly indicates that the material is undergoing an expansion between ~ 50 K - 100 K, in agreement with the thermal expansion work of Zobel et al[6]. The DFT calculations performed have assumed that the material is in an LS state at 0 K. Although it is possible to expand the work to investigate the relative ground states of the Co ion spin state, this is beyond the scope of this particular
calculation. Initial DFT calculations allow a minimisation of the energy when the lattice parameters from Table 4.2 are utilised, and thus calculations should be able to find the ground state once a muon has been implanted.

The results of the DFT calculations for the muon implantation are shown in Table 4.3, and correspond to a 1x1x2 "supercell" to enable an accurate minimisation of the energies. Thus the fractional co-ordinates are not for one unit cell. Ideally the energy of the implanted muon will minimise at an interstitial site. As can be seen in Table 4.3, two possible interstitial sites exist with similar energies. Fig. 4.7 shows the two possible interstitial sites. It is clear that these sites are symmetrical around an oxygen site. To ensure the implanted muon is at the true ground state various other starting positions of the implanted muon were considered; every calculation results in a finishing position at an interstitial site unless the muon is prevented from moving. This case is also considered in Table 4.3; a muon was pinned around an oxygen ion, the resulting energy is higher than the relative interstitial sites. Thus the muon implantation site can be determined to be an interstitial site, and as such will be susceptible to the magnetic contribution from the Co valence electrons.

<table>
<thead>
<tr>
<th>Final fractional co-ords, (a b c)</th>
<th>site</th>
<th>minimised energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.405, 0.463, 0.530</td>
<td>interstitial</td>
<td>-19430.7</td>
</tr>
<tr>
<td>0.317, 0.343, 0.643</td>
<td>interstitial</td>
<td>-19431.1</td>
</tr>
<tr>
<td>0.317, 0.343, 0.643</td>
<td>oxygen atom</td>
<td>-19401.9</td>
</tr>
</tbody>
</table>

Table 4.3: Three possible muon implantation sites show their final ground state energy, the muon clearly resides at an interstitial site.
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Figure 4.7: Two possible interstitial sites are shown in a LaCoO$_3$ “supercell”. The Co ions are represented by the blue spheres, La by the turquoise spheres, O by the red spheres and muons by the white spheres.

4.3.4 Bulk $\mu$SR

Bulk Muon Spin Rotation and Relaxation ($\mu$SR) experiments were performed at the PSI in Switzerland upon the instrument Dolly. This is a surface decay channel, meaning the incoming muons (4 MeV) have a bulk implantation depth of approximately 0.5 mm[38]. Any measured relaxation will be sampling the bulk of the material. Initial investigations will concentrate upon the single crystal, as surface effects will be negligible due to the thickness of the sample (4 mm). The muon implantation site has been confirmed in section 4.3.3 to be at an interstitial site, corresponding to a neutral position away from the atoms, and meaning that any nuclear spin component will be dominated by the valence electron contribution from cobalt ions. Note that the muons will be influenced by the behaviour of more than one cobalt ion.

Initial experiments were performed in a transverse field (TF) of 10 mT. The
Figure 4.8: The temperature dependence of the initial asymmetry, $A_{if}^s$, of the TF $\mu$SR is shown, along with the mass susceptibility measured at 5 T of the single crystal. The LS-LS spin transition is clearly visible. The inset shows the temperature dependence of the initial asymmetry of the fast component, $A_{1f}^f$.

data were fitted over the entire temperature range using a relaxation function of the form:

$$G_x(t) = A_{if}^s \exp(-[\lambda_{if}^s t]^2) \cos(2\pi v_\mu t) + A_{if}^f \exp(-[\sigma_{if}^f t]^2) + A_{bg}$$

(4.5)

where $A_{if}^s$, $A_{if}^f$, and $A_{bg}$ are the respective initial asymmetries of the oscillatory, gaussian and background components, and $s$ and $f$ are for slow and fast relaxing components. $\lambda_{if}^s$ and $\sigma_{if}^f$ are the depolarisation rates for the two separate decays and $v_\mu$ is the muon precession frequency, which is dependent upon the externally applied field; no other function was required to fit the TF data. The gaussian relaxation should have an oscillatory component. However, for this experiment no oscillating component was observed due to the very fast relaxation that does exist, and as such it is out of the muon time window. The temperature dependence of the fitting parameters $A_{if}^s$, $A_{if}^f$, $\lambda_{if}^i$ and $\sigma_{if}^f$ are shown in Figs. 4.8 and 4.9. Above 90 K, only the first term in equation 4.5 is required to fit the muon spin relaxation data; below 90 K both terms in equation 4.5 are required. The initial asymmetry ($A_{if}^s$) of the oscillating decay shows evidence for a
strong dephasing upon reducing temperature (Fig. 4.8), coincident with the LS-IS transition as demonstrated by the 5 T Field Cooled (FC) and measured, mass susceptibility also shown in Fig. 4.8. Appendix A demonstrates the raw data of the TF experiments along with a comparison of the respective fits to obtain accurate fitting parameters.

Figure 4.9: Temperature dependence of the depolarisation ($\lambda_{tf}^s$) rate of the TF data, showing clear evidence for a magnetic ordering at 50K in the LS state. A gaussian ($\sigma_{tf}^f$) contribution is apparent below 90K. The lines are a guide for the eye.

The drop in the initial asymmetry with decreasing temperature is accompanied by the appearance of the second gaussian component, $\sigma_{tf}^f$ of the muon spin relaxation as illustrated in Fig. 4.9. This suggests that the LS-IS transition is observed in $A_{tf}^f$ (inset of Fig. 4.8) because a fraction of the muons are now relaxing in a magnetic region of the material that only exists when the material enters the LS state. Also shown in Fig. 4.9 is the depolarisation rate $\lambda_{tf}^s$ as a function of temperature. The peak in $\lambda_{tf}^s$ indicates magnetic ordering at 50 K, below the LS-IS transition. Previous measurements have revealed that the thermal expansion coefficient increases dramatically around 50 K[6], although the heat capacity[20] does not show a similar evolution. The change in expansion
coefficient was interpreted as evidence for a thermally induced spin transition within the Co \(d\)-levels. This is an unlikely cause of the observed peak in \(\lambda^*_{tf}\) as any effect of thermal expansion would also be observed in \(\sigma^*_{tf}\).

To clarify the origin of the observed magnetic ordering Zero Field (ZF) \(\mu SR\), measurements were performed at temperatures representative of the three different magnetic regimes of this material; (i) above the 90 K spin state transition, (ii) near the magnetic ordering transition at 55 K and, (iii) in the "paramagnetic tail" at 35 K. The raw data are shown in Fig. 4.10 and a clear change in the initial asymmetry is seen to take place upon reducing temperature. The muon spin relaxation curves were fitted with a function of the form,

\[
G_z(t) = A^*_{zf} \exp(-[\lambda^*_{zf}t]^\beta) + A^t_{zf} \exp(-[\sigma^t_{zf}t]^2) + A_{bg}
\]  

(4.6)

which represents a superposition of gaussian and stretched exponential relaxations. Here \(A\) represents the initial asymmetries of the relative relaxations, \(\sigma^t_{zf}\) is the depolarisation rate for the gaussian relaxation, and \(\lambda^*_{zf}\) represents the depolarisation for the stretched exponential, where \(\beta\) is the exponent. Appendix A again shows the comparison of the raw data with the respective fits for the ZF data; it also shows the temperature dependence of the initial asymmetry (\(A^*_{zf}\)) for the zero field experiment, reproducing the behaviour of Fig. 4.8.

When in the IS phase (i), where the majority of \(Co^{3+}\) ions have a spin state of 1, the relaxation is fitted best with the first term of equation 4.6, with \(\beta = 2\), i.e. a gaussian relaxation. Around 55 K in the LS state (ii) the data is again best fitted with only the stretched exponential function, but now with \(\beta = 0.5\), indicative of a dilute spin system with a single relaxation time \(\tau[39]\). A depolarization rate that tracks the TF data is also found, with a 50 K peak at 0.52 MHz, demonstrated later in the chapter. The inclusion of the extra gaussian component in \(G_z(t)\) is only relevant when the first component indicates ordering and the paramagnetic tail in the magnetic susceptibility becomes dominant in the temperature region below 50 K (iii). This can clearly be seen in the inset of Fig. 4.10, where the temperature dependence of the depolarization rate of the muons, \(\sigma^t_{zf}\) (from the fast relaxation term in equation 4.6), shows a sharp
Figure 4.10: ZF $\mu$SR data is shown at 100K, 55K and 35K, representing the different magnetic regions, along with the fits to the data. The inset shows the gaussian relaxation ($\sigma_{zf}^f$), which begins at 45K in the paramagnetic tail.

increase at 45 K. Longitudinal fields up to 0.5 T have been applied at 35 K and 55 K, and for both temperatures the relaxation was not fully decoupled, which is an indication of dynamic random local fields. Fig. 4.11 shows the relaxation at 35 K, 55 K and 100 K for the square root of the time scale; again the change in form is clear with only the 55 K rate decaying linearly against $\sqrt{t}$, although there is a slight deviation at low $t$. The fits to the data are also shown.

Oxygen non-stoichiometry is the dominant source of bulk defects in LaCoO$_3$, and are likely to effect the magnetism through the formation of magnetic excitons [10]. In this scenario, once the Co ions start relaxing into their LS state an exciton can form if an oxygen vacancy is contained in the unit cell and the neighbouring Co ions are also in a LS state, as the exciton formation will induce a HS state in these ions. The formation of excitons appears to occur under two distinct processes. The excitons can interact, either with other excitons or with the matrix in which it is imbedded, leading to high susceptibility large spin regions and possibly magnetic remanence. Such a model could explain the two separate relaxations observed by the TF $\mu$SR measurement (Fig. 4.9), showing an ordering approaching 50 K, a consequence of the excitons interacting
Figure 4.11: Normalized ZF $\mu$SR data is shown at 100K, 55K and 35K, representing the different magnetic regions. There is a clear indication of root exponential behaviour at 55K.

with the IS matrix, and another stable component indicative of exciton clusters that are polarised by the external field.

The ZF $\mu$SR experiment is able to distinguish between the two scenarios due to the difference in field distribution. It can be shown that\[39],

$$\lambda = \pi c^2 \gamma_\mu < \Delta B^2 > \tau$$

where $\Delta B$ is the width of field distribution, $\tau$ the correlation time, $\gamma_\mu$ the gyromagnetic ratio of the muon and $c$ is the fraction of the ions in a non-zero spin state for a dilute system. The stretched exponential function ( slow component, $\lambda^s_{2f}$ ) has a maximum as the field distribution peaks due to the excitons interacting with the IS matrix. However, the exciton-exciton interacting species are expected to decouple as their fluctuation time becomes large with respect to the muon time window. This scenario can be given further credence when considering the relaxation of the fast component when a field is applied. The field distribution ( depolarisation rate ) decreases with increasing field for both the 10 mT and 25 mT ( reduces to 6 MHz, see appendix A ) data. These indepen-
dent relaxations are indistinguishable above 50 K in the ZF configuration. The observation of the possible exciton interactions are only possible because of the LS state of LaCoO$_3$ below 90 K. Moreover the separate relaxations suggest a temperature dependent relationship of the exciton formations and interactions.

4.3.5 The Effect of the Measuring Field on $\mu$SR

![Diagram showing the temperature dependent depolarisation rates as a function of field.](image)

Figure 4.12: The temperature dependent depolarisation rates as a function of field. The applied fields were 0 T, 0.01 T and 0.025 T.

Discussions so far have concerned the identification of a defect driven impurity state in the LS region. According to Yamaguchi et al.[25] the magnetic polarons (excitons) become the dominant susceptibility below 35 K. However no onset of remanence in the excitons is predicted and the effect of the exciton formation on the LaCoO$_3$ pure matrix background is neglected. Excitons have been shown to contribute to the $\mu$SR, there being two distinct apparent formations. Firstly there is a high temperature exciton - IS matrix interaction and secondly a high spin exciton - exciton interaction at low temperatures, which form because the majority of the matrix falls into a LS state, and thus the probability of exciton formation increases (inferred directly from equation 4.1).

It is difficult to differentiate between non interacting Co$^{3+}$ ions in the IS state
and magnetic excitons, as both would contribute a paramagnetic component when the temperature is increased. However, if there is any interaction between the IS matrix and the excitons at high temperatures ( > 50 K ) then this interaction may be field dependent if there is a local frustrated component at the interface between the HS exciton and the IS matrix. Field dependent \( \mu SR \) measurements on the single crystal have been performed, at 0 T, 0.01 T and 0.025 T, the field being applied in the transverse field configuration. Fig. 4.12 demonstrates the temperature dependence of the depolarisation rates as a function of field, where the data were obtained from equations 4.5 and 4.6 depending upon whether or not a field was applied during the measurement. The zero field data show a temperature dependent depolarisation rate larger than that of the field dependent measurements. This appears to support the scenario that the 50 K peak is in fact simply the temperature at which the exciton - exciton interaction becomes dominant in the diamagnetic matrix, suggesting magnetic order as such has not been observed but simply that there is a temperature dependent contribution to the magnetism which begins to dominate the \( \mu SR \) below 100 K. No evidence of any glassy transition below 50 K is observed for the ZF data, since the expected Kubo-Toyabe relaxations in the data, as identified in chapter 2, were not observed[39].

Fig. 4.13 demonstrates that the field dependent depolarisation follows a simple Arrhenius thermal activation law of the form \( \lambda = \lambda_0 \exp \frac{E_F}{k_B T} \) above 50 K for all measured fields. Above 50 K any exciton formation is likely to be surrounded by IS matrix. Any interaction between a HS and IS Co ion is probably antiferromagnetic[11], leading to possible magnetic frustration on a "local" level. The high temperature tail of the field dependent depolarisation rates do not scale. This is unexpected as the paramagnetic IS Co ions should have a field distribution independent of applied field[40]. This directly implies that the effect of the excitons interacting with the IS matrix is field dependent. As the measuring field is increased so does the internal field distribution ( \( \lambda_0 \) ), but the activation energy decreases. No Knight shift of the muons was observed, indicating that this is not the reason for the increase in depolarisation rate.

This exciton - IS matrix interaction appears to occur at temperatures well
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Figure 4.13: Natural log of the depolarisation rates as a function of reciprocal temperature. The activation energies of the depolarisation rates are shown; there is a decrease in the activation energy with increasing field.

above 90 K. Sadly the temperature dependence was examined in detail only below a maximum of 170 K for all experiments, therefore it is not possible to observe the actual temperature at which the excitons begin interacting with the matrix. However the Arrhenius behaviour is not applicable at 300 K. This temperature was used as a calibration test before cooling. This would suggest that the exciton - IS matrix interaction is temperature dependent. It is known (see section 4.4.4) that LaCoO$_3$ has a local antiferromagnetic interaction below 220 K. The field distribution may increase as the field increases because there is a competing interaction between the exciton and the surrounding IS matrix which is attempting to locally align itself antiferromagnetically. However the activation energy is reduced because of the local alignment of the exciton with the surrounding IS matrix. This scenario is shown schematically in Fig. 4.14.
4.3.6 Low Energy Muon Results: A Depth Profile

The identity of the defects dominating the bulk implantation $\mu$SR may be the same as those responsible for the well known Curie tail, i.e. magnetic excitons. However it is necessary to rule out any possible surface contribution to the magnetism, as proposed by Goodenough et al.[9]. To address this issue the muon spin depolarisation rates were investigated as a function of depth (20 nm to 160 nm), with the LEM beamline at PSI (the beamline is described
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in chapter 3). The object of this work was to distinguish between bulk and surface contributions to the $\mu$SR. A large diameter polycrystalline sample ($b$) was used because of the greatly reduced muon flux at the LEM beamline. The goal of the work was to reproduce the single crystal $\mu$SR results, where the implantation depth is 0.5 mm, in order to confirm that the observed magnetic ordering observed in section 4.3.4 is a property of the bulk and not a surface contribution. The 10 mT TF bulk $\mu$SR data was reproduced at a depth of 50 nm; the data could be fitted with the oscillatory term only in equation 4.5. Although the gaussian could be fitted to show the same trends as the single crystal, the extra gaussian terms contribution to the relaxation is marginal, due to the much reduced statistics on the LEM beamline.

Figure 4.16: The temperature dependent initial asymmetry, at a penetration depth of 50 nm and in a TF of 10 mT.

A feature of the LEM beamline is the reduced flux. As time on such an experiment is at a premium it is often not possible to obtain the desired counting statistics. Appendix A gives an example of the raw LEM data compared to the bulk data. The depolarisation rate ($\lambda$) is shown in Fig. 4.15; again a peak in the depolarisation rate is observed at $\sim$ 50 K. The net increase of the depolarisation rate (compared to Fig. 4.12) is a consequence of the large electric field present around the sample, which is there to fine tune the muon energy, and a
general increase of $\sim 0.03$ MHz is expected. The temperature dependence of the initial asymmetry is shown in Fig. 4.16. The gross change in asymmetry is smaller than the bulk behaviour seen in Fig. 4.8, though the net change in both cases is similar, with both the bulk and LEM asymmetries dropping by $\sim 30\%$, coincident with the LS - IS transition.

Figure 4.17: The depth profile (energy scan) of the depolarisation rate at 50 K, comparison of the rates with and without the “tuning” electric field is shown at the appropriate experimental energies for comparison.

Depth profiles were then performed at temperatures of 20 K, 50 K and 130 K. The results at 50 K are shown in Fig. 4.17. The figure shows that the depolarisation rate at various depths remains constant (within the error bars) over the entire depth range. The constant depolarisation rate is a feature of all the temperatures investigated, implying that the surface behaves in the same way as the bulk. Also shown is the effect of altering the energy of the incoming muons with the electric field at various points along the LEM apparatus as identified in chapter 3. The lowest muon energies are only available by applying a large electric field at the sample and the moderator. However the higher energies can be achieved by applying a field only at the moderator. There is an overlap region to examine the effect of the electric field at the sample plate, specifically
in this case at 7.5 and 20 kV. There is a small change as expected[41], but this will simply account for the difference between the bulk and LEM depolarisation rate as already mentioned. Thus the sample properties are not affected by applying a large electric field so close to the surface.

Figure 4.18: The energy dependent change in the initial asymmetry is shown for the three temperatures investigated.

Fig. 4.18 shows the initial asymmetries for the energy scans at 20 K, 50 K and 130 K. The difference between 15 kV and 2.5kV can be partially explained by the reflection probabilities at low energies[41]. Given the density of the material an asymmetry drop of approximately 10 percent is expected simply due to muon reflection, however, the drop at all temperatures is over 20 %. One possible explanation is that an increase in the reflection probability is due to some surface-related magnetic contribution although this appears to have no impact on the bulk magnetic properties of the material, as the asymmetry drop is temperature independent. The exact nature of the asymmetry drop requires further investigation. By directly comparing the absolute initial asymmetry values, the relative drop in asymmetry with temperature is in agreement with Figs. 4.16 and 4.8.
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4.4 Bulk Magnetic Measurements

The field dependent \( \muSR \) measurements described in section 4.3.5 suggest that the measuring field affects the local magnetic properties of the bulk \textit{LaCoO}_3, specifically suggesting the occurrence of more than one possible magnetic species of magnetic exciton, leading to competing magnetic interactions. The discussion below will outline measurements primarily performed upon the single crystal sample, in an attempt to observe related properties with a magnetometer. Both the polycrystalline samples produce similar behaviour and examples will be given where necessary to outline that the same physical processes occur in all samples investigated.

4.4.1 High Temperature Magnetic Susceptibility Measurements

D.c magnetic susceptibility data of the single crystal have already been shown in Fig. 4.4. Those measurements, made at 5 T, reproduce earlier results reported in the literature [25, 29] and demonstrate both the LS-IS transition upon warming, and a Curie tail. This is reproduced in Fig. 4.19 (open squares). Also shown is a fit to the 5 T measured data by equation 4.1 as described by Zobel \textit{et al}[6], confirming the existence of a LS-IS transition (as opposed to a LS-HS transition). Table 4.4 shows the comparison of the fitting parameters from the single crystal sample compared directly to that of Zobel \textit{et al}[6]. The energy gap between the LS and the IS spin state is found to be about 15 meV.

<table>
<thead>
<tr>
<th>Fitting Parameter</th>
<th>Zobel sample</th>
<th>Single crystal sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>2.1</td>
<td>2.2</td>
</tr>
<tr>
<td>( S )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \nu )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>180 K</td>
<td>180 K</td>
</tr>
</tbody>
</table>

Table 4.4: A comparison of the fitting parameters obtained from equation 4.1, for the single crystal sample and that of Zobel \textit{et al}[6].

Thus by employing the same measurement protocol as others, the published data can be reproduced with the single crystal sample, and very similar fitting
parameters are obtained when considering both the polycrystalline samples (\( \Delta \) changes to 175 K). A careful examination of the data shows that the high temperature data does not fit. No antiferromagnetic Co\(^{3+}\) interaction has been included in the fit parameters. Significantly, the published magnetic data have always been taken with a large measuring field, typically 1 T or 5 T, consequently any weak saturating component or magnetic defect related features have been swamped by the bulk response to this high measuring field. A much lower measuring field of 1 mT (Fig. 4.19) produces a dramatically different temperature dependent mass susceptibility. This initial measurement shows evidence for a saturating component around 50 K, with the large paramagnetic Curie-like dependence dominating below 35 K. Importantly once the IS spin transition has been achieved above 90 K the field dependent susceptibilities once again overlap. Taking these features to be related to exciton formation (see section 4.1.2) we suggest that the excitons become dominant once the majority of the Co ions are in the LS state. In the IS state the magnetic response of the excitons appears to be swamped. Specifically there appear to be two additional components to the magnetisation in agreement with the \( \muSR \) work. The excitons have three possible interactions; (i) an exciton - exciton interaction, this will be labeled interaction 1. (ii) an exciton - IS matrix interaction, labeled interaction 2A and (iii) an exciton - IS matrix - exciton interaction, labeled interaction 2B.

A further investigation of the saturating component, observed in Fig. 4.19 below 90 K, has been made with a different measurement protocol, involving field cooling the samples to 50 K in various applied magnetic fields, and then cooling from 50 K to the base temperature in the remnant field, typically 100 \( \mu \)T. The resulting susceptibility was recorded upon warming in the remnant field. This cooling protocol was designed to align the saturating component of the susceptibility (i.e to align the excitons interacting with the IS matrix). The above assumes that the saturating component is a consequence of the exciton - IS matrix interactions (either interaction 2A or 2B), as indicated by the \( \muSR \) measurements in section 4.3.5. The paramagnetic tail, which consists of high spin paramagnetic excitons and the Co ions in the LaCoO\(_3\) matrix, will not contribute to any remnant component. The results are shown in Fig 4.20.
Figure 4.19: Temperature dependent magnetic susceptibility at the measuring fields 1 mT and 5 T along with a fit to the 5 T data as initially demonstrated by Zobel *et al.*[6].

for cooling to 50 K in fields of 10 mT, 25 mT, 50 mT and 100 mT. Clearly the sample is showing remnant and saturating behaviour (with respect to both field and temperature), with no change in the magnetic moment being detected above a cooling field of 50 mT. Note that the mass magnetisation of this extra magnetic component is very small and is easily swamped by the paramagnetic Curie tail at modest measuring fields, this is inferred directly from Fig. 4.19. No previous results have ever observed a remnant component of the magnetisation. The thermally induced LS-IS transition cannot directly account for the remnant behaviour[6] and suggests that bulk defect-induced magnetism to be the cause.

Fig. 4.20 appears to provide evidence of remanence in the magnetic exciton - IS matrix interaction (2A or 2B); this will be discussed further in section 4.4.2. At high enough densities these may magnetically percolate in a direct analogy to the Sr hole doped cobaltites (see chapter 5) as predicted by Nagaev *et al.*[10]. The fact there are at least two separate magnetic contributions from the magnetic excitons can be supported by looking for a magnetic cluster
Figure 4.20: Remnant component of the mass magnetisation as a function of temperature. LaCoO$_3$ was cooled in various magnetic fields until 50K and then cooled and measured in the remnant field, with saturation occurring at 50 mT. A clear sign of remanence in the LS region is observed and provides evidence for saturating magnetic exciton behaviour.

type behaviour related to the exciton - exciton interaction (1). One simple procedure used to describe magnetic cluster behaviour is to examine the difference between 300 K Field Cooled (FC) and Zero Field Cooled (ZFC) experiments[42]. Fig. 4.21 shows the temperature dependent magnetic susceptibility as a function of field for FC (solid) and ZFC (hollow) data. There is a clear deviation below 85 K between the FC and ZFC data. As the field is increased the observed shoulder (also present in the 1 mT data) becomes suppressed. Although previously observed[24, 43] the origin of this shoulder has never been discussed. It appears that above 50 mT there is little difference between the FC and ZFC data, suggesting that at high fields one simply will not be able to view directly the magnetic exciton - exciton interactions in magnetic susceptibility measurements, as the exciton “clusters” will simply be saturated.

The bulk susceptibility supports the muon results depicted in section 4.3.4; a bulk defect induced magnetic component is detected. Moreover the observation
Chapter 4. Observation of Magnetic Excitons in LaCoO$_3$

4.4.2 How and Where do the Magnetic Excitons Form?

The existence of a remnant magnetic phase in an essentially non-magnetic region has clearly been established. The measurements infer that there are essentially two "species" of magnetic excitons; excitons that interact with the IS matrix, and those that interact directly with each other. These two distinct processes will yield different temperature dependent contributions to the magnetic susceptibility, however it is the origin of the remnant component that requires clarification. If the remnant component were due to an internal anisotropy of the excitons there would not be a paramagnetic tail associated with the low temperature measurements (as they too would saturate), therefore it would suggest the remnant component observed in Fig. 4.20, is from the exciton-IS matrix interactions, either 2A or 2B. However, $\mu$SR indicates that the interaction exists above the 90 K spin transition, as the field dependent thermally activated behaviour exists up to 170 K (see Fig. 4.13).

Figure 4.21: Temperature dependent magnetic susceptibility for FC and ZFC measurements. Data were taken at the field stated in the figure.

The magnetic susceptibility is measuring field dependent and there appear to be at least two forms of the excitons, high spin interacting excitons that cluster and excitons that interact with the matrix.
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Figure 4.22: Temperature dependent mass magnetisation (M) after FC in 50 mT until just above and below $\theta$ (220 K). In all cases the sample was measured in the remnant field. The inset shows the temperature dependence subtraction between the mass magnetisations with and without remanence at high temperatures (220 K).

One simple conclusion is that the excitons can only exist if the total energy of the system is decreased by their presence. Specifically this can be easily envisaged when considering the exciton - IS matrix interaction, i.e. those contributing to the remnant magnetic behaviour. LaCoO$_3$ is known to have strong Co$^{3+}$ - Co$^{3+}$ AF interactions with a $\theta \sim -220$ K[29, 11], calculated from inverse magnetic susceptibility measurements; a detailed discussion of this result will occur in section 4.4.4. Essentially an exciton with remnant behaviour can only occur if it interacts with its local environment, this can also be inferred from the bulk $\mu$SR measurements in section 4.3.5. For an exciton to have magnetic anisotropy and therefore remanence, LaCoO$_3$ must be below 220 K, as the local AF interactions of the Co ions can then interact with the excitons. The energy of the system will then be lowered by the mixing of magnetic phases, an interaction between an exciton and the AF matrix. Fig. 4.20 indicates that no interacting excitons exist above the spin transition. However the sample was cooled until
50 K; at this temperature most of the matrix is in an LS state, therefore exciton formation is at its most abundant, but there are fewer IS Co ions. This reasoning suggests that remnant behaviour should exist to higher temperatures.

Fig. 4.22 shows the results of field cooling LaCoO$_3$ to just above $\theta$ and then cooling in the remnant field and measuring upon heating, along with when the sample was cooled to 200K and 95 K before the cooling field was switched off. There is a high temperature (90 K > $T > 220$ K) remnant component to the mass magnetisation when field cooled to below $\theta$, indicating the importance of the local AF interactions. Fig. 4.22 also shows the temperature dependence of the difference between the remnant mass magnetisation and the non-remnant magnetisation. This demonstrates that the lower the temperature the sample is cooled to the more remanence there is up to 220 K. This suggests that the behaviour is linked to the number of excitons and their local interaction with the AF matrix. Fig. 4.20 shows no such remanence up to 220 K after field cooling until 50 K, however it can been shown that if LaCoO$_3$ is cooled until 60 K and then cooled and measured in the remnant field remanence is shown up to 220 K (see Appendix A). There are two different remnant components (50 K and up to 220 K) that must originate from different magnetic species, otherwise their remanence would disappear at the same temperature. An exciton forms if there is an oxygen vacancy surrounded by LS Co ions[10]. In the high temperature region (T > 100 K) only a few excitons will exist because the vast majority of the matrix is in an IS state. This also implies that once the exciton forms it will interact with the IS matrix (interaction 2A). As the temperature is decreased the exciton formation will increase exponentially (from equation 4.1) and there is more chance of excitons having interactions mediated by the IS matrix (interaction 2B). The remanence observed in Fig. 4.20 occurs up to 75 K, as the probability of interaction 2B occurring begins as soon as the LS state is entered. Interaction 2A can still occur until 60 K, however 50 K is the limit because this is where the most excitons will form, interaction 2B will dominant. Note Fig. 4.22 still measures the paramagnetic tail and the 50 K remanence, this is because true zero field experiments cannot be performed. Experimental constraints dictate that magnetic excitons are only visible when they interact with the matrix below 220 K or when they become dominant because of the LS
state in LaCoO$_3$ below 50 K.

The excitons can therefore form when the surrounding Co ions are in a LS region, this can occur at any temperature! However they are only visible when they interact with the matrix below 220 K or become dominant because of the LS state in LaCoO$_3$ below 50 K.

**4.4.3 Behaviour of the Polycrystalline Samples**

The interpretation of results thus far has primarily been based upon data from the single crystal. $\mu$SR has identified similarities between the polycrystalline sample (b) and the single crystal sample, however as yet no bulk magnetic comparison has been made. The formula unit has already been discussed in section 4.2; this shows deviation away from oxygen stoichiometry for the polycrystalline samples. Further deviation from the formula unit would emphasise the contribution from the more abundant excitons, and this is clearly demonstrated in Fig. 4.4. However, the field dependence of the Curie tail (shown in Fig. 4.19) should be reproducible with both the polycrystalline samples. Fig. 4.23 shows the temperature dependent magnetic susceptibility of polycrystal a after FC from 300 K in 1 mT in an attempt to reproduce the single crystal behaviour. The tail shows an increase in susceptibility at low temperatures of a factor of $\sim 10$, indicating the increased number of excitons present in the material due to the increased oxygen vacancy density. There is, however, a change in slope around the 50 K mark indicating the presence of remnant excitons.

To prevent repetition of section 4.4.1, representative data from each polycrystalline sample is shown. The data for polycrystal b is demonstrated to reproduce the remnant behaviour in LaCoO$_3$ in the LS region. The same field cooling protocol to 50 K is used as in Fig. 4.20, although a maximum field of only 50 mT is applied. Fig. 4.24 shows the temperature dependence of b after field cooling until 50 K and then cooling and measuring in the remnant field. There is clearly a remnant component to the magnetisation in the LS state. The remnant mass magnetisation is also larger due to the increased number of excitons.
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Figure 4.23: Temperature dependent magnetic susceptibility for polycrystal $a$ measured in external field of 1 mT.

Figure 4.24: Temperature dependent magnetisation of polycrystal $b$ measured in the remnant field of the magnet after FC in fields up to 50 mT until 50 K, as in Fig. 4.20.
In conclusion the major features of the single crystal work can be reproduced with both polycrystalline samples, although the deviation from the formula unit does make the interacting excitons harder to see because of the dominant paramagnetic excitons occurring at low temperatures.

### 4.4.4 Field Dependent Magnetisation Measurements

Temperature dependent field sweeps are now examined in an attempt to observe an ordering of the exciton - exciton interaction (1) at low temperatures (T < 50 K) due to their increased density, and to observe any effect of the exciton - IS matrix interaction (2A and 2B) that will only occur when the matrix attempts to order at $\sim 220$ K$[11, 29, 25]$, as suggested by the Curie-Weiss temperature calculated from inverse susceptibility measurements (even though no work has observed AF ordering).

![Mass magnetisation curves for LaCoO$_3$ up to 5 T, demonstrating scaling behavior from 120 K - 270 K.]

Figs. 4.25 and 4.26 show the magnetic response of LaCoO$_3$ as a function of applied magnetic field for different temperatures. All measurements were performed up to a maximum field of 5 T in an attempt to observe behaviour...
described by a Curie-Weiss function. Fig. 4.25 demonstrates the high temperature regime from 90 K (the spin state transition) up to 270 K. The data only scale if a Curie-Weiss (\( \theta \)) temperature is included in the analysis; in this case a value of -220 K was required. The data scale even below \( \theta \), but it begins to deviate once the sample enters the LS region, which begins around 90 K. The continued fitting of the data below the \( \theta \) parameter in Fig. 4.25 is no great surprise considering that three dimensional ordering may be somewhat difficult to achieve as some Co ions are relaxing into a LS state. Indeed it is not unknown for the magnitude of \( \theta/T_N \) to be as large as 5[46], when next nearest neighbour interactions and possible sublattice arrangements are taken into account. Once below \( \sim 90 \) K the data no longer scales as the proportion of Co ions in the LS state increases exponentially, inferred from equation 4.1.

\[
\mu_0 H/(T-e) (\text{TK})
\]

\[
\mu_0 H/(T-\theta) (\text{TK})
\]

**Figure 4.25:** Mass magnetisation curves for LaCoO\(_3\) up to 5 T, demonstrating scaling behaviour from 5 K - 15 K.

In the temperature window between 5 K and 15 K the data once again scale, shown in Fig. 4.26. However this time a \( \theta \) value of -3.9 K is identified. The field dependence of the magnetisation measurements at low temperatures (\( < 50 \) K) in Fig. 4.26 can only be accounted for by magnetic excitons, as the LaCoO\(_3\) matrix will be in a diamagnetic, \( S = 0 \) state. Fig. 4.26 is measuring
the effect of a direct exciton - exciton interaction (1) as at low temperatures there are no IS Co ions in the matrix. The data scale in the temperature region 5 K - 15 K with a \( \theta \) value of -3.9 K, and at 2 K the sample shows magnetic hysteresis. Note, this does not resemble superparamagnetic behaviour as a \( \theta \) parameter is required to scale the field sweeps. To enable the magnetic response to be modelled, two magnetic components are required in the low temperature region. The Curie law and a susceptibility term containing the Brillouin function, as described in chapter 2, are required to fit the data. A fit for the 5 K data is shown in Fig. 4.26 and for both functions an \( S = 12.5 \) value is required to ensure accurate fitting. This is in agreement with Yamaguchi et al[25] who simply fitted the paramagnetic component of the magnetism. However, the data shown in Fig. 4.26 requires a magnetic species with an AF interacting component superimposed. The excitons appear to demonstrate a degree of clustering as two magnetic contributions are required to fit the data below 35 K. This behaviour is in a direct analogy with certain dilute magnetic semiconductors that show magnetic ion clustering, demonstrating spin glass behaviour below the nearest neighbour percolation limit[47].

4.4.5 Low Temperature Magnetic Susceptibility

To confirm the presence of an ordering temperature of the direct (overlapping) exciton - exciton interaction (1) in the system, the susceptibility was measured through the region 2 K - 5 K. The magnetic response of the excitons depends upon the matrix in which they are embedded. Evidence for magnetic exciton formation can only occur if the net susceptibility measurements can decouple the magnetic contribution from excitons and the matrix[45]. In this particular case for LaCoO\(_3\) any attempt to gain information about the system upon the QD design MPMS SQUID yielded no apparent magnetic transition. This is because at the minimum measuring field obtainable upon the MPMS magnetometer (0.1 mT), the known paramagnetic contribution was found to dominate.

In an attempt to solve this problem, measurements have been performed upon the Durham low temperature d.c SQUID magnetometer, which has an effective
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Figure 4.27: Temperature dependence of magnetic susceptibility for LaCoO$_3$ cooled and measured in a residual field of 10 $\mu$T. The raw data along with the subtraction of the paramagnetic fit are shown.

The temperature range of 0.5 K to 4.5 K in a residual field of 10 $\mu$T as described in chapter 3. Fields of up to 0.01 T can be applied upon cooling, this is beneficial for LaCoO$_3$ as it allows the contribution from the excitons to saturate whereas the LS Co$^{3+}$ background matrix and paramagnetic exciton contribution will not have a remnant component once the field has been switched off for measuring. The low temperature SQUID system only measures the absolute flux, and hence any attempt to calibrate the absolute moment requires the magnetic response to be compared to that obtained from the MPMS in the temperature overlap region between the two systems. The magnetic behaviour of the system can be modelled with an interacting and paramagnetic component, and then directly compared with the raw data, enabling an identification of the magnetic moment in the temperature overlap region.

The temperature dependent magnetic susceptibility is shown in Fig. 4.27 for LaCoO$_3$ in the temperature range 0.5 K to 4.5 K, measured in the low temperature SQUID system. Superimposed upon this is the Curie fit assuming a residual field of 10 $\mu$T, calculated from the magnetic response as in Fig. 4.26.
Figure 4.28: Temperature dependence of magnetic susceptibility for LaCoO$_3$ cooled in a field of 4 mT and 10 mT and measured in a residual field of 10 $\mu$T.

When this Curie type behaviour is removed there is a change in slope occurring at 3.5 K which is approximately the same as the $\theta$ value (-3.9 K) obtained from Fig. 4.26. The excitons in this particular case show an apparent interaction. Fig. 4.28. shows the temperature dependent change in susceptibility around the transition under different experimental conditions. For these experiments the cooling field was increased from 10 $\mu$T to 4 mT and 10 mT, and then warmed through the transition in the residual field of the experiment. In both scenarios the transition became much larger when increasing the cooling field strength. Any attempt to fit the transition with a ferromagnetic interaction failed[48].

Nagaev et al[10] did not predict the internal interaction of the exciton, concluding that it could be either AF or ferromagnetically coupled. However because the spin state of the Co ions in the excitons is likely to be the same it is more likely to be AF coupled[9, 44]. To produce an S value of 12.5 as identified in section 4.4.4 this would suggest the presence of a large cluster over several unit cells ($\sim$ 1 nm in diameter), with the high spin value resulting from uncompensated moments at the edge of the exciton. Any interaction between these large AF excitons will be field dependent and explain the remnant behaviour
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observed in Fig. 4.28. There appears to be an exciton - exciton interaction (1) that is AF coupled, because of the large size of an AF exciton. The interaction is between the Co ions in the shell of the sphere. A large paramagnetic type tail exists when excitons do not overlap. Again internal magnetic anisotropy of the excitons cannot explain the remnant behaviour as there would be no paramagnetic tail.

4.5 Electrical Measurements

The electrical properties of \( \text{LaCoO}_3 \) are now described, the prime interest being to observe any temperature dependent features of the resistivity that can be related to magnetic excitons. The behaviour of the resistivity in \( \text{LaCoO}_3 \) is not fully explained; the actual carrier transport mechanism has never been resolved. Perhaps the clearest indication of the conduction mechanism has been provided by English et al [29], who observe a thermally excited spin disorder scattering contribution to the resistivity. However, at lower temperatures (\( < 55 \text{ K} \)), there is evidence for hopping conduction. The resistivity data reported in the literature appears to be sample specific. Table 4.5 shows the resistivity at 200 K and 250 K for selected publications along with the high temperature activation energy \( E_a \), when calculated by the authors of the papers.

<table>
<thead>
<tr>
<th>Author</th>
<th>Single Crystal</th>
<th>( \rho ) - (250 K)</th>
<th>( \rho ) - (200 K)</th>
<th>( E_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>English[29]</td>
<td>No</td>
<td>10 ( \Omega \text{cm} )</td>
<td>14 ( \Omega \text{cm} )</td>
<td>146 meV</td>
</tr>
<tr>
<td>Senaris-Rodriguez[11]</td>
<td>No</td>
<td>-</td>
<td>-</td>
<td>150 meV</td>
</tr>
<tr>
<td>Yamaguchi[25]</td>
<td>Yes</td>
<td>4 ( \Omega \text{cm} )</td>
<td>10 ( \Omega \text{cm} )</td>
<td>110 meV</td>
</tr>
<tr>
<td>Asai[17]</td>
<td>Yes</td>
<td>2 ( \Omega \text{cm} )</td>
<td>5 ( \Omega \text{cm} )</td>
<td>-</td>
</tr>
<tr>
<td>Tokura[15]</td>
<td>Yes</td>
<td>10 ( \Omega \text{cm} )</td>
<td>19 ( \Omega \text{cm} )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.5: The general behaviour of the published resistivity data is shown with values given at specific temperature values. The activation energy \( E_a \) for the high temperature regime is also reproduced where applicable.

English et al [29] have performed their measurements upon the polycrystalline sample \( a \). 250 K and 200 K have been chosen because at this temperature it is unlikely there are any Joule heating effects. The lowest temperature recorded for
resistivity is $\sim 50$ K. Below this temperature the I-V characteristics identified in chapter 3 become non-Ohmic. Coincident with this "lowest" temperature value it is known that the Seebeck coefficient becomes zero[11], the carriers appearing to freeze out. There is a large range in resistivity values for each of the samples measured. Yamaguchi[25] and Tokura[2] work in the same group and for both references the sample was prepared in the same way, indicating the difficulty in reproducing resistivity data for lanthanum cobaltite. The $E_a$ for each sample was calculated in the high temperature regime and clearly the polycrystalline data have a higher activation energy, although the region of activated behaviour reported is generally in a narrow temperature regime. Above 200 K all the reported data are non-linear. An example of the literature data is given in Fig. 4.29, from English et al[29].

4.5.1 Resistivity Measurements

The resistivity measurements were performed upon the single crystal sample, whose preparation is discussed in chapter 3. Great care was taken to ensure good Ohmic contacts and the measurements were performed in the van der Pauw configuration. Below 150 K a full I-V sweep was performed at each data point, specifically allowing for thermal equilibrium to be reached in the closed cycle refrigerator and to prevent sample heating. The results of the initial resistivity measurements are shown in Fig. 4.29, plotted as a ln($\rho$) vs $T^{-1}$. There are clearly two activated behaviours above ($E_0$) and below ($E_1$) 64 K. The activation energies are extracted from a fit to $\rho = \rho_0 \exp \left( \frac{E}{k_B T} \right)$. The high temperature activation energy, $E_0$ is lower than any of those reported in Table 4.5, however the fit range is from 70 K to 300 K. In all reported literature the data are not linear above 200 K. The lowest temperature resistivity measurable was 50 K; below this the contact resistance increased dramatically. Note that even though the resistivity was a factor of 10 less than that of others[29], no data could be recorded below 50 K.

The data obtained for this study in Fig. 4.29 appear to follow the general form expected of a lightly doped semiconductor[49]. At high temperatures the conduction is intrinsic, with a temperature independent crossover regime to
Figure 4.29: Temperature dependence of the zero field resistivity. The functional form of the data is clearly activated with a high temperature activation energy $E_0$ of 86 meV with a crossover to $E_1$ of 72 meV at 64 K. Also shown are the resistivity data from English et al[29].

extrinsic conduction which is once again activated. Eventually a hopping regime is also observed. This appears to be in contradiction to the data provided by English et al[29], no extrinsic conduction is observed as it passes straight into the hopping regime as shown in Fig. 4.29. One possible explanation is that their increased density of excitons means that it is acting as a heavily doped semiconductor, ( The intrinsic and extrinsic regimes will not be differentiable. ) and passes straight into the hopping regime. No hoping is observed in the data taken for this study due to the dilute nature of excitons in the single crystal sample compared to the sample used by English et al. The hopping regime will occur at lower temperatures. However it is difficult to measure below 50 K. Note that the energy difference between $E_0$ and $E_1$ ( Intrinsic and Extrinsic behaviour ) for the single crystal sample obtained from Fig. 4.29 is $\sim 10$ meV. This corresponds to the spin state transition energy[29], possibly indicating the temperature regions over which the respective regimes dominate.
4.5.2 Evidence for a Magnetic Contribution to the Resistivity

Magneto-resistance in LaCoO₃ has only been observed when applying a field in excess of 1.5 T[29]. In the present work electrical measurements up to 1 T can be performed, and application of a magnetic field saw no magneto-resistance. The magnetoresistance is attributed to spin disorder scatter as briefly mentioned in section 4.5. However the possibility of a contribution from the excitons was not considered. Initial FC experiments have been performed, repeating the experimental procedure identified in section 4.4.1 of cooling in a field of 50 mT until 50 K and then carrying on the cooling, followed by the respective measurement in the remnant field (1 mT) of the magnet.

![Figure 4.30: Temperature dependence of the zero field resistivity compared directly to when the sample is field cooled. The functional form of the FC data undergoes a smaller change in activation energy at 64 K.](image)

Fig. 4.30 directly compares and contrasts the results of the FC measurement with the ZFC measurement. At high temperatures the same activated behaviour is followed, however below 64 K the data no longer overlap. There is a clear increase in the resistance and the data no longer follows the qualitative behav-
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The similarity of the electrical response to the magnetic response, upon the application of a magnetic field on cooling, suggests that the effect of the magnetic exciton upon the resistivity is being observed. Indeed the FC data appear to turn over at low temperatures indicative of a semiconductor entering a hopping regime. If more oxygen vacancies are present and there is more disorder in the sample, it is reasonable to assume that the mobility edge in the conduction band has shifted. This situation is more likely in a polycrystalline sample and the data indicate that a hopping regime will be entered without the observation of spin disorder scattering. One conclusion that can be drawn is that the resistivity of the sample will be affected by the number of excitons and the quality of the material.

4.5.3 Temperature Dependence of the Anisotropy Ratio

As discussed in section 4.5.1 the electrical transport measurements have been made using a sample with contacts in the van der Pauw configuration. The anisotropy ($\kappa$) is the ratio of the two resistances and is not expected to change drastically as a function of temperature for good quality isotropic samples. Fig. 4.31 shows a comparison of the temperature dependent change in anisotropy for both the FC and ZFC experiment. The anisotropy is stable for high temperatures but begins to drop below 64 K, the temperature at which the impurity level becomes dominant, inferred from Fig. 4.29. Importantly the change in $\kappa$ is present in both experimental conditions indicating that the electrical measurements may be sensitive to the magnetic excitons. The conduction process appears to be dependent on a remnant magnetic component.
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Figure 4.31: Temperature dependence of the anisotropy ratio (κ) for both the FC and ZFC data, a clear change in the anisotropy ratio is seen in both scenarios below 64 K.

### 4.6 Discussion of Results

μSR measurements have identified a bulk magnetic component in the LS temperature regime of LaCoO$_3$, which has been attributed to the formation of magnetic excitons. Moreover in section 4.3.4 an activated form of the depolarisation rate which is dependent upon the applied magnetic field was identified, suggesting that some magnetic excitons are interacting with the AF matrix at high temperatures (50 K > T > 220 K). If the remnant magnetic component at 50 K identified in section 4.4.1 is a consequence of this interaction then the remnant moment will be dependent upon the population level of the IS matrix surrounding the exciton. Therefore the remnant moment (μ) can be written in terms of the activation energy (E$_a$(B)) obtained from field dependent μSR measurements. The remnant moment can therefore be expressed in the form,

\[
\mu \propto \exp \left( \frac{E_a(B)}{k_B T} \right).
\]  (4.8)

Fig 4.32 shows the inverse field dependence of the natural logarithm of the remnant moment, suggesting that the remnant moment is indeed a consequence of

- Plot showing the anisotropy ratio (κ) vs. temperature (K) for both FC and ZFC data.
- Text discussing the results of μSR measurements and the identification of a bulk magnetic component in the LS temperature regime of LaCoO$_3$.
- Equation (4.8) expressing the remnant moment in terms of the activation energy and temperature.
the IS matrix interacting with some excitons. The interaction is field dependent as determined by \( \mu SR \) measurements.

Figure 4.32: Field dependence of the remnant magnetisation obtained from Fig. 4.20 as an inverse function of magnetic field.

There is clear evidence for two high temperature remnant components in the magnetisation, one at 50 K (from interaction 2B) and one at 220 K (interaction 2A). This leads to the conclusion that the form of relaxation is different for the two regimes. \( \mu SR \) demonstrates that the internal field distribution fits a thermally activated law from 50 K to \( \sim 170 \) K. This suggests that the exciton - IS matrix interaction is changing. Above 90 K there are few excitons but they couple to the surrounding IS matrix (2A) while below 90 K the IS matrix begins to relax into the ground state. If an oxygen vacancy is present an exciton will be created. Therefore the increased density of excitons leads to two distinct cases below 60 K, an exciton - IS matrix - exciton (2B) and an exciton - exciton interaction (1). The overlapping exciton leads to the low temperature order, whilst the exciton - IS matrix - exciton interaction (2B) leads to the remanence at 50 K. Note that it is also possible that paramagnetic excitons that do interact with anything also form. The possible types of exciton interactions are summarised in Table 4.6.
Table 4.6: A list of the possible magnetic exciton interactions for specific temperature ranges, correlating all the results obtained from the experiments.

A simple cooling rate experiment can be utilised to further highlight the intimate form of the exciton matrix interaction. A ZFC temperature sweep of the magnetisation at different cooling rates has been performed; one experiment was cooled at 10 Kmin⁻¹ whilst the other was performed at 0.1 Kmin⁻¹. The difference in the magnetic susceptibilities obtained at the two cooling rates is shown in Fig. 4.33. The first thing to notice is that it strongly resembles the low temperature ( < 90 K ) FC 1 mT measured data described earlier in Fig. 4.19. This is to be expected when considering the consequences of magnetic exciton...
formation that is dependent on the thermally induced IS-LS spin transition. No more excitons are formed when slow cooling, simply because of the activated form of the IS matrix obtained from equation 4.1. Note the remnant component at low temperatures ($< 35 \, \text{K}$), indicating that when excitons interact they no longer behave as true paramagnetic species.

![Mass magnetisation relaxation rates](image.png)

Figure 4.34: Temperature dependence of the magnetic relaxation rates at different temperatures, after cooling in a field of 1 mT.

The nature of the exciton is that it is “internally” AF coupled because all the Co ions will have the same spin state[10]. This requires a large exciton to get the net spin of 12.5 per exciton ( $\sim 7$ Co ions ), obtained in section 4.4.4, however it is the question of remanence in the exciton that remains to be answered. If the moments that contribute to the net spin take hours to relax because of the interaction with the Co ions inside the exciton, this will explain the observed remanence. The spin “direction” of the exciton is controlled by the interaction of the exciton shell with its surrounding. This would require a very slow relaxation of the exciton as the excitons, remember upon cooling the direction of field cooling. This is shown in Fig. 4.34, which shows the time dependence of the mass magnetisation relaxation rates when cooled to specific temperatures in 10 mT. The measurements were performed in zero field...
and clearly indicate that magnetic relaxation takes hours, much longer than any of the field cooling experiments performed. The remnant magnetisation observed in the 100 K is a factor of 3 greater than when the magnetisation is measured in the remnant field of the magnet, when no field has been applied on cooling. Note a stretched exponential is required to fit the moment relaxations, suggesting more than one barrier to relaxation.

This interpretation is supported by the application of large magnetic fields which swamp any of the transitions described in this work, indicating the subtle energy balance of the excitons. Without the LS ground state of LaCoO₃ the excitons would be extremely difficult to observe.

### 4.7 Conclusions

Experimental evidence of magnetic excitons in LaCoO₃, that are inherent to the bulk of the as-made samples has been obtained. The magnetic properties of the exciton clearly have an effect upon the intrinsic properties of pristine LaCoO₃ which has until now been unaccounted for. At high enough densities magneto electrical phase separation should occur although this is probably not possible to observe, as the material with not be single phase at high oxygen vacancy concentration[27]. Further electrical characterisation needs to be performed to intimately link the magnetic exciton with the intrinsic electrical properties of the material.
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Chapter 5

Magnetic Phase Separation in $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$

This chapter examines in detail the results of magnetic susceptibility measurements and muon spin spectroscopy investigations into $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$. Of particular interest is the role of the $\text{LaCoO}_3$ matrix at low $x$ concentrations. A brief introduction reporting the results reported to date will be given, followed by a detailed discussion of the results obtained in this study. Interpretation of the data obtained requires a direct comparison with the work performed on $\text{LaCoO}_3$ in chapter 4.

5.1 Introduction

The Sr doped cobaltite has received much attention due to the observation of CMR effects[1, 2], recent work has concluded that one specific key to CMR is the process of heterogeneity, where randomly doped materials exhibit spatial coherence of ferromagnetic metallic regions and non-ferromagnetic insulating regions[3]. Indeed, recent scanning tunneling microscopy investigations have imaged directly the metallic and insulating regimes in manganite materials which show CMR[4, 5]. $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$ has been shown to exhibit clearly spatially differentiable regions when investigated using electron microscopy[6] and Nuclear Magnetic Resonance[7] (NMR) techniques.
5.1.1 Phase Diagram of $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$

When hole doped with Sr ions, extra complexity is introduced into the $\text{LaCoO}_3$ system. The hole is accommodated by the formation of $\text{Co}^{4+}$ ions which must have a magnetic ground state; the possible spin states of the $\text{Co}^{4+}$ ions present are shown in chapter 4, Fig. 4.1. It is generally believed that $\text{Co}^{3+} - \text{Co}^{4+}$ ions cluster, generating local ferromagnetic order, via the double exchange mechanism as described in chapter 2. Varying the composition of $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$ produces a fascinating phase diagram, including unexplained glassy ferromagnetism$[8, 11, 13, 9, 24]$. This rich magnetic behaviour is not limited to the material of interest, other materials such as $\text{Y}_{1-x}\text{Ca}_x\text{MnO}_3[14]$ and $\text{NdBa}_2\text{Cu}_3\text{O}_{7-\delta}[15]$ show mixed ferromagnetic and spin glass properties. However, $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$ has been chosen because of its “simpler” parent compound. Recent work has concluded that when $x < 0.18$, the material is in a spin glass phase at low temperature, and a Metal to Insulator Transition (MIT) occurs coincident with the onset of spin glass behaviour when decreasing the compo-

![Figure 5.1: Magnetic phase diagram of $\text{La}_{1-x}\text{Sr}_x\text{CoO}_3$, PS/M = paramagnetic semiconductor/metal, FM = ferromagnetic metal, $T_{irr}$ irreversibility temperature which marks the separation temperature of the FC and ZFC magnetic susceptibility curves and SG = spin glass. From [12].](image-url)
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Position below $x = 0.18[12, 13, 16]$. Electrical resistivity measurements further support this interpretation by the presence of a percolation type transition[12] at $x = 0.18$. Fig. 5.1 shows the most recent phase diagram. The irreversibility temperature, $T_{irr}$ identified in Fig. 5.1 will be discussed in depth later in this chapter. Low concentration $La_{1-x}Sr_xCoO_3$, where $x < 0.05$, has been considered by Yamaguchi et al[17]. Interestingly no contribution to the magnetic susceptibility from undoped $LaCoO_3$ is observed; and no LS-IS transition is observed at such low concentrations. A large Curie tail was interpreted as a doped hole contribution to the magnetism by Yamaguchi et al[17], whereby a doped hole can cause a LS-HS transition of Co sites around itself and interact via the double exchange mechanism[18, 19, 20]. The interactions of the hole induced high spin regions within the $LaCoO_3$ matrix may behave in a similar manner to the matrix-exciton interactions identified in chapter 4. The LS-IS transition may be occurring in the $LaCoO_3$ matrix. However, the measured susceptibility of this transition is orders of magnitude smaller that the magnetic susceptibility of the Sr rich clusters. As the origin of the magnetic interactions is still not well understood this work will concentrate upon the contribution to the magnetism from the majority cobaltite matrix, at low $x$ concentration.

5.1.2 Clustering of Sr Rich Regions

There is strong evidence for the occurrence of ferromagnetic clusters throughout the compositional range from Small Angle Neutron Scattering (SANS). This is further vindication of the percolating insulator metal transition which is believed to arise from magneto-electronic phase separation. Such a conclusion can be interpreted from the work of Wu et al[21] who have performed SANS on $La_{1-x}Sr_xCoO_3$, where $x = 0.30, 0.18$ and 0.15. This compositional range was chosen due to the proximity of the MIT. Fig. 5.2 shows the temperature dependence of the SANS intensity as a function of the wavenumber $q$. The temperature dependence of the intensity of $q$ suggests there are short range ferromagnetic interactions even below the percolation limit of $x = 0.15$, further confirming that the Sr ions do indeed cluster at all compositions studied and indicating that the interesting exchange mechanism is between the Sr rich clusters themselves. It is generally assumed that the Sr rich clusters interact to
produce a cluster glass behaviour at high enough densities and that frustrated interactions between the clusters produce the spin glass behaviour at low $x$ compositions. However the role of the LaCoO$_3$ background matrix remains largely unresolved. NMR\cite{7} detects spatially differentiable magnetic regions although possible exchange interactions between the matrix and Sr clusters were neglected. The clusters were estimated to be approximately 10 nm in diameter via high resolution electron microscopy\cite{6}, the interpretation of this work being based upon the idea of superparamagnetic regions stabilised by the hole doping\cite{16}.

Fig. 5.2 clearly demonstrates that for all compositions studied short range ferromagnetic interactions occur, and this is in agreement with a cluster model. Here the ferromagnetic (Co$^{3+}$ - Co$^{4+}$ interactions) regions are separated by the LaCoO$_3$ undoped regions. Below the percolation limit the inter-cluster interaction is frustrated. However, below $x = 0.06$ no spin glass behaviour is observed. At this limit there is no exchange between the clusters. However a cluster matrix interaction has been neglected. When considering the spin state
of the Co ions in the LaCoO$_3$ matrix work has been confined to high concentration regions[16, 12] where $x > 0.2$, where a percolation of high spin clusters is known to occur. Therefore any contribution from the matrix is minimal. Indeed a recent theoretical paper has predicted that upon hole doping with Sr ions, all Co$^{3+}$ ions obtain the same spin state for all compositions[22]. However this work "fixed" the spin to compare the ground state energies and did not directly compare Co$^{3+}$ ions with different spin states. This conclusion can only be validated by a mapping of the observed Co$^{3+}$ LS - IS/HS transition due to Sr doping of the LaCoO$_3$ matrix at low $x$ compositions.

The purpose of this work is to examine for the first time the low doping regime of La$_{1-x}$Sr$_x$CoO$_3$ with a local magnetic probe, namely muon spectroscopy and to observe if any component of the LaCoO$_3$ background contributes to the magnetism. Specifically, any interaction with the LaCoO$_3$ matrix will unambiguously prove that the clusters are not superparamagnetic in nature[16]. Consequently if the induced moment of the Co$^{3+}$ ions in the matrix can be modelled a plausible mechanism for the glassy behaviour shown in Fig. 5.1 may be possible.

### 5.2 Characterisation of the La$_{1-x}$Sr$_x$CoO$_3$ Samples

Polycrystalline samples were fabricated by the standard solid state reaction method from the starting materials La$_2$O$_3$, Co$_3$O$_4$ and SrCO$_3$ by J. Wu from Minnesota University[23]. X-ray characterisation of the samples used in this study[12] show that to within the sensitivity of x-ray diffraction the samples are single phase. Moreover titration experiments demonstrate that the formula unit is indeed La$_{1-x}$Sr$_x$CoO$_3$, and there are no oxygen vacancies present to within the error of the titration experiment[12]. The compositional range investigated using standard d.c magnetisation methods ranged from $x = 0.01 - 0.50$. For clarity, the majority of the discussion will concentrate upon the compositions $x = 0.03$, 0.15 and 0.20, as the $\mu$SR experiments have centred upon these samples. These particular compositions are of interest because of their proximity to different magnetic phases. $x = 0.03$ is of significance as this is in
the dilute limit of Sr clusters, and the majority of the material "exists" as the pure cobaltite matrix. Hence, any competing interactions between Sr clusters and the background matrix will be highlighted. The compositions $x = 0.15$ and $0.20$ are of importance as these materials sit either side of the percolative MIT. Any contribution from the background matrix in these systems has yet to be identified.

Figure 5.3: Temperature dependence of the dc magnetisation for $x = 0.20$, $0.15$ and $0.03$. ZFC curves are shown as open symbols and FC curves solid symbols.

The temperature dependence of the magnetisation for $x = 0.03$, $0.15$ and $0.2$ are shown in Fig. 5.3. Field Cooled (FC) and Zero Field Cooled (ZFC) data are shown; the measuring field applied for both cases was $1 \text{ mT}$. For $x < 0.18$, below the MIT, there is a separation of the FC and ZFC data ($T_{irr}$). This has been highlighted in the phase diagram (Fig. 5.1) and the value for $x = 0.15$ is in agreement with previous work[12]. The phase diagram shows an increase in $T_{irr}$ as $x$ continues to decrease. For the $x = 0.03$ composition the $T_{irr}$ value has increased to $220 \text{ K}$. Interestingly this is the value of the local AF exchange between $\text{Co}^{3+}$ ions present in $\text{LaCoO}_3$, as identified in chapter 4. Fitting of the FM region above the percolation with a Brillouin function as identified in chapter 2 does not provide an accurate S value of each cobalt spin.
Previous work has considered the Co$^{3+}$ ions to have a uniform spin throughout the compositional range\cite{12, 16, 22}. However no magnetic saturation has ever been observed in La$_{1-x}$Sr$_x$CoO$_3$.

The FC data show saturation like behaviour as $T \rightarrow 0$ except for the $x = 0.03$ sample. However, all the ZFC data show a peak which appears below $T_{\text{irr}}$, and this behaviour has previously been interpreted in terms of a short range ferromagnetic cluster model\cite{8, 9, 11, 24}, where the Sr clusters are dominated by ferromagnetic double exchange interactions between the HS Co$^{3+}$ - Co$^{4+}$ ions imbedded in a non-ferromagnetic matrix. After ZFC the clusters freeze into a random direction dictated by a local anisotropy field. This requires a competing magnetic interaction and thus the temperature dependence of the peak ($T_a$) will be dictated by two interactions governed by the strength of the applied field. Indeed, Nam et al\cite{8} have shown empirically the ZFC cusp for La$_{0.50}$Sr$_{0.50}$CoO$_3$ ($T_a$) to be field dependent of the form,

$$T_a \propto T_c - C T_c H^{0.58}$$

(5.1)

where $C$ is a constant and $H$ is the external field. The standard spin glass exponent of the external field is 0.66\cite{25} and is governed by the fluctuation rate dynamics determined by the frustrated interactions. The role of the Co$^{3+}$ - Co$^{3+}$ AF background matrix has never been examined and, referring back to chapter 4, it is easy to see why. When the oxygen vacancy level of LaCoO$_3$ was altered and the measuring field reduced, the LS-IS transition did not dominate the measured magnetic susceptibility. Hole doping with Sr ions would exaggerate the situation which will become far more severe with the FM Sr rich cluster interaction dominating net magnetic measurements such as susceptibility, swamping the contribution of the LaCoO$_3$ matrix and any interaction with the cluster.

5.3 Low Doping Region, $x < 0.05$

This section will examine the magnetic properties of lightly doped La$_{1-x}$Sr$_x$CoO$_3$, where $x = 0.01$ and 0.03, primarily it will concentrate upon $x = 0.03$ as this is the sample on which the vast majority of the work has been performed.
The compositions investigated have never shown any indication of spin glass behaviour\cite{12}, and by studying the sample with a local probe it may be possible to examine any interactions between the ferromagnetic clusters and the \( \text{LaCoO}_3 \) matrix at low \( \text{Sr} \) ion concentration.

### 5.3.1 Transverse Field \( \mu\text{SR} \)

Detailed TF measurements have been performed upon \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \) and preliminary investigations into \( \text{La}_{0.99}\text{Sr}_{0.01}\text{CoO}_3 \) have been initiated. For all muon investigations it is assumed that the muon implants at a interstitial site, directly inferred from the previous DFT results on \( \text{LaCoO}_3 \), as identified in chapter 4. No calculations were performed upon \( \text{La}_{1-x}\text{Sr}_x\text{CoO}_3 \) as the unit cell size required to perform minimisation calculations is too big for the computer cluster used in this work. TF \( \mu\text{SR} \) experiments were performed upon \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \) over the temperature range \( 5 \text{ K} - 300 \text{ K} \). The polycrystal sample has a grain size of \( 10 \mu \text{m}\)\cite{12} therefore the majority of the relaxation is expected to be from the bulk ( minimal surface effects ) of the sample. The TF data were fitted with a relaxation function of the form:

\[
G_x(t) = A_{osc} \cos(2\pi v_\mu t) \exp\left(\frac{-[\lambda_{tf} t]^2}{2}\right) + A_{gauss} \exp\left(\frac{-[\sigma_{tf} t]^2}{2}\right) + A_{bg}
\]

where \( A_{osc}, A_{gauss} \) and \( A_{bg} \) are the initial asymmetries of, respectively, the oscillatory and gaussian decays and the background. \( \lambda_{tf} \) and \( \sigma_{tf} \) are the depolarisation rates for the two separate decays and \( v_\mu \) is the muon precession frequency, which is dependent upon the externally applied field. The gaussian relaxation should have an oscillatory component. However, for this experiment no oscillating component was observed due to the very fast relaxation that does exist, as such it is out of the muon time window. There was a quick component at very short times that we were unable to fit with equation 5.2( see appendix B ), this relaxation manifested itself as a single data point. When a third component was added it was found to be temperature independent below 50 K, this is the temperature at which it became apparent due to the dephasing of the muons as shown in Fig. 5.4. No useful information can be obtained from this extra
relaxation. Note that also the interesting physical interactions are determined from the oscillatory component in equation 5.2.

Figure 5.4: Temperature dependence of the initial asymmetry ($A_{osc}$) of the oscillatory component for La$_{0.97}$Sr$_{0.03}$CoO$_3$ directly compared to the differential of the FC mass susceptibility with respect to temperature. The inset demonstrates the temperature dependence of the gaussian initial asymmetry ($A_{gau}$).

Fig. 5.4 shows the temperature dependence of the initial asymmetry of the oscillatory component ($A_{osc}$) compared to the derivative of the FC magnetic susceptibility with respect to temperature, as this will highlight any subtle change in the magnetic response of the sample. There is a clear dephasing of the muons undergoing precession coincident with a change in the magnetic response below 50 K. A similar response was observed in LaCoO$_3$ as the system underwent the LS - IS transition and was inferred to be due to the presence of magnetic excitons which quickly dephase the muons, as described in chapter 4. In La$_{0.97}$Sr$_{0.03}$CoO$_3$ the situation is somewhat different as the material is essentially stoichiometric and the only doping occurs due to the presence of Sr ions. The inset shows the temperature dependence of the initial asymmetry of the gaussian component which clearly increases below 50 K. No change in $A_{bg}$ is seen over the entire temperature range. Appendix B demonstrates the raw data along with the relative fitting parameters required to fit the data for the
relative temperature regions indicating the need for a quick relaxing term at short times below 45 K, when the dephasing occurs. As two terms are necessary to fit the data there are two possible conclusions, indicative of either two muon sites or two magnetic interactions causing the perturbations in the muon response from site to site. It is thought that the later is more likely because of the difference in the temperature dependence of the two depolarisation rates, which is demonstrated clearly later in this section.

Although a phase transition is not detected in the bulk magnetic susceptibility, Fig. 5.3, there is a clear change in the magnetic response below 50 K possibly indicating competing magnetic interactions. This topic will be returned to later in this discussion.

The depolarisation rates identified in equation 5.2 demonstrate fascinating properties. The second gaussian term in equation 5.2 only becomes relevant below 45 K when the muons begin to dephase due to a quickly relaxing component, causing the drop in $A_{osc}$ highlighted in Fig. 5.4. Below 50 K the depolarisation rate, $\sigma_{tf}$ simply begins to rise and does not plateau in the temperature window investigated. This is demonstrated in the inset of Fig. 5.5. The depolarisation rate ($\lambda_{tf}$) of the oscillatory component demonstrates a rich temperature dependence, as is shown in Fig. 5.5. At low temperatures there is evidence for a previously unobserved magnetic ordering at 26 K, comparison with the FC d.c susceptibility shows no such evolution. However there is a peak in the ZFC data $\sim 20$ K which is visible in Fig. 5.3. In La$_{0.97}$Sr$_{0.03}$CoO$_3$ the Co$^{4+}$ ions in the Sr rich clusters are believed to remain in an $S = 1.5$ state over the temperature range 2 K - 300 K[12]. The LaCoO$_3$ matrix, is known to undergo a LS-IS transition in the undoped form as highlighted in chapter 4. However no transition is observed at low measuring fields. Chapter 4 clearly indicates that the LS-IS transition in LaCoO$_3$ can be swamped by high spin magnetic excitons, and it appears as though $\mu_{SR}$ could be sensitive to the LaCoO$_3$ matrix and Sr rich clusters interacting in La$_{1-x}$Sr$_x$CoO$_3$.

There are also two shoulders present in the depolarisation rate ($\lambda_{tf}$) shown in Fig. 5.5, at 100 K and 175 K. The 100 K shoulder is of general interest
Figure 5.5: Temperature dependence of the depolarisation rates for La_{0.97}Sr_{0.03}CoO_3 and La_{0.99}Sr_{0.01}CoO_3 obtained from the oscillatory component in equation 5.2. The inset demonstrates the temperature dependent gaussian relaxation for La_{0.97}Sr_{0.03}CoO_3. The lines are a guide to the eye.

as this is the onset temperature of the IS-LS transition in pure LaCoO_3. The increase in the depolarisation rate is not accompanied by a change in the initial asymmetry or the background term; it simply shows that the internal field distribution of the muon is being affected. The 175 K shoulder is coincident with a subtle change in the initial asymmetry of the oscillatory component identified in equation 5.2. This is 45 K less than that at which the dc magnetic data undergoes a subtle change, i.e. T_{1\Omega}. The internal field distribution could be dependent upon the muon position and any Sr cluster-IS matrix interaction. The analogous interaction between the exciton and the IS matrix in LaCoO_3, is known to change upon application of magnetic field, as demonstrated in chapter 4. Also shown in Fig. 5.5, is the depolarisation rate for La_{0.99}Sr_{0.01}CoO_3 at low temperatures (higher temperatures were not obtained due to time restrictions). The data can be fitted with equation 5.2 and follows the same general behaviour as the La_{0.97}Sr_{0.03}CoO_3 sample. However the peak in the data occurs at 10 K, again suggesting the importance of the competing magnetic interactions. Assuming the matrix contributes to the magnetism, the peak will be at a lower
temperature for the $x = 0.01$ sample as the clusters are more dilute. The remaining fitting parameters and the magnetic susceptibility for $La_{0.99}Sr_{0.01}CoO_3$ are shown in appendix B.

5.3.2 Origins of the Sr Cluster and $LaCoO_3$ Matrix Interactions in $La_{1-x}Sr_xCoO_3$

The consensus of opinion is that spin glass behaviour is not seen in compositions below $x = 0.06$, however the interactions that give rise to the bulk spin glass behaviour at high enough densities may be present at lower $x$ concentrations. Specifically a “local” exchange mechanism can be easily inferred from the following situation: each Sr rich cluster composed of competing HS $Co^{3+}$ and $Co^{4+}$ ions has internal ferromagnetic interactions. There are two possible causes of frustration between these isolated clusters. The exchange may be cluster to cluster or the frustration may be caused by coupling of clusters to the undoped $LaCoO_3$ regions of the matrix. Chapter 4 has already clearly demonstrated that the matrix of $LaCoO_3$ is attempting to undergo bulk AF ordering below 220 K. Such interactions in $La_{1-x}Sr_xCoO_3$ would create an individual local anisotropy field for each cluster to produce the cusp in the zero field dc magnetic data demonstrated in Fig. 5.3.1. $\mu$SR is extremely sensitive to spin glass behaviour as has already been discussed in chapter 2. However in section 5.3.3 it is shown that no freezing[26] is observed in the ZF $\mu$SR data below 26 K. Lappas et al[27] have demonstrated that if there is a range of freezing temperatures then it is possible for the depolarisation rate to follow a simple thermally activated behaviour above $T_g$. This behaviour is demonstrated for $La_{1-x}Sr_xCoO_3$ in Fig. 5.6, which shows the inverse temperature against the depolarisation rate for both the $x = 0.01$ and $x = 0.03$ sample. The deviation from the activation model for the $x = 0.03$ occurs around 135 K, this behaviour is similar to that shown in chapter 4.

$La_{1-x}Sr_xCoO_3$ is not a simple spin glass, and there would have to be a very large spread of spin glass freezing energies on a local scale to allow continued fitting up to 4 times the local spin glass temperature. The activation energy ($E_a$) for both compositions is calculated and stated in Fig. 5.6, the general behaviour is in agreement for a local $T_g[27]$ as it identifies the peak in the depolarisation rate
and the cusp in the dc magnetic data from Fig. 5.3. However the temperature fitting range is far too large. The value of the $E_a$ for the $x = 0.03$ sample is $\sim 26$ K, for a pure activated form this makes little sense as the fitting range to obtain this energy is $\gg$ than 26 K, if the energy barrier is less than the temperature at which the data are fitted there may be more than one activated process involved. This can easily be envisaged when considering two competing activating energies $E_1$ and $E_2$, representing the competing magnetic interactions when a magnetic field is applied, of the form,

$$A \exp \left( \frac{E_a}{k_B T} \right) = C \exp \left( \frac{E_2 - E_1}{k_B T} \right)$$

(5.3)

where $A, B$ and $C$ are constants. The activation energy of LaCoO$_3$ in the LS region when applying a TF field of 10 mT has already been calculated in chapter 4 to be 135 K, which is field dependent as the coupling between the magnetic excitons and LaCoO$_3$ matrix changes. Considering the La$_{0.97}$Sr$_{0.03}$CoO$_3$ sample only, as a full data set has been obtained, it is feasible to acknowledge the presence of pristine LaCoO$_3$ regions interacting with the induced HS Co$^{3+}$ ions which form part of the clusters, leading to a situation where $E_2/k_B$ described
by equation 5.3 can be assigned a value of 135 K. Assuming the resulting activation calculated in Fig. 5.6 is 26 K (from the Co$^{4+}$ - Co$^{3+}$ interaction), $E_{2}^{2}/k_{B}$ obtains a value of the order 110 K, this is the shoulder identified in Fig. 5.5. This suggests that the muons appear to be sensitive to the pristine local LaCoO$_{3}$ and the exchange between thermally activated Co ions surrounding the Sr rich clusters, a LS-IS transition in La$_{0.97}$Sr$_{0.03}$CoO$_{3}$ is being observed. The La$_{0.99}$Sr$_{0.01}$CoO$_{3}$ shows similar behaviour. However not enough data have been collected and the only comment is that the activated behaviour follows the same pattern as the La$_{0.97}$Sr$_{0.03}$CoO$_{3}$ sample.

5.3.3 Zero Field and Longitudinal Field $\mu$SR

Evidence has been presented that demonstrates the possibility of competing exchange interactions at a local level using TF $\mu$SR, ideally ZF $\mu$SR experiments are preferential when dealing with dilute spin systems such as a spin glass. However due to time restrictions only a limited number of ZF experiments were performed. Specifically evidence for glassy behaviour in the form of a Lorentzian Kubo-Toyabe (KT) below $T_g$ is expected[28], as discussed in chapter 2. Three particular temperatures were examined, 10 K, 30 K and 60 K corresponding to temperatures below the observed transition in Fig. 5.5, around the transition and well above the peak at 60 K. Although somewhat limited, the results obtained show interesting behaviour.

Fig. 5.7, demonstrates the relaxation rate of La$_{0.97}$Sr$_{0.03}$CoO$_{3}$ in both the ZF (hollow circles) and LF (hollow squares) configuration at 60 K, with the latter in an external field of 0.5 T. The ZF data could be fitted with relaxation function $G_{z}(t)$ of the form;

$$G_{z}(t) = \left[\frac{1}{3} + \frac{2}{3}(1 + \Delta^{2}t^{2}) \exp \left[-\left(\frac{\Delta^{2}t^{2}}{2}\right)\right]\right] + A_{bg}$$  (5.4)

where $\Delta$ is the distribution of the random fields. This is the KT relaxation discussed in chapter 2. The average local field $\Delta/\gamma_{\mu}$ is found to be 0.3 mT. Application of a large external field fully decouples the relaxation and there is no observed relaxation in the muon time window. A more accurate determination
of $\Delta$ can be obtained by applying small increments of the LF field. However time restrictions prevented this experiment. It is possible that the muons are detecting the local nuclear fields\cite{29}, it is expected that this nuclear component exists at lower temperatures but may become dominated by a valence electron contribution. The drop in initial asymmetry with applied field is most likely a consequence of the magnet shifting the beam with respect to the sample position. Hence there is a drop in the asymmetry as not all the muons will hit the sample at high temperatures.

Figs. 5.8 and 5.9, show the relaxation rate of $La_{0.97}Sr_{0.03}CoO_3$ in both the ZF and LF configuration at 30 K and 10 K respectively, both data sets can be fitted with a simple exponential $G_z(t)$ of the form;

$$G_z(t) = A \exp \left[ - (\lambda t) \right] + A_{bg} \quad (5.5)$$

where $A$ represents the respective initial asymmetries and $\lambda$ the depolarisation rate. Clearly, as the transition is approached the muons begin to detect different magnetic interactions. However by comparison of the relaxation rates in Fig. 5.8 and 5.9 it is clear there is no change in the functional form of the relaxation,
Figure 5.8: Asymmetry comparison of La$_{0.97}$Sr$_{0.03}$CoO$_3$ at 30 K in both the ZF configuration and in an external LF of 0.5 T.

Figure 5.9: Asymmetry comparison of La$_{0.97}$Sr$_{0.03}$CoO$_3$ at 10 K in both the ZF configuration and in an external LF of 0.5 T.

which indicates spin glass behaviour. The application of a 0.5 T LF field in both scenarios shows somewhat different results, Fig. 5.8 shows evidence of a
coexisting static and dynamic field. However Fig. 5.9 demonstrates a repolarisation of the initial asymmetry, indicative of the LF orientating the Sr rich clusters, which are no longer affected by any matrix contribution. Although a limited data set, the plots highlight that around 26 K the internal exchange interactions in \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \) are undergoing fascinating changes that are unreported in the literature and may impact upon the high composition samples, thus demonstrating that the \( \text{LaCoO}_3 \) matrix at low \( x \) concentrations cannot be ignored.

**5.3.4 High Temperature Bulk Magnetic Susceptibility Measurements**

The evidence presented indicates the presence of magnetic interactions on a local level. However it should be possible to view the local interactions upon a global scale; if the magnetic interactions can be isolated it will be possible to tailor experiments to observe the exchange interactions. The work in this and the subsequent section will focus singularly upon \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \) due to the amount of data collected upon this sample.

It is necessary to reiterate the possible magnetic interactions so that the reader can easily visualise the behaviour of the sample. There are two possible magnetic “species” present in \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \), the undoped matrix and the Sr rich cluster. The magnetic properties of \( \text{LaCoO}_3 \) have been seen to be modified by the presence of magnetic excitons in the material; in \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \) Sr rich clusters exist, containing \( \text{Co}^{3+} \) and \( \text{Co}^{4+} \) ions. If there is an interaction between the cobaltite matrix and the cluster at low temperatures, through the LS-IS region, as the results of section 5.3.1 suggest, in the IS region at high temperatures this interaction should also be visible. Fig. 5.10, demonstrates the temperature dependence of the inverse magnetic susceptibility as a function of magnetic field applied during the measurement. The data measured at 5 T, 10 mT and 1 mT clearly superimpose above 225 K, and indeed the \( \theta \) value for the high temperature Curie-Weiss fits produces a value of 3±4 K demonstrating that the material has essentially a paramagnetic temperature dependence. Below 225 K the data no longer scale and this has been inferred as evidence for a \( T_{\text{irr}} \) [12].
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Figure 5.10: Temperature dependence of the inverse susceptibility for different applied magnetic fields.

The experiments performed were FC suggesting that the local anisotropy field is strongly field dependent highlighting the role of competing interactions. One simple origin of this behaviour stems from the local AF interactions in LaCoO$_3$ identified in chapter 4. If these "random" interactions are enveloping the Sr rich cluster a field dependent exchange mechanism can be envisaged where the Co$^{3+}$ HS ions in the cluster are analogous to the magnetic excitons present in LaCoO$_3$ as shown in chapter 4. Note the ferromagnetic intra-cluster interaction ($Co^{4+}$-$Co^{3+}$) will be different to the AF interactions observed in the magnetic excitons in LaCoO$_3$.

From Fig. 5.10 it appears as though the LaCoO$_3$ matrix interacts with the clusters, and if this is true a magnetic response similar to that of magnetic excitons embedded LaCoO$_3$ can be expected. From Fig. 5.1, no magnetic remanence is expected in $La_{0.97}Sr_{0.03}CoO_3$. Therefore the cooling protocol identified in chapter 4 was reproduced to isolate the contribution of the clusters and the matrix. The sample was FC in various different fields until 50 K (solid symbols) and then cooled and measured in the remnant field of the magnet. The same procedure was repeated, except that the sample was cooled until 26 K (hollow symbols) as the magnetic response, if coupled by the matrix, will be different.
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Figure 5.11: Temperature dependence of the remnant magnetic moment of $La_{0.97}Sr_{0.03}CoO_3$ when field cooled in various field until 26 K (hollow symbols) and 50 K (filled symbols).

(A 26 K the majority of the LaCoO$_3$ matrix will have relaxed into an $S = 0$ diamagnetic ground state.) The results for the cooling protocol comparison are shown in Fig. 5.11, which shows an increase in the remnant component of the moment upon increasing the cooling field as in LaCoO$_3$. The magnitude of the remnant moment also increases with decreasing temperature to which the sample was FC, so indicating a possible contribution from the LaCoO$_3$ matrix at higher temperatures. Note that when cooling fields $> 0.2$ T then there is a reduction in the remnant moment, presumably because one magnetic term becomes dominant.

The LS-IS transition in LaCoO$_3$ is thermally activated, therefore if the magnetic remanence shown in Fig. 5.11 when FC to 50 K is related to the LaCoO$_3$ matrix then the logarithmic form of the remnant moment will be inversely proportional to the applied field on cooling, as described in chapter 4. This is because the internal field distribution will be susceptible to applied field when there are interactions with the matrix. Fig. 5.12 shows the inverse field dependence of the remnant moment with respect to the final cooling temperature. Clearly
the remnant moment is only inversely proportional to the applied cooling field when FC until 50 K; when FC to 26 K the remnant magnetisation no longer demonstrates such behaviour. Using the same interpretation as chapter 4 this would signify the importance of the LaCoO₃ matrix to the magnetic properties of \( \text{La}_0.97\text{Sr}_{0.03}\text{CoO}_3 \). Once the majority of the thermally activated Co ions are in a LS state, exchange between the Sr rich clusters can no longer be mediated by the LaCoO₃ matrix, leading to a situation where the only exchange between the Sr clusters below 26 K is due to overlapping or clustering regions.

### 5.3.5 Low Temperature Magnetic Susceptibility

The behaviour of \( \text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3 \) is consistent with the pristine form when magnetic excitons are present, once the matrix has a spin state of zero it is possible that the Sr rich clusters will be exchange coupled. The possible exchange interactions are listed in Table. 5.1, the Sr rich clusters contain interacting \( \text{Co}^{3+} - \text{Co}^{4+} \) ions, and give a large ferromagnetic contribution to the magnetism.
Table 5.1: A list of the possible magnetic interactions in the Sr rich clusters[16].

Analogous to the magnetic exciton results in chapter 4, the ordering of the AF interactions may occur upon lowering the temperature. Application of a small measuring field will ensure that the ferromagnetic intra-cluster interactions will be dominant. Hence the low temperature susceptibility data can only be obtained from the Durham low temperature SQUID magnetometer, as identified in chapter 3, due to its small measuring field.

![Figure 5.13](image)

Figure 5.13: Temperature dependent change in magnetic susceptibility of La$_{0.97}$Sr$_{0.03}$CoO$_3$, for both FC and ZFC experiments, directly compared to the raw data of LaCoO$_3$, from chapter 4.

Fig. 5.13 shows the temperature dependent change in magnetic susceptibility of La$_{0.97}$Sr$_{0.03}$CoO$_3$ when ZFC and FC in 10 mT and subsequently measured in the remnant field of the magnet (10 $\mu$T), compared directly to the change in susceptibility for ZFC LaCoO$_3$ as identified in chapter 4. At low temperatures
no paramagnetic tail is present in the $\text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3$ ZFC data, unlike in the LaCoO$_3$, suggesting the magnetic species contributing to the remanence is different. The ferromagnetic alignment of the intra-cluster exchange mechanism could be a plausible explanation for this. The ZFC data in $\text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3$ also demonstrate a change in slope of the susceptibility at $\sim 4$ K, in agreement with the LaCoO$_3$, however FC the $x = 0.03$ sample shows a starkly different result. Instead of the transition being amplified by the inter-cluster interaction it appears to be dominated by the intra-cluster ferromagnetic interaction and a flat essentially featureless line is the result. Thus the data appear different to those obtained from LaCoO$_3$, where evidence was obtained for the AF nature of the magnetic exciton.

Figure 5.14: Temperature dependent change in derivative of the magnetic susceptibility (ZFC) with respect to temperature for $\text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3$.

The derivative of the ZFC susceptibility data with respect to temperature for $\text{La}_{0.97}\text{Sr}_{0.03}\text{CoO}_3$ is shown in Fig. 5.14. A change in slope is identified at 3.85 K, and this is in agreement with the data obtained for the magnetically coupled excitons at low temperature in LaCoO$_3$. Fig. 5.14 suggests that the moment of the Sr-rich cluster can be weakly affected by inter-cluster AF type interactions, therefore once the matrix begins to dominate this exchange dominates and gives
rise to the remnant behaviour observed in Fig. 5.12.

### 5.3.6 Possible Interactions in Low Doped \( \text{La}_{1-x}\text{Sr}_x\text{CoO}_3 \)

The interpretation of the data is based upon already published work, citing that the Sr rich clusters occur throughout the compositional range and give rise to the magneto-electronic phase separation observed in \( \text{La}_{1-x}\text{Sr}_x\text{CoO}_3 \)[21, 16]. However previous work has constantly neglected any contribution to the magnetism from the \( \text{LaCoO}_3 \) matrix as it is difficult to observe with bulk magnetic measurements. Muon spectroscopy has the sensitivity to detect weak magnetic signals and appears to have detected two contributions to the magnetism. This has been confirmed by tailored bulk magnetic susceptibility measurements.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>cluster interactions</th>
<th>matrix interactions</th>
<th>matrix-cluster interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 225 K</td>
<td>PM</td>
<td>PM</td>
<td>-</td>
</tr>
<tr>
<td>100 K &lt; T &lt; 225 K</td>
<td>Co\text{\textsuperscript{3+}}-Co\text{\textsuperscript{4+}} FM</td>
<td>local AF ordering</td>
<td>Co\text{\textsuperscript{3+}}-Co\text{\textsuperscript{3+}}/Co\text{\textsuperscript{4+}} thermally activated response</td>
</tr>
<tr>
<td>26 K &lt; T &lt; 100 K</td>
<td>Co\text{\textsuperscript{3+}}-Co\text{\textsuperscript{4+}} FM</td>
<td>local AF ordering</td>
<td>possible cluster overlap</td>
</tr>
<tr>
<td>&lt; 26 K</td>
<td>cluster interaction</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.2: A list of the possible dominant magnetic interactions in \( \text{La}_{1-x}\text{Sr}_x\text{CoO}_3 \) suggested by the results of the magnetic measurements. PM = paramagnetic.

The resulting possible magnetic exchange interactions are highlighted in Table 5.2, demonstrating the temperature regimes where different magnetic interactions are dominating. Above 225 K all the interactions are purely paramagnetic as highlighted in the high temperature region of Fig. 5.10. Below 225 K there are known local AF interactions in the \( \text{LaCoO}_3 \) matrix, inferred from chapter 4, these will interact with the Sr clusters producing a field dependent interaction. Below 100 K the \( \text{LaCoO}_3 \) will begin to undergo an exponential IS-LS transition. This is highlighted in Fig. 5.6, which suggests competing magnetic interactions are thermally activated. This is enhanced by considering the bulk magnetic data of Fig. 5.12 which show a remnant behaviour after FC to 50 K. Once the \( \text{LaCoO}_3 \) matrix is in a LS state the only exchange mechanisms present are inter-cluster interactions; in a direct analogy with magnetic excitons they have
approximately the same exchange energy.

5.4 High Doping Region, $x > 0.05$

Magnetic exchange has been highlighted between the LaCoO$_3$ matrix and the hole doped Sr rich clusters at low $x$ compositions. As the insulator to metal transition is approached the clusters are believed to percolate, however any interaction with the LaCoO$_3$ matrix is always neglected as bulk ferromagnetism is assumed when $x > 0.18$. Preliminary $\mu$SR experiments have been performed upon two samples around the MIT, $x = 0.15$ and 0.20. Although recent work has investigated the transition using ZF $\mu$SR no direct conclusions were drawn from the relaxation data[30], and the depolarisation rates were not shown. Interpretation of the following data assumes that the muon implantation site is the same for both samples. Due to the large density of Sr clusters in both samples this is not unreasonable.

![Figure 5.15: The variation of the relaxation function ($G_z(t)$) with time for La$_{0.85}$Sr$_{0.15}$CoO$_3$, at 90 K along with the relative fit.](image)

La$_{0.85}$Sr$_{0.15}$CoO$_3$ is known to undergo a spin glass transition at 90 K[12] and
then the material becomes paramagnetic. Therefore both experiments were performed in the zero field configuration to enable a direct comparison. Both can be fitted with a relaxation function of the form,

\[ G_z(t) = A_{tor} \exp(-\lambda t) + A_{bg}, \]

representing an exponential relaxation plus a background term. \( A_{tor} \) and \( A_{bg} \) represent the initial asymmetry of the exponential and the background term respectively. \( \lambda \) represents the muon spin depolarization rate which is proportional to the magnetic field distribution around the implanted muon and \( t \) represents time. Interestingly no spontaneous precession of the muon is observed indicating no long range magnetic ordering, and even above the percolation limit ( \( x = 0.20 \) ) the muons are being quickly dephased, most probably by an inhomogeneous distribution of local magnetic moments. Fig. 5.15 demonstrates the relaxation of the muons at \( T_g \) which is inferred from Wu et al[12]. The data do not show standard spin glass freezing[29], as highlighted in chapter 2, and can be fitted well with a simple exponential relaxation. Furthermore no temperature dependent long time deviations of the relaxation tail are noted. Sadly time restrictions prevented LF measurements being performed.

The behaviour of the relaxation in both samples is not what is expected for a true ferromagnetic ordering of the bulk, suggesting that the clusters are undergoing local interactions. Section 5.3.1 has highlighted a contribution from the LaCoO\(_3\) matrix that is strongly dephasing the muon depolarisation, Fig. 5.16 shows the temperature dependence of the initial asymmetry for both \( \text{La}_{0.80}\text{Sr}_{0.20}\text{CoO}_3 \) and \( \text{La}_{0.85}\text{Sr}_{0.15}\text{CoO}_3 \) compared directly to the FC d.c magnetic data of the samples. The gradual dephasing in the \( x = 0.15 \) sample is seen to occur clearly, beginning at 220K and finishing at \( T_{irr} \). The drop in the initial asymmetry clearly tracks the increase in magnetic susceptibility, suggesting that below 220 K the muons are being dephased by local perturbations that induce local magnetic order. This behaviour has been previously observed in section 5.3.1 and chapter 4 and was attributed to the matrix interacting with the clusters/excitons. The muon data shown in Fig. 5.16 can be interpreted with this model assuming matrix-cluster interactions. Above the percolation limit the the muons still dephase indicating that the matrix still contributes to the magnetism even though there is contact between some clusters. The local
matrix interactions moderate the cluster ordering, which explains why all the samples investigated dephase below 220 K, and a similar drop in the asymmetry is observed for the $x = 0.30$ composition[30].

Fig. 5.17 directly compares the temperature dependence of the depolarisation rates (\(\lambda\)) for $\text{La}_{0.85}\text{Sr}_{0.15}\text{CoO}_3$ and $\text{La}_{0.80}\text{Sr}_{0.20}\text{CoO}_3$, the depolarisation rate at the respective transitions are the same for both samples within the error bars, giving a clear indicating that the dephasing of the muons does not alter through the percolative metal insulator transition. This is an important result as it indicates the muons are sampling the Sr clusters (implied from the observed transition temperatures), and that the interaction between the clusters does not change through the MIT. Therefore it appears that the muons are picking up the known magnetic phase separation, however the matrix is moderating the magnetic response upon a local level. Both peaks are extremely broad with the $x = 0.15$ sample showing an increase in $\lambda$ below 220 K, however the relaxation is not activated or representative of a spin glass transition[26].
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5.5 Discussion

When Sr ions are used to dope \( \text{LaCoO}_3 \), evidence is presented for the first time of two competing magnetic interactions in \( \text{La}_{1-x}\text{Sr}_x\text{CoO}_3 \). This can be tentatively interpreted as evidence of interactions between the \( \text{LaCoO}_3 \) matrix regions and the Sr rich clusters, and the intra-cluster ferromagnetic interaction. This would allow for the glassy ferromagnetism which has been previously observed and explain the unmeasurable contribution of the pure \( \text{LaCoO}_3 \) matrix (LS - IS transition) at low doping levels. Bulk \( \mu SR \) evidence is also presented to support the concept of magneto-electrical phase separation around the MIT, along with data further suggesting two magnetic contributions to the muon dephasing.

The processes described thus far in the chapter rely upon competing interactions induced by the Sr ions. This interpretation of the data can be further enhanced.

Figure 5.17: Temperature dependence of the depolarisation rates for \( \text{La}_{0.85}\text{Sr}_{0.15}\text{CoO}_3 \) and \( \text{La}_{0.80}\text{Sr}_{0.20}\text{CoO}_3 \).

These limited ZF measurements in a direct analogy with section 5.3.1 and chapter 4 indicate the importance of the matrix interaction with the ferromagnetic clusters. Indeed, these interactions allow a plausible explanation as to why the moment in \( \text{La}_{1-x}\text{Sr}_x\text{CoO}_3 \) cannot be saturated[12, 16].
by consideration of the Curie-Weiss $\theta$ parameter, identified in chapter 2, of La$_{1-x}$Sr$_x$CoO$_3$ inferred from high temperature susceptibility data. The change in $\theta$ is demonstrated in Table 5.3. There is a clear change in the dominant magnetic exchange interaction as the doping contribution increases. In agreement with previous work, the undoped sample has an AF interaction[31] and upon doping it changes by over 400 K to a ferromagnetic interaction[12] that remains constant above $x = 0.30$. The relatively large error is due to the generally small fitting region between 220 - 300 K, as is observed in section 5.3.4 for the $x = 0.10$ composition. No $\theta$ parameter is obtained from the $x = 0.01$ sample, over the temperature range investigated as no linear response to the field is observed.

<table>
<thead>
<tr>
<th>La$_{1-x}$Sr$_x$CoO$_3$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-220 ±3 K</td>
</tr>
<tr>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>0.03</td>
<td>3 ±5 K</td>
</tr>
<tr>
<td>0.10</td>
<td>124 ±5 K</td>
</tr>
<tr>
<td>0.15</td>
<td>165 ±5 K</td>
</tr>
<tr>
<td>0.18</td>
<td>180 ±5 K</td>
</tr>
<tr>
<td>0.20</td>
<td>220 ±5 K</td>
</tr>
<tr>
<td>0.30</td>
<td>240 ±5 K</td>
</tr>
<tr>
<td>0.40</td>
<td>240 ±5 K</td>
</tr>
<tr>
<td>0.50</td>
<td>240 ±5 K</td>
</tr>
</tbody>
</table>

Table 5.3: Curie-Weiss, $\theta$ parameter of La$_{1-x}$Sr$_x$CoO$_3$ as a function of $x$, calculated from high temperature magnetic susceptibility measurements.

The changing $\theta$ parameter indicates two possible scenarios, either the magnetic exchange is changing or it is a function of two contributing interactions of the form;

$$\frac{N_1C_1}{T - 220} + \frac{N_2C_2}{T + 220} = \chi$$

(5.7)

where $N$ and $C$ are the number of ions per unit mass and the Curie constant (without $N$) for each contributing term respectively. A simple interpretation is that the magnetic susceptibility measurements are in fact detecting magnetic phase separation as the ratio of the $N$ parameter changes assuming $C$ is a constant, i.e. $S$ remains constant the only difference is the density due to doping. However, equation 5.7 fails to fit the data for any sample below $x = 0.30$. The
poor fitting of the data could be explained by the clustering of Sr rich regions, but a simple phase separated material cannot be modelled by this scenario.

Assuming a simple Curie Weiss fit to the data the values of $C$ can be tracked with composition. This is presented in Table 5.4 for compositions below the percolation limit. Doping with the Sr ions cannot increase the total number of cobalt ions contributing to the magnetism, as it can only vary the spin state. Therefore, mapping out the increase in $C$ will give a relative increase of the spin state of the Co ions with respect to the doping concentration. A 3% increase in doping levels produces a 28% increase in the effective magnetic moment.

<table>
<thead>
<tr>
<th></th>
<th>LaCoO$_3$</th>
<th>LSCO $x=0.03$</th>
<th>LSCO $x=0.10$</th>
<th>LSCO $x=0.15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$ (Km$^3$kg$^{-1}$)</td>
<td>$4.4066 \times 10^{-5}$</td>
<td>$5.65387 \times 10^{-5}$</td>
<td>$7.256 \times 10^{-5}$</td>
<td>$0.166$</td>
</tr>
<tr>
<td>Increase of $C$</td>
<td>-</td>
<td>28 %</td>
<td>64 %</td>
<td>$\gg 99%$</td>
</tr>
</tbody>
</table>

Table 5.4: The Curie constant of $La_{1-x}Sr_xCoO_3$ directly compared to that of LaCoO$_3$, along with the relative increase with doping.

Previous investigations of the spin state of the Co ions have considered only samples above the percolation limit[12, 16] and that the spin states of the Co$^{3+}$ ions are the same throughout the material. This assumption is valid for high $x$ values as the increase in the Curie constant is over 99%. However for low $x$ values, $x = 0.03$ and 0.10 the situation is somewhat complicated. For the $x = 0.03$ sample paramagnetic behaviour is assumed as the $\theta$ parameter is close to zero. This means that obtaining the spin state of the relative Co ions should be relatively easy, as $C$ can be related to the spin state assuming the orbital angular momentum is quenched, by,

$$C \propto S(S + 1)$$

Assuming that in pure LaCoO$_3$ all Co ions are in the IS state, a spin value $S(S + 1) = 2$ is obtained. This is a conclusion of chapter 4. Upon Sr doping, 3% of Co$^{4+}$ ions are induced, and the relative increase of the magnetism can be obtained. The result is compared with the experimental increase in Table 5.4, assuming $N$ remains constant. The first calculation is based upon the Co$^{4+}$ ion being in the HS state, i.e the most magnetic state. Therefore at a composition
of 0.03, $S(S+1) = 0.2625$, whilst the contribution from the LaCoO$_3$ matrix at a composition of 0.97 is $S(S + 1) = 1.94$. This leads to a net increase in the magnetism of only 10%, which does not meet the obtained value of 28% obtained from magnetic susceptibility experiments, as outlined in Table 5.4.

Doping must induce other Co ions into a higher spin state at low $x$ concentrations. Table 5.5 directly compares the spin of the system after doping with Sr for the $x = 0.03$ composition. It also assumes the Co$^{4+}$ ion induces a HS state in surrounding Co$^{3+}$ ions, and shows the number of ions required to obtain the correct increase in $C$. All possible combinations have been calculated. However only the relevant spin states are shown.

<table>
<thead>
<tr>
<th>Co$^{4+}$ spin state</th>
<th>No. induced Co$^{3+}$ HS ions</th>
<th>matrix $S(S+1)$</th>
<th>induced $S(S+1)$</th>
<th>net increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>3</td>
<td>1.76</td>
<td>0.8025</td>
<td>28%</td>
</tr>
<tr>
<td>HS</td>
<td>12.5</td>
<td>0</td>
<td>2.5625</td>
<td>28%</td>
</tr>
<tr>
<td>IS</td>
<td>4</td>
<td>1.70</td>
<td>0.8325</td>
<td>26.6 %</td>
</tr>
<tr>
<td>IS</td>
<td>13.5</td>
<td>0</td>
<td>2.5625</td>
<td>28%</td>
</tr>
<tr>
<td>LS</td>
<td>5</td>
<td>1.64</td>
<td>1.1025</td>
<td>28%</td>
</tr>
</tbody>
</table>

Table 5.5: Contribution of the Sr ion induced spin, directly compared to the matrix contribution for La$_{0.97}$Sr$_{0.03}$CoO$_3$

If it is assumed that the matrix does not contribute to the magnetism and is in a LS state, over 12.5 Co ions have to be induced into a HS state. This seems an extremely large number and the muon data would appear to observe a LS-IS transition which is considered un-physical. If the Co$^{4+}$ ion is in a HS state it must induce 3 Co$^{3+}$ ions into a HS state assuming a contribution from the matrix. However the interaction will be AF, and it is known[16, 12] that upon a local scale the ferromagnetic interactions occur. If the Co$^{4+}$ ion is in a LS state 5 Co$^{3+}$ ions must be induced into a high spin state. However the final state of the Co$^{4+}$ ion is thought to be in a IS state[12]. Therefore the conclusion is that the Co$^{4+}$ ions are in a IS state and induces a HS state in 4 Co$^{3+}$ ions.

Above $x = 0.03$ analysis becomes difficult as the $\theta$ parameter is undergoing rapid
change that is difficult to model. However it suggests that the rich magnetic and electrical properties are dominated by the Sr rich clusters, a conclusion that has been reached by many different works. However this work demonstrates the importance, although not fully understood, of the LaCoO$_3$ matrix. A similar analysis for $x = 0.10$ cannot be reliably performed because of the large $\theta$ parameter, but it is clear that doping with Sr ions has to induce a HS transition in some Co$^{3+}$ ions and that it will interact with the matrix. The possibility of superparamagnetic behaviour of the clusters is ruled out by temperature dependent magnetisation measurements that show no scaling with temperature, see appendix B.

5.6 Conclusions

Evidence has been presented indicating the importance of the LaCoO$_3$ matrix in low doping concentrations of La$_{1-x}$Sr$_x$CoO$_3$. Specifically, exchange has been identified between the matrix and the Sr rich clusters. This indicates that at low compositions the LaCoO$_3$ matrix is interacting with HS Co$^{3+}$ ions in the Sr cluster, which also interact with the Sr induced Co$^{4+}$ ion, leading to the competing magnetic interactions detected. The number of HS Co$^{3+}$ ions induced by Sr doping has been calculated. The Sr clusters above and below the MIT show similar behaviour demonstrating the sensitivity of the Sr cluster to its local environment.
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Chapter 6

Probing the Magnetic Ground State of the DX⁻ Centre in Cd₀.₈₅Mn₀.₁₅Te:In Using Muons

This chapter presents the results of detailed bulk magnetic susceptibility and μSR measurements on the II-VI materials Cd₁₋ₓMnxTe:In and Cd₁₋ₓMnxTe:Al. Primarily the magnetic ground state of the DX⁻ centre in Cd₁₋ₓMnxTe:In will be investigated, along with the spin glass transition temperature (T_g) of both Cd₁₋ₓMnxTe:In and Cd₁₋ₓMnxTe:Al. The interpretation of the results obtained requires a basic knowledge of the fundamental electrical and magnetic properties of Dilute Magnetic Semiconductors (DMS) in general. Therefore a brief introduction to DMS will be discussed before the characterisation of the samples and the main body of results given. Cd₁₋ₓMnxTe:In has previously been investigated by D. E. Read[1] as part of his Ph.D study at Durham, any magnetic measurements performed as part of that study will be attributed appropriately where necessary.

6.1 Dilute Magnetic Semiconductors

A dilute magnetic semiconductor is a non magnetic semiconducting host doped with magnetic ions. Semiconductors are of general interest because of their application to the microelectronics industry, and changing their physical prop-
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Figure 6.1: An overview of all the II-VI semiconducting materials that have been doped with magnetic Mn ions, “Hex” indicates a wurtzite crystal structure whilst “Cub” denotes a zincblende structure.

Properties by doping with magnetic ions has provided a fertile research area for physicists in general over the last thirty years. Specifically, renewed attention in the area has concerned “spin-electronics” where the electron spin is utilised to provide new functionality. The advantage of using a semiconductor as a host material is based upon the reproducibility of well defined physical characteristics, such as carrier density and well defined doping characteristics. Mn ions have been substitutionally incorporated into many II-VI materials, an overview of all the possible bulk samples doped with Mn is shown in Fig. 6.1. The numerical values along the axis indicate the maximum concentration of Mn ions possible in the host material before mixed crystallographic phases occur.

The investigation is primarily concerned with Cd\(_{1-x}\)Mn\(_x\)Te, where CdTe is the non magnetic semiconducting host. The electronic structure of the Mn ion is essential to allow incorporation into the host. The outer valence electron configuration consists of a full \(s\) shell leaving the 5 remaining electrons in the
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d shell, giving an \( S = 5/2 \) value. Hunds rule dictates that this is energetically stable; the addition of another spin would reduce the net moment of the ion. Therefore when doping with the Mn ions they act like a group II element and are readily incorporated into the host. The samples produced for this study were grown by P. Becla[2], and required a single crystal of both Cd\textsubscript{0.85}Mn\textsubscript{0.15}Te:In and Cd\textsubscript{0.85}Mn\textsubscript{0.15}Te:Al. Both samples were grown by the vertical Bridgman technique. The crystals were annealed in a cadmium atmosphere to reduce cadmium vacancies which act as compensating centres, thus the final materials produced are n-type.

6.2 Persistent PhotoConductivity

Persistent PhotoConductivity (PPC) is an effect shown by some DMS materials due to exposure to irradiation at a certain wavelength, below a temperature known as the quenching temperature, typically < 100 K in Cd\textsubscript{1−}\textsubscript{x}Mn\textsubscript{x}Te:In[3]. As the name PPC suggests, after the sample is exposed to light which is subsequently removed there is an increase in conductivity, and this persists until the quenching temperature has been exceeded and the material regains its original conductivity prior to illumination. PPC was discovered in Al\textsubscript{x}Ga\textsubscript{1−}\textsubscript{x}As:Te[4], and Fig. 6.2, shows the temperature dependent carrier density for both darkness and after illumination[5]. The PPC state was discovered after a prolonged period of research into deep donor levels (induced by doping with impurity ions). Initial explanations by Lang and Logan[6, 7] linked the PPC with a large Stokes shift and a small capture cross section at low temperatures. This type of PPC model is somewhat different to a macroscopic model present in inhomogeneous semiconductors; here there are fluctuations in the conduction and valence band edge. The electron hole pair created by photoexcitation cannot recombine due to the spatial separation caused by fluctuations in the band edge. In the Lang and Logan model the capture of the electron into the deep state required the lattice to distort around the defect centre, this type of centre became known as the DX centre because it was thought to involve a deep state (D) and an unknown defect (X). PPC of the DX variety has been identified in many different materials including, GaAs:Si under hydrostatic pressure[8], Al\textsubscript{x}Ga\textsubscript{1−}\textsubscript{x}As:Si[9], Cd\textsubscript{1−}\textsubscript{x}Mn\textsubscript{x}Te:In[3] or Ga[10] and Cd\textsubscript{1−}\textsubscript{x}Zn\textsubscript{x}Te:In[11]. The
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6.2.1 Large Lattice Relaxation Negative 'U' Model

After the initial experiments it took several years before an accepted theoretical model to describe PPC and DX centres was devised. It is now generally accepted that the DX centres are an intrinsic property of the donor impurities in DMS which can be described by a "large lattice relaxation negative U model", this model was initially used to describe the results of AlₓGa₁₋ₓAs:Si by Chadi and Chang[12, 13]. The key to the model is the prediction of two different types of impurity states from the Si ion, a shallow donor (d⁰) just below the conduction band and a second stable state that shifts the Si ion from a lattice site and acquires a second electron to become negatively charged, a so called DX⁻ state. The lattice distortion determined by pseudo-potential calculations shows an alteration of the Si-As bond. The atomic structure around a Si ion for both
cases is shown in Fig. 6.3. Experimental evidence supporting this claim shows two separate activation energies as the molar concentration of \( \text{Al}_{1-x}\text{Ga}_x\text{As} \) is changed indicating the presence of two possible states. The \( \text{DX}^- \) centre was proposed to be the result of the following reactions,
\[
\begin{align*}
    d^0 &\rightarrow d^+ + e^- \quad (6.1) \\
    d^0 + e^- &\rightarrow \text{DX}^- \quad (6.2)
\end{align*}
\]
adding to produce,
\[
2d^0 \rightarrow d^+ + \text{DX}^- \quad (6.3)
\]
where \( d^0 \) and \( d^+ \) represent the neutral and ionised shallow donor states respectively and \( e^- \) is simply an electron. As two electrons are captured by the \( \text{DX}^- \) centre the lattice distortion is required to overcome the Coulomb repulsion energy of the negatively charged electrons. The model is labeled the large lattice relaxation negative 'U' model because the electrons lead to a negative Hubbard correlation energy, \( U \).

The above description can be described by a configuration coordinate diagram shown in Fig. 6.4, where \( E_s \) and \( E_d \) represent the the energy of the shallow and deep donor energy respectively. The conduction band is represented by

![Figure 6.3: Atomic configuration of the shallow donor (\( d^0 \)) and the deep \( \text{DX}^- \) level in \( \text{Al}_{1-x}\text{Ga}_x\text{As}:\text{Si} \), showing the distortion of the lattice around the donor atom \( \text{Si}[12, 13] \).](image-url)
the higher energy curve, which also shows the shallow donor level, whilst the DX$^-$ centre is shown using the lower energy curve. As the DX$^-$ centre has the lowest energy when the sample is cooled in the dark all the electrons will fall into it. Therefore the electrons are frozen in the deep state and play no part in the conduction. Application of sub-bandgap radiation, with an energy greater than $E_{\text{opt}}$ can be used to excite the electrons into the shallow state and the conductivity will therefore increase following the reaction,

$$DX^- \rightarrow h\nu \rightarrow d^+ + 2e^- \quad (6.4)$$

Once the DX$^-$ centres have been excited, the deep state can only be repopulated once $E_c$ has been surmounted, the so-called quenching temperature, as the material will return to the same value of resistivity as in the dark. This interpretation of the DX$^-$ centre has been confirmed by electron paramagnetic resonance[15], in which the response was enhanced after illumination, as the electrons prior to illumination will be diamagnetic. The magnetic ground state of the DX$^-$ centre has never been fully resolved. High sensitivity SQUID magnetometry measurements provide no convincing evidence for a moment change upon exciting the semiconductor into the persistent state[16, 17]. DC-SQUID measurements made on Cd$_1$-$x$Mn$_x$Te$_{1-y}$Se$_y$[18] were used to infer a singlet ground state of the
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6. Magnetic Properties of Dilute Magnetic Semiconductors

Section 6.2.1 briefly discusses the fact that the magnetic ground state of the DX\textsuperscript{−} centre is as yet unresolved, as the contribution from the DX\textsuperscript{−} centre has to be separated from the magnetic ions present in the host material. This study aims to probe the magnetic state of the DX\textsuperscript{−} centre directly for the first time. Therefore a discussion concerning the magnetic properties of the host DMS will take place, the addition of the impurity ions that cause the DX\textsuperscript{−} relaxation will cause further complexity. Consideration will be paid primarily to Cd\textsubscript{1−x}Mn\textsubscript{x}Te as this is the material of interest in this chapter.

High temperature magnetic susceptibility measurements show a paramagnetic Curie-Weiss behaviour consistent with an AF exchange interaction\cite{20}, and this is clearly demonstrated in Fig. 6.5. The behaviour is consistent with the $S = 5/2$ magnetic Mn ions being paramagnetic. Below $\sim 50$ K the Curie-Weiss law is no longer applicable indicating the possible presence of interacting Mn ion clusters. The Curie-Weiss temperature $\theta$ can be given by\cite{21},

$$\theta = \frac{2S(S + 1)}{3k_B} x \sum_n z_n J_n \tag{6.5}$$

where $x$ is the Mn fraction, $z$ is the coordination number and $J_n$ is the $n^{th}$ nearest neighbour exchange constant. If nearest neighbour only exchange interactions ($J_1$) are considered and a coordination number of twelve, equation 6.5 simplifies to,

$$\theta = \frac{70x J_1}{k_B} \tag{6.6}$$
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6.3.1 Spin Glass Behaviour

A transition from the paramagnetic to a spin glass (SG) phase was first identified above the nearest neighbour percolation limit, \( x \geq 0.17 \) in Cd\textsubscript{1−\(x\)}Mn\textsubscript{\(x\)}Te\textsuperscript{21}. Measurements were performed using a static magnetic field (d.c magnetisation as opposed to a.c). The standard Field Cooling (FC) and Zero Field Cooling (ZFC) protocols were utilised. Due to magnetic frustration between the antiferromagnetically aligned Mn ions the most energetically favourable states depend on whether the sample is cooled in a field or not. Fig. 6.6, shows the manifestation of these interactions; the temperature dependent magnetic susceptibility is shown for both FC and ZFC results clearing identifying a spin glass transition temperature, \( T_g \), for various compositions of \( x \) above the percolation limit.
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Initially it was believed that only a paramagnetic phase existed below the percolation limit. This was disproved by Novak et al.[22] who discovered spin glass transition temperatures at Mn ion fractions $x \geq 0.01$. The shape of the magnetic susceptibility is also different; as opposed to a cusp a discontinuity is observed. Due to the random nature of clustering one simple explanation is based upon the summation of susceptibility contributions from paramagnetic isolated clusters and a spin glass-like interacting cluster model[23]. As the doping decreases the clusters get smaller hence the lowered $T_g$.

6.3.2 Photoexcited Contribution to the Magnetic Susceptibility

Previously (section 6.2.1) the effect of the DX$^-$ centre on the conductivity of doped Cd$_{1-z}$Mn$_z$Te has been discussed, however the question of photoinduced magnetism has also generated much interest. The clearest indication of increases in magnetisation due to photoexcitation in DMS compounds involves Cd$_{1-z}$Mn$_z$Te$_{1-y}$Se$_y$:In[18], where persistent changes in the magnetisation are...
observed after illumination, this is demonstrated in Fig. 6.7. When the DX$^-$ centre is irradiated, electrons are excited into the shallow donor levels around the impurity ion. Bound Magnetic Polarons (BMPs) form through the ferromagnetic $s-d$ exchange interaction\cite{24} between electrons in the Mn $d$ orbitals and in the conduction band. The susceptibility of BMPs is high and a small external field will saturate their contribution to the magnetisation. Non-persistent photomagnetisation has also been observed in Cd$_{0.80}$Mn$_{0.20}$Te\cite{25}. When pumped with circularly polarised light, the net magnetic moment was measured as a function of photon energy. Below the band gap energy ($E_g$) no change in magnetisation was observed. However at $E_g$ a peak in the magnetisation is observed; because the light is circularly polarised any excited electron will be given a preferential spin direction. Hence the net magnetisation is increased. In this particular scenario there is also the possibility of recombination back into the ground state as the material does not exhibit PPC.
6.4 Characterisation of $\text{Cd}_{0.85}\text{Mn}_{0.15}\text{Te:In}$ (I1) and $\text{Cd}_{0.86}\text{Mn}_{0.14}\text{Te:Al}$ (A1)

The two specific samples, I1 and A1 were chosen for one simple reason. Both have approximately the same Mn concentration, the only difference being the dopant ion, this is important as only I1 will have $\text{D}_x^-$ centres because an Al ion is too small to distort the lattice to create a deep centre. The electrical transport data are shown in Fig. 6.8, for both samples, before and after illumination. Sample I1 was illuminated at 4.2 K until the PPC was saturated. The same illumination method was applied to A1 but no evidence of PPC was observed even after an extended period of irradiation. It is obvious under the given experimental conditions that only I1 was excited into a PPC state, indicating the presence of $\text{D}_x^-$ centres. Only one quenching temperature at 100 K is observed. However other investigations into $\text{Cd}_{1-x}\text{Mn}_x\text{Te:In}$[26] and $\text{Cd}_{1-x}\text{Zn}_x\text{Te:Cl}$[27] have recorded another higher quenching temperature indicating the existence of more than one possible deep centre, which have been theoretically predicted[28]. It is believed that heavy doping levels of the crystals could also contribute to multiple $\text{D}_x^-$ states[29]. Room temperature Hall measurements were performed, giving carrier densities of $1.1 \times 10^{16}$ cm$^{-3}$ and $2.3 \times 10^{16}$ cm$^{-3}$ for I1 and A1 respectively. Resistivity measurements indicate that the shallow donor binding energy for I1 is $\sim 220$ K and $\sim 150$ K for A1. Read[1] has recorded EDAX measurements for sample I1 giving a Mn concentration of $x = 0.15$, although no such measurements were performed for A1 the samples were grown under the same conditions and have similar spin glass freezing temperatures, as described in section 6.5.

High temperature d.c magnetic susceptibility measurements have been performed upon the QD MPMS magnetometer described in chapter 3. Measurements have been performed from 2 K - 300 K in fields up to 0.01 T for both samples A1 and I1. The magnetic susceptibility was also measured in lower fields to ensure the temperature dependent susceptibility was dependent of measuring field, i.e paramagnetic at high temperatures. Fig. 6.9, shows the temperature dependent inverse mass susceptibility, for both samples. A temperature independent mass susceptibility from the diamagnetic background has
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Figure 6.8: Temperature dependent electrical resistivity measurements of $\text{Cd}_{0.85}\text{Mn}_{0.15}\text{Te}$ doped with In (a) and Al (b) respectively, before and after illumination in an attempt to observe a PPC state.

been subtracted. In this case the diamagnetic contribution is from the host lattice, CdTe, and the susceptibility is $\chi_d = -3.9 \times 10^{-9} \text{ m}^3\text{Kg}^{-1}\text{[30]}$, this is applicable for low concentrations of $x$. At high temperatures the data can be fitted with a straight line, and for both samples an estimate for the Curie constant and the Curie-Weiss ($\theta$) temperature can be obtained. From equation 6.6, assuming a Mn concentration of 0.15, the nearest neighbour exchange energy was determined to be $\sim 6$ K for both samples, indicating that the bulk magnetic properties of both samples are very similar.

The deviations from simple Curie-Weiss behaviour are in agreement with previous measurements as identified in Fig. 6.5, for both samples A1 and I1 the deviation begins around 60 K. It must be stressed that this behaviour is consistent with other DMS materials such as $\text{Hg}_{1-x}\text{Mn}_x\text{Te}$[31], and is a property of doping the system with magnetic ions. Clustering of the Mn ions can be predicted through a purely statistical model[26], the results of which for each particular sample are described in section 6.6.3. However the basic idea relies on random doping of the Mn ions creating clusters containing up to three Mn ions. The resulting magnetisation is simply a summation of the susceptibility contribution of the different sized clusters. The value of $S$ will be different between clusters of different size leading to a situation at low temperatures where Curie-Weiss behaviour no longer applies. For isolated spins the inverse temper-
Figure 6.9: The temperature dependence of the inverse susceptibility for II and A1 along with the values obtained from a Curie-Weiss fit. The measured susceptibility has been corrected for the diamagnetic contribution of the host.

ature dependence of the susceptibility will be linear for all temperature ranges.

All subsequent measurements were performed upon samples cut from the same crystal ingots that have been used for electrical and magnetic characterisation.

6.5 Low Temperature Magnetic Measurements

In addition to a general characterisation of II and A1 described in section 6.4, a detailed report of the low temperature magnetic properties is required because of the low Mn fraction of the samples, denoting a spin glass temperature below 1.5 K[22]. Temperature dependent magnetic susceptibility measurements were performed upon the Durham low temperature SQUID magnetometer described in chapter 3. Both samples were studied using this SQUID system. Low temperature magnetic measurements performed upon Cd$_{0.85}$Mn$_{0.15}$Te:In (II) described in this section were performed by Read[1]. The reason for the inclusion of these results in this chapter will become apparent when the muon studies of the spin glass transition region for sample A1 and II are discussed.
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The temperature dependent magnetic susceptibility between 0.5 K and 1.5 K of A1 is demonstrated in Fig. 6.10. The sample was cooled and measured in the residual field of the system, which is 10 \( \mu \text{T} \). The absolute moment was calibrated in the low field paramagnetic region at 2 K by direct comparison with the QD SQUID magnetometer. Although an expected cusp\textsuperscript{[32]} is not apparent in the data it is clear there is a change in gradient at \( \sim 0.95 \) K, the same feature at \( T_g \) was detected by Novak \textit{et al}\textsuperscript{[22]}. The actual shape of the \( \chi_{\text{mass}} \) vs \( T \) curves has been the source of intense debate with evidence for Bloembergen-Rowland interactions\textsuperscript{[22]} and a stronger superexchange interaction. The most plausible explanation is a competition between two interactions; a cluster glass component and a simple Curie-Weiss type behaviour will produce a cusp in the data as observed\textsuperscript{[23]}, along with a degree of randomness required for all frustrated systems. A fit to this form is difficult as the cluster glass is assumed to be large with respect to the sample size and there are no deviations in cluster size as expected (section 6.6.3) due to the random nature of the Mn ion doping.

\( T_g \) is somewhat difficult to identify directly from Fig. 6.10, and this problem arises from a combination of factors. The signal is very small and the relative
Figure 6.11: The temperature dependent magnetic susceptibility of Cd$_{0.86}$Mn$_{0.14}$Te:Al (A1), cooled in an external field of 0.01 T and 0.004 T, then measured in a field of 10 µT.

change in moment is $\sim 4 \times 10^{-12}$ JT$^{-1}$, therefore the noise base of the low temperature SQUID system is being approached. As the measurement has to occur in the residual field only a subtle change in the magnetisation can be identified. One possible solution involves exploiting the clustering of the Mn ions. If the sample is FC in various fields the response should be field dependent because of the competing interactions of the different sized Mn clusters. Fig. 6.11, demonstrates the temperature dependent mass susceptibility of sample A1 after field cooling in 0.01 T and 0.004 T. $T_g$ is clearly identifiable in this graph giving an accurate value for this sample of 0.950 K ±0.005 K. Clearly the magnetic response of the system is field dependent, and this can be interpreted as an increase in alignment of the clusters with field strength. The behaviour of A1 clearly cannot be described using spin glass theory appropriate to simpler canonical systems such as CuMn or AuFe as no cusp in the d.c magnetisation was seen. Due to the limitations of the measurements no time dependent measurements could be made because of the cooling and warming procedure of the cryostat. Both the cooling time and the warming times were found to be inconsistent over a time period of minutes meaning any relaxation experiments
required to further characterise spin glass behaviour are very difficult to perform.

The $T_g$ of Cd$_{0.85}$Mn$_{0.15}$Te:In had to be identified in a different way to A1 because of experimental limitations at the time. Specifically the capability to cool in a field other than the remnant field (in this case 50 $\mu$T) was not present. Fig. 6.12 shows the results of bulk magnetic susceptibility measurements on sample I1. The main figure shows the derivative of the susceptibility with respect to the temperature before and after illumination into the PPC state. The inset demonstrates the mass susceptibility of the sample before illumination. There is clearly a change in slope around $T_g$. It was found that calculating the derivative of the magnetic susceptibility with respect to the temperature gives a clear, definitive value of $T_g$. In this particular case when the sample was measured in the dark the transition temperature was 1.06 $\pm$0.01 K, clearly identified in Fig. 6.12. As discussed in section 6.4, EDAX measured the concentration of Mn ions to be 0.15[1], this corresponds to a $T_g$ of 1.06 K in agreement with previous work[21]. This is important because the Mn concentration of A1 can be inferred from its measured temperature and then compared to both the results I1 and those of Novak et al[22] to give a concentration of 0.14, indicating the only major difference between the two samples is the impurity ion.

Section 6.4 describes the effect of the DX$^-$ centre on the resistivity after illumination. Such an observation prompted Read[1] to investigate the magnetic susceptibility of I1 when illuminated into a PPC. The effect of radiating the sample is compared directly to the dark data in Fig. 6.12, where there is an increase in $T_g$ to 1.10 $\pm$0.01 K, this has been attributed to the formation of BMPs[33]. Previous measurements have indicated that photo-induced magnetism can make a significant contribution to the magnetic susceptibility in dilute magnetic semiconductors[18]. The enhancement has been attributed to an increase in the number of BMPs which are localised around donor atoms[1, 34]. For the case of I1 it is possible that the electrons can become localized at shallow donor impurity sites after they are photo excited from the deep DX$^-$ centre. If the DX$^-$ centre is near to Mn atoms which are part of the spin glass cluster it is feasible that these BMPs will have an effect upon the spin glass freezing temperature.
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Figure 6.12: Magnetic susceptibility as a function of temperature for Cdo.85Mn0.15Te:In. The main figure shows the derivative of the moment with respect to the temperature before and after illumination. The inset shows the mass susceptibility before illumination. From [1].

6.6 Muon Spin Relaxation Measurements

Section 6.5 has already shown the effect of the DX− centre on the spin glass transition, demonstrating that when electrons are excited out of the DX− state they contribute towards \( T_g \), and as such have a profound influence upon the magnetism. Previous work has concentrated upon bulk magnetic measurements (i.e. electron paramagnetic resonance and SQUID measurements). The presence of BMPs has been determined, although the nature of the magnetic ground state in the DX− centre as already discussed in section 6.2.1 has remained controversial. Muon Spin Relaxation (\( \mu SR \)) measurements have been made on Cdo.85Mn0.15Te:In (II) and Cdo.86Mn0.14Te:Al (A1), and by a direct comparison of the \( \mu SR \) results, the magnetic ground state of the DX− centre in II should be obtainable. This is the first use of a local probe of the magnetism. Section 6.5 indicates the Mn ion fraction and by inference the bulk magnetic properties of the II and A1 are similar, muons may be susceptible to the presence of DX− centres.
Figure 6.13: The muon implantation site probability distribution as a function of the unit cell (Å), the implanted muons are predicted to sit at an interstitial site, an overlay of the crystal structure is shown for comparison.

Muons have been found to be a useful probe of SG behaviour in Cd$_{1-x}$Mn$_x$Te with $x > 0.2$, where the expected muon behaviour, consistent with spin glass transitions is observed[35, 36]. However there is a depolarisation change well above the transition region that has yet remained unresolved. It is important to know the expected position of the muon at the point of decay after implantation, and assuming it to be a positive impurity atom of negligible size it is expected that the muon will sit in an interstitial site in Cd$_{1-x}$Mn$_x$Te. Electronic dipolar calculations have been performed which indicate the muons will indeed sit at an interstitial site[37]; the muon probability of implantation with respect to the crystal structure is shown in Fig. 6.13. This is in agreement with previous work that predicted interstitial occupation by the implanted muon[35]. Importantly, much work carried out on semiconductors indicates that the addition of donor impurity atoms has little effect upon muon implantation site[38].
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6.6.1 Experimental Details

The original aim of the experiment was to reproduce the bulk experimental magnetic susceptibility data on samples I1 and A1 from section 6.5, and this required modifications to the standard \(^3\)He sorption cryostat used upon the ISIS beamline, EMU. A bottom-loading OI Helium-3 cryostat with a silver sample holder was modified to enable direct illumination with an LED which has a peak output of 940nm. In particular, the LED was heat sunk to the 1 K pot to enable continuous illumination of the sample whilst at low temperatures. The LED was shielded from the muon beam by a silver plate. The experiment was performed in “fly-pass” mode due to the relatively small sample sizes, this consists of two modifications to the overall beamline. A long aluminium tube is connected downstream from the sample so that any muons that miss the sample will decay away from the detectors and as such will minimise the background. Secondly at ISIS there are 4 banks of detectors as described in chapter 3, the 2 banks (one up and one down stream) furthest away from the sample space were disabled because of the large solid angle of the incoming muons, which could miss the small samples and only register in one detector bank and increase counting noise.

6.6.2 Experimental \( \mu SR \) Results

A typical decay rate for both samples, A1 and I1 is shown in Fig. 6.14 above \( T_g \) at 1.5 K, along with the respective fits for both samples, details of which will be described later in this section. The first observation is that the relaxation functions required to fit the data are different, immediately suggesting that the muon site is different in the two samples. Thus the nature of the donor impurity ion clearly has a major impact upon the muon relaxation. The specific form of relaxation for each sample did not change over the entire temperature range studied. Given the dilute nature of the donor impurities (\( 10^{18} \text{ cm}^{-3} \)) the muon implantation site was not expected to be affected by the donors. It is worth noting that there are \( \sim 500 \) muons in the sample at any one time and the position of the muon in the lattice at the point of decay will be the most energetically stable point, normally determined by dipolar interactions. For both samples the application of a small longitudinal field (\( 10 \text{ mT} \)) decoupled the relaxation
Figure 6.14: The $\mu$SR data is shown for both In and Al doped samples prior to illumination, along with their respective fits. The experiments were performed in the zero field configuration at 1.5 K.

Below $T_g$, the signal is from muonium as TF measurements indicate an initial asymmetry of only 8%. There is an initial point in Fig. 6.14 at short times for I1 that cannot be fitted with a simple gaussian. Although such a relaxation has been observed in previous studies[35], it is too quick for the ISIS time frame and as such it is interpreted as a zero time error in some of the detectors when the measurements were taken. Note the relaxation is much slower than when compared with undoped CMT[35]. The measurements described below were carried out in the zero field configuration.

For sample A1 the data were fitted over the entire temperature range with a relaxation function $G_z(t)$ of the form,

$$G_z(t) = A_{lo} \exp(-\lambda t) + A_{bg}$$

(6.7)

representing an exponential relaxation plus a background term. $A_{lo}$ and $A_{bg}$ represent the initial asymmetry of the exponential and the background term respectively. $\lambda$ represents the muon spin depolarization rate which is proportional to the magnetic field distribution around the implanted muon, $t$ represents time.
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Figure 6.15: The temperature dependent depolarisation rate ($\lambda$) of CdMnTe:Al. A clear change in $\lambda$ is observed at 0.95 K which is coincident with $T_g$ obtained via bulk magnetic measurements (Fig. 6.11). Continually illuminating the sample did not change the depolarisation rate.

Fig. 6.15 shows the depolarization rate in sample (A1) with respect to temperature in the dark and it is clear from this that there is a subtle change in relaxation above 0.95 K, coincident with the observed $T_g$ in the bulk magnetic susceptibility shown in Fig. 6.11 (solid squares). The temperature dependence of the depolarization rate shows no change within the experimental error from 2 K to 10 K. $A_{dor}$ and $A_{bg}$ remained constant through the transition region. Much work has been carried out using $\mu$SR to examine spin glass transitions, but the work has tended to concentrate upon canonical systems. Although the exponential relaxation tends to indicate dilute spin systems as described in chapter 2, none of the other expected properties were observed[39]. Measurements were also carried out under constant illumination at 0.5 K and 0.9 K, but no change in the relaxation was observed, as is also demonstrated in Fig. 6.15 (hollow circles). This measurement was essential to confirm the fact that A1 was not affected by sub-band gap radiation, as expected. It also doubled as a test to ensure that under constant illumination the temperature did not change. This is of particular importance around $T_g$ and confirmed that the sample was not heated by the constant illumination.
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Figure 6.16: The depolarisation rate ($\sigma$) of CdMnTe:In is shown through the spin glass transition identified by bulk magnetic measurements, Fig. 6.12. Data prior to illumination and during constant illumination is shown with $T_g$ only visible under constant illumination.

The ZF data of sample I1 was fitted with a relaxation function of the form:

$$G_z(t) = A_{\text{gaus}} \exp[-(\sigma t)^2] + A_{bg}$$

(6.8)

where $A_{\text{gaus}}$ represents the initial asymmetry of the gaussian squared relaxation with $\sigma$ representing the depolarization rate of the decay. Initial measurements were made without illumination and the results are presented in Fig. 6.16 (hollow squares). The results indicate that there is no change in the relaxation at $T_g$ (1.05 K), and therefore suggest that the implanted muon is tightly bound and does not detect the magnetic Mn ions. Such a situation might be expected if the implanted muon is interacting with the DX$^-$ centre, which appears to be diamagnetic and is only present in sample I1. Sample I1 has already been shown to undergo a subtle change in the bulk magnetization identified in Fig. 6.12 after illuminating until the PPC is saturated. Therefore this phenomena was investigated using $\mu$SR. The sample I1 was illuminated at 4 K and subsequently cooled to the base temperature in the dark. The ZF relaxation was measured in the dark. No change in the depolarization rate ($\sigma$) was detected
between 300 mK and 5 K, indicating the muons could still not observe the contribution to the magnetic susceptibility of the photo-induced carriers. Once again this suggests that the implanted muons are magnetically screened from the magnetic Mn ions even after illumination into the PPC state. This cannot be explained by the binding of the muon to a shallow state, as no evidence was detected upon the application of a transverse field[40]. Magnetic screening of the muon could occur if the implanted muon forms tightly bound muonium with a diamagnetic negative U centre which cannot be photo-excited under any conditions. However there is another possible explanation based on the premise that there is more than one type of DX- centre, including a centre that does not contribute to the PPC state. For this particular scenario it is reasonable to assume that there is a relaxation back into the ground state after an initial excitation.

To elucidate the interaction mechanism between the muon and the DX- centre the sample was continually illuminated from the base temperature through the spin glass transition. The results of this measurement are also shown in Fig. 6.16, ( solid squares ) where the relaxation rates were fitted with equation 6.8. The data show a major change in the depolarization rate between 1.05 K and 1.10 K, in agreement with $T_g$ obtained from the bulk magnetic measurements as demonstrated in the inset of Fig. 6.12. No change in $A_{\text{gaus}}$ and $A_{\text{bg}}$ over the temperature range investigated ( 0.350 mK - 7 K ) was seen. The experimental procedure of constant illumination from the LED that was heat sunk to the 1 K pot meant a much shorter stability time for the cryostat, leading to reduced statistics, hence the increase in the error bar size. However it is clear that there is a discernible difference above and below the $T_g$.

6.6.3 Discussion

The implantation site of the muon is clearly affected by the presence of the In/Al impurities, as has been clearly demonstrated and this can be attributed to the presence of DX- centres in $\text{Cd}_0.85\text{Mn}_{0.15}\text{Te:In}$. A direct comparison of a material without a DX- centre such as $\text{Cd}_0.86\text{Mn}_{0.14}\text{Te:Al}$ with similar magnetic properties will allow for a direct comparison between the two systems.
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It is clear from the measured relaxation rate (\( \sigma \)) in I1 that the muon position is intrinsic to the observation of the spin glass transition, suggesting that the positively charged muon is attracted to the DX− centre. This leads to the conclusion that both before and after excitation into the PPC state the muons are still relaxing close to a deep centre which does not detect the magnetic transition. Such a model indicates that not all the DX− centres are being photo-excited into the shallow donor state and only under continuous illumination are all electrons excited out of their deeply bound state and experience the host magnetism. The muon results also suggest that some electrons are recaptured, indicating there are some centres which do not contribute to the PPC state. This recombination rate is clearly of the order of micro-seconds as the muons can detect a subtle change in the local magnetic structure. Under constant illumination they are not bound to the deep state, but are quickly recaptured. The application of continuous illumination however only produces a small change in relaxation. The time dependent change in the muon relaxation for sample I1 in the dark and under constant illumination is shown in Fig. 6.17. The temperature is 0.9 K and the data shown are the fits to the raw data.

Park and Chadi[28] have predicted multiple DX− centres in CdTe, ZnTe and Cd₁₋ₓZnxTe when doped with group VII donors. However the same model predicts only one DX− centre when doped with a group III element such as In. Leighton et al[26] have noted that the very high quenching temperature (190 K) of the PPC they see for Cd₀.₉Mn₀.₁Te:In suggests the existence of another DX− centre. Indeed much work on Al₁₋ₓGaₓAs[41] has suggested that centres with different binding energies can arise because of the sensitivity of the impurity centre to its local atomic environment. The number of Mn ions surrounding a donor will affect the actual binding energy (\( E^i \)) of the DX− centre, which should be labeled according to the number of Mn (\( i \)) ions surrounding the impurity centre, where \( i = 0, 1, 2, 3 \). Using a similar statistical argument as other work[26], and assuming no Mn clustering, this work finds that, for \( x = 0.14 \), the probability of obtaining a centre with \( i = 0, 1, 2 \) or 3 Mn atoms is 55%, 37%, 5.7% and 2.3% respectively. So far the experimental evidence has only pointed to two possible deep centres. This has been explained by the low prob-
Figure 6.17: The time dependent change in the muon relaxation for Cd$_{0.85}$Mn$_{0.15}$Te:In in the dark and under constant illumination, the change in observed relaxation is very small at 0.9 K.

ability of finding the high Mn environment. However the results suggest that the muon is susceptible to any DX$^-$ centre relaxation after excitation, leading to the situation where the implanted muon could be surrounded by 2 or 3 Mn ions. This could explain why the form of muon relaxation is different between A1 and II. Muon decay in II would not be in a dilute environment and hence expalin the gaussian relaxation.

A recent theoretical study in CdTe[42], citing experimental work relating to a high In concentration (10$^{21}$ cm$^{-3}$), has demonstrated that during illumination not all the DX$^-$ centres can be transformed because the substitutional configuration becomes energetically unfavorable at a certain concentration of electrons in the conduction band. It has been predicted that only a concentration of 10$^{18}$ cm$^{-3}$ DX$^-$ centres can be photo-excited. The results indicate that under illumination all the deep centres are excited into the conduction band. However a certain proportion of the electrons recombine to form a DX$^-$ centre (in a time of approximately 10$\mu$s), leading to a situation where constant illumination has to be applied to detect the spin glass transition. The electrons appear to re-
The large negative $U$ model also predicts that the $\text{DX}^-$ centre is diamagnetic. This is a direct consequence of equation 6.3 as two electrons will pair with opposite spin. When the implanted muon is tightly bound to the $\text{DX}^-$ centre no magnetic transition would be visible. However under photo-excitation a $T_g$ is observed as the muons are no longer tightly bound. Previous work has concentrated on the influence of the deep centre on the bulk magnetic properties\cite{43, 17, 15, 16}. However, here a local probe ( $\sim 2\text{nm}$ ) has been used, concentrated around the deep centre to probe its magnetic properties, and provide strong evidence for the diamagnetic nature of the $\text{DX}^-$ centre ground state. Again it is essential to note that work has been performed on a sample ( A1 ) without a $\text{DX}^-$ centre with nominally the same Mn concentration, indicating importance of the deep centre upon the implantation site.

6.7 Conclusions

In conclusion the evidence suggests that muons are attracted to $\text{DX}^-$ centres and the muon becomes a local magnetic probe of the deep centre. The first local magnetic measurements have been performed indicating the diamagnetic nature of the ground state of the $\text{DX}^-$ centre. There is more than one possible $\text{DX}^-$ centre, which has before been experimentally observed and theoretically predicted. However the previous measurements have only been able to distinguish centres which participate in PPC. From the measurements performed it has been possible to prove that there are more $\text{DX}^-$ centres which do not participate in the PPC effect leading to the situation where this could possibly explain the lack of the expected photo induced carriers\cite{1}.

The sensitivity of the muon to weak magnetic behaviour in II-IV materials has clearly been demonstrated. One possible interesting experiment would be to observe the formation of BMPs using $\muSR$. Obviously this would have to be performed upon a sample that does not contain $\text{DX}^-$ centres and the relaxation of the polaron is within the muon time window, in effect reproducing the work
of Awschalom et al[25] with a local probe. The advantage of using muons is their sensitivity to ferromagnetic behaviour. Thus any coherent behaviour of the BMPs could be detected unambiguously for the first time.
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Chapter 7

Characterisation of a Novel Organic Magnet

This chapter discusses the properties of the novel organic magnet PANiCNQ, and describes the preliminary characterisation of several samples of the material. Various investigative techniques conclude that the origin of the bulk magnetic order observed is organic in nature. The following study initially discusses the origin of magnetic exchange in organic based materials, along with selected examples specific to the material investigated and concludes with results obtained from several batches of PANiCNQ. This results presented in this chapter were the result of intensive and productive collaborations with various groups. This work would not have been possible if it was not for the generosity of Stephan von Molnár who allowed unlimited access to the facilities of the MARTECH laboratory at Florida State University. The work was primarily conducted in collaboration with Naveed Zaidi and Andy Monkman from the Organic and Electroactive Materials group in Durham. The samples were fabricated by Naveed Zaidi, and the characterisation of the samples undertaken by the author of this thesis.

7.1 Introduction

Magnetic materials have been of great technical importance since their first application as a compass in approximately 300 BC, however, the phenomena
of ferromagnetism has generally been associated with metallic elements such as iron, nickel and cobalt to name a few. Rich magnetic phases have been detected in many materials and subsequently been utilised in technological advances, perhaps the most elegant being the discovery of giant magnetoresistance and its subsequent rapid deployment as a magnetic read head for computer hard drives. Despite all the advances, one of the greatest remaining challenges for solid state physicists is the search for ferro or ferrimagnetic ordering in organic materials at room temperature, where the magnetism is a consequence of lone electrons upon light elements such as carbon and hydrogen.

A brief introduction to the experimental and theoretical advances that allow a understanding of organic exchange will be given in section 7.2. To place the work in context, it is essential to list the main avenues of research attempting to develop bulk magnetic order in organic materials. There are many reviews that describe research prospects in detail, with Crayston et al producing the most useful report[1]. There is essentially a four pronged attack upon the problem. (i) Many researches are concentrating upon nitroxide based materials as this is the base of the first pure organic ferromagnet p-nitrophenyl nitronyl nitoxide (n-NPNN). However the Curie Temperature (Tc) is only 0.6 K[2]. Tc can be increased by reducing distances between the organic molecules and thus increasing the exchange energy. This has produced some success with crystalline forms of nitroxide radical material, raising Tc to 1.38 K[3]. The highest Tc ever recorded for an organic molecular magnet is 36 K, for a sulphur-nitrogen dithiadiazolyl radical. This was inferred to be due to a spin canting transition[4]. (ii) Others have concentrated upon organo-metallic complexes in an attempt to understand the inter-chain magnetic exchange interactions. The behaviour of metallic orbitals is relatively well understood and as such the Tc has been gradually increased from an initial value of 1 K[5], to well above room temperature. For a full review, see the work by Miller et al[6]. (iii) The ground state of a carbon ion is a triplet, and as such there has been considerable effort to observe bulk ferromagnetism in pure carbon. The first evidence of a magnetically ordered phase in carbon was obtained serendipitously when attempting to polymerise carbon under high pressure, obtaining a Tc of over 500 K[7]. Indeed, a recent experiment upon extraterrestrial graphite (formed under high pres-
 Chapter 7. Characterisation of a Novel Organic Magnet

sure) has suggested a magnetic ordering temperature of 570 K[8]. (iv) The most relevant work to the present study is that performed in the drive for high spin polymeric materials. Large cross linked polymers have recently achieved ordering upon a bulk scale at 10 K, with each polymer unit having a spin, $S \approx 5000[9]$. This particular work is of interest as it suggests high spin polymer repeat units can be fabricated that have a large intra-chain exchange energy in an amorphous material. It is the intra-chain coupling that is limiting $T_c$, if it is possible to increase the exchange strength the ordering temperature should subsequently increase.

7.2 Exchange Coupling

This section will highlight the possible exchange coupling present in organic materials. The actual mechanism is somewhat complicated and can be separated into two distinct components. The exchange can either be through space or through bond coupling, as bulk magnetic ordering has to occur in at least 2-D. Both mechanisms need to be well understood when describing organic magnetism. However, before such an in-depth discussion occurs it is essential to understand how to create lone electrons in primarily covalently bonded materials. The first organic radical was produced by Gomberg at the turn of the last century, the triarylmethyl radical as demonstrated in Fig. 7.1a, is made by reacting triarylmethyl chloride with silver in benzene[10]. This is not stable in air and as such forms bonds very easily.

![a: S = 1/2](image1) ![b: S = 1](image2)

Figure 7.1: The original radical bearing materials, discovered by Gomberg (a) and Schlenk (b) respectively.
The initial prediction of a free radicals in organic systems was not confirmed until 1915 by Schlenk, see Fig. 7.1b, when the famous Schlenk biradical hydrocarbon was produced[11]. Again, the material is not stable in air. In essence the radicals were formed by using a strong electron acceptor. These initial experiments have stimulated work into creating organic magnets. Once a stable radical is formed, the exchange can be predicted (described in the following sections) and it is possible to design materials to have specific physical properties.

7.2.1 Intra-Chain Magnetic Coupling

Theoretical predictions of the magnetic coupling is based upon two distinct but complementary methods. The first is based upon molecular orbit theory which works by maximising bonding. If biradical systems contain non-bonding molecular orbitals (NBMOs) the effect of the spin state upon the Coulomb repulsion energy between the separated pair of electrons can be predicted. The valence bond approach is based upon electron repulsion minimisation, thus the Coulomb repulsion energy is ignored, however the results obtained (described below) are very similar.

Intra-chain coupling can be well predicted due to pioneering theoretical work in the latter half of the twentieth century by Longuet-Higgins[12]. The work is based upon molecular orbital theory of alternate non-Kekulé molecules. (A Kekulé molecule is one which can be described by alternate single-double bonds). Using Hunds rule of multiplicity, and the fact that the number of ground state unpaired electrons is at least as great as the number of NBMOs, it was predicted that the relative spins would be parallel and as such have a triplet ground state. The experimental clarification of this work was performed later by Dowd who obtained a triplet ground state for trimethylenemethane[13]. The inference of this early work is based upon the idea of connectivity, which implies that the spin state of the final molecule is determined by atoms connecting the lone electrons in a system. Fig. 7.2 shows the magnetic ground state of biradicals connected by an aromatic coupling unit.
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This picture had been deduced by both molecular orbit and valence band theory, Bordon et al predicted the ground state of biradicals by considering Hückel’s theory of aromatic systems[14]. A simple topological model is used to label a carbon atom starred and surrounded by unstarred carbon atoms. Borden argued that the sum of starred (+1) and unstarred (-1) may be zero for some biradicals and if the NBMOs share a common atom the biradicals are coupled ferromagnetically, the so-called coextensive or nondisjoint state. If the sum is nonzero it is known as a disjoint state with no NBMO overlap. Therefore the coupling is weak, and in Fig. 7.2 this has been labelled Anti Ferromagnetic.

Ovchinnikov used the valence band model to predict the ground state. The argument is relatively simple. The π-electrons are correlated so that one electron occupies the the p atomic orbital on each carbon. However a π bond can only form between adjacent atoms if their electrons have opposite spin. These
are traditionally labeled $\alpha$ and $\beta$ or they can be called starred and unstarred. Therefore it was predicted that the spin state can be determined by,

$$S = \frac{N^* - N}{2},$$  \hspace{1cm} (7.1)

The ground state can be predicted by counting the number ($N$) of starred and unstarred atoms. Again this result holds for all the coupling units in Fig. 7.2. These initial considerations have been supported by the fact that aromatic units are observed to couple ferromagnetically if the biradicals are at $meta$ sites, and are found to be singlets if coupled at $ortho$ and $para$ sites[16]. Recent calculations of superexchange coupling in the atomic orbitals has predicted perhaps the most simple rule to date; if the biradicals are separated by an odd number of atoms the ground state will be a triplet and if the number is even a singlet is expected[17].

Although not a complete theoretical description, the rules in designing high spin molecules are well defined. However the design of materials that meet these criteria must also guarantee that the ground state of the desired triplet is stable at temperatures approaching 300 K. Li et al[18] have performed calculations using the valence bond theory to predict the energy gap of the triplet ground state of aromatic molecules that meet all of the criteria for exchange outlined previously. Fig. 7.3 identifies the molecules examined theoretically. They are aromatic rings with (set a) and without (set b) spacer units, the topological distance can be increased by adding aromatic rings. The results of their calculations are demonstrated in Fig. 7.4 for both sets of molecules. From these results ferromagnetic intra-chain exchange can be expected well above room temperature for organic molecules.

### 7.2.2 Inter-Chain Magnetic Coupling

Although it is essential to obtain strong through-chain interactions the limiting factor in most organic materials is the through-space bond, as this tends to be weaker. If no exchange can be mediated between chains the best that can be expected is a superparamagnetic type behaviour. McConnell has provided two possible coupling mechanisms. The first is based upon the stacking of aromatic
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Figure 7.3: The aromatic coupling unit of connected biradicals upon which valence band calculations were performed. Set a contains a spacer between each aromatic ring whilst set b does not. From [18].

Figure 7.4: The singlet triplet energy gap for biradicals as a function of topological distance for set a and b. From [18].

radicals. The Heisenberg Hamiltonian as identified in chapter 2 can be written in the form,

\[ H^{AB} = -S^A \cdot S^B \sum_{ij} J_{ij}^A \rho_i^A \rho_j^B \] (7.2)

where \( S^A \) and \( S^B \) are the spin operators for \( A \) and \( B \), and \( \rho_i^A \) and \( \rho_j^B \) are the spin densities on atom \( i \) on molecule \( A \). This is a many-centre problem and as such the exchange interaction \( J \) can become positive or negative depending upon the stacking[19]. A visualisation of these two possible scenarios is given in Fig. 7.5. If the spin density product is negative ferromagnetic overlap will occur between the two molecules, and such an exchange mechanism has been
ratified experimentally[20]. Moreover, molecular orbit calculations show that the exchange integral is negative (antiferromagnetic-like) for ortho and para stacking whilst it is positive for meta alignment of aromatic rings[21].

The second model concerns charge transfer salts. This is of particular importance to organo-metallic complexes which are known to have large ordering temperatures. If a Donor (D) Acceptor (A) pair could be built whose ground state is a triplet (D^+A^-) then it is reasonable to predict that a large array of charge transfer complexes would show ferromagnetic interaction. Importantly, this interaction would extend in all directions to give true three dimensional ordering, however it requires strong acceptors and a compact crystal structure.

### 7.3 Designing PANiCNQ

From the discussion in section 7.2 it appears that the inter-chain coupling will be the most difficult to achieve, as stable radicals can be readily formed. The use of polymer chains containing π conjugated rings has long been expected to align unpaired electrons ferromagnetically. However the interchain coupling was expected to be weak as polymers tend to be amorphous. Two major
works have ensured that work has continued upon amorphous material, the first report of a magnetic polymer was derived from the oxidation of poly(1,3,5-triaminobenzene) which demonstrated magnetic ordering for one sample of 700 K, although the work has never been reproduced[24]. Cross linking of radicals has been demonstrated by Rajca et al to produce large spin polymer units that behave as if superparamagnetic[9], the advantage being that radicals can be missing and exchange will still be coupled. However the physical unit is large and unlikely to form ordered structures to mediate inter-chain coupling. These works have been based upon meta alignment of aromatic rings, as described in section 7.2. However it is clear from all the work contributed to this field so far that inhomogenous doping is still a major problem.

The design of PANiCNQ was made to take into account all of the criteria described in the previous discussions. The magnetic polymer fabricated is based upon emeraldine base polyaniline (PANi) as the starting material. Due to a π conjugated backbone, exchange interactions along the spine are expected to be strong once the radical have been stabilised. Indeed weak ferromagnetic behaviour has already been observed in oxidised meta PANi at low temperatures. However the resulting polymer is unstable[25]. Moreover with its meta and para sites PANi has been specifically identified as a building block for room temperature ferromagnetism[26]. One specific advantage of PANi is that it is known to form an air stable electrical conductor[27] that can be easily processed[28]. The possible spin states along the backbone were formed by reacting PANi with a well known stable radical forming molecule, tetracyanoquinodimethane (TCNQ)[29], as it is a strong acceptor. Fig. 7.6 shows the doping of PANi with TCNQ which eventually produces charge transfer complexes with electron donors, section 7.4 will emphasise the kinetic nature of this reaction which involves two stages before the final magnetic structure is achieved. TCNQ was chosen as it is known to form stacked layers when in Charge Transfer (CT) complexes[30]. This is important as it may help to achieve inter-chain coupling as previously identified in section 7.2. The actual mechanism proposed in Fig. 7.6 is ferrimagnetic. Using the design criteria identified in section 7.2 antiferromagnetic and ferromagnetic alignment of spins will form along the repeat unit backbone, producing a net of S = 1 spin per repeat unit.
Figure 7.6: Chemical structure of PANi and TCNQ along with the most plausible form of the magnetically ordered polymer PANiCNQ, the two stages indicate a kinetic reaction.

7.3.1 Fabrication and Initial Characterisation of PANiCNQ

The synthesis of PANiCNQ involved taking Pani which is soluble in N-methyl-2-pyrolidinone (NMP) and simply adding TCNQ, the final solution was heated
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at 450 K overnight in a vacuum oven. The resulting solution was filtered and the NMP removed in vacuum. The fabrication process allows two distinct samples to be obtained, a solid sample (a) above the filter and the filtrate itself (b). Several batches were produced and the resulting samples were labelled chronologically. For example the first sample produced above the filtrate is known as 1a, if two samples are drawn from this batch they will be labelled 1a₁ and 1a₂ respectively.

The two stage process identified in Fig. 7.6 to produce the final molecule can be given further credence by considering ultra-violet spectroscopy data. Fig. 7.7 shows the absorbance of the material initially produced and after drying, this behaviour is consistent for all samples produced. Specifically both the solid and the dried solution have a strong peak at 492 nm (yielding a red material). This is in agreement with other works when TCNQ has been reacted with aniline type molecules[31, 32]. After drying, the form of the absorbance changes as identified in Fig. 7.7. This green solution has a new absorption peaks at 625 and 661 nm, typical of conducting PANi. However PANiCNQ is not conducting and this can be inferred as evidence of protonated PANi, demonstrating a charge transfer complex between PANi and TCNQ producing zwitterions in PANiCNQ.

![Figure 7.7: Optical absorption of PANiCNQ before and after drying, showing intremolecular charge transfer has occurred.](image-url)
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It appears that TCNQ is bonding to the PANi backbone. Supported by the solubility of PANiCNQ. Unlike normal PANi it will dissolve in acetone. Fast Fourier Transform Infrared Spectroscopy (FTIR) was carried out on the polymer and is in agreement with published work[33]. Most importantly there are new cyanides stretches at 2185 cm\(^{-1}\). Fig. 7.8 clearly demonstrates this, for four samples of 3b. These samples are presented because of their contrasting magnetic properties described later in section 7.4. The absorption at 2185 cm\(^{-1}\) is evidence of the TCNQ molecule having covalently bonded to the PANi at the phenyl sites, along the polyaniline backbone. A strong, broad absorption between 2800 cm\(^{-1}\) and 3100 cm\(^{-1}\), indicative of NH stretches, is also observed. This protonation could occur during synthesis, as hydrogen cyanide is produced during the reaction and could readily protonate imine sites. Gas permeation chromatography (GPC) and the elemental analysis indicate that the polymer has reduced in molecular weight and CHN content compared to PANi. From the FTIR data and previous known reactions of TCNQ a tentative structure for PANiCNQ was given in Fig. 7.6. One important observation is that the addition of the TCNQ will not affect the quinoid ring as it is electron deficient. However, it is also possible for the reaction not to have gone to completion and that there may be less than two TCNQ side groups per (four phenyl ring) repeat unit. The fabrication of PANiCNQ does not define the attachment point of the TCNQ on meta sites along the backbone; from steric considerations and the number of available electrons only a maximum of 2 TCNQ molecules can attach to the PANi backbone. Section 7.2 demonstrates that only one arrangement of TCNQ molecules on the backbone will result in a net ferrimagnetic spin (shown in Fig. 7.6), others will produce a net spin of zero. The yield will be less than 10% without even considering doping efficiency.

7.4 Magnetic Characterisation of PANiCNQ

This section discusses the magnetic characterisation of various samples of PANiCNQ. It will describe a chronological investigation of the samples obtained. The work was performed before the SQUID magnetometer described in chapter 3 arrived in the laboratory, and as such, temperature dependent characterisation of the samples is somewhat limited. Room temperature measurements
Figure 7.8: IR spectroscopy of batch 3 filtrate, demonstrating that the TCNQ molecule is bonded covalently to the backbone.

were carried out upon a Vibrating Sample Magnetometer (VSM). The limited SQUID data is because many samples were tested to destruction in order to account for possible magnetic impurities prior to the arrival of the magnetometer. All hysteresis loops are measured at room temperature unless otherwise stated.

7.4.1 Identifying Magnetic Impurities

Any work performed in the field of organic magnetism has to account for magnetic impurities present in the sample, indeed much work has not been independently reproduced as an impurity contribution is thought to contaminate the initial experiments. The work performed in this study has attempted to prove that the magnetic contribution cannot be from metallic impurities and, unlike previous studies, many different techniques have been used to provide evidence that the magnetic properties are inherent to the organic system.

Two methods have been used to identify magnetic impurities directly from inorganic atoms such as nickel (Ni), iron (Fe) and cobalt (Co). Inductively Coupled Plasma Mass Spectroscopy (ICPMS) has been performed upon those
samples showing bulk magnetic ordering and those that do not. This method can accurately determine impurity levels at a parts per million scale. However any Fe contribution must be compared to the presence of Ar and O as the sum of the atomic number of Ar and O is the same as Fe. Impurity concentrations will be given in section 7.4.2 and 7.4.3 for each sample measured. However it is essential to note that all the calculations are based upon a metallic ferromagnetic contribution to the magnetism, the worst case scenario. A typical impurity level is 10 ppm of Ni, assuming the distribution is homogenous throughout the material the transition metal ions will give a paramagnetic contribution, therefore an upper estimate of the mass susceptibility is \( \sim 10^{-11} \text{m}^3\text{kg}^{-1} \), generally the samples prepared had a susceptibility of \( \sim 10^{-9} \text{m}^3\text{kg}^{-1} \) (shown later).

To ensure the observations are consistent with organic magnetism all impurities are considered to be bulk, for example the mass magnetisation of bulk Ni is 55.4 JT\(^{-1}\text{kg}^{-1}\). The second method is to assume that the transition metal impurities form ferrites.

7.4.2 Initial Bulk Magnetic Measurements

Initial magnetic measurements were performed upon two batches, 1 and 2. It is essential to stress that the chemistry at this point is not well understood and it is not possible to reproduce on demand the kinetic reaction identified in Fig. 7.6. The properties of the initial samples measured are shown in Table 7.1. They clearly show that the saturating behaviour can be accounted for if the Ni impurity contribution is taken into account (there is only a trace amount of Fe present) for sample 1b and 2a. The impurity contribution can only account for 85\% of the observed saturating component for 2b and sample 1a has a diamagnetic response even though the sample has the largest Ni impurity. This result would suggest that the impurities are not contributing to the magnetism. However as this is such a controversial topic it cannot be denoted as proof of organic magnetism. Note the PANi and TCNQ raw materials are diamagnetic and this is clearly indicated in appendix C.

The reaction is kinetic and the rate determining step is as yet not well understood[34].
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Table 7.1: Initial magnetic characterisation of batches 1 and 2.

<table>
<thead>
<tr>
<th>Sample</th>
<th>1a</th>
<th>1b</th>
<th>2a</th>
<th>2b</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass (g)</td>
<td>0.1193</td>
<td>0.1067</td>
<td>0.096</td>
<td>0.1554</td>
</tr>
<tr>
<td>saturation (JT$^{-1}$kg$^{-1}$)</td>
<td>diamagnetic</td>
<td>1.4 x 10$^{-3}$</td>
<td>0.85 x 10$^{-3}$</td>
<td>9.2 x 10$^{-3}$</td>
</tr>
<tr>
<td>measured moment (JT$^{-1}$)</td>
<td>-</td>
<td>1.5 x 10$^{-7}$</td>
<td>9 x 10$^{-8}$</td>
<td>1.42 x 10$^{-6}$</td>
</tr>
<tr>
<td>Ni level (ppm)</td>
<td>376</td>
<td>39</td>
<td>30</td>
<td>148</td>
</tr>
<tr>
<td>impurity contribution</td>
<td>-</td>
<td>145%</td>
<td>125%</td>
<td>85%</td>
</tr>
</tbody>
</table>

However this also means that the diamagnetic signal observed in sample 1a might not be the final magnetic phase. Therefore the sample was left in an air tight jar in its original gelatin measuring capsule. Approximately once every month the susceptibility of sample 1a was measured on a VSM. After 3 months a startling result was observed. The diamagnetic signal now displayed a saturating component upon a diamagnetic background, and this is demonstrated in the inset of Fig. 7.9. Although the mass magnetisation is weak it represents a significant change in the magnetic properties of the material. It is essential to note that the impurity contribution in the sample did not change.

It is unlikely that the reaction of PANi and TCNQ is 100% efficient as already discussed. Therefore, to optimise the amount of magnetic polymer, sample 1a underwent magnetic separation. A 0.2 T permanent magnet was used to separate the magnetic component. Great care was taken to ensure no cross contamination occurred. The mass magnetisation of the magnetically separated sample subsequently increased to 0.1 JT$^{-1}$kg$^{-1}$, and while the susceptibility of the magnetically separated sample increased by two orders of magnitude, the impurity concentration remained constant, as confirmed by ICPMS. The temperature dependence of the magnetically separated sample is shown in Fig. 7.9, showing that the material is magnetically stable to over 350 K. Note that no impurity contributions to the magnetism can be observed, unlike in some previous studies[8] where the temperature dependent mass magnetisation clearly indicates an impurity transition. Also shown is the magnetisation of sample 1a after cooling from 350 K, indicating the thermal stability of PANiCNQ. Table 7.2 lists the magnetic properties of sample 1a once the magnetic order is observed and after the sample was magnetically separated. Importantly for the
magnetically separated sample the impurity contribution can only account for 20% of the observed moment, indicating that the magnetism is organic in origin. Moreover the sample was placed in a ceramic dish in a conventional oven and heated until the polymer decomposed. The resulting dust has no magnetic component, whereas if the magnetic properties were due to bulk impurities such as Ni it is expected that the signal would not be lost.

<table>
<thead>
<tr>
<th>Sample</th>
<th>1a, after transition</th>
<th>1a, magnetically separated</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass</td>
<td>0.1193 g</td>
<td>6 mg</td>
</tr>
<tr>
<td>saturation (JT$^{-1}$kg$^{-1}$)</td>
<td>$5.6 \times 10^{-3}$</td>
<td>$0.0996$</td>
</tr>
<tr>
<td>measured moment (JT$^{-1}$)</td>
<td>$6.6 \times 10^{-7}$</td>
<td>$5.98 \times 10^{-7}$</td>
</tr>
<tr>
<td>Ni level (ppm)</td>
<td>376</td>
<td>376</td>
</tr>
<tr>
<td>impurity contribution</td>
<td>100%</td>
<td>20%</td>
</tr>
</tbody>
</table>

Table 7.2: Magnetic characterisation of sample 1a after the observed magnetic ordering, and the magnetically separated sample.
7.4.3 Reproducing and Improving the Magnetic Properties of PANiCNQ

The material after the observed magnetic ordering is magnetically soft; there is no remnant magnetisation. Recent work has shown that after ultra violet irradiation the magnetic properties of metallic complexes changed due to the increased stacking of the lattice[35]. Ultra violet light was used to “cure” the magnetically extracted sample 1a and the dramatic result is shown in Fig. 7.10. The exact mechanism of the observed remanence will be discussed in section 7.4.4. A “wasp-waisted” hysteresis loop is present in Fig. 7.10. This is characteristic of a mixture of soft and relatively hard magnetic components. Even in a magnetically separated sample there is clear evidence for inhomogeneous doping.

Figure 7.10: The field dependence of the magnetisation of the magnetically separated sample after uv irradiation. A remnant magnetic behaviour is observed.

Clarification of the work discussed requires producing samples with a much lower Ni impurity, with hopefully improved doping. A similar fabrication process was followed as that described in section 7.3. However larger quantities of sample were used to increase the probability of TCNQ doping the correct backbone
sites to enable the net magnetic structure shown in Fig. 7.6. The filtrate of batch 3 was used. Four samples 3b1-4, were extracted and all initially showed diamagnetic behaviour, as can be observed in Fig. 7.11 immediately after fabrication (open circles).

Figure 7.11: The field dependent magnetisation of sample 3b1 before and after irradiation with uv light.

However after illumination with a uv lamp, 2 samples drastically changed their magnetic properties. The absolute change compared to the diamagnetic signal is shown in Fig. 7.11 for sample 3b1. Clearly a small yet significant amount of remanence has been induced. Table 7.3 demonstrates the magnetic properties of batch 3b. It is important to stress that initially all the samples were diamagnetic. After illumination 2 samples underwent a magnetic transition. The magnetic component in both cases cannot be accounted for by transition metal elements. The behaviour of the "cleanest" sample produced is also shown in Table 7.3. The sample from batch 4 shows magnetic ordering at room temperature immediately after fabrication. There are no measurable contamitantes detectable by ICPMS. Although the u.v light has affected the properties of 3 different sample its role in forming remnant magnetisation is not fully understood. Fig. 7.8 demonstrates that no change in the FTIR absorption can be detected.
for 3b₁-₄, indicating the subtle changes associated with this large change in magnetic properties.

<table>
<thead>
<tr>
<th>Sample</th>
<th>3b₁</th>
<th>3b₂</th>
<th>3b₃</th>
<th>3b₄</th>
<th>4a</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass</td>
<td>0.1618 g</td>
<td>0.141 g</td>
<td>0.1447 g</td>
<td>0.141 g</td>
<td>0.1180 g</td>
</tr>
<tr>
<td>photoinduced magnetism</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>N.A</td>
</tr>
<tr>
<td>saturation (JT⁻¹kg⁻¹)</td>
<td>4.0 x 10⁻³</td>
<td>4.1 x 10⁻³</td>
<td>diamagnetic</td>
<td>diamagnetic</td>
<td>3.2 x 10⁻³</td>
</tr>
<tr>
<td>measured moment (JT⁻¹)</td>
<td>6.4 x 10⁻⁷</td>
<td>5.6 x 10⁻⁷</td>
<td>-</td>
<td>-</td>
<td>3.8 x 10⁻⁷</td>
</tr>
<tr>
<td>Ni level (ppm)</td>
<td>8</td>
<td>10</td>
<td>23</td>
<td>16</td>
<td>trace</td>
</tr>
<tr>
<td>impurity contribution</td>
<td>10%</td>
<td>14%</td>
<td>-</td>
<td>-</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 7.3: Magnetic characterisation of sample 3b and 4a.
7.4.4 Direct Imaging of the Magnetic Behaviour

Given the observation of remnant magnetisation in three samples of PANiCNQ induced from u.v irradiation, attempts were made to image the magnetisation directly. A Digital Instrument Dimension 5000 Atomic/Magnetic Force Microscope (A/MFM) was used in this investigation. The MFM tip had a remnant field of \( \sim 25 \) mT, and if the magnetic behaviour associated with PANiCNQ has a surface component it will be visible. To interpret MFM data it is necessary to compare the data directly with the topological features of the surface. Atomic Force Microscopy (AFM) is first performed in tapping mode and then the same tip is lifted from the sample surface and an MFM image is taken in non contact mode. Because of the sensitivity of the MFM technique the phase component of the cantilever deflection is recorded as the cantilever is driven at a certain frequency (kHz range). The amplitude deflection can be affected by rough surfaces.

The magnetic nature of PANiCNQ is dramatically demonstrated by MFM images obtained from sample 3b1 after illumination with the uv lamp. Fig. 7.12 shows a sequence of AFM measurements (A, C, E) compared directly to appropriate phase contrast MFM images (B, D, F). The AFM measurements indicate regions of the polymer protruding from the surface of the material, whilst the MFM measurements indicate domain wall movement (dark/light striations) as the sequence of measurements progress. The magnetic domain is likely being driven by the magnetic tip used to image the sample, such behaviour has been noted previously for permalloy films[36]. Interestingly, the domain wall appears to be pinned around the protruding region, which suggests that the magnetic remanence is a result of domain wall trapping at defects within the material. The fact that the remanence is only observed after irradiating with uv light implies that the pinning defects are created by the radiation. The behaviour of domain wall motion is restricted to certain areas of the sample, indeed some parts of the sample show no magnetic images, again demonstrating the inhomogenous nature of the doping. Further measurements have been performed and are superfluous to the main discussion. However they are attached in appendix C, demonstrating that the behaviour is not a feature solely unique.
Figure 7.12: AFM images (A, C, E) and MFM (B, D, F) of PANiCNQ sample 3b1 after the uv induced magnetic transition.

to this section of sample. A sequence of MFM measurements performed upon sample 2b also indicate magnetic regions of the surface.
7.4.5 Further Characterisation of PANiCNQ

The MFM data described in section 7.4.4 appears to signify the importance of ordered regions within the polymer matrix upon the measured magnetic domains. Indeed the time dependent change of the magnetism in sample 1a is directly accompanied by a subtle change in the structure of PANiCNQ. Initially a broad peak is observed in the x-ray diffraction data. This is a characteristic of emeraldine base PANi[37]. However after the observed magnetic ordering of sample 1a there is a subtle change in the x-ray diffraction data as shown in Fig. 7.13. The position of the broad peak has moved by $\sim 6°$ and a sharp peak appears at a d spacing of approximately 1.22nm. These changes are an indication that the polymer chains become more aligned, and that the material is becoming more structurally ordered with time. It is noted that polyaniline is known to become partially crystalline when doped, with a correlation existing between the protonation of the -N= in the emeraldine base and the crystalline form[37]. There are two well known mechanisms that could drive more order into the system. The residual NMP is known to act as a plasticizer in films of PANi[38]. However this alone cannot explain the change in structure of the material. Another possible explanation is that the TCNQ molecules are stacking, creating the structural ordering of the material with time. This work is limited to this one sample as the other magnetic samples identified were tested to destruction before the importance of the structure became apparent.

X-ray diffraction was not performed upon batch 3 as the magnetic samples were investigated by ESR. To ensure that the signal was not a consequence of impurities, all the measurements were repeated with the sample dissolved in acetone. Fig. 7.14 demonstrates a typical ESR response of a sample (3b1) which showed ferrimagnetic behaviour, giving a single line at $g = 2.0045$ and a peak-to-peak width of 0.54 mT. Such a line is characteristic of the presence of free radicals, indeed an almost identical g value is obtained for p-NPNN[2]. By integrating the area under the ESR line and comparing with a DPPH reference signal an estimate of the spin density, $10^{21}$ spins kg$^{-1}$ can be made. Such a number is about a factor of 7 greater than that determined from the saturation value of the magnetisation data, and this work tentatively concludes that the sample is
Ferrimagnetic, with only 1 spin in 7 contributing to the saturation value of the magnetisation at the magnetic field strengths applied in the experiments. This conclusion supports the proposed spin structure shown in Fig. 7.6, where the intra-chain exchange is a combination of antiferromagnetic and ferromagnetic interactions along the backbone of the polymer structure. The inhomogeneous nature of the doping may also lead to paramagnetic and, perhaps, ferromagnetic areas within the material contributing to the magnetic properties of PANiCNQ.

The ESR signal can be destroyed by simply dissolving the sample in acetone, this is also shown in Fig. 7.14, giving a clear indication that the origin of the spin is organic in nature. ESR is also very sensitive to ferrite impurities, which have a specific $g$ values $\gg 2.1$. Such absorption was not observed in any samples demonstrating magnetic order, leading to the conclusion that impurities play no part in the observed magnetism.

Due to the nature of scientific investigations, hindsight gives an opportunity to further investigate the behaviour of PANiCNQ more quantitatively. However, the initial investigation clearly demonstrates the magnetic nature of the organic material PANiCNQ.
7.5 Discussion

The doping of PANi with TCNQ has been shown to be inhomogeneous, indeed several other batches have been prepared that show no sign of magnetism. Fig. 7.15 demonstrates the properties of two batches that show no bulk magnetic order, even at low temperatures. When contrasted to Fig 7.9, their mass susceptibilities are also very low even though they contain Ni impurities (a mass susceptibility three orders of magnitude greater is measured). Indeed the most efficient method of creating bulk magnetic order in PANiCNQ requires a bulk fabrication technique, i.e. large quantities of the constituent materials, leading to an increased possibility of the TCNQ molecules attaching “correctly” to enable bulk magnetic order. There are several further scenarios that could lead to only the 1% efficiency that is observed. (i) The NMP is not fully dissolving PANi, meaning that not all chains are susceptible to doping with TCNQ molecules. (ii) The TCNQ can only dope the surface. This is a similar problem associated with oxidation techniques and the MFM would seem to support regions of surface magnetism. However, this problem is surmountable as it is possible to produce oligomer repeat units of PANi. If these could be reacted with TCNQ, true bulk magnetism could be observed.
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Figure 7.15: Temperature dependence of the mass susceptibility for two samples showing no magnetic order, measured in an external field of 10 mT.

Other acceptor molecules have reacted with PANi (TCNQBr₂ and TCNE). Initial expectations were that any strong acceptor would create radicals with strong intra-chain coupling. However in all cases no bulk magnetic order is observed. This signifies the importance of the TCNQ molecule. Indeed recent work in charge transfer salts has noted that TCNQ forms dimers[39]. Previously in the drive for organic exchange dimers have been avoided because although 2 radicals couple together they antiferromagnetically coupled. (Note that dimers will be ESR silent). Due to the nature of the exchange of a dimer the net moment per polymer unit would be zero. However inhomogeneous doping or twisting of the polymer repeat unit will result in a net moment. A recent study has predicted a Curie constant of -741 K for such dimers[40], indicating a possible mechanism for the coupling at high temperatures. In PANiCNQ the interactions will not be as simple as charge transfer salts because the PANiCNQ is exchange coupled to the backbone. Investigations into the possible intra-chain coupling have begun, although not concluded as yet. No magnetic order has been observed when PANi is doped with TCNQF₄, although this is a stronger acceptor has not been observed to form dimers in other organic systems. The stacking of the polymer will be affected. Nevertheless the exact mechanism of inter-chain...
exchange coupling is one that requires some consideration to determine whether it is dimer driven or a simple stacking model as proposed by McConnell[19].

7.6 Conclusions

Evidence has been provided demonstrating that bulk magnet ordering associated with PANiCNQ can be attributed to organic magnetic exchange. Although not well characterised, and the mechanism for magnetic order not yet understood, it gives justification for further work on this compound as already the saturation magnetisation has been improved to give a value of 0.1 JT⁻¹kg⁻¹. Importantly the results of this chapter have been subsequently reproduced. Specifically more characterisation of the chemistry needs to be performed, so the reaction can become well defined and more predictable, and theories for the inter-chain interactions can then be tested. Indeed further work upon PANi doped with an acceptor that does not produce bulk magnetic ordering will be useful in determining the exact nature of the intra-chain interaction. Finally, and perhaps most essentially, the yield of the material needs to be drastically improved if any technological applications are to be sought.
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Chapter 8

Summary and Further Work

This section will summarise the work performed in this thesis, and suggest further work as a consequence of the results obtained. Each results chapter will be considered individually in the relevant sections outlined below.

8.1 Observation of Magnetic Excitons in LaCoO₃

Chapter 4 shows several significant results demonstrating fascinating new magnetic behaviour, inherent to as fabricated LaCoO₃. Specifically, magnetic excitons have been observed for the first time. Moreover they have been identified by two different experimental methods, μSR and tailored bulk magnetic susceptibility measurements. The exciton formation is specifically linked to the LS-IS transition and the resulting excitons have been shown to have two specific forms of magnetic exchange between them. They either interact directly (possibly due to overlap) or via the IS matrix which is thermally activated. Hence at low temperatures (< 30 K) only the former interaction occurs. The excitons have AF internal interactions and the exciton has been deduced to be large (1 nm).

It is the inter-exciton exchange that requires further clarification. The nature of the results presented in chapter 4 suggest that the exciton exchange is frustrated. Specifically, this can be observed by measuring the remnant magnetisation as a function of time. Initial measurements suggest there is a large
time dependence of relaxation. However to obtain a full model more in-depth measurements need to be performed. Note this will have to be performed using d.c relaxation measurement techniques, as a.c susceptibility measurements will perturb the exciton interaction due to the required applied field. The absolute sensitivity of this method is also much lower (2 orders of magnitude). Magnetostriction experiments would also benefit the understanding of this material as it may be possible to observe the effect of the exciton matrix interaction.

The resistivity of LaCoO$_3$ has been dramatically demonstrated to be affected by a cooling field of 50 mT, even though magnetoresistive effects are not normally observed until an external field of 1.5 T has been applied. Further clarification of the work performed is required. If the excitons are linked to the features of resistivity, a.c measurements should be performed in an attempt to highlight any frequency dependent component of the resistivity.

The physical characteristics of the magnetic excitons need to be determined to complement this initial investigation, possibly by using optical excitation. The effect of the magnetic excitons upon the pristine LaCoO$_3$ is clear, and could have consequences for other magnetic oxide families.

8.2 Magnetic Phase Separation in La$_{1-x}$Sr$_x$CoO$_3$

The occurrence of Sr rich clusters has been determined in La$_{0.97}$Sr$_{0.03}$CoO$_3$. Moreover, the Sr ions appear to induce surrounding Co$^{3+}$ ions into excited spin states, giving rise to two specific interactions. These are a local ferromagnetic interaction within the cluster and an AF interaction between the HS Co$^{3+}$ ions and the IS Co$^{3+}$ ions that make up the vast majority of the matrix. Moreover the LS-IS state transition can be observed in the matrix. However this has only been performed for one low concentration sample. The MIT has been probed and again the clusters are visible. However the behaviour of the clusters and the matrix have always previously been ignored. The work in this thesis suggests that this is not an accurate model of the possible interaction. This work would benefit from further work examining the behaviour of the cluster matrix.
interaction on increasing the composition, using $\mu SR$ as the probe. Specifically
the muon work performed indicates two magnetic contributions to the depo-
larisation, from the cluster and the matrix, and should be investigated upon
increasing composition.

The behaviour of the Sr rich cluster interaction needs to be examined in de-
tail at low temperatures, in a direct analogy to the magnetic exciton - exciton
interactions in LaCoO$_3$. As such, in addition to the mapping of the matrix con-
tribution, magnetic relaxation measurements need to be performed to examine
any frustrated behaviour between the clusters, and the effect of the matrix upon
this frustration.

8.3 The Magnetic Ground State of the DX$^-$
Centre in Cd$_{0.85}$Mn$_{0.15}$Te:In

The magnetic ground state of the DX$^-$ centre has been unambiguously identi-
fied for the first time using a local magnetic probe, namely $\mu SR$. This result
is also of interest because it highlights the sensitivity of the muon to its im-
plantation site, demonstrating that in the absence of a DX$^-$ centre the muon
obtains a different implantation site that manifests itself in different relaxation
properties. $\mu SR$ has clearly been shown to be sensitive to very small changes
in the local magnetic environment in a DMS.

The implantation site of the muon can be modelled in order to check further the
validity of the DFT calculations performed in chapter 4. Time constraints pre-
vented this work being performed for this particular study. $\mu SR$ experiments
should be performed that detect other magnetic properties inherent to semicon-
ductors. Specifically muons could be utilised to look for magnetic polarons in
the appropriate material (such as Cd$_{1-x}$Mn$_x$Te) so that the dynamics of the
polarons in the semiconductor can be studied. Specifically polarised light could
be used to excite spin polarised electrons that will contribute to the magnetic
properties which can subsequently be studied using muon spectroscopy. This is
a major investigation and will be of interest as it will allow magnetic polarons
to be studied for the first time using a local magnetic probe.

8.4 Characterisation of a Novel Organic Magnet

The magnetic properties of PANiCNQ suggest that the observed magnetic order at room temperature is organic in nature. This is a fascinating property, however there are several features of this work which suggest the material is as yet not fully understood. The yield of the material is very low, and in general only 1% of the PANi has been doped to produce PANiCNQ. Moreover the physical process of attaching the side group is not yet understood, as other side groups produce diamagnetic materials. Much work needs to be performed, including improving and understanding the chemical reaction and understanding the importance of the observed structural order. It will be necessary to explain why this unique system creates room temperature magnetic order compared to other more “established” organic magnets with a much lower $T_c$. 
Appendix A

The fitting functions of the $\mu$SR data described in chapter 4 for LaCoO$_3$ are briefly discussed. The interpretation of the data is based upon the depolarisation rates inferred from the fits. Therefore when a different function is required a comparison will be made with the previous function that no longer fits, along with the respective error analysis.

A.1 10 mT Transverse Field Measurements

The bulk transverse field experiments were all fitted with a fitting function of the form,

$$G_\parallel(t) = A_{1f}^t \exp(-\tau_{1f}^t t^2) \cos(2\pi \nu_{\mu} t) + A_{2f}^t \exp(-\sigma_{2f}^t t^2)$$  \hspace{1cm} (A.1)

The parameters are defined in chapter 4. Essentially, the first term is required when considering temperatures above the spin transition. However both terms are required below the the spin transition as a quick relaxation is detected. Fig. A.1 demonstrates the time dependence of the fitting function and the data for the TF data at 100 K. With the oscillatory term only of equation A.1 an accurate fit is obtained. When the temperature is reduced the second gaussian term is required, a comparison of the data fitted with the oscillatory term only and both terms is demonstrated in Fig. A.2 and Fig. A.3 respectively. Quite clearly the muons detect a quickly dephasing component of relaxation and both terms are required to fit the data.
Figure A.1: Time dependence of the fitting function and the data for the TF data at 100 K, with the oscillatory term of equation A.1.

Figure A.2: Time dependence of the fitting function and the data for the TF data at 30 K, with the oscillatory term of equation A.1.
Figure A.3: Time dependence of the fitting function and the data for the TF data at 30 K, with both terms of equation A.1
A.2 25 mT Transverse Field Measurements

The 25 mT data is somewhat more complicated than the 10 mT data, this is because to obtain the 25 mT data a spin rotator is required. However only \( \sim 90\% \) of the muons are polarised perpendicular to the applied field, and the relaxation rate is somewhat more complicated as the larmour precession of the muons around the applied field is not uniform. The general form of the quick relaxation can be fitted with a simple gaussian and is shown in Fig. A.4, the temperature dependence shows a maximum at 6 MHz. The absolute value can be trusted although the temperature dependence is complicated because of the muon precession, note the relaxation of the oscillatory component is not affected.

![Figure A.4: Temperature dependence of the depolarisation rate of the quick relaxation in the 25 mT TF data.](chart)

A.3 Low Energy Muon Measurements

A direct comparison of the LEM data is shown to indicate that the quick dephasing of the gaussian relaxation in equation A.1 cannot be detected due to
the reduced statistics. The $\chi^2$ for the fitting oscillatory function is 1.10 at 30 K. The fit to this data is shown in Fig. A.5, the gaussian can be included but due to the large error bars at short time it is not possible to isolate its contribution to the decay.

Figure A.5: Time dependence of the fitting function and the data for the TF data at 30 K, with both terms of equation A.1
A.4 Zero Field Measurements

The bulk zero field experiments were all fitted with a fitting function of the form,

\[ G_z(t) = A_{zf}^s \exp(-\lambda_{zf}^s t) + A_{zf}^f \exp(-\sigma_{zf}^f t)^2 \]  \hspace{1cm} (A.2)

The comparison of the fitting parameters supports the interpretation in chapter 4. Above 90 K the data is fitted with a simple exponential as, the first term in equation A.2, the fitting is demonstrated in Fig. A.7. At 55 K the gaussian relaxation no longer fits the data and changes to root exponential as shown in Figs. A.8 and A.9 respectively. At 35 K the data is no longer fitted with a root exponential (Fig. A.9) and an extra gaussian component is required as shown in Fig. A.10.

![Figure A.6: Time dependence of the fitting function and the data for the ZF data at 100 K, with the gaussian term of equation A.2](image_url)
Figure A.7: Time dependence of the fitting function and the data for the ZF data at 55 K, with the gaussian term of equation A.2

Figure A.8: Time dependence of the fitting function and the data for the ZF data at 55 K, with the root exponential term of equation A.2
Figure A.9: Time dependence of the fitting function and the data for the ZF data at 55 K, with the root exponential term of equation A.2

Figure A.10: Time dependence of the fitting function and the data for the ZF data at 35 K, with the root exponential term and the extra gaussian component of equation A.2
A.5 Initial Asymmetry of the ZF and 25 mT TF data

Fig. A.11 confirms the initial asymmetry behaviour as observed in the 10 mT TF data for both the ZF and 25 mT TF experiments. In both cases the muons are dephased below 90 K, the thermally induced spin transition, in agreement with the main body of results.

![Initial asymmetry parameters graph](image)

Figure A.11: Temperature dependence of the initial asymmetry parameters for the ZF and 25 mT TF data as defined in A.2 and A.1.

A.6 Further Magnetic Characterisation of LaCoO₃

This section shows the temperature dependence of the remnant mass magnetisation of LaCoO₃ when the sample was field cooled until 60 K and then cooled and measured in the remnant field of the magnet. Clearly visible is a remnant component of magnetisation at 50 K and 220 K, indicating the significance of the temperature to which the sample is field cooled. Moreover it signifies the importance of 50 K as the temperature at which the maximum number of excitons form.
Figure A.12: The temperature dependence of the remnant mass magnetisation of LaCoO$_3$ when field cooled until 60 K and then measured in the remnant field.
Appendix B

B.1 Transverse Field $\mu$SR Measurements

The bulk transverse field experiments were all fitted with a function of the form,

$$G_x(t) = A_{osc} \cos(2\pi \nu t) \exp(-|\lambda t|^2)$$

$$+ A_{Gau} \exp(-|\sigma t|^2) + A_{bg}$$  \hspace{1cm} (B.1)

The parameters are defined in chapter 5, essentially the first term is required when considering temperatures above 50 K however both terms are required below, when a fast relaxation component is detected. Fig. B.1 demonstrates the time dependence of the fitting function and the data for the TF data at 50 K, with the oscillatory term only of equation B.1, quite clearly an accurate fit is obtained. When the temperature is reduced (20 K) the second gaussian term is required, a comparison of the data fitted with the oscillatory term only and both terms is demonstrated in Fig. B.2 and Fig. B.3 respectively. Clearly the muons detect a quickly dephasing component of relaxation and both terms are required to fit the data.
Figure B.1: Time dependence of the fitting function and the data for the TF data at 50 K, with the oscillatory term of equation B.1

Figure B.2: Time dependence of the fitting function and the data for the TF data at 20 K, with the oscillatory term of equation B.1
Figure B.3: Time dependence of the fitting function and the data for the TF data at 20 K, with both terms of equation B.1
B.2 Field Dependent Magnetisation Measurements

The field dependent magnetisation measurements of the La_{0.97}Sr_{0.03}CoO_3 below 50 K are shown in Fig. B.4. The mass magnetisation only scales when the \( \theta \) parameter of 55 K is used, indicating that the Sr rich clusters themselves are not superparamagnetic, i.e there may be interactions between each Sr rich cluster as described in chapter 5. Note the data only scale below the observed magnetic transition described in chapter 5.

![Diagram of mass magnetisation curves for La_{0.97}Sr_{0.03}CoO_3 up to 5 T, demonstrating scaling behavior from 5 K - 20 K.]

Figure B.4: Mass magnetisation curves for La_{0.97}Sr_{0.03}CoO_3 up to 5 T, demonstrating scaling behavior from 5 K - 20 K.

B.3 La_{0.99}Sr_{0.01}CoO_3 \( \mu SR \) and Magnetic Measurements

The remaining data for La_{0.99}Sr_{0.01}CoO_3 is shown for completeness, both the muon parameters not shown in the main text and the magnetic data are shown in Fig. B.5. The muon fitting parameters are obtained from equation B.1, and the mass magnetisation is differentiated with respect to temperature and also
shows a change in moment coincident with the dephasing of $A_{0sc}$. Note there is no difference between the FC and ZFC magnetic data.

Figure B.5: Temperature dependence of the initial asymmetry of the fitting parameters identified in equation B.1 $A_{0sc}$ and $A_{gau}$ and the derivative of the mass magnetisation with respect to temperature.
Appendix C

C.1 Room Temperature Characterisation of the Raw Materials

The background materials have been tested for any magnetic impurities before fabrication of PANiCNQ was produced. The results of the mass magnetisation hysteresis loops at 290 K, for both PANi and TCNQ are shown in Fig. C.1, clearly indicating that the materials are diamagnetic.

Figure C.1: Mass Magnetisation of the background materials, PANi and TCNQ.
C.2 Complimentary AFM and MFM Measurements

The following are images from extra AFM (on the left) and MFM (on the right) images, again the domain wall is being driven across the sample by the tip.

Figure C.2: AFM (on the left) and MFM (on the right) images of a sample of PANiCNQ.
Figure C.3: AFM (on the left) and MFM (on the right) images of a sample of PANiCNQ.
Figure C.4: AFM (on the left) and MFM (on the right) images of a sample of PANiCNQ.
Figure C.5: AFM (on the left) and MFM (on the right) images of a sample of PANiCNQ.