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Abstract 

This project looks at the design of an in-line X-ray phase contrast imaging system, based 

around the Bede Microsource®, on a suitable scale for imaging small pathological 

samples. The system is applied to two test objects to assess feasibility of its use in 

practice. The system comprises: microfocus X-ray source, copper and rhodium targets, 

phase object and detector. By altering sample position, phase contrast is seen to vary 

proportionally with propagation distance. By increasing source size, phase contrast is 

seen to degrade with increasing source dimensions. It is furthermore determined that 

transverse coherence in the direction perpendicular to a sample boundary dominates the 

result. Using different operating voltages with an image manipulation approach, the 

importance of monochromaticity is investigated. It is determined that less polychromatic 

X-rays provide better phase contrast. However, applying a filter method of 

monochromation reduces phase contrast due to beam hardening, so this method is 

unsuitable for phase imaging with this system. By increasing sample thickness, phase 

contrast is seen to plateau at a certain thickness, dependant on X-ray energy, revealing a 

practical limitation of the system. Introduction of water and glass to the system is seen 

to be detrimental to phase contrast, due to beam hardening. However phase contrast is 

not destroyed by the presence of water. When imaging a mammographic test object 

comprising low-contrast details and breast tissue morphology, the system detects all 

low-contrast details extremely well. Furthermore, using a phase object together with 

breast tissue morphology, with the harder rhodium X-rays, the system detects an 

anomaly of -500J.!m through the noise of simulated breast tissue. Finally, we see the 

difference in two scorpion sting images: an absorption image taken at the beginning of 

the project and a phase image taken after the system has been improved. 
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1. Introduction 

This project looks at the design of an in-line X-ray phase contrast imaging system, based 

around the Bede Microsource®, on a laboratory scale which is suited to imaging small 

pathological samples. The starting point for the project is to consider some background 

information on absorption and phase contrast imaging in the X-ray regime. 

1.1 Absorption imaging with X-rays 

W. C. Rontgen's discovery of X-rays in 1895 [I] paved the way for a huge branch of 

research and excellent medical diagnostic tools. For more than a century X-rays have 

been exploited for their ability to pass through matter to a greater or lesser extent. X-ray 

diffraction provides one of the main techniques for determining crystal structure of new 

materials while hospitals have benefited from the use of radiology equipment for 

detecting broken and fractured bones using X-ray images. 

The type of X-ray image used by a radiology department is an absorption contrast 

image: the variation of intensity in this type of image shows the locations where X-rays 

have been absorbed to different extents in the object of interest. The first documented X­

ray image shows a hand belonging to W. C. Rontgen's wife (Figure 1.1). The bones in 

her hand appear less intense than the rest of the tissue because they provide locations of 

higher density for the X-rays to travel through and hence more X-rays are absorbed. 

When a broken bone is imaged using radiological equipment in a hospital, the location 

of the break is seen in the image as a section of higher intensity because fewer X-rays 

are absorbed on propagating through this gap than by the sections of bone on either side. 



Figure 1.1: An X -ray image of Frau Rontgen's hand, taken from [2] 

In an absorption-contrast X-ray image, the boundaries can be unclear and weakly­

absorbing materials or sections of simi lar densities are not resolved well , so whi le the 

images are very useful , they do not reveal all of the detail. In order to build up a detailed 

image with strong contrast, an unfeasibly long exposure time would be required . In the 

context of imaging pathological samples, this problem is partly reduced by staining the 

unresolved sections within the objects of interest with additional contrast media, usually 

iodine or barium compounds [6]. Due to the high atomic masses of iodine and barium, 

the stained tissues absorb X-rays more strongly than their unstained counterparts and the 

resulting absorption images display some additional detail. However, this adds 

substantial cost and preparation time to the imaging method and is inconvenient for the 

subject: it would be much more preferable to eliminate the need for contrast media 

altogether. 

1.2 Optical phase-contrast imaging 

Phase contrast was first discovered by Frits Zernike during his work with diffraction 

gratings, dating from 1920 [3]. He noticed that small flaws in the groove spacings 

affected the diffractive property of the grating, particularly if the flaw was repeated 

periodically along the length of the grating. The effect of this periodic flaw on the image 

gave the impression that a coarser grating was superimposed on the fine grating, leading 

to weak lines on each side of the strong spectral line. He referred to these as ' Rowland 

ghosts ' . When he looked down at the grating along the I ine-of-sight of a spectral I ine, he 

saw that it was striped, rather than uniformly illuminated as he had expected. In 

2 



addition, when he used a small telescope to view the grating, the stripes disappeared 

when he focused on the grating surface. His interpretation of this was that the ghosts and 

principal line differed in phase. 

Zemike introduced a reference surface to determine by how much these phases differed. 

He used a glass plate with a thin metallic surface which transmitted only a small amount 

of light, and scratched a fine slit in the metallic layer. This was then placed in the centre 

of the principal spectral line to broaden out the light in order to provide a coherent 

background with which the diffraction pattern could interfere. Using this set-up he 

determined that the ghosts and the principal line were out of phase by 90°. In order to 

remove this phase difference, he then placed a glass plate in the spectrum, with a groove 

of ~depth coinciding with the principal spectral line and the ghosts falling on the 

plain glass at either side of the groove. With the addition of this phase plate, the spectral 

line and ghosts all reached the telescope with equal phase and the stripes on the surface 

of the grating could be seen. 

Zemike then extended this work to a microscope. An image of the light source is formed 

in the back focal plane of the microscope objective, made up of a central direct image 

and diffracted images on each side. This is analogous to the spectral line and Rowland 

ghosts of his previous experiment. The addition of his phase plate in the focal plane of 

the microscope objective brought the diffracted images and the direct image into phase 

with each other and the resultant image showed black and white contrast. Zemike 

suggested that this method should be named "phase-strip method for observing phase 

objects in good contrast" but eventually shortened it to "phase contrast method". This 

work earned Zernike a Nobel Prize in physics in 1953. 

Ultimately, by using the phase contrast method, phase changes in the light, caused by 

transmission through a phase object, are transformed into intensity changes. Thus the 

intensity map of the image represents the changes in phase at each respective point in 

the phase object [4]. 
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1.3 X-ray phase-contrast imaging 

When an X-ray beam passes through a medium with variations in refractive index, phase 

gradients develop in the transmitted beam [5]. Techniques need to be developed to 

exploit this phenomenon and to extend the use of phase-contrast imaging to X-ray and 

other non-visible wavelengths. This would provide images displaying edge contrast at 

the boundaries between even weakly-absorbing materials in the X-ray regime, rather 

than relying solely on their poor absorption contrast property. An example of a phase 

contrast image is shown in Figure 1.2, together with an absorption image of the same 

object for comparison. Both ofthese images were taken during the course of this project. 

(a) 
(b) 

Figure 1.2: X-ray images of a scorpion sting: 

(a) Absorption contrast, (b) Phase contrast. 

The absorption image (figure 1.2(a)) shows the shape of the sting and the hinge 

attaching the sting to the tail, and it is seen that there is a crescent-shaped mass inside. 

The phase contrast image (figure 1.2(b)) goes further: the outline of the sting, the mass 

within, the connection between the sting and tail , and even the shaft through which the 

poison is injected into the prey, all show well-resolved edge contrast. The scorpion 

example will be revisited in chapter 6. 
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The scorpion comparison is a good example of the advantage of a phase contrast 

imaging system over traditional absorption imaging methods for an object containing 

weakly-absorbing sections. The advantages are not limited to the additional detail 

recorded within the images, however. In the context of pathological sample images, X­

ray phase contrast imaging will eliminate the requirement for absorption-contrast­

enhancing methods, ie 'staining' of samples with iodine or barium [6]. In addition, in 

the context of in-vivo imaging, phase contrast images of weakly-absorbing materials in 

the X-ray regime would require a lower dose than their absorption contrast counterparts, 

[47] due to the technique not requiring a long exposure time in order to build up 

sufficient differences in image intensity between sections of similar density. 

Unfortunately, X-ray phase contrast images can be difficult to achieve because the small 

scale of X-ray wavelengths corresponds to very slight variations in the X-ray refractive 

indices of materials and so extremely sensitive detectors are required. 

1.3.1 X-ray Interferometer 

The first known attempt to achieve phase contrast images using X-rays was by Bonse 

and Hart [7] in 1965. This method uses a Mach-Zehnder-type X-ray interferometer 

(Figure 1.3) comprising a beamsplitter, two transmission mirrors and an analyser crystal, 

all made by carving two wide grooves into a single-crystal block. 

Source Beamsplitter Transmission 
mirror 

Analyser 

Figure 1.3: Schematic of X-ray interferometer technique 

The beamsplitter uses Laue diffraction in order to split the incident beam into two 

coherent beams [7]. Objects of interest are placed in the path of one of these two beams 
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between the beamsplitter and the mirrors, thus the final image displays the interference 

fringes from the two beams after recombination. The object is often immersed in an 

index-matching liquid to suppress the refraction [6, 18-19]. Exposure of a uniform 

object yields equally-spaced fringes while local electron density (and hence refractive 

index) variations in an object are represented by a phase contrast topograph (6, 9-18, 20-

38). 

Using the X-ray interferometer on its own does not yield an image of the object itself, 

but it is the manipulation of the phase contrast topograph which gives the useful 

information. X-ray interferometers have since been combined with X-ray computed 

tomography methods [6, 9, 10-18, 20, 25-31, 35, 38-43]. The reference beam contains a 

wedge-shaped phase-shifter, which results in straight fringes with regularly-spaced 

intervals called carrier fringes. When a sample is added to the set-up, the carrier fringes 

are displaced due to the phase shift from the sample. The Fourier transform (FT) [6] of 

the interference fringes is taken, although the spatial resolution of the resulting image is 

limited by the carrier fringe interval. A fringe-scanning (FS) method [6] can also be 

used, which takes into account many images with varying phase shift by moving the 

wedge-shaped phase-shifter for each image. The images from both the FT and FS 

manipulations are then reconstructed using a computer tomography algorithm, and both 

methods extract a phase-contrast image from the interference patterns. 

An alternative type of interferometer has also been used for phase-contrast imaging: the 

shearing interferometer [36, 38, 39, 44-46] (Figure 1.4). This shears the X-ray beams by 

only a small angle so they travel through different sections of the sample while 

remaining close together. 

Figure 1.4: Schematic of shearing interferometer technique 
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Referring to Figure 1.4, the shearing interferometer comprrses three transmission 

gratings and a detector: the first transmission grating diffracts the incident wave into 

± I st orders; the second transmission grating recombines the split rays, and the third is 

an amplitude grating in the region of interference. This set-up provides differential 

phase contrast micrographs. Alternatively the first grating may be replaced with a prism 

[38, 45, 46], or the third may be replaced with an analyser crystal to deflect those X-rays 

propagating at a specific angle to the optical axis [44]. Again, this method may be 

teamed with computed tomography methods in order to yield a useful image. 

Because the interferometer is usually cut from a single crystal block, the main drawback 

to the interferometer method is in the dimensions of the set-up. A typical length scale for 

the beamsplitter-transmission mirror or transmission mirror-analyser distance is ~34mm 

[6]. This has been increased to ~ 70mm for the standard shearing interferometer set-up 

[44] illustrated in Figure 1.4. This does limit the size of the samples, especially if the 

set-up includes the addition of a cell containing an index-matching liquid. Unless these 

dimensions are scaled up, the applications available to the single crystal interferometry 

method for phase-contrast imaging will remain severely limited. Less conventional 

interferometers, for example the shearing interferometer with a prism, allow for a larger 

space for samples, even ofthe order of several metres [45]. These dimensions are much 

more realistic, making the less conventional interferometry methods feasible for more 

applications. Of all phase contrast imaging techniques, interferometry comprises the 

most complex set-up due to the precisely-cut crystals required to form the beamsplitter, 

transmitter and interference planes. In addition, interferometry methods require the high 

spatial coherence and high-intensity monochromatic beams which are only achieved at 

synchrotron sources: thus interferometry methods are not available to a laboratory 

environment. However, once the system is calibrated with a reference beam, phase 

changes can be determined directly from the resulting phase maps which is a huge 

advantage. 
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1.3.2 In-line 

Phase contrast images have also been achieved without using an interferometer. The 

simplest set-up is to use an X-ray source, object and detector, as shown in Figure 1.5. 

Source 
Object 

Detector 

Figure 1.5: Schematic of simplest set-up for achievement of phase contrast 

The transverse coherence length of the X-ray beam is inversely proportional to the 

source size: 

)J 
d=­

a (1-1) [48] 

where A. is the wavelength, I is the source-sample distance and a is the source size. So 

ideally, in order to provide spatially coherent radiation, the source size must be as small 

as possible, emulating a point source. While this simple method has been set up using 

synchrotron radiation [ 49], it has been demonstrated using a polychromatic laboratory 

source with a diameter of less than 20J.Lm [48]. This provides a spatially coherent source 

but not a chromatically coherent one. Using an object comprising a combination of glass 

fibres and air bubbles confined in a polymer glue, Wilkins et al [ 48] captured images 

with the detector in two locations. When the detector was only 1 mm from the object, 

absorption images were obtained which retained only a fraction of the detail, as 

expected. With the detector 1200mm from the object, the refracted X-rays were 

projected sufficiently to yield a detailed phase-contrast image. 

Other methods used to achieve phase contrast are variations on the simple set-up 

described above. The majority of the documented experiments use monochromatic X­

ray beams from synchrotron radiation sources [ 6, 9-18, 20-46, 49-14 7]. Synchrotron 

beamlines provide very intense, coherent X-ray beams which keep exposure times short. 

8 



The synchrotron radiation is usually monochromated because monochromation of the X­

ray beam increases the contrast sensitivity (by elimination of the broadening effect 

caused by polychromatic radiation), and decreases the dose to the sample [ 151 ]. Some 

experiments have used laboratory sources [5 , 7, 47, 48, 52, 64, 66, 74, 97, 146, 152 -

187]: copper is the most common target used in laboratory X-ray sources, but tungsten 

[160, 164], molybdenum [169] and silver [97, 180] tubes have also been used. 

Molybdenum tubes are commonly used for medical radiography and so it is useful to 

conduct research with the same X-ray characteristic energy. Again, for the reasons 

mentioned above, these sources are often partially monochromated. 

1.3.3 Diffraction-Enhanced Imaging (DEI) 

Provided the optical system is sensitive to the propagation direction of the X-rays, it 

should be capable of resolving phase gradients and so will be suitable for phase-contrast 

imaging [47]. This idea leads to a further useful modification to the simple set-up: the 

addition of an analyser crystal after the object [5 , 47, 65, 95-147, 178-187]. This type of 

modified system is referred to as 'diffraction enhanced imaging', or DEI. A typical 

layout is shown in Figure 1.6. 

Figure 1.6: Schematic of diffraction-enhanced imaging technique 

The beam expander and collimator crystal broadens out the X-ray beam to provide a 

plane wavefront. The plane wavefront is then distorted as it travels through the regions 

of varying refractive index in the object, and the addition of an analyser crystal to the 

set-up provides an angular filter for these distortions [ 4 7, 98]. The analyser crystal 

diffracts directly to the detector only those X-rays propagating in a chosen direction. By 

9 



changing the angle of the analyser, a number of images can be built up, each with 

different contrast for the features ofthe object. A further development of the DEI set-up 

includes a double monochromator with a prism between the two monochromator 

crystals in order to select different harmonic orders of the monochromated X-rays [I 03]. 

The introduction of an analyser crystal or prism to the set-up adds a distinct advantage 

because it is capable of obtaining a number of images of the same object, each with an 

emphasis on a different feature. However, because the analyser allows only a very 

narrow bandwidth to pass through, only a fraction of the source intensity reaches the 

detector, and so very high intensity sources are required. Much of the DEI work to date 

has been based at synchrotron facilities. 

A recently developed method for phase contrast imaging exploits the Talbot effect [35]. 

This is a self-imaging phenomenon seen when a periodic object is illuminated by 

spatially coherent radiation. Examples of suitable objects include a grating or a mesh. 

This phenomenon is seen as a detector is moved along the optical axis, during which the 

self-image of the periodic object appears and disappears periodically. Talbot 

interferometry makes use of a second grating, placed at one of these self-image locations 

along the optical axis, at a slight angle to the vertical (typically 1 degree). The gratings 

generally have the same period. Illumination by plane waves generates a fringe pattern 

representing the superposition of the first grating's self-image with the periodic pattern 

of the second grating. On illumination by a curved wavefront, the fringe pattern is 

displaced. By placing a phase object in front of the first object, the fringe displacement 

can be used for phase information retrieval. To date, this method has been employed 

using synchrotron radiation and has been used to image a plastic sphere [35]. 

1.4 Current applications 

Although X-rays are still most commonly used for absorption contrast imaging in 

research and in medical diagnostic applications, phase contrast imaging methods are 

becoming more widely used in research and are improving rapidly. Phase contrast 

imaging techniques can detect more detail than absorption contrast images in many 

objects including non-living biological specimens. To date, the phase-contrast imaging 
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techniques described above have been used to provide detailed images of a wide range 

of objects. The most common objects imaged by the above methods are some 

combination of fibres, bubbles or polymer spheres [5, 6, 8, 27, 32, 35, 37, 44, 47-51, 54, 

57, 58, 61, 63,69-71,75,80,83-85,90,91, 104, 110, 112, 116, 117, 130, 134, 158, 163-

166, 168, 169, 171, 173, 175-177, 182, 185, 186, 188 189, 208- 210] because the edges 

of each of these objects are simple step-functions, making it easy to distinguish between 

absorption and phase contrast. Other non-biological objects imaged using these methods 

include bread [77], cochlear implant components [ 157], crystals [29, 36, 78, 98, 100, 

102], crystal fibres [190, 191], diamond [60], electronic components [76, 171], graphite 

filters [149], laser-heated air [184], metallic objects [46, 53, 59, 82, 84, 88, 89, 107, 127, 

177, 211], paper [49, 66, 163, 168, 192], hand phantoms [164], mammographic 

phantoms [28, 56, 65, 70, 81, 93, 96, 98-100, 108, 111, 113, 115, 121, 123, 140, 145, 

155, 159, 160, 163, 167, 169, 73, 181, 193, 212], plastic objects [36, 111, 139, 164, 

171], polymer/plastic sheets [160, 172, 174-176], photonic crystals [225], radioactive 

fuel particles [226], semiconductor devices [163, 168] and thin films and foils [5, 45, 47, 

49, 59, 60, 68, 70, 168, 179, 181, 213]. Particularly sensitive systems have even 

achieved images ofberyllium windows [149]. 

Some phase-contrast imaging techniques have been used on natural objects and 

substances, such as flowers [93], leaves [34, 47, 70, 120], plant roots [55, 80, 156], salt 

crystals [187], soil [156], water [134, 214], wood [70, 163] and Chinese medicines [215, 

216]. 

Phase-contrast imaging is now moving towards medical applications, with the use of the 

techniques discussed above for the imaging of some pathological specimens. These 

include parts of bats [146], birds [74, 111, 175, 176], cows [147], dogs [87, 207], small 

fish [48, 154, 180, 182, 194], frogs [180], horses [207], various insects [47, 64, 79, 114, 

128, 132, 133, 144, 154, 163, 168, 194, 217], marsupials [146], mice [16, 39, 41, 43, 63, 

74, 83, 86, 94, 98, 100, 105, 111, 122, 140, 145, 151, 181, 195,218, 219], rabbits [9, 15, 

17, 18, 20, 26, 37, 69, 83,207,218, 220], rats [10, 15-18,20,37-38,41-43,58,69,73, 

80, 138, 143, 221 ], oxen [222], shrimp [ 174] and wallabies [86]. Individual pathological 
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samples of interest have thus far included the following: blood [14, 22, 74], bones [62, 

63, 74, 79, 147, 194, 195, 221, 223], brain tissue [138, 222], breast tissue [43, 56, 64, 

65, 74, 92, 93, 97, 98, 101, 104, 105, 109, 126, 134, 135, 175, 176, 193, 224], cartilage 

[11, 74, 105, 106, 118, 119, 124, 125, 127, 130, 137, 142, 145, 148, 223], cancerous 

colon tissues [12, 43], eyes [87, 207], feathers [70], a foetal inner-ear [52], heart tissue 

[42], kidneys [16, 37, 43, 64, 143], legs [140, 145, 219], liver [12, 13, 21, 30, 37, 129, 

152, 154], lungs [69, 74, 83, 86, 94, 120, 145, 154,218, 220], thyroid glands [28, 141], 

teeth [72, 120] and uterus tissues [ 120, 136]. 

Many of the results gained from experiments with phase contrast imaging are qualitative 

images, showing contrast at boundaries between sections of different refractive index 

and comparing these to absorption images of the same object. Algorithms are currently 

being tested to reconstruct sample thicknesses [I 73] via computed tomography, 

although these are mainly limited to spherical objects. The ultimate limitation in 

resolution of phase contrast images is pixel size [50]. 

1. 5 Toward shorter wavelengths 

Further work in phase contrast imaging has recently begun at neutron wavelengths 

[ 196]. Phase contrast images have been achieved using both polychromatic [197 -20 I] 

and monochromatic [ 199, 20 I, 203] neutrons from fusion [200] and spallation [ 198, 

204] sources. Thermal neutrons [198-201, 203, 205] and cold neutrons [199, 204, 205] 

have both demonstrated their compatibility with phase contrast methods. The majority 

of work at these short wavelengths has involved an in-line set-up [197-200, 206], 

however interferometry has also proved successful [196, 202]. 

Samples imaged using neutron phase contrast methods to date include cog wheels [ 198], 

crystals [ 197], metal foams [ 198, 20 I, 205], meshes [ 198] and screws [203], polymer 

and ceramic materials [200], sulphur and water isotopes[202], syringe needles [ 198, 

205] and a wasp [ 199]. Other than the wasp, biological samples have not yet been 

imaged using neutron phase contrast imaging according to published literature. 
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For the foreseeable future, phase contrast imaging with neutrons will be limited to major 

spallation and fusion sources because suitable laboratory sources are not yet available. 

Thus X-ray phase contrast imaging will become available to more applications, sooner, 

although there is much development work yet to be completed within both regimes. 

Much further work is required to develop reliable phase contrast methods within the 

laboratory, in order to move the field forward. 

1.6 Overview of this project 

Although synchrotron beamlines are available for phase contrast imaging techniques, 

the real way forward for commercial exploitation of phase contrast imaging is to 

develop laboratory-scale systems. With this in mind, this project investigates the effect 

of several factors within a laboratory-based imaging system which are expected to 

influence the phase contrast content of the images. The in-line method shows the most 

promise at the laboratory scale because the interferometry and DEI methods waste a 

significant amount of the incident intensity while the in-line method makes use of it all. 

For this reason, the in-line method is used in this project. A very simple object is used in 

the experiments, which has just one boundary, which allows for easy quantification of 

the phase contrast in the images. 

One of the key differences between the in-line and absorption imaging set-ups is the 

propagation distance between the sample and the detector. So this project investigates 

the relationship between the propagation distance and phase contrast in order to 

determine the limiting propagation distance below which the system cannot achieve 

phase contrast images. 

According to equation ( 1-1 ), the transverse coherence length is inversely proportional to 

the source size, and so it follows that the source size should be as small as possible. 

However while synchrotrons can achieve miniscule source sizes, laboratory-based 

sources generally achieve source dimensions of the order of tens of microns or larger. 

This project maps the relationship between source dimensions and phase contrast, with 

the aim of looking at how source size limits the phase contrast in practice. 
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Monochromatic X-rays are suitable for phase contrast imaging because the narrower the 

bandwidth, the smaller the spread in diffraction at a sample boundary. The high 

intensities of synchrotron sources allow for excellent monochromation of the X-rays 

while retaining more than sufficient intensity for imaging purposes. However, perfect 

monochromaticity is impossible to achieve with a laboratory source without removing a 

huge proportion of the intensity, so the options available are partially monochromated or 

fully polychromatic X-ray spectra. Both of these options are used in this project in order 

to check the system's capability in each case and to determine which option produces 

the better phase contrast. 

Most samples used in phase contrast imaging to date have been very thin: small fibres, 

films or bubbles, slices of biological tissues. It is expected that as the thickness of a 

sample is increased, the absorption property of the material would provide more and 

more of the image contrast. So this project looks for practical limits on the achievable 

phase contrast as sample thickness is increased. 

Although a number of pathological samples have been imaged in phase contrast systems 

(as detailed earlier in this chapter), according to the published literature no work has 

been done to investigate the effect of water on phase contrast imaging systems. Most 

pathological specimens contain huge amounts of water (human tissue being a prime 

example), so this is a gap in knowledge in the field which does need to be addressed. To 

this end, this project investigates the effects of increasing path lengths of water in the 

system and explains the results using a model of the system. A similar experiment is 

completed using glass in the system, with a view to finding out whether glass-mounted 

pathological specimens can be imaged. 

After looking at the effects of the above factors on the imaging set-up and applying the 

lessons learned, the system is applied to a test object and a pathological sample in order 

to find out its capability of achieving phase contrast images of increasingly complex 

samples. 
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The layout of this thesis is as follows: 

• Chapter 2 discusses the theory behind X-ray phase contrast imaging and reports on a 

simulation of an in-line set-up, which generates the phase contrast image expected 

for the single-boundary object used in most of the experiments. 

• Chapter 3 discusses the experimental issues which were overcome before images 

could be recorded and analysed for this project. 

• Chapter 4 reports on the experiments investigating the effects of sample position, 

source size, monochromaticity and sample thickness. 

• Chapter 5 reports on the introduction of water and glass to the set-up 

• Chapter 6 shows the images achieved for a mammographic test object and a 

scorpion sting. 

• Chapter 7 concludes with a summary of the project's findings and a discussion of 

laboratory-based phase contrast imaging systems ofthe future. 
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2. Theory of X-ray phase contrast imaging 

An essential part of any project's initiation is to look at the underlying theory. This 

chapter includes an introduction to X-ray phase contrast imaging theory and discusses 

why some materials are more suited to phase contrast imaging than absorption contrast 

imaging and vice versa. 

It is helpful to model an imaging system in order to gain some idea of the images that 

can be expected, in fact some of the published literature in the field discusses 

simulations of phase contrast images. Examples of samples used in these simulations 

include cylinders [1] and a photograph of a woman's face [2]. Later in this chapter, a 

simulation of an in-line phase contrast imaging system is discussed, with a simple 

single-boundary sample in place. This simulation provides an idea of how the 

corresponding phase contrast images should look, in advance of obtaining phase contrast 

images of a similar sample in practice. 

2.1/nde.x of refraction 

In order to discuss the behaviour of an X-ray wavefront as it travels through a sample, it 

is necessary to begin with the index of refraction. Both phase and absorption imaging 

rely on the refractive index of the material of a given sample. This is given by the 

following: 

n = 1-o + ifl (2-1) [3] 

The absorption of radiation intensity is governed by the complex part of the refractive 

index, the refractive index increment, given by: 

[4] 

where na represents the concentration of atoms per unit volume, re the classical electron 

radius, A, the wavelength of incident radiation and .fc the complex part of the atomic 
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scattering factor. This refractive index increment contributes to the absorption 

coefficient as follows: 

27! 0 

Jl = -- Jfldz (2-3). 
A. -~ 

[5] 

The absorption coefficient, p, determines the X-ray absorbance of the material. As a 

wavefront propagates through a given material, the intensity is absorbed exponentially 

according to the following: 

I= I 0 exp(-JlZ) (2-4) [6] 

where Io and I are the incident and transmitted intensities respectively, and z the 

thickness of the material. 

The prominent X-ray interaction mechanisms which contribute to a material's X-ray 

absorbance are the following: 

• Photoelectric absorption; 

• Compton scattering [7]. 

When an X-ray photon collides with an electron in the material, if the X-ray energy is 

higher than the binding energy of the shell, the electron is ejected from the shell. The 

initial energy of the X-ray photon is partly used in ejecting the electron and the rest 

provides the kinetic energy for the ejected electron. The hole created by the 

photoelectron is filled by an electron falling from a higher energy (shell), with the 

release of a photon of energy equal to the difference in the two shell energies. This 

photon can then be absorbed further with the ejection of lower energy Auger electrons. 

So all of the original photon energy has been converted and photoelectric absorption has 

occurred. 

X-ray photons can also 'bounce off' free electrons in a material. This causes the electron 

to recoil, using part ofthe photon energy as kinetic energy, while the photon is scattered 

on a different path, at a lower energy. The photon can scatter in any direction, and in 
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imaging, the net result of this interaction is that photons can potentially be scattered into 

sections of an image which should show a low photon count. These photons do not 

contribute helpful information, behaving like a 'veil' across the image, so some methods 

are used to eliminate the scattering effect in X-ray imaging. One option is to make use 

of an anti-scatter grid [8], which consists of very thin, parallel strips of lead held 

together by a material with a low atomic number. The lead absorbs incident photons 

which propagate at an angle to the optic axis, reducing the scattered radiation incident 

on the detector. An alternative option is simply to use an 'air gap' [9] between the 

sample and the detector, which allows most of the scattered X-rays to miss the detector 

altogether. This 'air gap' is in fact an intrinsic part of the set-up for in-line phase 

contrast imaging, with a significant propagation distance required between the sample 

and the detector. So Compton scattering should not be present to a significant extent in 

most of the images in this project, except where the sample and detector are placed 

adjacent to one another. 

The probability that photoelectric absorption occurs is proportional to the atomic 

number of the sample material and inversely proportional to the cube of the photon 

energy. The probability that Compton scattering will occur is independent of atomic 

number and varies very slowly with photon energy [7]. So for light materials, to which 

phase contrast imaging is mainly applied, photoelectric absorption would occur less at 

high energies (e.g. rhodium X-rays) than at low energies (e.g. copper X-rays), and the 

Compton effect would be more significant than photoelectric absorption (in the absence 

of an air gap or other anti-scatter technique) at all energies [7]. 

The phase of the wavefront is governed by the real part of the refractive index, the 

refractive index decrement, 3, given by: 

[5] 
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The variables represented are the same as those in equation (2-2), withf,. the real part of 

the atomic scattering factor. As a wavefront propagates through a given material, the 

phase is modified as follows: 

2 0 

11¢ = - ; J &iz (2-6), 
-00 

[I 0] 

where z is the material thickness. 

To provide examples of the behaviour of the refractive index increment and decrement 

with X-ray energy, both of these variables are generated using XOP software (provided 

by the ESRF) for polymethylmethacrylate (PMMA) and lead. PMMA is a weakly­

absorbing polymer while lead is a very strongly absorbing metal. The refractive index 

increment and decrement for lead are shown in figure 2.1. 
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1.2 Refractive Index Increment and decrement for lead -Delta 
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Figure 2.1: Refractive index increment and decrement for lead, (a) 0--{).5keV, (b) 0.5keV-40keV 

The information in figure 2.1 is split into a high-energy chart and a low-energy chart in 

order to show the behaviour in detail at both ends of the scale. At very low energies (less 

than 0. Ike V), it is seen that for a typical strongly-absorbing material, the absorption 
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component of the refractive index has very high values. At commonly-used X-ray 

energies (Ike V - 40ke V), however, it is seen that the phase component of the refractive 

index is comparable to the absorption component (within a factor of I 02
). Thus for 

strongly-absorbing materials, exploitation of the absorption properties at X-ray 

wavelengths will yield as much information as the refractive index allows. 

The refractive index increment and decrement for PMMA are shown in figure 2.2 for 

0.5-40keV. 

0.001 
Refractive index Increment and decrement for PMMA -Delta 

--Beta 

0.0001 

1E-05 
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Energy (keV) 

Figure 2.2: Refractive index increment and decrement for PMMA, 0.5keV--40keV 

At commonly-used X-ray energies (I keY- 40keV), it is seen that for a typical weakly­

absorbing material, the phase component of the refractive index is several orders of 

magnitude higher than the absorption component. Thus for weakly-absorbing materials, 

exploitation of the phase properties at X-ray wavelengths will yield far more 

information than exploitation of the absorption properties. 
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2.2 Models of a flat wavefront through an in-line set-up 

In order to model a wavefront through a phase object in an in-line set-up, it is necessary 

to determine whether Fresnel or Fraunhofer diffraction will occur. This is done by 

determining the Rayleigh length, R, as follows: 

2 

R = !!_____ (2-7) 
2 

[ 11] 

where a is the aperture or obstacle size, and A. the wavelength. The Rayleigh length is 

compared to the sample-detector distance within the set-up, over which the transmitted 

X-rays propagate to the image plane. A propagation distance longer than the Rayleigh 

length results in Fraunhofer diffraction, while a propagation distance shorter than the 

Rayleigh length results in Fresnel diffraction. Consider an initial source size of the order 

~IOlJ.m in diameter, using copper X-rays with an energy of 8.048keV (wavelength 

1.54A). The Rayleigh length in this situation, calculated using equation 2-7, is 0.649m. 

Consider the same source size, using rhodium X-rays with an energy of 20.216keV 

(wavelength 0.61 A). The Rayleigh length in this situation, calculated using equation 2-

7, is 1.64m. Assuming a source - detector distance of less than 0.60m, Fresnel 

diffraction occurs in both cases. 

The in-line set-up is modelled using Matlab, and the corresponding programs are 

included in Appendix A. 

A flat wavefront is simulated in this model. It is assumed that the sample is far from the 

source, so the radius of curvature of the diverging wavefront is large enough to allow 

approximation to a flat wavefront. Initially, the following flat wavefront, \f', is generated 

with phase, ¢, set to zero. 

\f' = IOOOexp(i¢) (2-8) 

The wave amplitude is represented by a constant factor of 1000 across the wavefront. 

The phase component, with a value of Oi, also remains constant across the wavefront. 
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The amplitude and phase components of \f, as generated by the program, are plotted 

separately in figure 2.3. 
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Figure 2.3: Flat wavefront generated by program in Matlab. 
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In order to provide a phase object which can be easily reproduced in practice, a step 

function is applied such that: 

x < 0 or x = 0: 

x> 0: 

ll¢ =- 27r & 
A 

ll¢ = - 27r 2& 
A 

(2-9) 

(2-1 0) 

This represents the X-rays passmg through an object made of the same material 

throughout, but of different thickness on either side of a central boundary. In reality, this 

will introduce an absorption component, and so an additional absorption step function is 

simulated such that: 

x < 0 or x = 0: 

x> 0: 

I= I0 exp(-,uz) 

I= I 0 exp(-2,uz) 

(2-11) 

(2-12) 

The program simulates the transmission of the flat wavefront through such a step­

function phase object via the following calculation: 

x < 0 or x = 0: ( 
2m ) '~'step = 'I' o exp(- ,LIZ) exp - T & (2-13) 

x>O: (2-14) 

The values inserted into the calculations include: 

• 'A= 1.54A, i.e. copper X-rays 

• z = IOOJ.tm, so thicknesses on each side of the boundary are IOOJ.lm and 200J.1m 

• () = 4.74517 x I o-7 (Value for mylar at copper Ka energy) 

• J.l = 8.96278 (Value for mylar at copper Ka energy) 

The real and imaginary components of the wavefront immediately after transmission by 

the phase object are plotted separately in figure 2.4. 
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Figure 2.4: Wavefront transmitted through phase object 
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It is seen from figure 2.4 (a) that the amplitude of the wavefront forms a step-function, 

as expected. An absorption image would be recorded with the detector plane at this 

position, and so by squaring this amplitude, the absorption image of this object is 

simulated. Figure 2.5 shows the absorption image of this object to be a simple step in 

intensity. 
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Figure 2.5: Simulated intensity of absorption image of step function object 
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Continuing the phase contrast simulation, the wavefront transmitted by the step-function 

phase object is then propagated to a detector. This involves further absorption and 

phase-shifting by the air, since it is not assumed that the system is set up in a vacuum. 

This is simulated by the application of equation 2-13 over the whole wavefront, using 

the following values: 

• t... = I. 54 A 

• o = 3.87519 x I 0-9 (Value for air at copper Ka energy) 

• J..l = 0.0111423 (Value for air at copper Ka energy) 
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Every matrix element at the sample plane is assumed to contribute to every matrix 

element at the image plane. This follows Huygen's Principle that every point along a 

wavefront acts as a secondary transmitter [11]. The distance over which each individual 

element of the transmitted wavefront propagates is determined by considering the 

wavefront matrix at the sample plane to cover an area of size 2mm x 2mm, and the final 

wavefront at the detector plane to cover an area of size I Omm x 1 Omm. The distance 

covered by each element of the wavefront matrix is determined within a series of loops 

via the following series of calculations: 

Vertical position on detector: 
s x w-3 

J';maxe =---
Y 

(2-15) 

Horizontal position on detector: 
t x 1 o-3 

ximaxe =---
X 

(2-16) 

Vertical position at sample plane: 
y = fmpy X 2 X 1 0-3 

Ohject 
y 

(2-17) 

Horizontal position at sample plane: 
X = tmpx x 2 x 1 0-3 

Ohject X (2-18) 

Here, s refers to a loop variable representing the vertical detector pixels, t refers to a 

loop variable representing the horizontal detector pixels, and tmpy and tmpx refer to 

loop variables representing the vertical and horizontal wavefront matrix elements 

respectively at the sample plane. The variables x and y are the total number of steps in 

each horizontal and vertical loop respectively. All matrices used are of dimension (x,y). 

Angle e, subtended by the wavefront matrix element in the sample plane at the detector 

plane in the vertical direction, over a propagation distance D is given by: 

() ( I r,m age - YOhject I] 
=arctan -'-'-~-------'-

D 
(2-19) 
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Angle $, subtended by the wavefront matrix element in the sample plane at the detector 

plane in the horizontal direction is given by: 

A. (IX Image - X Ohject I J ., =arctan 
D 

(2-20) 

The propagation distance for each individual matrix element is then calculated to be: 

D. D 
1s tan ce = --,-,.-------

cos(B)cos(¢) 
(2-21) 

In this way, every matrix element is propagated to every point on the detector. The value 

for D used in the simulation is 0.3m. The intensity of each matrix element is calculated 

via the following: 

I =\f/2 
n (2-22) 

At every pixel, the sum of all the intensities propagated to that point is taken: 

(2-23) 

The simulation of the final image projected onto the detector is plotted in figure 2.6. 
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Figure 2.6: Final intensity map of propagation phase contrast image of step function object 

It is seen in figure 2.6 that when the phase-shifted wavefront is propagated a distance 

from the object, the step in phase causes a peak and trough in the final image intensity. 

This is the main indicator of the presence of phase contrast in an image of an edge or 

boundary. 

A similar simulation is completed with the application of a graded function to the object 

such that: 

x < -I 0 or x = -I 0: !lf/J = - 2n & (2-24) 
A 

-10 <x < 10: !J.f/J =- 2n az( I+ (x +II)) (2-25) 
A 20 

x > I 0 or x =I 0: !lf/J = - 27! 2& (2-26) 
A 
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This represents the X-rays passing through an object made of the same material 

throughout, but of different thickness on either side of a central graded boundary. This 

leads to an additional graded absorption function such that: 

x <-I 0 or x = -10: 

-lO<x< 10: 

x > I 0 or x =I 0: 

I= I 0 exp(-,uz) 

I~ I o exp(- IJZ( I + ( x ;Oil)) l 
I= I 0 exp(-2,uz) 

(2-27) 

(2-28) 

(2-29) 

The program simulates the transmission of the original flat wavefront (shown earlier in 

figure 2.3) through such a graded-function object via the following calculation: 

x < -10 or x = -10: ( 
2m ) 

'f'r;,aded ='flo exp(-,uz)exp - T& (2-30) 

-]0 <X< ]0: 

( ( 
(x+ll))J (2m ( (x+ll))J 

'f'(iraded ='flo exp -,LIZ I+ 20 exp - T& I+ 20 (2-31) 

x > I 0 or x =10: ( 
4m ) 

'f'u,aded ='flo exp(-2,uz)exp -T& (2-32) 

The same values are inserted into the calculations for the variables 'A, z, 8 and J.l as 

before. The amplitude and phase of the wavefront immediately after transmission by the 

phase object are plotted separately in figure 2.7. 
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It is seen from figure 2. 7 that the amplitude of the wavefront forms a graded function, as 

expected. The phase, however, oscillates across the x-axis as the thickness ofthe object 

increases. This is because the power of the phase exponential in the wavefront 

calculation reaches a multiple of -2n three times along the graded function. 

Again, by squaring this amplitude, the absorption image of the graded object is 

simulated. Figure 2.8 shows the absorption image of this object to be a simple graded 

intensity function. 
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Figure 2.8: Simulated intensity of absorption image of graded function object 

50 

The transmitted wavefront is propagated in the same way as before, and the sum of all 

propagated intensities is taken at every pixel of the detector via equation 2-23. The 

simulated final image of the graded function, after propagation, is shown in figure 2.9. 
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Figure 2.9: Final intensity map of propagation image of graded function object 

It is seen in figure 2. 9 that the propagation image of an object with a more graded 

function does not display the strong peak and trough seen in the image of the step 

function phase object. The gradual increase in thickness across the object does not bring 

about the sharp phase contrast feature of a step function, as seen earlier in figure 2.6. 

Rather, the oscillating phase component makes the slope less smooth, with 'noisy' 

flatter sections on each side of the slope, representing the sections of constant thickness 

within the object. The absorption component contributes to the overall shape of the final 

image, with a longer, shallower slope due to the gradual change in absorption across the 

graded section of the object. 

These simulations give an idea of the propagation images obtained for a step function 

object providing a steep phase gradient, and a graded function object providing several 

shallower phase gradients. The phase effects are not easily discernible in a graded 

function object, while the steep phase gradient of a step function object provides an 
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ideal phase object with a strong peak and trough in the final image intensity map. Most 

of the experiments in this project will make use of an object approximating to the step 

function sample simulated in this chapter, so the simulation work shows the type of 

image that can be expected. 

It is necessary to note here that these simulations cannot be applied to propagation 

distances of more than the Rayleigh length: that would require a Fourier treatment 

because the detector would then lie in the Fraunhofer regime. 
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3. In-line set-up 

This project used an in-line set-up for phase contrast imaging, as discussed in chapter I. 

This set-up comprised simply of an X-ray source, sample and detector, as shown m 

figure 3.1. 

I 1----------.,1-----• Source 
~'------' 

Detector Sample 

Figure 3.1: Schematic diagram of in-I ine set-up 

This chapter discusses each of these aspects of the set-up. 

The source used for the duration of this project was a Bede Microsource®, a laboratory­

based microfocus X-ray source, with rhodium and copper targets in place. An obvious 

and important first step for the project was to look at the source and to examine the 

spectra and beam characteristics with each target in place. 

All aspects of the data acquisition method are important in a project such as this. An 

important issue to address early on was how to compare phase contrast as aspects ofthe 

imaging system were gradually changed. The vast majority of published work in this 

field discusses phase contrast qualitatively, by comparing images side by side (e.g. [1]). 

One approach to quantification of phase contrast has been to grade images according to 

the visibility of particular details, and to compare the numerical scores [2]. Another 

approach has been to apply a common fringe visibility function to the line profile across 

the image of a boundary [3, 4, 5, 6, 7]. This is the method favoured for this project, but 

it is actually taken further such that the absorption contrast is quantified and the 

absorption effects are eliminated by the phase contrast calculation. This is important 

since most objects exhibit some absorption effects. 

The influence of noise on the images is considered, by looking at the dark background 

of the detector, checking for a bias, and quantifying the improvement to the noise levels 
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when integrating images over increasing numbers of frames and taking thicker line 

profiles for calculation of image contrast. A suitable method for error measurement is 

also discussed. These steps are important in setting up a system, because noise effects 

must be minimised and potential errors quantified in a project which relies 

predominantly on image analysis. 

The repeatability of the system is considered by taking consecutive images of a sample, 

with all settings remaining consistent, and comparing these using the quantitative 

method developed for this project. This is done with each target in place in turn. This is 

an important step because it is necessary to verify that any changes seen between images 

during this project are due to the factor under investigation at the time and not due to 

random fluctuations in the system. 

Finally, a mount has been designed and made for the purpose of this project, which 

prevents movement or vibration while samples are imaged. This is outlined later on in 

this chapter. 

3.1 Bede Microsource® 

This project made use of a Bede Microsource® [8,9]. This is a compact, laboratory-based 

microfocus X-ray source which provides a high-intensity X-ray beam with a small size 

(of the order of tens of micrometres), at a low operating power of up to 80W. Thus the 

source produces X-rays of high brilliance (defined as the flux per unit area of source per 

unit solid angle). 

3. 1.1 X-ray production method 

The microfocus X-ray source produces X-rays by directing an electron beam onto a 

metal target. The electron beam is positioned, shaped and focused onto the target by 

magnetic coils, using the same principle as a scanning electron microscope. 

The X-ray generator comprises a sealed, evacuated X-ray tube. This houses an electron 

gun, provided by a dispenser cathode. As the electrons travel along the X-ray tube, they 
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are focused down to a line focus by a magnetic electron lens. They are aligned using an 

electron mask with a small aperture, and the stigmation of the beam is controlled by a 

quadropole magnet. The electron beam is ultimately focused onto a target of metal foil, 

which is usually copper, molybdenum or rhodium. The electron beam can be deflected 

over the surface area of the target, which is a useful property for maximising the lifetime 

of the target and avoiding areas sustaining target damage. All of these properties are 

controlled electronically by the operator. The target is cooled by a continuous jet of 

water directed onto the opposite side to that bombarded by the electron beam. The tube 

exit window is composed of beryllium. A diagram of the X-ray production method is 

shown in figure 3.2. 
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Figure 3.2: Diagram ofMicrosource® X-ray production method 

The resulting X-ray beam produced may be varied, using the electronic and magnetic 

controls mentioned above, between a spot of small diameter and a line of narrow width. 

For the majority of work on this project, the X-ray beam size was kept to a minimum. 

3.1.2 Copper and rhodium targets 

This project made use of copper and rhodium targets. Copper X-rays are the softer of the 

two, with a characteristic Ka energy of 8.048 keY and K13 energy of 8.905 keY. The 

copper spectrum emitted for an excitation voltage of 40kY is shown in figure 3.3. 
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Figure 3.3: Microsource® X-ray spectrum with copper target. 

With the copper target in place, the source was run at a voltage of 40kY and a current of 

0.05mA (unless otherwise stated). These settings allowed a minimum source size of 

12).lm width x 17).lm height. By analysing the area under the spectrum in figure 3.3, the 

dominance of the Ka line over the Bremsstrahlung could be calculated. The Ka-to­

Bremsstrahlung ratio for the copper target at the above setting is 1.60. 

Rhodium X-rays are harder, with a characteristic Ka energy of 20.216 keY and K13 

energy of 22.723 keY. The rhodium spectrum emitted at 50kY and 0.05mA is shown in 

figure 3.4. 
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Figure 3.4: Microsource® X-ray spectrum with rhodium target 

With the rhodium target in place, the source was run at a voltage of 50kV and a current 

of 0.05mA (unless otherwise stated) because a higher operating voltage is required in 

order to excite the harder Ka line to a significant intensity. This allowed a minimum spot 

size of 19J..Lm width x 18J..Lm height. Bremsstrahlung radiation is much stronger here, 

with aKa-to-Bremsstrahlung ratio of just 0.25 at the above settings. 

3.2 Data acquisition 

Given that this project investigated the phase contrast content of X-ray images, the 

results of the experimental work relied heavily on image analysis. So it was important to 

ascertain that the images acquired for the purpose of this project were of a high standard 

and were suitable for the individual analyses. To this end a variety of detection methods 

were utilised, and the contributions of noise were investigated. In addition, a method for 

quantifying the phase contrast content of the images is discussed. 
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3.2.1 Detection methods 

The Microsource® spectra were recorded using an Amptek X-ray detector, which counts 

incident X-ray photons of all energies. This was connected to a computer running Ortec 

Maestro-32 spectral analysis software. The system was calibrated using spectra from a 

variable X-ray source, building up several characteristic line energies to calibrate the 

energy channels in the recorded spectra. 

Dental X-ray film is a well-established X-ray image acquisition method: images are 

formed by reduction of the emulsion layers on the base film, followed by development. 

Intraoral dental X-ray film has a useful detection area of 41 mm x 31 mm and occlusal 

dental X-ray film has a larger field of view of 50mm x 70mm. Both have a resolution of 

25~m. However, the X-ray film required a significant exposure time of 6 minutes in 

order to pick up sample details. Film images were recorded digitally using a microscope 

and CCD camera, but by focusing on each image individually there were always 

inconsistencies in the microscope intensity and focus settings and so the final digital 

images were unsuitable for quantitative comparison. X-ray films were used for much of 

the image acquisition for the experiments discussed in chapter 6, where qualitative 

image comparisons were sufficient for the majority of the experiments. 

A more convenient method of image acquisition uses an X-ray CCD camera, which 

allows digital image acquisition direct to a computer. The camera used for most of the 

image acquisition for this project was a Photonic Science X-ray Eye i2i CCD camera. 

Images were acquired directly to a computer running Media Cybernetics image Pro Plus 

software. The field of view was 1 Omm in diameter with a pixel size of 11.6~m x 

11.2~m, and this required an exposure time of 40 seconds. With the camera and 

software settings fixed throughout the duration of an experiment, the digital images can 

be compared quantitatively. This is particularly important for the quantitative analysis of 

images as discussed in Chapters 4 and 5. 
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3.2.2 Quantification of phase contrast 

Much of the work reported in the X-ray phase-contrast imaging literature relies on 

qualitative comparisons between absorption and phase contrast images of the same 

objects. This is a logical and useful way of highlighting the differences between images 

acquired by the two methods. However, in order to investigate fully the influence of a 

factor on the phase contrast content of images, it is required that a quantitative 

comparison is drawn between many images. To this end, all experiments for this project 

requiring a quantitative analysis were conducted using a sample approximating to a 

Heaviside function [II]. This was achieved by overlapping two or more layers of a 

material and using the boundary between the single layer and the multiple layer as the 

sample, as shown in figure 3.5. 

z 

2t 

Figure 3.5: Sample approximating to a Heaviside function 

In figure 3.5, t represents the thickness of the material, thus in this example the 

Heaviside-like function is the following: 

z=t x<O 

Z = 21 X> 0 
(3-1) 

This sample was placed in the X-ray beam such that the z-axis was in the direction of 

propagation of the X-rays. Figure 3.6 shows a typical phase contrast image achieved 

using a Heaviside function sample, together with its intensity profile in figure 3.7. 
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Figure 3.7: Intensity profile across a typical Heaviside function phase contrast image 

51 



The intensity is fairly constant where the X-rays have passed through the sections of 

material of uniform thickness. The peak and trough suggest the 'creation' and 

'destruction' respectively of photons in the parts of the image adjacent to the boundary. 

Since photons cannot simply be 'created' in these circumstances, the peak and trough 

actually show where some of the X-rays have been refracted from one side of the 

boundary to the other, and so phase contrast is present in the image. 

For the purpose of quantification of the phase contrast recorded by each image, the 

maximum and minimum intensities are read offthe image line profile as shown in figure 

3.8: 

Intensity 
- - lmax 

- - lmin X 

Figure 3.8: Intensity profile across a typical phase-contrast image of a sample approximating to a 

Heaviside function 

In order to make use of this image for quantitative analysis of the phase contrast, a 

standard fringe visibility function is used. This is given by: 

C = I max - I min 

I max+Imin 

(3-2) [12] 

The fringe visibility equation has been used in a similar fashion with in-line phase 

contrast images produced using synchrotron X-rays [3, 4, 5], diffraction enhanced 

images produced using synchrotron X-rays [3], phase sensitive images produced using 
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an interferometer with synchrotron X-rays [6], and with phase contrast images produced 

using neutrons [7]. 

In reality, the image will show some absorption contrast due to the abrupt change in 

thickness across the sample, as shown in figure 3.9, and so the absorption contrast must 

be taken into account when calculating the phase contrast. 

lnte sity 

---------'- ---· Amax 

~--------------------~x 

Figure 3.9: Intensity profile across a typical phase-contrast image of a sample approximating to a 

Heaviside function, including some absorption contrast 

The absorption maximum and minimum intensities are determined by taking the average 

value along the section of higher intensity and the average value along the section of 

lower intensity respectively. Again, Amax and Amin are inserted into the visibility 

function (equation 3-2) in order to determine the level of absorption contrast present in 

the image. 

With absorption contrast present in the image, applying the visibility function (equation 

3-2) to the maximum and minimum intensities Imax and Imin, will extract both the phase 

and absorption components of the image. Thus the absorption property of the sample 

will distort the phase visibility when calculated as described above. In order to extract 

only the phase component, an adjustment is required before applying the visibility 

function. This adjustment is determined by considering the effect of a sample of uniform 
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thickness, with a change in phase factor halfway across it. This would produce an image 

with the phase effect but not the absorption effect. The side of the image in figure 3.9 

with the higher intensity represents the thinner section of the sample. In order to remove 

the absorption component from the image and adjust it correctly to show only the phase 

factor, the thicker (lower intensity) section must be 'thinned', to the same absorption 

level as the thinner section. This is done by determining the difference in intensity 

between the higher and lower intensity sections, as follows: 

Absorption= Amax - Amin (3-3) 

This difference is then added to the minimum intensity of the phase component, I min, in 

order to increase it to the intensity level it would reach if there were no change in 

absorption across the sample. The modified phase visibility function is now given by: 

I -(I . +(A -A . )) 
PhaseContrast = max mm max mm (3-4) 

I max+ I min + ( Arnax - A min ) 

Using these visibility methods, a pure phase contrast value and an absorption contrast 

value were assigned to each image, allowing many images to be compared in a graphical 

format. This quantification of image contrast was particularly important for displaying 

the changing phase contrast achieved as an individual factor in the imaging process was 

gradually changed. 

3.2.3 Noise contributions and errors 

While digital image acquisition was the most convenient method of acquiring the phase­

contrast images, there were some issues which needed to be taken into consideration 

when analysing the images. The camera itself provided some small additional intensity 

due to electrons permanently trapped in the potential wells which form the pixels, and 

noise in the electronics. In addition, the length of time over which the camera was 

exposed was important, as was the line profile used for phase contrast quantification. 

These factors were taken into consideration as discussed here. 
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3.2.3.1 Dark background 

An X-ray camera makes an unwanted contribution to the images which must be taken 

into consideration. The act of applying a voltage to the camera allows some electrons to 

rest in the pixels, forming a bias. The bias remains constant regardless of the exposure 

time. In addition, during exposure, a number of electrons are randomly forced down the 

potential wells of the detector without the help of X-ray photons. These provide a dark 

background and build up during the exposure. Both of these effects will contribute to the 

intensity variation of the image. By recording an image without any X-rays incident on 

the camera, a 'dark' background can be determined. 

In this way, a dark background of the X-ray camera was accumulated over 256 frames 

and averaged. The intensity profile across this image showed the level of the camera's 

contribution to a given image. This intensity profile is shown in figure 3.1 0. 
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Figure 3.10: Intensity profile of X-ray camera dark background 

The dark background had a mean intensity level of ~36 counts, with peaks reaching a 

maximum of 38 counts. The 'step' in intensity at approximately 550 pixels may be due 

to a non-uniform thickness of the exclusion layer: the material to the right of the step 
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may be thinner than that to the left. This background intensity contribution would 

become significant for very low-intensity exposures and needs to be subtracted from the 

final images. 

In order to determine the levels of bias and dark background, a number of images were 

accumulated without exposing the camera to X-rays. The images were accumulated over 

1 frame, 2, 3, 4, 5 and 6 frames. The mean intensity of each dark background was 

calculated and plotted against the number of frames, as shown in figure 3.11: 
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Figure 3.11: Variation of the mean dark background intensity with the number of frames accumulated 

Figure 3.11 shows a linear relationship between the mean dark background intensity and 

the exposure time. An extrapolated line of 'best-fit' for this data intercepts with the y­

axis at -0.45. An intercept so close to zero indicates that the bias is negligible for this 

detector. 

In order to control the dark background accumulation, any images accumulated over 

many frames must then be averaged over that same number of frames. To check this, 

images were accumulated and averaged over I frame, I 0, 50, I 00, 150, 200 and 256 
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frames, and again the mean intensities were calculated and plotted against the number of 

frames. These results are shown in figure 3.12: 
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Figure 3.12: Variation of the mean dark background intensity with the number of frames averaged 

Figure 3.12 illustrates that the dark background remained constant when images were 

accumulated and averaged over many frames. Thus the dark background could be 

controlled by averaging over many exposures if one frame did not provide a sufficient 

exposure time. 

3.2.3.2 Reduction of noise contribution 

The use of digital image acquisition methods introduces a certain amount of noise to the 

captured images. As discussed above, the dark background of the camera contributes 

some unwanted additional intensity to the images and this can be eliminated by 

subtracting a dark background from the final images. Other methods for reducing noise 

effects include accumulation over many images, and integrating over many line profiles. 
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3.2.3.2.1 Reduction of noise due to exposure time 

An image resulting from the capture of a single frame can be very unreliable. Factors 

including vibration or a temporal dependence of the electron beam in the source can 

make the image in one frame slightly different to the next, an effect known as photon 

noise. This unreliability can be rectified by accumulating an image over a number of 

frames and averaging over the same number, giving a smoother image and minimizing 

the effects of the environmental factors. It has already been shown in figure 3.12 that 

when averaging over many frames the dark background can be controlled. 

In order to determine by how much this noise could be reduced, accumulated images 

were taken of the edge of a copper sheet of 216j.!m thickness and were integrated over 

increasing numbers of frames. The numbers of frames were increased as follows: 1 

frame, followed by 10, 20, 40, 80, 160 and a maximum of 256. Accumulation and 

averaging over 256 frames required a 40-second exposure time. For each image a 

horizontal line profile was used to display the intensity variation and these are shown in 

figure 3.13. 
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Figure 3.13: Intensity profiles of images obtained by accumulation over increasing numbers of frames 
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With exposure over only one frame, it is seen that the sections of the image representing 

constant absorption and hence constant intensity are very noisy, with an unacceptable 

level of deviation from the corresponding average intensity value. As the number of 

frames increases, this noise is seen to reduce to a more acceptable level of deviation 

from the average corresponding intensity. In order to quantify the noise reduction by this 

method, the standard deviation about the average maximum and minimum intensity was 

calculated for each image. This data is shown in figure 3.14. 

Standard deviation of Intensity levels with Increasing frame • lrmx • lnin 

accumulation 

Figure 3.14: Standard deviations in maximum and minimum intensity levels as a function of the number 

of frames accumulated 

Figure 3 .14 shows the reduction in noise due to the accumulation of an image over 

increasing numbers of frames . The standard deviation begins to plateau for those images 

which were accumulated over the highest numbers of frames, and so exposure over the 

maximum of 256 frames clearly provides the optimal reduction of this particular 

contribution to the noise levels. Increasing the number of frames from I to 256 reduces 

the standard deviation for I max and Imin by a factor of around 6. 
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In increasing the number of frames over which the image is recorded, it would be 

expected that the photon noise would be reduced (from the noise level of the single­

frame image) by a factor equal to the square root of the number of frames [ 13]. So an 

increase in exposure from a single frame to 256 frames should bring with it a reduction 

in the photon noise of a factor of ...J256, or 16. This is clearly not the case for the X-ray 

Eye and so this may suggest the presence of some additional noise in the electronics of 

the receptor. 

The noise in figures 4.13 and 4.14 does reach a plateau, with a coefficient of variation of 

just 0.2% for both lmax and lmin when exposed over 256 frames. This level of noise 

would only affect images significantly where there is a very low photon count. 

3.2.3.2.2 Reduction of noise by intensity profile integration 

Many of the results obtained during this project are based on calculations from line 

profiles of the images. Thus it is important to ensure that these line profiles are an 

accurate representation of the intensity variation. If a line of one pixel width is drawn 

across an image and the intensity along this line is viewed, regions of constant intensity 

are again seen to be very noisy with signiticant deviation from the applicable mean 

intensity. In order to reduce this noisy effect and smooth the regions of constant 

intensity, a 'thick' line profile can be used, which integrates over many line profiles of 

single-pixel width. 

In order to determine by how much the noise could be reduced by this method, a 256-

frame image of a standard Heaviside function sample was acquired and line profiles of 

increasing widths were compared for this image. The widths of the line profiles were as 

follows: 1 pixel, followed by I 0, 20, 40, 80, 160, 320 and 500. These line profiles are 

shown in figure 3.15. 
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Figure 3.15: Intensity profiles of an image, integrated over increasing numbers of pixels 
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With a line profile of only single pixel width it is seen that the sections of the image 

representing constant absorption are again very noisy, with an unacceptable level of 

deviation from the corresponding average intensity. As the width of the line profile 

increases, this noise reduces to a more acceptable level. In order to quantify the noise 

reduction by this method, the standard deviation about the average maximum and 

minimum intensity was calculated for each image. These data are shown in figure 3.16. 
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Figure 3.16: Standard deviations in maximum and minimum intensity levels as a function of the line 

profile width 

Figure 3.16 shows the reduction in noise due to the integration of a line profile over an 

increasing number of pixels. From a single-pixel profile to a 500-pixel profile the 

coefficient of variation is seen to decrease by a factor of around 8.5 for both Imax and 

Im~n. 320 or more pixels should be a sufficient line profile width for optimal reduction of 

this particular contribution to the noise levels, because the line profile should not reach 

the edges of the images. 
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3.2.3.3 Ana(vsis of error on phase contrast calculations 

It is necessary, of course, to estimate the errors in the phase contrast calculations. In 

order to do this, the pixels adjacent to those containing lmax & lmin (Phase) are taken into 

consideration. When reading off the maximum intensity, the intensities of the two 

adjacent pixels are checked, and that which is closer to lmax is recorded as the lower 

bound on I max· In the same way, when reading off the minimum intensity, the intensities 

of the two adjacent pixels are checked, and that which is closer to I min is recorded as the 

upper bound on lmin· This is illustrated in figure 3.17. 

Intensity 
~I max 

l 

Figure 3.17: Intensity profile across phase-contrast image of sample approximating to a Heaviside 

function. Data points illustrate the determination of error on Imax & Imin· 

The absolute errors are then given by: 

Error(/MaJ =±II Max -I Max 'I (3-5) 

Error(IMiJ = ±IIMin'-IMinl (3-6) 

So for a peak and trough which are sharp and narrow, the error is larger than for a peak 

and trough which are shallow and broadened out. 

In addition to the error on the phase-contrast component of the image, the error on the 

absorption contrast must also be determined. Because the maximum and minimum 
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intensities in the absorption regime are determined by calculating the mean intensity 

value from the upper and lower flat sections of the intensity profile, a standard error is 

introduced. Here, the calculated mean becomes more accurate as more data points are 

used in the calculation, leading to the following definition of the error: 

au·""') Error( A Min)= .JN (3-8) 

Where cr is the standard deviation from the mean for the dataset and N is the number of 

data points over which the mean has been calculated. 

In order to calculate the error on the pure phase contrast measurement, these absolute 

errors are incorporated into the common error combination rules as follows: 

~ 2 J 2 A 2 (Error(! Men ) ) + (Error(! Mil,) t + (Error( A Max )) + (Error( Min ) ) (3-9) 

~ J 2 J J (Error(! M<Lt ))- +(Error(! Mm)) +(Error( A Max )t + (Error(AMin ))- (3-1 0) 

E 
[

/Hat -(!Min + (Amax - Amin ))J 
rror = 

/Mar +/Min + (Amax - Amin) 

(3-11) 
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In order to calculate the error on the absorption contrast measurement, the standard 

errors on Amax and Amm are incorporated into the common error combination rules in a 

similar fashion. 

These final relative errors are converted to absolute errors by multiplying by the phase 

contrast or absorption contrast as appropriate, and these are illustrated in all graphs in 

the form of y- error bars. 

3.2.3.4 Repeatability 

In order to check the repeatability of the system with the source, detection, contrast 

quantification, noise and error considerations discussed above, a repeatability test was 

conducted with the rhodium and copper targets in place in turn. Ten images were taken 

of a fixed Heaviside Function sample, using identical source settings, one after another. 

Using the intensity profile of each image to quantify the phase and absorption contrast, 

the rhodium images are compared in figure 3 .18 and the copper images compared in 

figure 3.19. 
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Figure 3.18: Graph of phase and absorption contrast obtained repeatedly using identical settings 

(Rhodium source) 
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Figure 3.19: Graph of phase and absorption contrast obtained repeatedly using identical settings 

(Copper source) 

With the rhodium target in place, the phase contrast results show a mean of0.0146 and a 

standard deviation of 0.0009, which is a coefficient of variation of ±6.16%. The 

absorption contrast results show a mean of 0.0101 and a standard deviation of 0.0001, 

which is a coefficient of variation of only ±0.99%. With the copper target in place, the 

phase contrast results show a mean of0.0353 and a standard deviation of0.0016, which 

is a coefficient of variation of just ±4.53%. The absorption contrast results show a mean 

of 0.0366 and a standard deviation of 0.0007, which is a coefficient of variation of only 

±1.91 %. The repeatability of the system, using both targets, is satisfactory. 
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3.3 Sample mount 

The samples take the form of planar, rectangular shapes. These are required to be fixed 

such that they are held vertically in the x-y plane, perpendicular to the direction of 

propagation of the X-rays. A mount was designed for this purpose, and a diagram of the 

design is shown in figure 3.20. 
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Figure 3.20: Schematic of sample mount design 

The mount consists of two narrow rectangular frames made from transparent acrylic. 

Both frames have a hole tapped in each comer of the rectangular outline which allows 

them to be screwed together. An adhesive foam lines the rectangular outline on one side 

of each frame, and the two frames are screwed together such that the foam linings come 

together in the centre. This allows the mount to grip the sample securely at the edges 

without squashing or harming it. One frame extends below the rectangular outline and is 

screwed to an optical rail which runs between the source and detector, preventing the 

sample from moving or vibrating. 
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4. Factors influencing phase contrast 

This chapter discusses a number of experiments designed to investigate the influence of 

certain factors on the achievable phase contrast in images obtained using a laboratory­

based microfocus X-ray source with the in-line method. These factors include the 

position of the sample, the source size, the monochromaticity of the X-ray source and 

the thickness of the detail within the sample. 

It is an important first step to determine the optimum positioning within any imaging 

system. The effect of propagation distance on phase contrast features in a number of 

published articles. The results analyses tend to take one of two forms: either a 

qualitative discussion of the image detail (e.g. discussion of images of polystyrene foam 

taken with propagation distances of I em, 12cm, 22cm and 91 em [ 1 ]), or a slightly more 

in-depth analysis which looks at the image profiles (e.g. discussion of intensity profiles 

of phase contrast images of a cellulose fibre, taken with propagation distances of 25cm, 

50cm, I m and 2m [2]). The approach taken in this project is new in two respects. Firstly, 

the propagation distance is changed by only a few millimetres at a time, building up a 

more comprehensive picture of the relationship between phase contrast and propagation 

distance. Secondly, by quantifying the phase contrast as described in Chapter 3, this 

relationship will actually be plotted on a chart, so the dependence of phase contrast on 

propagation distance can be mapped out all the way along the optic axis. The results of 

this work are important because they build up a more comprehensive picture of the 

effect of propagation distance on phase contrast than has already been seen, and, more 

locally to this project, optimizing the propagation distance is obviously a vital first step 

to take when setting up an imaging system to record phase contrast using the 

propagation technique. 

The theoretical effect of source size on phase contrast has been discussed in published 

literature, in that the transverse coherence has a dependency on source size [3], and 

image simulations have made use of this dependency [3]. Again, the approach taken in 

this project is new because the source dimensions are increased in small steps of the 
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order of microns, and the relationship between phase contrast and source size can be 

mapped out quantitatively in a graphical format. The effect of source size on phase 

contrast is important in any phase contrast imaging system, particularly where a balance 

needs to be found between the power loading per unit area on the target (which becomes 

greater as the source size is decreased) and the achievable phase contrast. 

The claim that monochromatic X-radiation is best for phase contrast imaging has been 

repeated in many articles, usually followed by a discussion of a phase contrast image 

taken using monochromatic synchrotron radiation (examples include [2] and [ 4 ]). 

However Wilkins et at demonstrated that phase contrast is achievable with a 

polychromatic laboratory-based X-ray source [3]. It would be interesting to be able to 

directly compare images achieved using a polychromatic laboratory-based source, with 

images achieved using monochromatic X-rays from the same source. This comparison 

hasn't been seen, and this project attempts to make this comparison using an indicative 

image manipulation method and also via a filter method of partial monochromation. 

Since laboratory-based sources which are suitable for phase contrast imaging are so 

difficult to monochromate perfectly while retaining sufficient intensity levels, it is 

important to address this supposed need for monochromatic X-rays. 

In phase contrast imaging to date, sample sizes have generally remained fairly small, 

varying typically from the order of 10 Jlm [5] to 20mm [6]. Experimental determination 

of the practical limits on the sample thickness for a given material has not been 

discussed in the published literature. This project looks at the relationship between 

phase contrast and the thickness of the sample boundary, and looks for a limiting 

thickness. It is important to know such limits on any imaging system to avoid obtaining 

misleading results, and knowing the relationship between sample thickness and phase 

contrast can lead to some form of system calibration. 

All of the experiments in this chapter used the basic set-up shown in figure 4.1, with 

minor adjustments as described in each relevant section. 
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Figure 4.1: Basic experimental set-up for in-line method 

The sample used in these experiments was the standard Heaviside function [7] sample as 

described previously in Chapters 2 and 3. The detector used to obtain the images for all 

of these experiments was the Photonic Science X-ray Eye i2i. Both copper and rhodium 

targets were used in these experiments to allow some degree of comparison between 

images obtained using different X-ray energies. 

4.1 Sample position 

4.1.1 Issues affected by sample position 

The position of the sample affects a number of aspects of the imaging technique: 

I. The transverse coherence length changes as the sample moves, according to the 

following equation [3]: 

d=)J (4-1) 
(]' 

where d represents the transverse coherence length, 'A the wavelength, I the source­

sample distance and cr the source size. Thus the transverse coherence length 

increases with the source-sample distance with a coefficient of 'Ala and is dependent 

on the target. Consider the change in transverse coherence length for both sources as 

the source-sample distance increases. This is shown graphically in figure 4.2. 
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Figure 4.2: Variation in transverse coherence length with source-sample distance for copper and 

rhodium targets 

In equation 4-1, the dimensionless coefficient of the source-sample distance is given 

by ')Jcr, wavelength divided by source size. Using the wavelengths of the 

characteristic lines, for copper, this coefficient is 9. 09x 1 0-6, and for rhodium it is 

3.42xl0-6. Figure 4.2 shows that the transverse coherence length is always longer for 

the copper target than the rhodium target, and it increases with source-sample 

distance at a greater rate (a factor of approximately 2.5 greater) for the copper target 

than the rhodium. 

2. The sample-detector distance provides the propagation distance over which the 

distorted wavefront is projected after transmission by the sample. By moving the 

sample toward the detector, this propagation distance is decreased, thus reducing the 

transverse propagation of the wavefront and hence the magnification of the system. 

This effect is illustrated in figure 4.3. 
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Figure 4.3: Illustration of the effect of sample position on the magnification of the system: (a) sample 

close to source, (b) sample close to detector. 

This is a resolution issue, i.e. if two adjacent fringes representing a given boundary 

are not able to spread out in the plane perpendicular to the direction of propagation 

sufficiently to be detected by more than one pixel in the detector, this information 

will be lost to the image. So as the sample approaches the detector, the reduction in 

magnification of the system again becomes a detector resolution issue. The change in 

magnification with source-sample distance can be determined using similar triangles. 

d h 

X 

Dist. 

Figure 4.4: Schematic of set-up to illustrate magnification 

Referring to figure 4.4, d represents the detector diameter, h the height of the sample, 

x the source-sample distance and Dist the total distance between the source and the 

detector. The magnification is determined in the following way: 

d h 

Dist x 
(4-2) 
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d Dist 
Magnification = - = -­

h X 
(4-3) 

Thus the magnification is independent of source size or X-ray energy. The 

magnification is calculated and is shown graphically in figure 4.5 as a function of the 

source-sample distance. 
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Figure 4.5: Variation in system magnification as a function of source-sample distance. 

I 
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The magnification shows a non-linear relationship with the source-sample distance, 

and varies in the same way for both the rhodium and copper targets. 

3. The effect of source blurring in the system changes with the sample position: this is 

reduced as the sample is moved towards the detector. This is illustrated in figure 4.6. 
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Figure 4.6: Illustration of effect of sample position on source blurring: 

(a) sample close to source, (b) sample close to detector. 

It is seen in figure 4.6 that with a short source-sample distance and large sample­

detector distance, the source blurring is much greater than that with a long source­

sample distance and short sample-detector distance. As the object moves between 

these two extremes, the source blurring effect is continually changing. 

Again, the change in source magnification with source-sample distance can be 

determined using similar triangles. 

Figure 4. 7: Schematic of set-up to illustrate source blurring 

Referring to figure 4.7, d represents the width of the blur in the detector plane, S the 

diameter of the source, x the source-sample distance and Dist the total distance 

between the source and the detector. The source magnification is determined in the 

following way: 
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s d 
-:; = (Dist - x) 

(4-4) 

Magnification= d = _!_ (Dist - x) ( 4-5) 
S X 

Thus the image blurring effect is also independent of the X-ray energy. 

When plotted as a function of source-sample distance, the source blurring shows a 

non-linear relationship with the source-sample distance. In fact it has the same curve 

as the system magnification with an intercept of -1. This is shown in figure 4.8. One 

does not necessarily gain from using a high-magnification system due to the 

concomitant source-blurring effect in the system. 

System magnification and source blurring with source-sample 
distance I
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Figure 4.8: Variation in system magnification and source blurring as a function of source-sample distance 
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4.1.2 Experiment 

The set-up for the sample position experiment is shown in figure 4.9. 

I 1----------t------• Source -----!..______. 
Detector 

Figure 4.9: Set-up of sample position experiment 

The experimental set-up consisted of the source, sample and detector as shown in figure 

4.9. The source and detector remained fixed at a distance of 528mm apart. The 

Heaviside function sample used in this experiment was made of paper, with an effective 

step size of 0.098mm. This was mounted on an automated moveable mount which 

allowed smooth movement of the sample between the source and detector while 

removing problems associated with the sample being vibrated or moving in the plane 

perpendicular to the optic axis. The phase contrast of each image was quantified as 

described in chapter 3, using the following formula: 

Contrast = I Max -(I Min +(A Max -A Min)) 

I Max+ I Min+ A Max- A Min 
(4-6) 

The experiment was conducted using rhodium and copper targets. The results obtained 

using each target are plotted against the propagation distance, on the same set of axis, in 

figure 4.1 0. 
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Change in image contrast with sample position 
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Figure 4.10: Phase contrast plotted as a function of object-image distance for rhodium and copper targets 

By fitting a line of best fit to each of the plots, it is seen that the image contrast is 

directly proportional to the propagation distance from the sample to the detector. Thus, 

despite the increase in coherence length as the sample moves toward the detector, the 

decreasing propagation distance clearly dominates the result. 

Although the copper phase contrast is seen to increase with propagation distance at a 

slightly faster rate than the rhodium phase contrast, the phase contrast achieved using 

both targets is of the same order of magnitude. This suggests that a larger difference in 

the 3 values is required to provide a significant difference in phase contrast within the 

dimensions of this set-up. 

The gradients of the lines of best fit are of the same order, and extrapolation of both of 

these shows that they should cross the x-axis at a sample-detector distance of 78±7mm. 

This indicates that, using this imaging system, phase contrast is not achievable with a 

propagation distance of78mm or less. 
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4.2 Source size 

4.2.1 Coherence length 

Due to the high degree of spatial coherence required of the X-ray source, it is necessary 

to investigate the effect of source size on the phase contrast imaging technique. Again 

we refer back to equation 4-1 because the transverse coherence length is related to 

source size by the following relation [3]: 

d = )J (4-1) 
(]' 

An inversely proportional relationship between transverse coherence length and source 

size implies that ideally a point source would give the best results. However, in reality 

this is not a possibility and so it is necessary to determine the tolerance of the phase 

contrast technique to the achievable source sizes. 

From equation 4-1, it is seen that the transverse coherence length depends on 

wavelength and source-sample distance in addition to the source size. Thus by keeping 

the source, sample and detector fixed, the source-sample distance factor will not affect 

the results. With a polychromatic source, there is a range of wavelengths present in the 

X-ray beam which leads to a range of coherence lengths. By keeping the operating 

voltage and current settings of the microfocus X-ray source constant, these wavelengths 

will make a fixed contribution to the transverse coherence length throughout the 

experiment and thus should not affect the results. 

In order to alter the source size without making a difference to the spectrum, the source 

is first focused down to its smallest size and is gradually defocused to spread it out while 

keeping the power output fixed. The focus values available on the Microsource® are 

unitless integers, ranging from -99 to +99. 
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4.2.2 Determination of Source size 

In order to determine the source dimensions, a 125J.Ull diameter crosswire was imaged 

using a high-resolution X-ray camera with a pixel size of 11 J.Ull. Figure 4.11 shows a 

schematic of a crosswire image, and two example images are shown in figure 4.1 2. 

Figure 4.11: Schematic of typical cross wire image 

Figure 4.12: Example rhodium target crosswire images: (a) Focus = 87, with a source size of 19~ x 
22~. (b) Focus = 70, with a source size of 46~ x 122~. The image of the horizontal wire is smeared 

out by the taller source size 

Certain sections of the above image were used to determine the beam width and beam 

height, by taking thick line profiles and making use of the resulting intensity profiles. 

These sections are illustrated in figure 4.13 . 
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Intensity 

X 

Figure 4.13: Sections of crosswire image used to determine source size: (a) thick line profile to determine 
source width, (b) thick line profile to determine source height, and (c) intensity profile seen in both cases 

The width of the source is calculated using the part of the image showing the vertical 

wire (section (a) in figure 4.13) and the height of the source is calculated using the part 

of the image showing the horizontal wire (section (b) in figure 4.13) . Details of the 

calculation of source size from the crosswire images are included in Appendix B. 

It was determined that the source has an elliptical shape, and for the purposes of this 

experiment the rhodium target source size ranged from 19J..UD. width x 18J..UD. height to 

45 .5J..UD. width x 123.5J..Ull height. The copper target source size ranged from 12J..UD. width 

x 17 J..UD. height to 62 .5 J..Ul1 width x 125 J..UD. height. 

The source-sample distance was fixed at 134mm. By including this distance in equation 

( 4-1 ), along with the Ka energies and source size ranges for the copper and rhodium 

targets, the corresponding ranges of spatial coherence lengths can be determined. During 

this experiment the rhodium target' s vertical coherence length ranged from 0.07J..Ull at 

the largest focus to 0.47J..UD. at the smallest focus, while its horizontal coherence length 

ranged from 0.17 J..llTl at the largest focus to 0.43 J..UD. at the smallest focus . The copper 

target's vertical coherence length ranged from 0.17 J..UD. at the largest focus to 1.22 J..UD. at 

the smallest focus , while its horizontal coherence length ranged from 0.33J..UD. at the 

largest focus to 1. 77 J..Ull at the smallest focus . 
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4.2.3 Effect on phase contrast 

The main source size experiment was set up as shown in figure 4.14. The same paper 

sample was used as before. 

--------1~----~~--------------~------~~Source 
Detector Sample 

Figure 4.14: Set up of source size experiment 

The source, sample and detector remained fixed in position with a source-sample 

distance of 134mm and a sample-detector distance of 394mm. The X-ray source 

operating voltage and current settings remained constant at the values stated in Chapter 

3. The source size was altered by defocusing. 

The first image was taken with the focus at its lower bound (for copper, imaging began 

with a focus value of 66, for rhodium, imaging began with a focus value of 70), and this 

was gradually increased by intervals of 0.5. There is some hysteresis present in the focus 

coils of the source, and so the focus was changed in the same direction for each set of 

data collected (i.e. each set of data began with the focus at its lowest value and this was 

increased to its highest value). The sample was imaged at each focus value with the 

boundary between the thin and thick layers set vertically (as demonstrated in figure 

4.1 5(a)). Then the focus was returned to its lowest value and the sample was rotated 

through 90° and imaged at each focus value with the boundary between the thinner and 

thicker layers set horizontally (as demonstrated in figure 4.1 5(b )). 

Thin layer Thick layer Thin layer 

Thick layer 

(a) (b) 

Figure 4.15: (a) Sample arranged with vertical boundary; (b) Sample arranged with horizontal boundary. 
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Images were taken at every integer and half-integer focus value, allowing a sample of 53 

phase-contrast images for each target. The phase contrast was quantified using equation 

4-6 as described in Chapter 3. In the charts showing the results of the source size 

experiment, the contrast with the boundary oriented vertically (as in figure 4.15(a)) is 

labelled "Vertical" contrast, while the contrast with the boundary oriented horizontally 

(as in figure 4.15(b)) is labelled "Horizontal" contrast. 

4.2.3.1 Copper target 

Initially, an 'effective radius' of the source was calculated by dividing the cross­

sectional area of the source by 1t, and taking the square root, as in equation 4-9: 

R - ~Area eff- --
7r 

(4-9) 

The phase contrast is shown as a function of the effective radius of the source in figure 

4.16 . 
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Figure 4.16: Variation in phase contrast as a function of effective radius of the copper source. 
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Figure 4.16 shows an overall drop in the phase contrast as the source size is increased, 

as expected from equation 4-1 . The relationship between the phase contrast of the 

vertical boundary and the effective radius appears to be linear, but a plateau towards the 

higher effective radii suggests that a fit to a plot of reciprocal effective radius could also 

be appropriate. The horizontal phase contrast shows a good fit to a plot of the reciprocal 

of the effective radius when scaled up to a similar level. This indicates that the phase 

contrast of the horizontal boundary varies in proportion with the effective transverse 

coherence length. In order to investigate these trends in more detail, the results are 

plotted against the width and the height of the source separately. Figure 4.17 shows the 

phase contrast plotted as a function of source height and figure 4.18 shows the phase 

contrast plotted as a function of source width. 
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Figure 4.17: Phase contrast plotted as a function of the height of the copper source 

In figure 4.17, similar trends show up again: 

• The phase contrast is degraded as the source size is increased. 
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• The phase contrast of the horizontal boundary is quite well-fitted to a plot of 

reciprocal source height. demonstrating a strong proportional relationship with the 

transverse coherence length in the vertical direction. 

• The phase contrast of the vertical boundary displays moderate correlation with the 

source height, and does not follow a plot of reciprocal source height. 

These points indicate that while the phase contrast of the horizontal boundary is strongly 

affected by the transverse coherence length in the perpendicular vertical direction, the 

phase contrast of the vertical boundary is not affected as strongly by this. 
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Figure 4.18: Phase contrast plotted as a function of the width of the copper source 

With phase contrast plotted against the source width: 

• We see degradation in the phase contrast of the horizontal and vertical boundaries. 

• The phase contrast of the horizontal boundary shows weak correlation with the 

source width, and moderate correlation with the reciprocal of the source width. This 
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indicates that the phase contrast of the horizontal boundary is not affected as 

strongly by the width of the source as by the height, and consequently is less 

strongly affected by the horizontal transverse coherence length which runs in a 

parallel direction to it, as by the perpendicular vertical transverse coherence. 

• The phase contrast of the vertical boundary shows very strong correlation with the 

source width. A comparison between figures 4. I 7 and 4. I 8 shows that the phase 

contrast of the vertical boundary is affected much more strongly by the source width 

than the source height. 

The correlations of the phase contrast of each boundary with the effective radius, height 

and width of the source, and their respective reciprocals, are shown in table 4. I. 

Correlation coefficient of phase 
contrast 

with source dimensions 

Horizontal boundary Vertical boundary 

Source effective radius -0.804 -0.968 

Reciprocal effective radius 0.940 0.829 

Source height -0.887 -0.895 

Reciprocal source height 0.974 0.701 

Source width -0.692 -0.990 

Reciprocal source width 0.747 0.914 

Table 4.1: Correlation coefficient of phase contrast with source dimensions and their reciprocals 

(copper source). 

For all three dimensions, the phase contrast of the horizontal boundary shows better 

correlation with the reciprocal of the dimension (and hence the transverse coherence), 

than with the dimension itself. This shows that the phase contrast of the horizontal 

boundary varies directly with the transverse coherence. Furthermore, the correlation 

with the reciprocal of the source height (and hence the transverse coherence in the 

vertical direction) is far stronger than that with the reciprocal of the source width. Thus 
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the transverse coherence in the vertical direction, 1.e. perpendicular to the boundary 

itself, dominates the result. 

The phase contrast of the vertical boundary shows strong correlation with the 

dimensions themselves and also with their respective reciprocals. The phase contrast 

shows stronger correlation with the source width than with the source height, and much 

stronger correlation with the reciprocal of the source width than with the reciprocal of 

the source height. So the horizontal direction, i.e. perpendicular to the boundary itself, 

dominates the result. 

4.2.3.2 Rhodium target 

Initially, the phase contrast achieved using the rhodium target was plotted as a function 

of the effective radius of the source (as per equation 4-9), to look at the general trend in 

the phase contrast with source size. This is shown in figure 4.19. 
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Figure 4.19: Variation in phase contrast as a function of effective radius of the rhodium source 
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The rhodium results are more scattered than the copper results, but the phase 

degradation with increasing source size is still seen. The relationship of the phase 

contrast of the horizontal boundary with the effective source radius again appears to be 

more consistent with a plot of reciprocal effective radius than a linear relationship. The 

phase contrast of the vertical boundary is quite scattered and could be either a linear plot 

or a fit to reciprocal effective radius, so the precise relationship cannot really be 

determined from this chart. In order to investigate these trends in more detail, the results 

are once again plotted against the width and the height of the source separately. Figure 

4.20 shows the image contrast plotted as a function of beam height and figure 4.21 

shows the image contrast plotted as a function of source width. 
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Figure 4.20: Image contrast plotted as a function of the height of the rhodium source 

In figure 4.20, similar trends show up to those seen in figure 4.17: 

• Phase contrast is degraded as the source size is increased. 
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• As before, the phase contrast of the horizontal boundary fits better to a plot of 

reciprocal source height than to the height itself. demonstrating a proportional 

relationship with the transverse coherence length in the vertical direction. 

• The phase contrast of the vertical boundary displays poor correlation with the source 

height, and with reciprocal source height. 
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Figure 4.21: Image contrast plotted as a function of the width of the rhodium source 

When plotted against the source width: 

• The degradation of the phase contrast of the horizontal and vertical boundaries is 

evident again. 

• The phase contrast of the horizontal boundary shows a weaker relationship with the 

reciprocal of the source width than with the reciprocal of the source height. This 

indicates that the phase contrast of the horizontal boundary is not affected as 

strongly by the width of the source as by the height, and consequently is less 
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strongly affected by the horizontal transverse coherence length which runs in a 

parallel direction to it. 

• The phase contrast of the vertical boundary displays some correlation with the 

source width, but may follow a reciprocal width plot. It is not immediately clear 

whether the phase contrast of the vertical boundary is affected by the source width or 

the horizontal transverse coherence. 

The correlations of the phase contrast of each boundary with the effective radius, height 

and width of the source, and their respective reciprocals, are shown in table 4.2. 

Correlation coefficient of phase contrast 

with source dimensions 

Horizontal boundary Vertical boundary 

Source effective radius -0.692 -0.691 

Reciprocal effective radius 0.850 0.594 

Source height -0.734 -0.654 

Reciprocal source height 0.913 0.530 

Source width -0.547 -0.731 

Reciprocal source width 0.615 0.676 

Table 4.2: Correlation coefficient of phase contrast with source dimensions and their reciprocals 

(rhodium source). 

The correlation figures in Table 4.2 show weaker correlation overall than those in Table 

4.1: this simply reflects the fact that the rhodium results are more scattered than the 

copper results. As before, for all three dimensions, the phase contrast of the horizontal 

boundary shows better correlation with the reciprocal of the dimension (and hence the 

transverse coherence), than with the dimension itself. This suggests that the phase 

contrast of the horizontal boundary varies directly with the transverse coherence. 

Furthermore, the correlation with the reciprocal of the source height (and hence the 

transverse coherence in the vertical direction) is very much stronger than that with the 
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reciprocal of the source width. Thus the transverse coherence in the vertical direction, 

i.e. perpendicular to the boundary itself, dominates the result. 

The phase contrast of the vertical boundary actually shows slightly stronger correlation 

with the dimensions themselves than with their respective reciprocals. The phase 

contrast shows stronger correlation with the source width than with the source height, 

and also shows stronger correlation with the reciprocal of the source width than with the 

reciprocal of the source height. Thus the width ofthe source dominates the result. 

The phase contrast in the images of the horizontal boundary has shown strong 

correlation with the vertical coherence length, demonstrating the importance of the 

perpendicular coherence length in propagation phase contrast imaging. The images of 

the vertical boundary have not shown the equivalent dependence on the horizontal 

coherence length quite as markedly, although the copper results do suggest that this 

dependence could be in place. The lesser effect for the vertical boundary is likely to be 

due to the way in which the x-ray beam is projected by the source. As the source is de­

focused, the projection becomes more elliptical, spreading in the vertical direction. 

However, the change in the horizontal projection is minimal, particularly for the 

rhodium source. The increasing source width measured by the cross-wire method is 

likely to be an over-calculation ofthe actual range, due to distortion caused by the huge 

increase in the beam height. The apparently linear dependence of the vertical boundary 

phase contrast on the rhodium source width more likely represents the change over a 

much smaller range of widths. This range is small enough that the section of the 

coherence length curve is short enough to appear linear. Thus the plots of the phase 

contrast of the vertical boundary against the source width, more particularly for the 

rhodium target, perhaps tell us more about the gradient of a tangent to the curve over a 

narrower range of source widths around the value of the smallest width measured. 

The results for both copper and rhodium targets demonstrate the importance of source 

size, and consequently spatial coherence, in phase contrast imaging. From this work we 

can conclude that with fixed wavelength range and source-sample distance, it is the 
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source dimension in the direction perpendicular to a given boundary in a sample, which 

dominates the image contrast at that boundary. To illustrate: with the sample oriented 

such that the boundary between the thin and thick sections is horizontal (as in figure 

4.15(b)), the vertical dimension of the source dominates the image contrast, and vice 

versa. 

4.3 Monochromaticity 

A great deal of work on phase-contrast imaging has been performed usmg 

monochromatic synchrotron radiation. The output of a synchrotron beam comprises high 

intensities across a wide range of wavelengths, so phase contrast imaging with a 

polychromatic synchrotron beam will provide images with smeared-out phase contrast 

effects due to the differing behaviour of the wavelengths on transmission through a 

sample. Thus monochromatic synchrotron radiation is commonly used for phase­

contrast imaging purposes. 

Realistically, however, synchrotron radiation cannot be used for the majority of planned 

applications of phase-contrast imaging. For example, for possible in-vivo medical 

diagnostic applications, hospitals would need to have a synchrotron source on-site or 

would have to send patients away to their closest synchrotron source. Neither of these 

options is either practical or cost-effective, although the latter option is possible for 

patients living in Stanford, Hamburg or Grenoble! Further development of phase 

contrast imaging techniques for practical application ultimately depends on the 

suitability of laboratory X-ray sources. In practice, perfectly monochromatic X-ray 

radiation such as that obtained at synchrotron sources is not achievable for a laboratory­

based microfocus X-ray source. It is therefore useful to determine whether a laboratory 

X-ray source can provide good phase contrast images with its natural polychromatic 

spectrum, and also when using methods available for partial monochromation. 

All experiments in this project, other than this monochromaticity investigation, use the 

source's natural, polychromatic spectrum. This has produced images with sufficient 
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phase contrast content to measure the effects of other factors . This section concentrates 

on the effects of partially monochromating the X-ray beam. 

4.3.1 Increasing operating volfllge and image manipulation method 

A simple method for viewing the phase contribution made by certain parts of the X-ray 

source' s spectrum involves manipulation of the phase contrast images themselves. For 

example, spectra are collected at operating voltages of 15kV and 25kV. Subtraction of 

the 15kV spectrum from the 25kV spectrum produces a pseudo-spectrum with less 

Bremsstrahlung. Images are then taken at operating voltages of 15kV and 25kV. By 

subtracting the image taken at 15kV from the image taken at 25kV, one can get an idea 

of the image obtained by the pseudo-spectrum. This image manipulation method was 

used with both the copper and rhodium sources. 

Using the copper target, spectra were recorded at operating voltages of 15kV, 20kV, 

25kV, 30 kV, 35 kV and 40 kV. These are shown in figure 4.22 . 
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Figure 4.22: Copper spectra at different operating voltages 
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As the operating voltage is increased, the Ka and K13 lines increase significantly in 

intensity, and the Bremsstrahlung radiation at the lower end of the energy spectrum also 

increases. Using the spectra acquired at operating voltages of 15kV and 40kV, pseudo­

spectra with less Bremsstrahlung were calculated using the following subtractions: 

• (0.5 x 15kV spectrum) subtracted from 40kV spectrum 

• (0.75 x 15kV spectrum) subtracted from 40kV spectrum 

• (0.9 x 15kV spectrum) subtracted from 40kV spectrum 

These fractions were chosen to allow subtraction of half of the 15k V spectrum intensity 

from the 40kV intensity, and subtraction of three quarters of the 15kV spectrum from 

the 40kV spectrum. Subtraction of the whole 15kV spectrum from the 40kV spectrum 

resulted in some negative intensity values in the Bremsstrahlung region, so a subtraction 

of 90% of the 15kV spectrum from the 40kV spectrum was made instead. These 

calculated spectra are shown in figure 4.23. 
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Figure 4.23: Copper spectra calculated by subtraction of 15kV spectrum from 40kV spectrum 
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By plotting the calculated pseudo-spectra logarithmically in figure 4.23, a difference in 

Bremsstrahlung intensity is seen, while the Ka and K13 peaks remain largely unaffected. 

This difference in Bremsstrahlung intensity is sufficient to alter the ratio of the Ka 

radiation to the Bremsstrahlung radiation, thus each calculated spectrum represents 

partial monochromation to a different extent. This Ka/Bremsstrahlung ratio is 

determined by summing the area under the Ka characteristic line and dividing it by the 

total area under the lower-energy Bremsstrahlung section, ie: 

Area(K ) 
Ka I Bremsstrahlung= a 

Area( Bremsstrahlung) 
(4-1 0) 

The Ka/Bremsstrahlung ratios for all recorded and calculated copper spectra are shown 

in Table 4.3. 

Operating voltage/calculation Ka/Bremsstrahlung Ratio 

15kV 1.011 

20kV 1.107 

25kV 1.250 

30kV 1.343 

35kV 1.420 

40kV 1.603 

40kV-(0.5* 15kV) 1.634 

40kV- (0.75 X 15kV) 1.650 

40kV- (0.9 X 15kV) 1.660 

Table 4.3: Ka/Bremsstrahlung Ratio for each copper spectrum 

As Table 4.3 shows, the copper Ka/Bremsstrahlung Ratio of the spectra increases with 

the operating voltage, and by subtracting fractions of the 15kV spectrum from the 40kV 

spectrum, this ratio is increased further. 
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Using the rhodium target, spectra were recorded at operating voltages of 20kV, 25kV, 

30kV, 35kV, 40kV, 45kV and 50kV. These spectra are shown in figure 4.24. 
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Figure 4.24: Rhodium spectra at different operating voltages 
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As the operating voltage is increased. it is seen again that the Ka. and K~ lines increase 

significantly in intensity, as does the Bremsstrahlung radiation at the lower end of the 

energy spectrum. Using these, pseudo-spectra with lower background intensity were 

calculated by the following subtractions: 

• (0.5 x 25kV spectrum) subtracted from 50kV spectrum 

• (0.75 x 25kV spectrum) subtracted from 50kV spectrum 

• (0.9 x 25kV spectrum) subtracted from 50kV spectrum 

The fractions (0.5, 0.75 and 0.9) were used for consistency with the copper experiment. 

These calculated spectra are shown in figure 4.25 . 
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Figure 4.25: Rhodium spectra calculated by subtraction of25kV spectrum from SOkV spectrum 

A significant difference in Bremsstrahlung intensity is seen, while the Ka. and K13 peaks 

are only slightly affected. These intensity reductions change the Ka./Bremsstrahlung 

Ratio of the spectra. The Ka./Bremsstrahlung ratios for all recorded and pseudo rhodium 

spectra, calculated using equation 4-10, are shown in Table 4.4. 

Operating voltage/ calculation Ka!Bremsstrahlung Ratio 

20kV 0.002 

25kV 0.032 

30kV 0.087 

35kV 0.141 

40kV 0.187 

45kV 0.211 

50kV 0.249 

50kV- (0.5 X 25kV) 0.308 

50kV- (0.75 X 25kV) 0.352 

50kV- (0.9 X 25kV) 0.385 

Table 4.4: Ka/Bremsstrahlung Ratto for each rhodmm spectrum 
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As Table 4.4 shows, the rhodium Ka/Bremsstrahlung Ratio is varied by subtracting 

fractions of the 25k V spectrum from the 50k V spectrum. The Ku/Bremsstrahlung Ratios 

are very poor for all rhodium spectra due to the unavoidably high intensity of the 

Bremsstrahlung at all operating voltages. 

The phase contrast images of the Heaviside Function sample were subtracted in the 

same way as the spectra, and the phase contrast plotted as a function of the 

corresponding Ku/Bremsstrahlung Ratio. For example, the image taken with the 

rhodium source at 25kV was multiplied by 0.5 and then the resulting image was 

subtracted from the 50kV image. The phase contrast in the final image was determined 

and plotted against a Ku!Bremsstrahlung Ratio of0.308 (value taken from Table 4.4). 

4.3.2 Effect of operating voltage and image manipulation on phase contrast 

The system was set up as shown in figure 4.26. At this point in the project the paper 

sample was replaced with a mylar sample. This consisted of a step size of 0.269mm. The 

main reason for the change of material was that the use of a mylar sample would allow 

some modelling of the system to be done because the physical properties of mylar (for 

example, refractive index and absorption coefficient) are well-documented, unlike those 

of paper. In addition, the grain size can vary slightly across a sheet of paper, while mylar 

sheets have a uniform thickness which is more appropriate for this work. 

f------------J.-----• Source 

Detector Sample 

Figure 4.26: Set-up of image manipulation experiment 

The source, sample and detector remained fixed in position throughout this experiment. 

As the operating voltage was changed, the focus was reduced in order to keep the source 

to its smallest possible size. 
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Using the copper target, images were taken of the Heaviside Function sample at 

operating voltages of 15kV, 20kV, 25kV, 30kV, 35kV and 40kV. The phase contrast 

was determined for each of these images and these results are plotted as a function of the 

corresponding Ka/Bremsstrahlung Ratio, shown in figure 4.27. Additional images were 

created by the image subtractions described in section 4.3.1. The phase contrast of these 

is plotted as a function of the corresponding Ka/Bremsstrahlung Ratio. The image 

manipulation method changes the spectra in a different way to the increasing operating 

voltage method, so these results are plotted separately in figure 4.28. 
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Figure 4.27: Phase contrast plotted as a function of Ka/Bremsstrahlung Ratio with increasing operating 
voltage for copper target 

In figure 4.27 we see that the phase contrast shows a linear relationship with the 

Ka/Bremsstrahlung Ratio as the operating voltage is increased. Thus the phase contrast 

is proportional to the Ka/Bremsstrahlung Ratio. This demonstrates that phase contrast 

improves as the Ka line becomes more dominant, i.e. as the beam becomes more 

monochromatic. 
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Figure 4.28: Phase contrast plotted as a function ofKa/Bremsstrahlung Ratio with image manipulation 
using copper target 

In figure 4.28 we see that the phase contrast increases as the pseudo-Ka/Bremsstrahlung 

Ratio increases due to the image manipulation method. This part of the experiment is 

rather different to the operating voltage increase, and so the results will not necessarily 

paint the same picture. Because the manipulated images are the results of pseudo-spectra 

rather than actual spectra, no further analysis is done on the relationship between the 

phase contrast and the Ka/Bremsstrahlung Ratio in figure 4.28, other than to note the 

obvious increase in phase contrast with Ka/Bremsstrahlung Ratio. However this limited 

result does further demonstrate that the phase contrast is improved as the Ka line 

becomes more dominant and supports the previous observation that better phase contrast 

is achieved using a more monochromatic source. 

Using the rhodium target, images were taken of the Heaviside Function sample at 

operating voltages of 20kV, 25kV, JOkY, 35kV, 40kV, 45kV and 50kV. The phase 

contrast was determined for each of these images and these results are plotted as a 

function of the corresponding Ka/Bremsstrahlung Ratio, in figure 4.29. Additional 

images were created by the image subtractions described in section 4.3.1. The phase 
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contrast of these is plotted as a function of the corresponding Ka/Bremsstrahlung Ratio, 

separately, in figure 4.30. 
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Figure 4.29: Phase contrast plotted as a function of K,/Bremsstrahlung Ratio with increasing operating 
voltage for rhodium target 

Again, the phase contrast shows a linear relationship with the Ka/Bremsstrahlung Ratio 

as the operating voltage is increased. Thus the phase contrast is proportional to the 

Ka!Bremsstrahlung Ratio, leading to the conclusion that better phase contrast is 

achieved using X-rays with a more dominant Ka line, hence a more monochromatic 

beam. 
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Figure 4.30: Phase contrast plotted as a function of Ka/Bremsstrahlung Ratio with image manipulation 
using rhodium target 

In figure 4.30 we see that the phase contrast increases as the pseudo-Ka/Bremsstrahlung 

Ratio increases due to the image manipulation method. Again, because the manipulated 

images are the results of pseudo-spectra rather than actual spectra, no further analysis is 

done on the relationship between the phase contrast and the Ka/Bremsstrahlung Ratio in 

figure 4.30. However, as before, this limited result does further demonstrate that the 

phase contrast improves as the Ka line becomes more dominant and supports the theory 

that better phase contrast is achieved using a more monochromatic source. 

During this experiment, as the operating voltage was increased for both targets, there 

was a slight increase in the dimensions of the source and the dominant (average) energy 

range in the spectrum increased, both factors which lead to a slight decrease in 

transverse coherence length. The phase contrast is seen to increase with operating 

voltage (and hence with Ka/Bremsstrahlung Ratio), so the decrease in transverse 

coherence length is not detrimental to the phase contrast in conjunction with the 

increasing Ka/Bremsstrahlung ratio. Thus a higher ratio of Ka intensity to 
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Bremsstrahlung intensity appears to provide better phase contrast images. This suggests 

that monochromatic radiation is more beneficial to in-line phase contrast imaging than 

polychromatic radiation. This is not unexpected, because as the monochromaticity of an 

X-ray beam increases, so too does its longitudinal coherence length. This is measured 

via the following [8]: 

I ,.1_2 
111, = --' (4-11) 

2 11A-

where 11'A refers to the full-width half-maximum of the spectrum. In the case of 

monochromatic synchrotron radiation this is a simple function, but for a laboratory­

based spectrum consisting of characteristic lines and Bremsstrahlung it is not 

straightforward. 

Obviously the pseudo-spectra and the images resulting from subtraction have been 

calculated rather than recorded directly, and so care is taken with these results. If the 

pseudo-spectra were achieved in practice, the images taken using these X-rays may not 

necessarily be identical to those achieved by subtraction. However they may certainly be 

used as an indicator that monochromatic radiation is more beneficial to in-line phase 

contrast imaging than polychromatic radiation. Together with the results from the 

increase of the operating voltage using both copper and rhodium targets, this is a 

reasonable conclusion to draw from this work. 

4.3.3 Filter method 

A widely-used method for monochromating laboratory X-ray sources involves the use 

of filters [9, 10, 11]. K-edge filtering takes advantage of the photoelectric effect, 

whereby the X-ray energy incident on a material can knock an electron out of the K- or 

L-shell of an atom if it is greater than the binding energy of the shell. The hole created 

by the removal of this electron is filled by an electron falling from a higher shell, and 

lower energy radiation is emitted which is equal to the difference in energy between the 

two shells between which the electron falls. If the material is light (e.g. air), then this 
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radiation is absorbed immediately, resulting in emission of a lower-energy 'Auger' 

electron, and so all of the incident energy is effectively absorbed by the material. 

Photoelectric absorption contributes to the overall absorption coefficient of a material, 

and the probability of photoelectric absorption occurring is inversely proportional to the 

cube of the incident X-ray energy [ 12]. Overall, as incident X-ray energy increases, the 

absorption coefficient decreases, as shown in figure 4.31 for molybdenum. (This figure 

is taken from the International Tables for X-ray Crystallography Volume Ill [ 13]). At 

the binding energy of the material, a discontinuity is seen because below this energy, 

electrons are only ejected from the L-shell (i.e. absorption only occurs in the L-shell), 

while above this energy electrons can be ejected from the K-shell (i.e. absorption occurs 

in the K- and L-shells). This discontinuity in the absorption coefficient takes the form of 

a jump to a higher value, and then the decrease continues as the energy increases further. 

The discontinuity is called the K-absorption edge. 
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Figure 4.31: Variation of molybdenum absorption coefficient with X-ray energy [13] 

50 

It is seen in figure 4.31 that the molybdenum absorbs X-rays strongly at low energies, 

but absorbs very little at higher energies. Thus a molybdenum foil will absorb X-rays 
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strongly in the Bremsstrahlung region of the molybdenum spectrum (Oke V - 17ke V), 

but will not affect the Ka line intensity at 17 .5ke V to a great extent. 

A suitable filter for partial monochromation of a given source is determined using the 

following (9]: 

I =10 exp(- JJZ) (4-12) 

where !0 is the initial X-ray intensity, J..l the absorption coefficient of a given material 

and z the thickness of the material. The characteristic line of the X-radiation should lie at 

a higher energy than the absorption edge of a filter, otherwise the filter can actually 

soften the beam (12] to just Bremsstrahlung. Figure 4.32 models the effect of a 

molybdenum foil of lOJ.llll thickness on the spectrum of a molybdenum X-ray tube, as 

generated using XOP software from the ESRF, using equation ( 4-12). 
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Figure 4.32: Molybdenum spectrum shown with and without 1 O~m molybdenum filter 

The molybdenum filter is seen to reduce the Bremsstrahlung intensity significantly, 

while the Ka and Kp lines are not affected to such a great extent. The peak intensity 

within the Bremsstrahlung region is reduced to less than half its original value, while the 
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Ka line intensity is only reduced to ~82% of its original value. Thus the method 

achieves partial monochromation of the molybdenum X-ray source, and in fact 

molybdenum foil is often used for partial monochromation of molybdenum sources in 

mammography. 

In order to partially monochromate the rhodium source, the effect of a number of 

materials on the rhodium source has been modelled, similar to the molybdenum 

demonstration above. The model determined that of all the materials which were readily 

available, chromium foil is the most effective for partial monochromation of the 

rhodium source. The absorption coefficient of chromium, generated by XOP software, is 

shown in figure 4.33. 
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Figure 4.33: Variation of chromium absorption coefficient with X-ray energy 

35 

It is seen that chromium absorbs strongly in the Bremsstrahlung region of the rhodium 

spectrum (OkeV - 20keV) and weakly at the Ka energy (20.2keV) and above. By 

substituting this absorption coefficient into equation 4-12 over the whole rhodium 

spectrum, the theoretical effect of filtering the spectrum by chromium was seen. The 

calculations were completed by applying chromium filter thicknesses of I OJ.!m, 20Jlm, 
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30J..UD. and 40)liil to the spectrum. The absorption effect of the beryllium window was 

considered to be negligible and was not included in the simulation. The filtered spectra, 

together with the original unfiltered spectrum, are shown together for comparison in 

figure 4.34. 
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Figure 4.34: Rhodium spectrum filtered by chromium foils of increasing thickness 

It is seen from figure 4.34 that the chromium filters reduce the intensity across the 

Bremsstrahlung energy range, as required. There is some absorption at the Ka energy, 

although to a lesser extent than across the Bremsstrahlung energy range. In order to 

quantify the partial monochromation achieved by the addition of each chromium foil, 

the area under each spectrum was considered as before by calculating the 

Ka/Bremsstrahlung ratio using equation 4-10. The Ka/Bremsstrahlung ratios for the 

model of the unfiltered rhodium spectrum and the subsequent filtered spectra are shown 

in table 4.5. 
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Thickness of Cr filter Ka!Bremsstrahlung Ratio 

0 0.327 

IOf.lm 0.428 

20flm 0.485 

30flm 0.515 

40flm 0.528 

Table 4.5: Ka/Bremsstrahlung Ratio for spectrum produced with each Cr filter thickness 

Although the intensity of the Ka line is slightly decreased by the chromium filters, the 

significant absorption at the Bremsstrahlung energies causes the Ka/Bremsstrahlung 

Ratio to increase with the addition of each 1 Of.lm filter. Thus the filters should succeed 

in partially monochromating the rhodium source. 

4.3.4 Effect of filter on phase contrast 

The experiment is set up as shown in figure 4.35. 

---1...._ __ _;--------+----•~ Source 
Filters 

Detector Sample 

Figure 4.35: Set-up of filter experiment 

The source, sample and detector remained fixed, and all source settings remained 

consistent throughout the experiment. A reference image was taken with the source's 

natural spectrum, and this was repeated with one I Oflm chromium filter in place, then 

two, then three and so on. The phase and absorption contrast was calculated for each 

image: these are plotted in figure 4.36. 
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Phase and absorption contrast of filtered Images 
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Figure 4.36: Variation in phase and absorption contrast with chromium filter thickness 

Both the phase and absorption contrast are seen to decrease as the chromium filter 

becomes thicker. Given the increase in Ka/Bremsstrahlung Ratio with Cr filter 

thickness, the decrease in phase contrast implies that monochromatic X -rays do not 

provide better phase contrast images. However, when the previous image manipulation 

results are taken into consideration, together with the decrease in absorption contrast 

with Cr filter thickness, it emerges that another factor governs this result. Consider the 

absorption contrast at a single energy. This is given by substituting equation 4-12 into 

the absorption contrast equation from Chapter 3: 

A -A Contrast = Max Min 

AMax + AMin 

Contrast = Io exp( - lf.Zt) - I o exp( - lf.Z2) 
I o exp(-1fZ 1 ) + I o exp(-J1Z 2 ) 

(4-13) 

(4-14) 
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The intensity of the X-ray beam cancels both in the numerator and denominator, leaving 

only a dependence on the material properties, namely the absorption coefficient Jl and 

the material thickness on either side ofthe boundary, z, and z2. Thus a simple reduction 

in intensity due to the absorption by the filter is not the reason for the reduction in 

absorption contrast. Rather, the chromium's strong absorption of the low-energy 

Bremsstrahlung causes a shift in the spectrum's dominant energy range towards higher 

energies. This is similar to an effect called beam hardening, which is the shift in X-ray 

energy to higher energies due to absorption by the air within the set-up. In order to 

verify the presence of this effect the model spectra are used once more. Each of the 

filtered spectra are treated using equation 4-12, using the absorption coefficient of mylar 

at each energy channel along the spectrum, together with (a) the thickness of a single 

layer of mylar and (b) the thickness of the thicker section of mylar. A weighted average 

is taken of each ofthese as follows: 

II" exp(-Jd) 
Average= " 

L..J !" 
(4-15) 

This calculation leads to an average absorption coefficient across each spectrum, as 

demonstrated in equation 4-16. 

Avg( :. ) =exp(-,iil) ( 4-16) 

The exponential terms containing the average absorption coefficient with the two 

thicknesses are substituted into equation 4-14 as follows: 

C 
exp(-Jit 1)- exp(-Jit 2 ) 

ontrast = ----'-------"----'-_::_ 
exp(-Jit 1 ) + exp(-Jit 2 ) 

(4-17) 
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The absorption contrast calculated by this method is plotted together with that achieved 

during the filtering experiment (shown earlier in figure 4.36). These are shown in figure 

4.37. 

Absorption contrast as a function of chromium thickness 
j- Sirrulation • Actual[ 

0.08 ·····-··········-······ 

0.07 

! 0.06 

c 0.05 
8 
c 0.04 0 

~ 0.03 ... 
0 
Ill 
.Q 0.02 c( II 

0.01 
a 

D • 
0 

0 10 20 30 40 50 
Chromium thickness (microns) 

Figure 4.37: Theoretical and experimental absorption contrast as a function of chromium filter thickness 

We can see in figure 4.37 that the simulation of the absorption contrast due to the 'beam 

hardening' effect of the chromium titters describes the actual absorption contrast quite 

closely. So the shift of the dominant energy to higher values accounts for the loss in 

absorption contrast very well. This idea is extended to the phase contrast: a shift in the 

dominant energy would affect the transverse coherence length, and as we have seen in 

section 4.2, the transverse coherence length is important in phase contrast imaging. 

Each of the filtered spectra and the unfiltered spectrum are treated using the following 

equation: 

A= he 
E 

(4-18) 

A weighted average is taken of each of these as follows: 
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L (A. x No .Photons) 
EDommant = L:NoPhotons 

(4-19) 

Using this method, the unfiltered rhodium spectrum is seen to have a mean dominant 

wavelength of 1.16A. This is longer than the rhodium Ka wavelength of 0.64A due to 

the large contribution to the spectrum made by the low energy Bremsstrahlung radiation. 

As each chromium filter is placed in the path of the X-ray beam, this mean dominant 

wavelength is reduced to 0.71A, 0.60A, 0.54A and finally 0.51A. This reduction in the 

mean dominant wavelength leads to a reduction in the effective transverse coherence 

length of the X-rays. The effective transverse coherence length is calculated using the 

effective radius of the source, the source-sample distance and each mean dominant 

wavelength in turn. The change in the average wavelength and the effective transverse 

coherence with chromium filter thickness is shown in figure 4.38. 
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Figure 4.38: Change in average wavelength and effective transverse coherence length with increasing 
chromium thickness 

The average wavelength and effective transverse coherence length show a similar 

relationship with chromium filter thickness as the phase contrast in figure 4.36. The 

113 



phase contrast of each image is plotted with the effective transverse coherence length 

calculated for each filter thickness: these results are shown in figure 4.39. 
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Figure 4.39: Phase contrast as a function of effective transverse coherence length 
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The phase contrast shows a linear, proportional relationship with the effective transverse 

coherence length of the source: this is confirmed by the strong, positive correlation 

coefficient of 0.94 between the two variables. Thus as the chromium filters shifted the 

dominant X-ray energy range to higher energies (and hence the dominant wavelength to 

lower values), the consequent reduction in the effective coherence length caused 

degradation of the phase contrast. 

It has now been seen that the beam hardening effect brought about by the filter method 

of monochromation is detrimental to the phase contrast in a propagation image and also 

affects the absorption contrast within the image. A further point of interest is that the 

images achieved during this experiment showed some additional detail, caused by the 

chromium filters. The experiment was repeated using X-ray film in order to accumulate 

images over a longer exposure time; these films were viewed using a transmission 
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microscope and the magnified images were recorded to the computer using a visible 

light CCD camera. These images are shown in figure 4.40. 

Figure 4.40: Images of Heaviside function sample with increasing thickness of chromium filter: 
(a) Unfiltered, (b) 1011m chromium, (c) 2011m chromium, (d) 30~-im chromium 

It is seen in figure 4.42 that as chromium filters are added, any minor roughness or flaws 

in these filters actually contribute to the final image. The wavy effect in the background 

of images 4.40 (b), (c) and (d) shows the roughness of the filter. The bright spots on 

these images show areas in the X-ray film which allowed through more of the 

microscope beam intensity, i.e. areas of low X-ray exposure. Therefore these bright 

spots indicate larger chromium particles on the filters. Although the sample boundary is 

visible in each image and the contrast may be determined using the intensity profile as 

before, any quantitative results could be misleading due to the unwanted ' spotty' effect 
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contributed by the filters. Evidently any titters used for phase contrast imaging would 

have to be polished to a particularly high standard. 

The results of the monochromation experiment using filters are not encouraging, 

because beam hardening and filter roughness are detrimental to the phase contrast 

images. However, the increasing operating voltage and image manipulation results do 

show that a less polychromatic X-ray beam is preferable. Thus, while we have seen that 

monochromatic X-ray radiation is advantageous to phase contrast imaging techniques, 

the widely-used filter method of monochromation for laboratory-based X-ray sources is 

not suitable in this instance. 

4.4 Sample thickness 

The purpose of this experiment is to determine how the phase contrast changes as the 

thickness of the Heaviside sample 'step' is increased. This is useful in order to 

investigate the possibility of calibrating such a system to determine sample thickness. 

The set-up is as shown in figure 4.41 below. 

__--1._ __ -----'1----------.1~------• Source 

Detector Sample 

Figure 4.41: Set-up for sample thickness experiment 

The source-sample and sample-detector distances were fixed as before. The samples 

used for this experiment all took the form of the standard Heaviside function 

approximation. They comprised a layer of mylar of thickness 0.051 mm, with one or 

more smaller layers of mylar fixed over it to form a 'step' in thickness which could be 

imaged. Six of these samples were used, with a 'step' thickness of 1 layer, 2, 5, 7, I 0 

and 12 layers of mylar. The sample step sizes were as follows: 0.048mm, 0.1 04mm, 

0.269mm, 0.428mm, 0.584m and 0.792mm. The phase and absorption contrast were 

determined using equations 4-6 and 4-13 respectively as described in chapter 3. These 

are shown for the copper results in figure 4.42. 
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Contrast with step thickness 
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Figure 4.42: Phase & absorption contrast plotted as a function of'step' thickness for copper source 

From figure 4.42 it is seen that in consistent conditions the phase contrast content of an 

image shows a dependence on the thickness of the object 'step' in question. Obviously 

the absorption contrast increases smoothly as a function of the 'step' thickness due to 

the loss of X-rays through the thicker section becoming exponentially more significant 

as the 'step' thickness increases. The phase contrast increases initially, but this begins to 

plateau at a step thickness of around 0.4mm. After this, the absorption contrast provides 

more of the information in the image. 

In order to calculate the X-ray intensity after absorption, the 'dominant' , or average 

absorption contrast was calculated over the spectrum. For each energy channel in the 

spectrum, the intensity after absorption was calculated by applying equation 4-12 to 

each side of the sample boundary. A weighted mean intensity was taken of each side as 

follows: 

. L Intensity x No .Photons 
lntenstty Avg = ""' 

~ No.Photons 
(4-20) 
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The weighted mean intensity for each side of the boundary was then inserted into 

equation 4-13 in order to calculate an overall weighted average absorption contrast over 

the spectrum. The calculation was repeated for each sample thickness used in this 

experiment. This simulated absorption contrast is shown together with the experimental 

absorption contrast in figure 4.43. 
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Figure 4.43: Simulated and experimental absorption contrast (copper target) 

The experimental and simulated data in ligure 4.43 follow close plots which show the 

same behaviour with sample step thickness, although they do not quite overlap. 

The phase and absorption contrast achieved using the rhodium target is shown in figure 

4.44. 
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Change In Image contrast with step thickness 
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Figure 4.44: Phase & absorption contrast plotted as a function of ' step ' thickness for rhodium source 

In figure 4.44 the phase contrast begins to plateau again, while the absorption contrast 

increases smoothly. It is seen that the absorption contrast plot does not intersect the 

phase contrast plot within the limit of step thickness used for this experiment. This is 

due to the smaller absorption coefficient of mylar at higher X-ray energy. 

An overall weighted mean absorption contrast was calculated over the rhodium 

spectrum for each sample thickness, by applying equation 4-20 to the intensities after 

absorption and inserting the weighted mean intensities into equation 4-13, as before. 

This simulated absorption contrast is shown together with the experimental absorption 

contrast in figure 4.45 . 
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The experimental and simulated data in figure 4.45 also follow close plots which show 

the same behaviour with sample step thickness. 

This experiment shows that in consistent conditions, the phase contrast content is 

governed by the thickness of the 'step' up to a particular step thickness. Phase only 

varies by a maximum of 2n: if the phase factor is outside of this range, it still represents 

a corresponding point within the range, wh ich is determined by subtracting multiples of 

2n until the result is within the basic range. For greater step thicknesses, the absorption 

property of the material begins to provide more information than the phase because the 

absorption factor increases exponentially without an upper limit. Thus when such an 

imaging system is used with objects of a given material , there will be a cut-off 

thickness, past which the phase contrast does not provide the bulk of the image 

information. It will be necessary, therefore, to calibrate such an imaging system in 

practice in order to set a suitable limit on sample thickness. All measurement systems 

have limits of operation, and for the phase-contrast imaging method to be used in 

medical diagnostic applications or within industry, this thickness limit will be important. 
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5. Introduction of other materials 

As experimental X -ray phase contrast imaging approaches applications in medical 

diagnostics [1,2], the influence of water on the phase contrast becomes important. 

All in vivo imaging requires the imaging system to have some degree of tolerance to 

water due to the inevitable high quantities of water present in most creatures' bodies. 

It is somewhat surprising then that despite a huge number of pathological samples 

(as detailed in chapter 1) and even a couple of live specimens [3,4] being used in 

phase contrast imaging, no work has been done to directly determine the effect of 

water on phase contrast. To this end, an experiment was designed to quantify the 

effect on X-ray phase-contrast when water is present in the sample plane. The results 

of this work are important because they will determine the system's tolerance to 

water, and hence begin to examine its ability to image pathological and living 

specimens. 

Likewise, no work has been done to determine the effect of glass on phase contrast. 

But to image a glass-mounted pathological specimen, this effect needs to be 

investigated. So an experiment was designed to quantify the effect on X-ray phase­

contrast when glass is present in the sample plane. The results of this work are 

important because they will demonstrate the system's tolerance to glass, allowing us 

to determine whether glass is a viable mount when imaging pathological specimens. 

5.1 Water 

5.1.1 Absorption considerations 

With the introduction of water to the system, the level of absorption by the water is 

important. X-ray intensity after absorption by a material is given by the following 

expression [5]: 

I=!" exp(-,ut) (5-l) 

where ]0 is the initial intensity of the X-ray source, and 11 and t are the absorption 

coefficient and thickness ofthe material respectively. Using XOP software created at 

the ESRF, the absorption coefficient for water was generated. This is shown 
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graphically as a function of X-ray energy in figure 5.1. Here, it is seen that the 

absorption coefficient is much greater at the copper Ka characteristic energy of 8.048 

keV than at the rhodium Ka characteristic energy of20.216 keV. 
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Figure 5.1: Absorption coefficient for water as a function of X-ray energy 

Using expression (5-l) together with the absorption coefficient of water shown in 

figure 5.1, the modified copper spectrum was simulated for the introduction of 

different path-lengths of water to the system. The following water path-lengths are 

included in the model: 2.996mm, 4.992mm, 7.017mm, lO.Ollmm and 12.671mm. 

The modified copper spectra determined by this model are shown in figure 5.2. 
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Figure 5.2: Effect of various water path-lengths on Microsource~ spectrum with copper target. 

(a) Linear intensity scale, (b) logarithmic intensity scale to clarify lower-intensity spectra. 

In figure 5.2 we see that the copper spectrum of the X-ray source is severely affected 

by the presence of water: the Ka characteristic line is reduced to just 4% of its full 

intensity with only - 3mm of water present in the system. This will reduce to a great 

extent the intensity of images obtained using the copper target. 

Using the same technique, a model is also produced for the rhodium spectrum and is 

shown in figure 5.3. 
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Figure 5.3: Effect of various water path-lengths on Microsource~ spectrum with rhodium target. 

From figure 5.3 we see that the effect of the same water path-lengths in the system is 

much less significant in the rhodium spectrum. For example the Ka characteristic 

line is reduced to 79% of its original intensity by the presence of ~3mm water in the 

system, which is a far less discouraging loss. 

As described in Chapter 3, the absorption contrast is calculated using the following 

visibility equation [6]: 

and the phase contrast is calculated as follows: 
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If an absorption image is taken of the edge of a metal sheet, Amax is the image 

intensity of the X-rays which have propagated alongside the sample, while Amin 

results from the X-rays which have propagated through the material. When 

considering the introduction of water to the system, both the Amax and Amin terms 

contain a factor representing the absorption by water. Substituting these into 

equation 5-2 in full, using the expression for transmitted intensity given in equation 

5-l and including possible noise effects (denoted by N), leads to the following 

derivation: 

C = (Io exp(-JJ",t"') + N)- (Io exp(-J.Jwtw- JJJs) + N) 
(Io exp(-J.Jwtw) + N)+ (!a exp(-J.Jwtw- JJJ..) + N) 

c = exp(-J.Jwfw)- exp(-J.Jwfw- J.Jls) 
N 

exp(-J.Jwfw) + exp(-J.Jwfw- J.Jl,) + 2/ 
0 

. C = 1- exp( -JJ.ls) 
.. N 

1 + exp(-JJ.l,) + 2 I exp(J.Jwf"') 
0 

(5-4) 

(5-5) 

(5-6) 

As equation 5-6 shows, the presence of water should not affect the overall absorption 

contrast because the terms involving water cancel in the numerator and denominator. 

However if any significant noise results from the image acquisition, this will be 

magnified by the presence of water such that absorption contrast decreases as the 

path-length of the water increases. So it is critical that noise is kept to a minimum for 

this experiment, as discussed in Chapter 3. 

5.1.2 Experimental issues 

In order to investigate the effect of water on the X-ray phase contrast, a number of 

water containers were designed and made. There were two major criteria for these 

containers: obviously they needed to be watertight, and they were also required to 

have a negligible absorption coefficient at the copper and rhodium characteristic 

energies. A schematic of the container design is shown in figure 5.4. 
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Figure 5.4: Schematic diagram of water container. 

The water container comprised two identical cylindrical aluminium bars screwed 

into an aluminium block. A latex sheath was stretched taut over the bars such that it 

created a container with a width equal to the diameter of the aluminium bars 

(denoted x in figure 5.4). When water was added to the container, the latex walls 

remained in place provided they had been stretched sufficiently taut. Five of these 

containers were made, with widths of 2.996mm, 4.992mm, 7.017mm, lO.Ollmm 

and 12.671mm (all ±0.002mm), identical to the amounts used in the models. 

It was important to determine whether the latex walls of the container were able to 

influence the X-rays by absorption thus affecting the image contrast. To this end, an 

initial check was conducted in which images were taken of the standard Heaviside 

function sample with each container in turn in the path of the beam. The phase 

contrast values were calculated according to equation 5-3 and the results are shown 

in figure 5.5. 
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Figure 5.5: Phase contrast with each container in the path of the X-rays 

It is clear from figure 5.5 that the containers did not have a detrimental effect on the 

phase contrast so they were suitable for use in the following experiments. 

It was also important to make sure that the position of the water along the optic axis 

would not influence the results. To this end, images of the same Heaviside function 

sample were acquired as a water-filled container of width 2.996mm was positioned 

at various intervals along the optic axis. Again, the phase contrast values were 

calculated for each of these container positions. The results are shown in figure 5.6. 
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Figure 5.6: Effect of water position on phase contrast. 
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It is seen that the position of the water does not have a significant effect on the image 

contrast except when it is positioned directly in front of the detector. This is not 

unexpected because when the water is placed directly in front of the detector, 

Compton scattered photons contribute to the image, distorting the phase contrast 

information. Provided the water is not placed directly in front of the detector, 

keeping in mind the requirement for an air gap [7] between the detector and all 

sections of the sample, its position along the optical axis is not overly important. 

5.1.3 Effect on phase contrast 

The water experiment was set up as follows (figure 5.7): 

---i.__ __ ~--------+----tO-t---o• Source 

Detector Sample Water 

Figure 5.7: Set-up of water experiment 

The Heaviside function sample was initially imaged without the water in place in 

order to provide a reference point against which subsequent images involving water 

may be compared. The sample was subsequently imaged with each water-filled 

container present in the X-ray beam, showing the effects of 2.996mm, 4.992mm, 

7.017mm, lO.Ollmm and 12.671mm water against the benchmark provided with no 

water present in the system. For all normalised images, the phase contrast values 

were determined via equation 5-3 as discussed in Chapter 3. 

The experiment was conducted using copper X-rays and rhodium X-rays. The 

quantified phase contrast results are shown in figure 5.8. 
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Figure 5.8: Change in phase contrast as path length of water is increased 

The intensity profiles of the images achieved with the rhodium source are shown in 

figure 5.9(a), and those achieved with the copper source are shown in figure 5.9(b). 
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From figures 5.8 and 5.9 the image contrast is seen to be reduced considerably by the 

presence of water, even in a very small amount. With no water in the X-ray beam, 

the set-up gives good phase contrast with both targets. However, as water is added to 

the system this situation changes. The rhodium target continues to provide 

substantial phase contrast, while the phase contrast provided by the copper source is 

severely degraded. This suggests that the absorption property of the water has some 

influence over this result because the range of wavelengths provided by the copper 

target is absorbed more strongly than that provided by the rhodium target, as 

demonstrated earlier in figures 5.1, 5.2 and 5.3. 

In order to investigate this further, the absorption contrast value for each image was 

determined as described in Chapter 3. These are plotted together with the phase 

contrast. The results are shown for the rhodium target in figure 5.10. 
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Figure 5.10: Change in phase and absorption contrast as water path length is increased 

(Rhodium source) 

Clearly it is not only the phase contrast which is severely affected by the presence of 

water, but the absorption contrast also suffers a significant decrease. This is most 

unexpected due to the care taken to keep noise to a minimum, as described in 

Chapter 3. Since other experiments have been unaffected by significant noise, it is 

unlikely that noise is the reason for the huge drop in absorption contrast here. 
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However, in order to check this, equation 5-6 is modified to represent the effect of 

the Heaviside function sample rather than an edge. The modified version is the 

following. 

C = exp( -p.J1)- exp( -,uJ 2 ) (
5

_
7

) 
N 

exp(-,U.J1) + exp(-,u.J 2 ) + 2/ exp(,uwtw) 
0 

The thicknesses on each side ofthe sample boundary were substituted in, where t1 = 

0.051mm and t2 = 0.320mm, and each water path length in turn was substituted in for 

tw. At the rhodium Ka energy, J.l.s= 0.794503 and J.lw = 0.790434. An arbitrary figure 

of 1 000 was assigned to Io, and N was varied in order to find the closest fit to the 

absorption contrast. 

The closest fit of equation 5-7 to the absorption contrast data obtained 

experimentally uses a value of less than 0 for N. This fit of equation 5-7 is plotted 

with the absorption contrast data in figure 5.11. 
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Figure 5.11: Equation 5-7 and absorption contrast plotted against water path length (rhodium source) 

From figure 5.11 it is seen that not only is the noise at a negligible level when fitting 

equation 5-7 to the absorption contrast, but also the relationship between the 
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equation 5-7 fit and the water path length does not match that of the absorption 

contrast. So it is concluded that the presence of noise does not govern this result. 

The fact that the absorption contrast is decreased on introduction of water to the 

system is a clue that absorption of the X-rays by water is causing the loss of phase 

contrast. In order to determine whether a beam hardening effect is causing the loss of 

phase contrast due to water, the model for this situation is applied to the rhodium 

spectra as before in Chapter 4. Each of the filtered spectra are treated using equation 

5-l, using the absorption coefficient of mylar at each energy along the spectrum, 

together with (a) the thickness of a single layer of mylar (0.05lmm) and (b) the 

thickness of the thicker section of mylar (0.320mm). A weighted average is taken of 

each of these as follows: 

Llo exp(-J.d) 
Average= "" 

L..Jo 
(5-8) 

This calculation leads to an average absorption coefficient across each spectrum, as 

shown in equation 5-9. 

Avg(:) ~ exp(-,UI) (5-9) 

The exponential terms containing the average absorption coefficient with the two 

thicknesses are substituted into the absorption contrast equation as follows: 

C 
exp( -Jit1)- exp( -Jit 2 ) 

ontrast = ---'--=------~---=-
exp(-Jit 1 ) + exp(-Jit 2 ) 

(5-10) 

The absorption contrast calculated by this method is plotted together with that 

achieved by the rhodium target during the water experiment (shown earlier in figure 

5.10). These are shown in figure 5.12. 

133 



Absorption contrast as a function of water path length 
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Figure 5.12: Theoretical and experimental change in absorption contrast with increasing water path 
length (Rhodium source) 

As figure 5.12 shows, the model of the beam hardening effect for the rhodium source 

provides a reasonably good fit to the relationship between sample absorption contrast 

and water path length. The shift of the dominant energy to higher values accounts 

well for the loss in absorption contrast. 

This idea is extended to the phase contrast: it has already been demonstrated in 

Chapter 4 that a shift of the dominant energy would affect the coherence length. 

Each of the filtered spectra are treated using the following equation: 

(5-11) 

A weighted average is taken of each of these as follows: 

L (..t x No.Photons) 
E/Jomin ant = "" AT Ph t L...J 1v0. o ons 

(5-12) 

Using this method, the unfiltered rhodium spectrum has already been seen to have a 

mean dominant wavelength of 1.17 A, which is longer than the rhodium Ku 
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wavelength of 0.64A due to the large contribution to the spectrum made by the low 

energy Bremsstrahlung radiation. As the water path length in the beam is increased, 

this mean dominant wavelength is reduced to 0.55A, 0.52A, 0.51A, 0.49A and 

finally 0.47A. This reduction in the mean dominant wavelength leads to a reduction 

in the effective transverse coherence length of the X-rays. The effective transverse 

coherence length is calculated using the effective radius of the source (6.38J..UD), the 

source-sample distance (134mm) and each mean dominant wavelength in turn. The 

change in the average wavelength and the effective transverse coherence with water 

path length is shown in figure 5.13. 
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Figure 5.13: Change in average wavelength and effective transverse coherence length with increasing 
water path length (rhodium source) 

The average wavelength and, consequently, the effective transverse coherence 

length, show a similar relationship with the water path length as the phase contrast in 

figure 5.10. The phase contrast of each image is now plotted with the effective 

transverse coherence length calculated for each water path length: this is shown in 

figure 5.14. 
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Figure 5.14: Phase contrast as a function of effective transverse coherence length for rhodium target 

The phase contrast shows a linear, proportional relationship with the effective 

transverse coherence length of the system: this is confirmed by the strong, positive 

correlation coefficient of 0.99 between the two variables. Thus as the increasing 

water path length shifted the dominant X-ray energy range to higher energies (and 

hence the dominant wavelength to lower values), the consequent reduction in the 

effective transverse coherence length caused degradation of the phase contrast. 

The copper results are also considered in the same way. The copper target phase and 

absorption contrast determined experimentally are shown in figure 5.15. 
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Figure 5.15: Change in phase and absorption contrast as water path length is increased 

(Copper source) 

The copper results show the same behaviour as those obtained using the rhodium 

target, although the absorption contrast is higher to start with, due to the lower 

energy of the X-ray beam. As before, consider the filtered copper spectra. Using a 

similar beam hardening model, the change in absorption contrast, average 

wavelength and effective coherence length are calculated for the increasing water 

path lengths. The absorption contrast values calculated by the model are plotted 

together with those achieved by the copper target during the water experiment 

(shown earlier in figure 5.15). These are shown in figure 5.16. 
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Absorption contrast as a function of water path length 
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Figure 5.16: Theoretical and experimental change in absorption contrast with increasing water path 
length (Copper source) 

As figure 5.16 shows, the model of the beam hardening effect for the copper source 

shows a similar relationship to that between sample absorption contrast and water 

path length shown by the actual results. The fit is not quite as close as for the 

rhodium results, but the shift of the dominant energy to higher values does account 

for the loss in absorption contrast reasonably well. The increasing average 

wavelength and the effective transverse coherence are shown in figure 5.17. 
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Figure 5.17: Change in average wavelength and effective transverse coherence length 
with increasing water path length (copper source) 
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The average wavelength and, consequently, the effective transverse coherence 

length, show a similar relationship with the water path length as the phase contrast in 

figure 5.15. The phase contrast of each image is now plotted with the effective 

transverse coherence length calculated for each water path length. This is shown in 

figure 5.18. 
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Figure 5.18: Phase contrast as a function of effective transverse coherence length for copper target 

As before, the phase contrast shows a linear relationship with the effective transverse 

coherence length of the system, this being confirmed by the strong, positive 

correlation coefficient of 0. 99 between the two variables. Thus as the increasing 

water path length shifted the dominant X -ray energy range to higher energies (and 

hence the dominant wavelength to lower values), the consequent reduction in the 

effective transverse coherence length caused degradation of the phase contrast. 

The degradation of the phase and absorption contrast is explained well by a beam 

hardening model. This effect is a direct consequence of using a polychromatic X-ray 

source: a monochromatic beam would not experience beam hardening due to water 

absorption. The absorption over such a narrow range of wavelengths would not have 

any appreciable effect on the dominant X-ray energy, and so while the intensity 

would decrease, the actual quantifiable absorption contrast and phase contrast should 

not change. However, laboratory-based X-ray sources, particularly microfocus X-ray 
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sources, emit limited intensities and these are often insufficient for phase contrast 

imaging purposes after monochromation. This is a major advantage of 

monochromatic synchrotron X-radiation over the polychromatic laboratory-based 

microfocus X-ray source. This work demonstrates that copper X-rays are unsuitable 

for imaging biological tissue with this system, because the presence of water reduces 

the phase contrast significantly. However, while the phase contrast achieved using 

the rhodium X-rays is obviously reduced by the presence of water, it is by no means 

destroyed. This is a very positive result in the steps towards biological imaging and 

suggests that with the rhodium target in place, this system could potentially image 

biological specimens. 

5.2 Glass 

As an extension to the experiment introducing water into the system, glass is added 

to the sample in order to check whether it has the same effect on the phase and 

absorption contrast as water. It is expected that this will be the case because glass is 

a disordered, non-periodic material which absorbs X-rays strongly in the low-energy 

regton. 

For the purpose of this experiment, 4 simple glass microscope slides were used, each 

with a uniform thickness of 1.178mm. So the glass path-lengths used for this 

experiment were Omm, 1.178mm, 2.356mm, 3.534mm and 4.712mm (error 

±0.002mm). 
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5.2.1 Scattering considerations 

One property of the glass which required consideration is its ability to scatter X-rays. 

In order to check the extent to which X-rays are Compton scattered away from the 

optical axis, a scattering experiment was conducted. This used a microfocus X-ray 

source with a copper target, together with a moveable detector which detects 

intensity as a function of scattering angle. The apparatus is shown in figure 5.19. 

Source 

Figure 5.19: Diagram of apparatus for scattering experiment 

The sheet of glass was secured perpendicular to the X-ray beam, as in the in-line 

imaging technique. The X-rays were propagated toward the glass sheet, and the 

detector recorded the intensity at angular intervals of0.15°. The results are shown in 

figure 5.20. 

Transmission through a glass slide 

to' 
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Detector Angle (0
) 

Figure 5.20: X-ray transmission and scattering through a glass slide. 
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The X-ray camera in the phase contrast imaging set-up detects X-rays which have 

deviated by up to ~0.15°. It is seen from figure 5.20 that most of the intensity of the 

X -ray beam passes through the glass slide normally within the solid angle required 

by the in-line imaging set-up. So there is no problem with X-ray transmission 

through the glass slide, however some Compton scattered photons have been 

detected so the air gap [7] will be needed between the sample/glass and the detector. 

5.2.2 Absorption considerations 

With the introduction of glass to the system, the level of absorption by the glass is 

important and so once again using the XOP software, the absorption coefficient for 

glass is determined. This is shown graphically as a function of X-ray energy in figure 

5.21. As before, it is seen that the absorption coefficient is much greater at the 

copper Ka characteristic energy of 8.048 ke V than at the rhodium Ka characteristic 

energy of 20.216 ke V. In addition, it is seen that the absorption coefficient of glass is 

much greater across the spectrum than the absorption coefficient of water, an 

increase of a factor of ~6.5. 
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Figure 5.21: Absorption coefficient for glass as a function ofX-ray energy 

Using expression (5-1) together with the absorption coefficient of glass shown in 

figure 5.21, the modified copper spectrum was simulated for the inclusion of 

different thicknesses of glass in the system. The following glass thicknesses were 
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included in the model: 1.178rnm, 2.356mm, 3.534mm and 4.712mm. The modified 

copper spectra determined by the model are shown in figure 5.22. 
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Figure 5.22: Effect of various glass thicknesses on Microsource~ spectrum with copper target 

It is seen from figure 5.22 that the copper X-ray spectrum is even more severely 

affected by the presence of glass than by water: the Ka characteristic line is reduced 

to just 0. 02% of its full intensity with just - 1 mm of glass present in the system. 

Using the same technique, a model was also produced for the rhodium spectrum and 

is shown in figure 5.23. 
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Figure 5.23: Effect of various glass thicknesses on Microsource® spectrum with rhodium target 

It is seen from figure 5.23 that the effect of the same glass thicknesses in the system 

is much less marked in the rhodium spectrum than the copper spectrum. For example 

the Ka characteristic line is reduced to 55% of its original intensity by the presence 

of~ lmm glass in the system, which is a less discouraging loss. Again, it is a more 

significant loss than the attenuation of the rhodium spectrum due to water. 

5.2.3 Effect on phase contrast 

The main glass experiment itself was set up as follows (figure 5.24): 

----1~---~~------------~~--~o~---·source 
Detector Sample Glass 

Figure 5.24: Set-up of glass experiment 

As before, it was verified that the position of the glass along the optical axis would 

not influence the results. Images of the standard Heaviside function sample were 

acquired as a glass sheet of 1.178mm thickness was positioned at various intervals 

along the optical axis. Again, the phase contrast value was calculated and compared 

for each of these glass positions. The results are shown in figure 5.25. 
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Figure 5.25: Effect of glass position on phase contrast 
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As before with the water container, it is seen that with the glass directly in front of 

the detector there is a drop in the phase contrast due to some Compton scattering. 

Provided an air gap [7] is present between the detector and all parts of the sample 

and glass, the position of the glass along the optical axis is not overly important. 

The sample was initially imaged without the glass in place in order to provide a 

reference image against which subsequent images, filtered by glass, could be 

compared. This was followed by inserting a 1.178mm sheet of glass into the path of 

the X-ray beam and recording an image. This method was repeated three times, each 

time with the addition of another glass slide in the X-ray beam, to compare the 

effects of the glass thicknesses against the benchmark provided with no glass present 

in the system. For all images, the phase contrast was calculated via equation 5-3 as 

discussed in Chapter 3. 

The experiment was conducted with copper X-rays and rhodium X-rays. The 

quantified phase contrast results are shown in figure 5.26. 

145 



0.07 

0.06 

1ii 
0.05 

.s 0.04 c 
0 u 
Cl) 0.03 Ill 
111 
s:. 
D. 0.02 

0.01 

0 

0 

Change in phase contrast with glass 

I • Copper • Rhodium I 

.. 

.. 
2 3 

Glass thickness (mm) 

E .. 
4 

Figure 5.26: Change in phase contrast as glass thickness is increased 

.. ... 
5 

The intensity profiles of the images achieved with the rhodium source are shown in 

figure 5.27(a), those achieved with the copper source in figure 5.27(b). 
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Figure 5.27: Intensity profiles of images with increasing path lengths of glass in the system. 

(a) Images achieved using rhodium source, (b) Images achieved using copper source 
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From figures 5.26 and 5.27 it is seen that the image contrast is reduced considerably 

by the presence of glass, to an even greater extent than by water. With no glass in the 

X-ray beam, the set-up gives good image contrast with both targets, as seen before. 

However, as glass is added to the system the set-up with the rhodium target 

continues to provide some limited phase contrast while the set-up with the copper 

target sees the phase contrast almost completely destroyed. Once again this indicates 

that the absorption property of the glass has some influence over this result, for the 

same reason as before. 

In order to investigate this further, the absorption contrast of each image is 

determined as described in Chapter 3. This is plotted together with the phase contrast 

in figure 5.28 for the rhodium images. 
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Figure 5.28: Change in phase and absorption contrast as glass thickness is increased 

(Rhodium source) 

It is clear from figure 5.28 that, as with the previous experiment with water, it is not 

only the phase contrast which is severely affected by the presence of glass, but the 

absorption contrast also suffers a significant decrease. Once again, the decrease in 

absorption contrast is a clue that the loss in phase contrast is caused by X-ray 

absorption in glass. 
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As before, each of the filtered spectra are treated using equation 5-1, using the 

absorption coefficient of mylar at each energy along the spectrum, together with (a) 

the thickness of a single layer (0.051 mm) and (b) the thickness of the thicker section 

(0.320mm). A weighted average is taken of each of these according to equation 5-8, 

and the resulting exponential terms containing the average absorption coefficient 

with the two thicknesses are substituted into equation 5-10. 

The absorption contrast calculated by this method is plotted together with that 

achieved by the rhodium target during the glass experiment (shown earlier in figure 

5.28). These are shown in figure 5.29. 
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Figure 5.29: Theoretical and experimental change in absorption contrast with increasing glass 
thickness (Rhodium source) 

As figure 5.29 shows, the model of the beam hardening effect for the rhodium source 

shows a good fit to the relationship between absorption contrast and water path 

length shown by the actual results. So, once again, the shift of the dominant energy 

to higher values accounts for the loss in absorption contrast quite well. 

Again, this idea is extended to the phase contrast. Each of the rhodium spectra are 

treated using equations 5-11 and 5-12 in order to calculate an average wavelength for 

each spectrum. With one glass sheet in the path of the beam, this mean dominant 
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wavelength is reduced from 1.17A to 0.32A, with further decreases as more glass is 

added. This reduction in the mean dominant wavelength leads to a reduction in the 

effective transverse coherence length of the X-rays. The effective transverse 

coherence length is once again calculated, and the change in the average wavelength 

and the effective transverse coherence with water path length is shown in figure 

5.30. 
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Figure 5.30: Change in average wavelength and effective transverse coherence length 

with increasing glass thickness (rhodium source) 

The average wavelength and, consequently, the effective transverse coherence 

length, show a similar relationship with glass thickness as the phase contrast in 

figure 5.28. The phase contrast of each image is now plotted with the effective 

transverse coherence length calculated for each glass thickness: this is shown in 

figure 5.31 . 
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Figure 5.31: Phase contrast as a function of effective transverse coherence length for rhodium target 

The phase contrast shows a linear, proportional relationship with the effective 

transverse coherence length of the system: this is confirmed by the strong, positive 

correlation coefficient of 0.96 between the two variables. Thus as the increasing 

glass thickness shifted the dominant X -ray energy range to higher energies (and 

hence the dominant wavelength to lower values), the consequent reduction in the 

effective transverse coherence length caused degradation of the phase contrast. 

The copper results are also considered in the same way. The copper target phase and 

absorption contrast determined experimentally are shown in figure 5.32. 
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Figure 5.32: Change in phase and absorption contrast as glass thickness is increased 

(copper source) 

The copper results show similar behaviour to the rhodium, although both the phase 

and absorption contrast fall off at a much faster rate. In fact, on addition of the third 

glass slide (an overall glass thickness of 3.534mm), the absorption contrast was so 

minimal that calculation of this was impossible and it was recorded as zero. 

Obviously this was also the case on addition of the fourth glass slide. 

As before, we consider the filtered copper spectra and apply the same model as 

before to calculate the change in absorption contrast, the average wavelength and the 

effective transverse coherence length as the glass thickness is increased. The 

absorption contrast calculated by the model is plotted together with that achieved by 

the copper target during the glass experiment (shown earlier in figure 5.32). These 

are shown in figure 5.33. 
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Figure 5.33: Theoretical and experimental change in absorption contrast with increasing glass 
thickness (copper source) 

As figure 5.33 shows, the model of the beam hardening effect for the copper source 

shows a similar relationship to that between sample absorption contrast and glass 

thickness shown by the actual results. This fit is limited in that it cannot be compared 

to the absorption contrast with glass thicknesses of 3.354mm or 4.712mm due to the 

extensive loss of contrast in these images. But otherwise the shift of the dominant 

energy to higher values accounts for the loss in absorption contrast reasonably well. 

The change in the average wavelength and effective transverse coherence with water 

path length is shown in figure 5.34. 
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Change in average wavelength and effective transverse 
coherence with glass thickness 
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Figure 5.34: Change in average wavelength and effective transverse coherence length with increasing 
glass thickness (copper source) 

The average wavelength and consequently the effective transverse coherence length, 

show a similar relationship with the glass thickness as the phase contrast in figure 

5.32. The phase contrast of each image is plotted with the effective transverse 

coherence length in figure 5.35. 
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Figure 5.35: Phase contrast as a function of effective transverse coherence length for copper target 
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The phase contrast shows a linear relationship with the effective transverse 

coherence length of the system: this is confirmed by the strong, positive correlation 

coefficient of 0. 99 between the two variables. Thus as the increasing glass thickness 

shifted the dominant X-ray energy range to higher energies (and hence the dominant 

wavelength to lower values), the consequent reduction in the effective transverse 

coherence length caused degradation of the phase contrast. 

This work demonstrates that copper X-rays are completely unsuitable for imaging 

glass-mounted pathological specimens, because the presence of glass destroys the 

phase contrast. However the phase contrast is not destroyed for rhodium X-rays, and 

so glass-mounted samples could potentially be imaged by this system with the 

rhodium target in place, especially given the earlier results where the system 

achieved phase contrast with rhodium X-rays despite the presence of water. 

It is unlikely that the beam hardening effect would be seen with monochromatic X­

rays, and this is a major advantage of monochromatic synchrotron radiation over 

polychromatic laboratory-based X-ray sources. In order to combat the effects of 

beam hardening on phase contrast within a laboratory environment, a microfocus X­

ray source capable of producing much higher intensities would be required. 

Monochromation of a significantly higher-intensity source would also provide a 

possible solution. 
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6. Phase contrast images of test objects 

In order to determine the capability of the in-line laboratory-based set-up in a practical 

application of phase contrast imaging, the set-up was used to image two test objects: a 

Leeds Mammographic Test Object TOR[MAM] [1], and a scorpion sting. 

A number of mammographic phantoms have been imaged (as discussed in Chapter 1), 

but the Leeds TOR[MAM] phantom has not been used in phase contrast imaging very 

often. Kotre et al. have imaged a Leeds TOR[MAM] phantom using an adapted 

mammography imaging system, with a molybdenum target in place [2,3], assigned 

scores to the images according to the level of detail present, and compared the scores for 

phase and absorption contrast images. In this project, the effects of sample position, 

source size, monochromaticity, sample thickness and the presence of water and glass on 

phase contrast have all been investigated. Having used this earlier work to gradually 

improve and gain a better understanding of the imaging system, phase contrast imaging 

of the test object is attempted in order to assess the capability of the improved system to 

image the phantom. Both rhodium and copper X-rays are used, and the suitability ofthe 

two X-ray energies is discussed. This work is important because it takes the initial steps 

towards potentially using this system for imaging of small pathological samples. 

The final sample discussed in this project is the scorpion sting shown in Chapter 1. No 

phase contrast images of scorpion stings have been previously seen in published 

literature, so this is a real first for the field. An absorption image (taken at the beginning 

of the project) and a phase image (taken after the work discussed in Chapter 4 was 

completed) are compared in order to illustrate the improvements made to the system 

during the course of the project. This comparison visually sums up the scale of the 

improvement in the imaging system as a result of this work, and although this is done 

qualitatively, it is important to be able to see a 'before' and 'after' glimpse with a 

project like this. 
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6.1 The Leeds TOR(MAM) Phantom 

The TOR[MAM] phantom has been designed at the University of Leeds to produce 

qualitative results via contrast details which closely approximate actual clinical 

mammographic features. It is thought to be the most sensitive of the mammographic test 

objects generally available in the UK [4].1t consists of a semicircular Perspex block of 

11 mm thickness, within which a number of details are embedded. A detailed layout of 

the TOR[MAM] phantom is shown in figure 6.1. 

Calcium-based particles , 
size ranges from 63,um 

to 354,um 

Low contrast details , 
3mm diameter. Groups 

of three 

Figure 6.1: Layout of details within the Leeds TOR[MAM] Phantom (reproduced from [I]) 

The test details shown on the left-hand side of the diagram in figure 6.1 include three 

types of detail: filaments, calcium-based particles and low-contrast discs. 

The filaments are arranged in six groups of four: each group has the four identical 

filaments arranged in four different orientations. It has already been seen that the 

contrast achieved for a vertical detail is not necessarily the same as that achieved for a 

horizontal detail , due to the variation in transverse coherence length of an elliptical 

beam. This arrangement allows the phase contrast imaging capabi li ty in four different 
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orientations to be detennined. All filaments are 1 Omm in length, and the diameters 

gradually decrease from the bottom-left group (400f.!m) to the top-right group (200f.!m). 

The central group of particles represent microcalcifications. These are made from a 

calcium-based mineral substance and all have irregular shapes. Each test group 

compnses a number of these particles in order to simulate a cluster of 

microcalcifications. The clusters each contain a range of particle sizes, starting at the 

bottom-left (with upper and lower limits of 354f.!m and 224f.!m respectively) and 

decreasing towards the top-right (with upper and lower limits of 1 06f.!m and 63f.!m 

respectively). 

The bottom group of low-contrast details are 3mm diameter circular discs, made from 

plastic. Six thicknesses of plastic are used, providing six different contrast values in the 

phase contrast images. These low-contrast details approximate to mean detail sizes of 

2mm to 5mm, as recommended by Kimme-Smith [5]. 

The detail on the right-hand side of the diagram in figure 6.1 represents breast tissue 

morphology. It simulates the appearance of breast tissue, although it is not claimed that 

the breast tissue morphology section is equivalent to breast tissue in an anatomical or 

radiological sense [1,6]. Rather, it detennines the noise effects seen by the imaging 

system when imaging breast tissue, and helps to detennine the overall image quality 

achievable by the imaging system. 

The two small sections, marked B 1 and 82 on the diagram in figure 6. 1, are for 

background density measurement, to allow for comparison between films. This feature 

is not used in these experiments because the images are taken for a purely qualitative 

analysis. 

The TOR[MAM] test object shown in figure 6.1 may be used in conjunction with three 

more D-shaped Perspex blocks, each 1 Omm in diameter. The total thickness of the 

object in this case is 41 mm, and the additional sections help to simulate base attenuation 
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and scattering effects. Because this is a preliminary investigation into the set-up's 

capability of imaging the details embedded within the test object, the additional sections 

of the phantom were not used. 

6.1.1 Evaluation of contrast detail images 

Images of the detailed section of the mammographic test object were taken with the 

rhodium and copper targets in place in turn in order to determine the practical capability 

of the system with each target. Following the work with source size, discussed in 

chapter 4, the source dimensions were kept to a minimum {19J..lm width x l8J..lm height 

in the case of the rhodium target, l2J..lm width x l7J..lm height in the case of copper). We 

have seen that the polychromatic spectrum of both sources yields satisfactory phase 

contrast images and so no attempts were made to filter the X-rays. The detailed section 

of the test object required only a qualitative analysis, so X-ray film was used to record 

the images. The system was set up as shown in figure 6.2. 

X-ray film 

I • Source 

TORfMAMl 

Figure 6.2: Set-up for low-contrast detail imaging 

The test object was fixed I28mm from the source, and the X-ray film was fixed 684mm 

from the test object. We have seen that with a propagation distance greater than 

approximately 78mm, the system retains phase contrast in the images, and the greater 

the propagation distance, the better the phase contrast. A sample-detector distance of 

684mm is approaching the maximum propagation distance possible within the confines 

of the system's enclosure, so this should give the system the best chance of retaining 

good phase contrast images in terms of propagation ofthe transmitted X-rays. 

Each of the groups of filaments was imaged separately, in turn, as described above. The 

images on film were magnified by a microscope and acquired directly to a computer 

using a visible light CCD. The images obtained using the rhodium target are shown in 

figure 6.3, and those obtained using the copper target are shown in figure 6.4. Due to the 
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limited field of view of the ceo, only the junction at which each group of filaments 

meets is recorded in order to show the filaments in all orientations within the same 

Image. 

Figure 6.3: Magnified filament images acquired using a microscope and CCD (Rhodium source) 
Filament size: (a) 400f..lm, (b) 350f..lm, (c) 300f..lm, (d) 250f..lm (e) 225f..lm, (f) 200f..lm 
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Figure 6.4: Magnified filament images acquired using a microscope and CCD (Copper source) 
Filament size: (a) 400Jlm, (b) 350Jlm, (c) 300Jlm, (d) 250Jlm (e) 225Jlm, (f) 200Jlm 
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As figures 6.3 and 6.4 show, with both the rhodium and copper targets in place the 

system is capable of imaging all six groups of filaments, and so has the ability to record 

this type of detail at least down to 200~m in size. As expected, the strength of the phase 

contrast at the edges of the filaments varies within each group: it was concluded in 

chapter 4' s discussion of the results of the source size experiment that the orientation of 

a sample edge is important when making use of an elliptical source. The phase contrast 

of an image of a given sample edge is affected more by the transverse coherence in the 

direction perpendicular to the orientation of the sample edge. However, the edge details 

in all orientations are visible here, and most show the distinctive phase contrast fringe, 

which is an excellent result. 

An example of an intensity profile across an image of a filament is shown in figure 6.5. 

This is taken across the rhodium image of a filament in group D, and so it represents a 

filament of250~m diameter. 
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Figure 6.5: Intensity profile across rhodium image of a filament in group D 
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The intensity profile in figure 6.5 shows some slight absorption contrast, due to the 

250~m thickness of the filament. The main points of interest are the large peak and 
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trough at each edge of the filament: these verify that the phase has been enhanced, as 

seen in all earlier experiments using the Heaviside function sample. Therefore strong 

phase contrast is present in the filament images. 

The experiment was repeated with an identical set-up in order to obtain images of some 

of the pseudo-microcalcifications. Here, just one group of pseudo-microcalcifications 

was imaged: that containing particles ranging in size from 224J..I.m to 354J.!m. Again, the 

images on film were magnified by a microscope and recorded by a CCD camera. Due to 

the limited field of view of the ceo, the group as a whole is not shown, but a number of 

individual particles within the group are recorded. The pseudo-microcalcification 

images obtained using the rhodium target are shown in figure 6.6. 

Figure 6.6: Magnified pseudo-microcalcification images acquired using a microscope and CCD 
(Rhodium source) 
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The same group of pseudo-microcalcification particles was imaged in the same way 

using the copper target and the images obtained are shown in figure 6.7. 

(c) 

Figure 6.7: Magnified pseudo-microcalcification images acquired using a microscope and CCD 
(Copper source) 

As figures 6.6 and 6.7 show, with both copper and rhodium targets in place the system is 

capable of imaging the pseudo-microcalcifications. These appear as areas of higher 

absorption surrounded by edge contrast, although again, the irregular shapes agree with 

earlier conclusions that the phase contrast varies with the orientation of the edge in 

question. The results obtained using both the rhodium and copper targets are very clear, 

however the rhodium resu lts are seen to have slightly more well-defined edge contrast 

than the copper. This is illustrated by taking intensity profiles across rhodium and 

copper images of the same section of a given particle. The particle used here is that 

shown in figures 6.6 (a) and 6.7 (a). The intensity profiles are shown in figure 6.8. 
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Figure 6.8: Intensity profile across image of a pseudo-microcalcification. 
(a) Rhodium image, (b) Copper image 
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From figure 6.8 it is easily seen that the edge contrast is far more marked in the rhodium 

image than the copper image, because the peak and trough are very clear at the edges of 
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the particle. Although phase contrast is seen at the edges of the particle in the copper 

image, the noise within the particle area of the image is of a comparable level. Thus the 

images of the pseudo-microcalcifications taken with the rhodium target in place are 

more helpful. 

The experiment was repeated again with an identical set-up in order to obtain images of 

some of the low-contrast discs. Again, the images on film were magnified by a 

microscope and recorded by a CCD. Due to the limited field of view of the CCD, only 

partial images of the low-contrast discs are recorded. The low-contrast disc images 

obtained using the rhodium target are shown in figure 6.9, and those obtained using the 

copper target are shown in figure 6.1 0. It should be noted, however, that the edges 

shown in figures 6.9 and 6.10 do not necessarily belong to the same discs. 

Figure 6.9: Low-contrast disc images (Rhodium source) 
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It is seen from figures 6.9 and 6.10 that with both the copper and rhodium targets in 

place the system is capable of imaging low-contrast circular details with various contrast 

values. In fact these are seen to be ideal phase objects because the edge contrast shows 

the dark and light lines representing the peak and trough in intensity, as seen earlier in 

the project, while the absorption contrast is negligible. This is shown via intensity 

profiles across a rhodium image and a copper image in figure 6. 11. 
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Figure 6.11: Intensity profile across images of low-contrast circular detail edge 
(a) Rhodium image, (b) Copper image 
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The phase contrast in the images obtained using the rhodium target is very clear in all of 

the images, although it is seen to be reduced in image 6.9 (d), which is of one of the 

lowest contrast discs. The additional detail seen in images 6.9 (a) and (b) shows the 

adhesive holding the perspex of the test object together at the contrast detail level. The 

phase contrast in the images obtained using the copper target is also clear in all of the 

images, although it is not as highly visible as that in the majority of rhodium images. 

Image 6.10 (a) is also seen to show some adhesive detail. 

It is possible to grade images of the test object detail section as a measure of the 

visibility of the image details, as described in [2]. This requires all of the test object 

details to be recorded in one large image. Due to the small size of the X-ray beam and 

the large magnification required of the system, this was impractical for this set-up. 

However, the in-line phase contrast imaging set-up has shown itself to be capable of 

qualitatively imaging practical details such as those embedded in a mammographic test 

object. This is a positive result towards the practical application of the system. 

6.1.2 Breast tissue morphology results 

The breast tissue morphology section of the test object was imaged using both the 

rhodium and copper targets with the source. Two experiments were done using this 

section: one to see the capability of the system when imaging the breast tissue 

morphology section, and the other to determine the attenuation effect of the breast tissue 

morphology section. 

6.1.2.1 Images of breast tissue morphology 

Images were taken of the breast tissue morphology section of the Leeds mammographic 

test object, using both the rhodium and copper targets with the source. The experimental 

set-up is shown in figure 6.12. 

~ ...... ,_·····-~----------tl.----e• Source 

X-ray film TOR[MAM] 

Figure 6.12: Set-up for breast tissue morphology imaging 
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As before, the mammographic test object was placed 128 mm from the source, with the 

breast tissue morphology section in the path of the X-rays. With the rhodium target in 

place, images were recorded on four X-ray films: with the film fixed 684mm from the 

test object, 382mm from the test object, 182mm from the test object and finally fixed at 

Omm from the test object. Given that it has already been determined that the system 

cannot detect phase contrast with propagation distances of 78mm or less (as discussed in 

chapter 4), it would be expected that there will be no phase contrast present in the latter 

image. Of the remaining images, it would be expected that the 684mm image will retain 

the most phase contrast information and the 182mm image will retain the least phase 

contrast detail. This was repeated with identical source-sample and propagation 

distances with the copper target in place. The images recorded on X-ray film were 

viewed using a transmission microscope, and the magnified images were acquired 

directly to a computer using a visible light CCD camera. The images of the breast tissue 

morphology achieved using the rhodium source are shown in figure 6.13. 
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Figure 6.13: Images of breast tissue morphology recorded on X-ray film, viewed through a microscope. 
Film fixed at (a) 684mm, (b) 382mm, (c) 182mm and (d) Omm from mammographic test object 

(Rhodium source) 

The images in figure 6.13 show qualitatively how the phase contrast of the breast tissue 

morphology changes as the propagation distance is reduced. As expected, the breast 

tissue morphology detail retained in the image with the longest X-ray beam propagation 

distance of 684mm (figure 6.13 (a)) is excellent. The characteristic light and dark lines 

of phase contrast display many strands of the material. As the film is moved closer to 

the test object and the X-ray beam propagation distance decreases to 382mm and 

182mm (figures 6.13 (b) & (c)), the phase contrast effect is less obvious and fewer 

strands of material show up well in the images. Finally the image taken at Omm (figure 

6.13 (d)) shows up no strands of material. In addition to relying only on the absorption 

property of the strands and not on the phase property, this image will have been affected 

by Compton scattering because of the lack of an air gap between the sample and the 
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film. Compton scattered photons will have been unable to propagate out of the X-ray 

film ' s field of view before reaching the image plane, leading to random photons being 

recorded in areas of the image which will not necessarily bear any relation to the true 

absorption image and distorting the image with the ' veil ' effect. We have already seen a 

more quantitative effect of Compton scattering in Chapter 5, as a water container was 

placed directly in front of the detector and the phase contrast was significantly reduced 

as a result. 

The images of the breast tissue morphology achieved using the copper source are shown 

in figure 6.14. 

Figure 6.14: Images of breast tissue morphology recorded on X-ray film, viewed through a microscope. 
Film fixed at (a) 684mm, (b) 382mm, (c) 182mm and (d) Omm from mammographic test object 

(Copper source) 
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The images in figure 6.14 show a very similar pattern to those in figure 6.13. The breast 

tissue morphology detail retained in the image with the longest X-ray beam propagation 

distance of 684mm (figure 6.14 (a)) is excellent while the phase contrast detail in the 

images taken at propagation distances of 382mm and 182mm (figures 6.14 (b) & (c)), 

becomes more difficult to see. Finally the image taken at Omm (figure 6.14 (d)) shows 

up no useful detail. Again, this absorption image will have been affected by Compton 

scattering due to the lack of an air gap, and may not necessarily represent the true 

absorption image. 

Comparison of figure 6.13 (a) and 6.14 (a) to figures 6.13 (c) & (d) and 6.14 (c) & (d) 

respectively really shows up the advantage of phase contrast imaging over absorption 

imaging. While the phase contrast image is rich in detail and shows some semblance of 

depth in the test object, the images with short or nonexistent propagation distances are 

not particularly helpful. The phase contrast images retain far more detail than the 

absorption images and are certainly the more useful of the two image types in this 

situation. 

6.1.2.2 Attenuation effect of breast tissue morphology 

The breast tissue morphology section of the Leeds mammographic test object is 

designed to simulate the noise contribution of breast tissue, rather than to provide an 

anatomically accurate representation of breast tissue. Thus it is useful to investigate the 

attenuation and noise effect of this breast tissue morphology on phase contrast images. 

In order to do this, the breast tissue morphology section of the test object was placed in 

the path ofthe X-ray beam, as shown in figure 6.15. 

---1.._ __ ____,1---------+---lt---.• Source 

Detector Sample TOR[MAM] 

Figure 6.15: Set-up of attenuation experiment 

The X-ray CCD camera was used to detect the images in this experiment because some 

quantitative analysis of the image intensity profiles was required. Images were taken of 
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several mylar Heaviside function samples with different ' step' thicknesses, both with 

and without the test object in the path of the X-rays. For each object the intensity profile 

of the attenuated image was compared to that of the corresponding non-attenuated image 

for each sample. 

The sample ' step' thicknesses used with the rhodium source were the following: 929J..llll, 

792J..llll, 584J..llll and 269J..llll. The phase contrast of the attenuated and non-attenuated 

images was calculated as described in chapter 3, and these results are plotted in figure 

6.16. 
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Figure 6.16: Phase contrast of attenuated and non-attenuated images plotted as a function of 
'step ' thickness (Rhodium target) 

From figure 6.16 it is seen that the phase contrast increases with ' step' thickness as seen 

in chapter 4, whether attenuated by the phantom or not. However, when each sample is 

attenuated by the phantom, the phase contrast is seen to fall by a fairly constant factor of 

approximately 4 - 5, which is a significant loss of information. 

The intensity profile comparisons for the resulting images are also compared visually. 

These are shown in figure 6.17. 
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Figure 6.17: Comparison of intensity profiles with and without test object in X-ray path for 'step' 
thicknesses: (a) 929f.U11, (b) 792J.lm, (c) 584J.lm and (d) 269J.lm. (Rhodium target) 

It is seen in figure 6.17 that the presence of the simulated breast tissue has a significant, 

detrimental effect on the phase contrast achieved by the imaging set-up. Good phase 

contrast is clearly visible for all non-attenuated Heaviside samples, as expected. The 

attenuated samples with 'step' thicknesses of 9291.lm and 7921.lm are clearly visible, 
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although with the phase and absorption contrast very much reduced. The attenuated 

sample with 584J..Ull 'step' also shows some visible phase contrast over the appropriate 

pixel range, although the absorption contrast is difficult to discern. This is the same 

effect as that seen in Chapter 5 when the introduction of other materials (specifically 

water and glass) caused the X-ray beam to harden. The breast tissue morphology also 

causes the X-ray beam to shift to higher energies, reducing both the phase and 

absorption contrast. The attenuated images also show more significant image noise, 

which is caused by the breast tissue morphology and which is detrimental to the 

quantifiable phase contrast. The phase contrast of the attenuated sample with 269f..Ull 

'step' is comparable to the image noise, despite the use of a thick line profile to 

minimise this effect. Thus with the rhodium target in place, a practical limit on anomaly 

size detectable by the system is set at around 500f..Ull. 

The experiment was repeated with the copper source using the same 929f..Ull, 792f..Ull, 

584J..Ull samples, and a 428f..Ull sample. The phase contrast of the attenuated and non­

attenuated images was calculated as described in Chapter 3, and these results are plotted 

in figure 6.18. 
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Figure 6.18: Phase contrast of attenuated and non-attenuated images plotted as a function of 
'step' thickness (Copper target) 
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From figure 6.18 it is seen again that the phase contrast increases with 'step' thickness 

as seen in Chapter 4, whether attenuated by the phantom or not. However the phase 

contrast is seen to fall by a fairly constant factor of approximately 30 for every sample, 

which is an extremely significant loss of information. 

The intensity profile comparisons for the resulting images are also compared visually. 

These are shown in figure 6.19. 
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Figure 6.19: Comparison of intensity profiles with and without test object in X-ray path for 'step' 
thicknesses: (a) 929J.tm, (b) 792J.tm, (c) 584J.tm and (d) 428J.tm. (Copper target) 
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It is seen in figure 6.19 that the presence of the simulated breast tissue has a severely 

detrimental effect on the phase contrast achieved by the imaging set-up. Good phase 

contrast is clearly visible for all non-attenuated Heaviside samples. However the phase 

contrast of all of the attenuated samples is lost amid the image noise, despite the use of a 

thick line profile. The absorption contrast is barely discernible in the attenuated images . 

The absorption contrast values of the images of both the non-attenuated and attenuated 

sample are plotted as a function of sample ' step' size in figure 6.20. 
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Figure 6.20: Absorption contrast of attenuated and non-attenuated images plotted as a function 

of ' step ' thickness (Copper target) 

It is clear from figures 6.19 and 6.20 that the absorption contrast achieved using the 

copper source is very severely affected by the presence of the mammographic test 

object. The lower-energy X-rays emitted by the copper source are unable to penetrate 

the phantom sufficiently to retain the information required for a phase contrast image. 

This is the same as the problem seen when glass was placed in the path of the beam, as 

discussed in Chapter 5: the low-energy absorption by the breast tissue morphology 

section of the phantom causes the beam to harden toward higher energies at which the 

beam intensity is too low to provide a useful image. 
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These attenuated phase and absorption contrast results make it clear that X-rays 

provided by a copper target are unsuitable for imaging a mammographic test object, and 

consequently mammographic samples, due to the noise and X-ray attenuation caused by 

the breast tissue. However, the images achieved using X-rays provided by the rhodium 

source are very prom1smg. 

A good direction to take this work would be to gradually scale down the operating 

settings ofthe microfocus X-ray source, with the rhodium target in place, to match those 

of a mammographic specimen radiography system (a low energy unit with a very small 

focal spot for high magnification imaging of biopsy tissue [7]). While the rhodium 

images of the phantom show good potential, the voltage is currently set too high to be 

used on tissue samples. 

6.2 A scorpion sting: absorption and phase imaging 

The final step in this project is to demonstrate the system's phase contrast imaging 

capability on an actual pathological sample. A number of pathological samples have 

been imaged in the past using phase contrast methods according to published literature, 

as discussed in some detail in Chapter 1. However, most of these have been imaged 

using synchrotron radiation: comparatively few have used laboratory-based in-line 

techniques. Some examples of pathological samples imaged using in-line techniques in 

the laboratory include the following: a goldfish [8], a section of liver [9], a small bone 

[10], a fly [II], and a shrimp [12]. A number of dead scorpions became available to this 

project at an early stage, and because at present none ofthe published literature includes 

phase contrast images of scorpions, this is a new possibility in the field. 

During the early stages of the project, before any of the work discussed in Chapters 4 

and 5 had been completed, the system was used to image a scorpion sting with a 

maximum cross-sectional diameter of 4mm. The system was set up as shown in figure 

6.21. The set-up included a propagation distance of 55mm, and source dimensions of 

26J.!m width by 44J.lm height. This image was taken with the rhodium target in place. 
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Figure 6. 21: Set-up for scorpion sting image 

At a later stage in the project, the scorpion sting was imaged agam in order to see 

whether the system had been improved significantly by the work on propagation 

distance and source size. Again the set-up was as shown in figure 6.21, using the 

rhodium target, but this time with propagation distance increased to the maximum 

available to the set-up, at 684mm: we have already seen in Chapter 4 that a propagation 

distance of less than 78mm is not sufficient for phase contrast imaging with this system. 

The source dimensions were reduced to their minimum of l9J..Lm width by 18J..Lm height. 

No attempt was made to partially monochromate the beam because good phase contrast 

images of the heaviside function sample have already been achieved using the source' s 

natural spectrum. 

The initial and final images of the sting are shown in figure 6.22: the initial (absorption) 

image in 6.22 (a) and the final (phase) image in 6.22 (b). 

Figure 6. 22: X-ray images ofthe distal, telsen and aculeus of a scorpion tail: 
(a) Absorption contrast, (b) Phase contrast. 
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The images in Figure 6.22 both show a section of a scorpion tail comprising an aculeus 

(sting), telsen (vesicle containing venom gland and muscles) and distal (segment 

connecting the telsen to the tail). 

The absorption image (Figure 6.22 (a)) does include some useful details. The hinge-like 

connection between the tel sen and the distal can be seen at the bottom of the image. The 

venom gland and muscular area show up within the telsen, although they are 

indistinguishable from one another and simply appear as one strongly-absorbing section. 

The general shape of the aculeus can be determined from the absorption contrast image. 

However no additional detail within the aculeus is seen. 

The phase contrast image (Figure 6.22 (a)) shows up more useful detail. Again, the 

connection between the telsen and the distal is seen, but the tissue within this area is 

resolved and the absorption property does not dominate the section. The telson itself 

shows a crisp outline, and within this outline the venom gland and its muscles all show 

enhanced detail. The absorption contrast here is unavoidable due to the stronger 

absorption of this section. However it is not detrimental to the enhanced edge details. 

The weakly-absorbing areas within the telson also display plenty of detail which the 

absorption image could not record. The aculeus in the phase contrast image really 

demonstrates the improvement facilitated by the phase contrast method: in addition to 

displaying a good outline of the shape, the shaft through which the poison travels into 

the scorpion's prey is well-resolved from the telson to the tip. 

In addition to breaking some new ground in the field of phase contrast imaging, the 

scorpion sting images provide a 'before' and 'after' type glimpse of this project. The 

phase image is an unquestionable improvement on the absorption image, not only 

demonstrating the advantage of phase contrast over absorption contrast when imaging 

weakly-absorbing samples, but also highlighting the improvement to the imaging system 

during the course of this project. 

181 



References 

[ 1] Cowen A. R. et al, British Journal of Radiology, 65 pp.528-535 ( 1992) 

[2] Kotre C. J. & Birch I. P., Phys. Med. Bioi. 44 pp. 2853-2866 (1999) 

[3] Kotre C. J. et al., British Journal of Radiology, 75 pp.170-173 (2002) 

[4] Underwood A. C. et al, British Journal of Radiology, 70 pp.186-187 (1997) 

[5] Kimme-Smith C., Medical Physics, 16 (5) pp.758-765 (1989) 

[6] Kotre C. J. et al., British Journal of Radiology, 67 pp.856-859 (1994) 

[7] Birch I. P. Et al., British Journal of Radiology, 79 pp.239-243 (2006) 

[8] Wilkins S. W., et al, Nature 384, pp.335-338 (1996) 

[9] Pogany A. et al., Rev. Sci. Instr. 68 (7) pp.2774-2782 (1997) 

[I 0] Gureyev T. E. et al., J. Digital Imaging, 13 (2) Supp I I pp. 121-126 (2000) 

[ 11] Mayo S. C. et al., Opt. Express 11 ( 19) pp.2289-2302 (2003) 

[12] HanS. et al., Rev. Sci. Instr. 75 (10) pp.3146-3151 (2004) 

182 



7. Conclusions, further work and future developments 

7.1 Summary of conclusions 

During the course of this project it has been demonstrated that good phase contrast 

images are achievable using a laboratory-based microfocus X-ray source in an in-line 

set-up. The differences between absorption and phase contrast images have been 

demonstrated theoretically via a program in Matlab, which simulates the interference 

effects caused by a simple phase object in an in-line set-up. 

Using a phase object comprising an abrupt boundary between two sections of mylar of 

slightly differing thicknesses, quantifiable phase contrast images have been acquired. 

With the in-line system set up on a laboratory scale, it has been determined that the 

limiting factor in system positioning is the propagation distance between the sample and 

the detector. This must be sufficient for the transmitted X-rays to interfere in order to 

provide the phase detail. With the source and detector positions fixed, the phase contrast 

has been seen to vary in direct proportion to the propagation distance. The results using 

both copper and rhodium targets have suggested that phase contrast is not achievable by 

this system with a propagation distance of 78mm or less. 

It has been demonstrated that in the absence of other variations in conditions, optimum 

phase contrast images are achieved with a small source size, and hence a longer 

transverse coherence length. It has been further determined that the source dimension in 

the direction perpendicular to a given boundary in the sample dominates the phase 

contrast of that boundary within the image. 

By manipulating images taken at different operating voltages, via weighted subtractions, 

it has been determined that more monochromatic X-rays provide images with higher 

phase contrast values. However, it has been demonstrated that the widely-used filter 

method for partial X-ray monochromation is unsuitable for phase contrast imaging due 

to the 'beam-hardening' effect caused by the filter's absorption of X-rays at low 
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energies, and the filter self-image which is superimposed with the phase contrast image 

ofthe sample. 

By imaging a number of mylar samples of different thicknesses, it has been determined 

that the phase contrast increases initially with sample thickness, but reaches a plateau at 

a certain sample thickness. For samples thicker than this, the absorption contrast 

provides most of the information in the image. This phase contrast plateau is different 

for rhodium and copper X-rays. This means that in practice, a phase contrast imaging 

system is limited in terms of sample thickness, and for a given material this limiting 

thickness is dependent on the energy ofthe incident X-rays. 

Introduction of disordered materials, represented here by water and glass, to the system, 

have been seen to be detrimental to both the phase and absorption contrast. This is due 

to the 'beam hardening' effect caused by the strong absorption of low-energy X-rays by 

water and glass. It causes a reduction in the effective transverse coherence length and 

the average absorption coefficient of the sample material, thereby affecting both the 

phase and absorption contrast imaging capabilities of the system. This effect is a direct 

consequence of the use of polychromatic X-rays and can be eliminated only by the use 

of monochromatic X-rays. 

With the copper target in place, the system was found to be unsuitable for imaging 

pathological samples because water significantly reduced the phase contrast and glass 

destroyed it, due to the low energy of the copper spectrum. However, although the phase 

contrast achieved with the rhodium target in place was reduced by the introduction of 

water and glass, it was not destroyed. So the system does show some potential for phase 

contrast imaging of pathological samples. 

Using a Leeds mammographic test object, TOR[MAM], the system was tested to 

determine its capability in the field of mammography. Using both the rhodium and 

copper targets, good phase contrast images were recorded of all the contrast details 

embedded in one side of the test object, and also of the breast tissue morphology detail 
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embedded in the other side. An investigation using the breast tissue morphology section 

and a mylar Heaviside sample, with the rhodium target in place in the source, 

determined that with the noise and attenuation caused by breast tissue, the system is 

capable of detecting an anomaly of 2:584J .. t.m thickness. However, with the copper target 

in place the system was unable to detect any anomalies up to and including the thickest 

sample, 929~m in thickness. 

The system was used to image a scorpion sting at the beginning of this project and again 

towards the end. These images provide a practical demonstration of the following: 

• The application of the system to a pathological test object; 

• The differences between absorption contrast images and phase contrast images; 

• The significant improvement in the system as a result of this project. 

This project has demonstrated that monochromatic X-rays are better for phase contrast 

imaging because they do not suffer beam hardening effects as samples absorb low 

energy X-rays. However, for weakly absorbing materials, polychromatic X-rays have 

provided good phase contrast images, with both rhodium and copper targets in place. 

For a pure phase object, X-rays produced with copper and rhodium targets have been 

seen to provide similar levels of phase contrast. However, for more strongly-absorbing 

materials, the higher-energy X-rays produced with the rhodium target have been seen to 

provide better phase contrast because the beam-hardening and intensity loss effects of 

low-energy absorption are less significant than for copper X-rays. In practice it is 

unlikely that this system would be applied only to pure phase objects, so high-energy X­

rays are likely to be the more suitable choice for most applications, with their ability to 

penetrate samples further. 
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7.2 Suggestions for further work 

Further work which could be completed in relation to this project could include the 

following. 

I. It has been seen that for a given material, the phase contrast imaging system has an 

operational limit in terms of sample thickness, past which the absorption contrast 

provides more information (as discussed in Chapter 4). By repeating the thickness 

experiment with Heaviside function samples of different materials and thicknesses, 

using copper, rhodium and other targets, a map of these operational limits could be 

built up for a number of sample materials and X-ray energies. 

2. Using the same Heaviside function sample, the experiments involving path lengths 

of water and glass in the X-ray beam (as described in Chapter 5) could be repeated 

using synchrotron radiation via a suitable beamline, for example 1019 or BM05 at 

the European Synchrotron Radiation Facility (ESRF). Ideally, this would use 

monochromatic 8keV and 20keV X-ray beams for consistency with the copper and 

rhodium targets used during this project. Because the X-rays would be 

monochromatic and of high intensity, it is expected that the phase and absorption 

contrast would not be degraded as water or glass is introduced to the system. 

3. While the in-line system demonstrated that it is capable of detecting details in a 

mammographic test object, it was not possible to quantify the results via image 

grading because this requires the whole test object to appear within the same image. 

The size constraints of the shielded enclosure did not allow for sufficient 

magnification to achieve such an image. If a larger shielded area were available to 

this project, gradable images could be acquired and a robust numerical comparison 

could be drawn between the rhodium and copper results. 

4. A natural progression for this project would be to try imaging small biological tissue 

samples, subject to health and safety regulations for the location of the system. The 

operational settings of the X-ray source, as used for this project, are outside of the 
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range allowed for in-vivo imaging, but by using pathological samples for guidance 

these settings could be gradually brought down to the correct levels. 

7.3 Future developments 

In the future, other laboratory-based X-ray sources could provide a more suitable X-ray 

beam for phase contrast imaging. It has already been seen that a microfocus X-ray 

source, providing a high-brightness X-ray beam, is suitable for phase contrast imaging. 

Such sources are improving and higher-brightness sources can be expected in the future. 

Another possible source is the X-ray laser [1]: a tuned, monochromatic X-ray laser with 

an expanded beam would provide the high intensity required. However, these lasers are 

pulsed, which would be unsuitable for this application, and are currently highly 

experimental. 

A realistic possibility is the laboratory-based synchrotron source. Several such sources, 

developed by Photon Production Laboratory, have been developed, and it is claimed that 

they provide results almost as good as a mainstream synchrotron source. The largest, 

MIRRORCLE 20 [2], accelerates electrons up to 20Me V with an orbit radius of 0.15m, 

using a magnet of I .2m in diameter. This produces X-rays ranging from Ike V up to 

5keV. However its cost (U.S.$3 million) and dimensions (3m x 7m x 2m) make it far 

less practical and cost-effective than the microfocus X-ray source. A further 

development is the tabletop synchrotron source MIRRORCLE 6X by Hasegawa et a/ 

[3]. This accelerates electrons up to 6MeV with an orbit radius of 0. I 5m using a magnet 

of 0.6m in diameter, and takes up an area of just 2 square metres. This provides a 

continuous spectrum ranging from I ke V to 6 MeV, with an expected bri II iance of- I 0 11 

photons/s/mrad2/mm2/0. I %A.. Another, similar source offers a dedicated X-ray range of 

lOkeY to 30keV. Again, the cost of both is prohibitively high. When the scaled-down 

synchrotron source is available at a realistic price, laboratory-based phase contrast 

imaging should improve vastly. 
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Appendix A: 
Matlab programs modelling phase changes through system 

AJ. Object approximating to a Heaviside function: 
% program to simulate the phase effects of an 
% object approximating to a Heaviside function 

x=42; 
y=42; 

Wavefront=zeros(x,y); 
Step=zeros( x,y ); 
Propagate=zeros(x,y); 
lmage=zeros( x,y ); 
Dist=0.3; 
DeltaMylar=4.74517e-6; 
MuMylar=8. 96278; 
DeltaAir=3.875I9e-9; 
MuAir=O.OIII423; 
PropagateSum=O; 

% Create a flat wavefront: 

for tmpy = -y/2: I :y/2-I 
for tmpx = -x/2: I :x/2-I 

Wavefront((tmpy+y/2+ I ),(tmpx+x/2+ I)) = I OOO*exp(O); 
end 

end 

% Map the wavefront amplitude: 
mesh(abs(Wavefront)) 

% Map the wavefront phase: 
mesh(angle(Wavefront)) 

%Propagate wavefront through 'step' function: 

for tmpy = -y/2: I :y/2-1 
for tmpx = -x/2: I :x/2-I 

% One half of sample has thickness = I 00 microns 
iftmpx <=0 

Step((tmpy+y/2+ I ),(tmpx+x/2+ 1 )) = 
Wavefront((tmpy+y/2+ I ),(tmpx+x/2+ I ))*exp( -MuMylar*O.O 1 )*exp(-
2*i*pi*DeltaMylar* 1 00e-611.545e-l 0); 
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%Square for intensity: 
Intensity((tmpy+y/2+ I ),(tmpx+x/2+ I))= Step((tmpy+y/2+ I ),(tmpx+x/2+ I ))"2; 

end 
%Other half of sample has thickness = 200 microns 
iftmpx > 0 

Step((tmpy+y/2+ I ),(tmpx+x/2+ 1 )) = 

Wavefront((tmpy+y/2+ 1 ),(tmpx+x/2+ 1 ))*exp( -MuMylar*0.02)*exp(-
2*i*pi*DeltaMylar*200e-6/I .545e-l 0); 
%Square for intensity: 
lntensity((tmpy+y/2+ 1 ),(tmpx+x/2+ 1 )) = Step((tmpy+y/2+ 1 ),(tmpx+x/2+ I ))"2; 

end 
end 

end 

% Map the transmitted wavefront amplitude: 
mesh( abs(Step)) 

% Map the transmitted wavefront phase: 
mesh(angle(Step)) 

% Transmitted absorption image: 
mesh(abs(Intensity)) 

% Propagate transmitted wavefront to detector: 

% Horizontal deflection on image: 
for t = -x/2: 1 :x/2-1 

%Vertical deflection on image: 
for s = -y/2: 1 :y/2-1 

%Vertical deflection on object: 
for tmpy = -y/2: 1 :y/2-1 

% Horizontal deflection on object: 
for tmpx = -x/2: 1 :x/2-1 

%Vertical position on image: 
Yimage = (s* I Oe-3)/y; 
% Horizontal position on image: 
X image = (t* I Oe-3)/x; 
%Vertical position on object: 
Yobject = (tmpy*2e-3)/y; 
% Horizontal position on object: 
Xobject = (tmpx*2e-3)/x; 

% Angle theta, subtended by object at image in vertical direction: 
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theta= atan((abs(Yimage-Yobject))/Dist); 

% Angle phi, subtended by object at image in horizontal direction: 
phi = atan((abs(Ximage-Xobject))/Dist); 

%Propagation ofwavefront section to point in image: 
Propagate((tmpy+y/2+ 1 ),(tmpx+x/2+ I))= 
Step( (tmpy+y/2+ I ),(tmpx+x/2+ I) )*exp(­
MuAir*Dist* I 00/( cos(phi)*cos(theta)))*exp(-
2*i*pi*Dist/(cos(phi)*cos(theta)* 1.545e-I 0)); 

%Sum contributions from all parts of wavefront to point on image: 
PropagateSum = PropagateSum + 
(Propagate((tmpy+y/2+ I ),(tmpx+x/2+ I ))A2); 

end 
end 

% Record final sum of contributions to image co-ordinate: 
Image((s+y/2+ I ),(t+x/2+ I))= PropagateSum; 

end 
end 

% Intensity map of final image: 
surf( abs(lmage)) 
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A2. Object approximating to a graded function: 
% program to simulate the propagation image of an 
% object approximating to a graded function. 

x=42; 
y=42; 

Wavefront=zeros( x,y ); 
Graded=zeros(x,y); 
DeltaMylar=4.745 I 7e-6; 
MuMylar=8.96278; 
Thickness=O 

% Create a flat wavefront: 
for tmpy = -y/2: I :y/2- I 

for tmpx = -x/2: I :x/2- I 
Wavefront((tmpy+y/2+ 1),(tmpx+x/2+ 1)) = I OOO*exp(O); 

end 
end 

% Map the wavefront amplitude: 
mesh( abs(Wavefront)) 

%Map the wavefront phase: 
mesh(angle(Wavefront)) 

% Propagate wavefront through graded function: 

for tmpy = -y/2: I :y/2- I 
for tmpx = -x/2: I :x/2-1 

% Section of sample with thickness = I 00 microns: 
iftmpx <= -10 

Thickness= 1 OOe-6; 
end 
% Section of sample with graded thickness: 
if ((tmpx > -10) & (tmpx < I 0)) 

Thickness= I 00e-6+((tmpx+ I I)* I OOe-6/20); 
end 
% Section of sample with thickness = 200 microns: 
iftmpx> 10 

Thickness = 200e-6; 
end 

% Absorption and phase effects of mylar object: 
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Graded((tmpy+y/2+ 1 ),(tmpx+x/2+ 1 )) = 
Wavefront((tmpy+y/2+ 1 ),(tmpx+x/2+ I ))*exp( -MuMylar*Thickness* I OO)*exp(-
2*i*pi*DeltaMylar*Thickness/1.545e-l 0); 

%Square for intensity: 
Intensity((tmpy+y/2+ I ),(tmpx+x/2+ I)) = Graded ((tmpy+y/2+ I ),(tmpx+x/2+ I ))1\2; 

end 
end 

% Map the transmitted wavefront amplitude: 
mesh( abs( Graded)) 

%Map the transmitted wavefront phase: 
mesh(angle(Graded)) 

%Transmitted absorption image: 
mesh(abs(Intensity)) 

% Propagate transmitted wavefront to detector: 

% Horizontal deflection on image: 
fort= -x/2: I :x/2-1 

%Vertical deflection on image: 
for s = -y/2: I :y/2-1 

%Vertical deflection on object: 
for tmpy = -y/2: I :y/2-1 

% Horizontal deflection on object: 
for tmpx = -x/2: I :x/2-1 

%Vertical position on image: 
Yimage = (s* I Oe-3)/y; 
% Horizontal position on image: 
X image = (t* I Oe-3)/x; 
% Vertical position on object: 
Yobject = (tmpy*2e-3)/y; 
% Horizontal position on object: 
Xobject = (tmpx*2e-3)/x; 

%Angle theta, subtended by object at image in vertical direction: 
theta= atan((abs(Yimage-Yobject))/Dist); 

%Angle phi, subtended by object at image in horizontal direction: 
phi = atan((abs(Ximage-Xobject))/Dist); 

%Propagation ofwavefront section to point in image: 
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Propagate((tmpy+y/2+ I ),(tmpx+x/2+ I))= Graded 
((tmpy+y/2+ I ),(tmpx+x/2+ I ))*exp(­
MuAir*Dist* I 00/( cos(phi)*cos(theta)) )*exp(-
2*i*pi*Dist/(cos(phi)*cos(theta)* 1.545e-l 0)); 

%Sum contributions from all parts of wavefront to point on image: 
PropagateSum = PropagateSum + 
(Propagate((tmpy+y/2+ I ),(tmpx+x/2+ I )Y'2); 

end 
end 

% Record final sum of contributions to image co-ordinate: 
Image((s+y/2+ I),(t+x/2+ I))= PropagateSum; 

end 
end 

%Intensity map of final image: 
surf(abs(lmage)) 
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AppendixB: 

Calculation of source size 

Here, the method for measuring the source size is explained in detail. 

B.l Derivation of source size calculation 

The method uses the image of a wire shadow, taken as shown in figure B. I: 

Figure 8.1: Schematic diagram of imaging system with a wire in the path of the beam 

Using figure B. I together with some trigonometry, the source size can be determined via 

the following set of equations: 

0 
= Y3 - Y; Resolution 

2 X 
(8-1) 

(B-2) 
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y -Y, X 
:. s = 3 1 Resolution (B-3) 

2 X 

x is equal to the ratio !!__, and these give the reciprocal of the magnification, M. Thus 
X Y2 

the source size is calculated via the following: 

Y3 - >'t Resolution 
s = ---=---...:.. -----

2 M 
(B-4) 

B.2 Equivalent Gaussian FWHM dimension 

In reality, the boundaries are not well-defined in the images obtained by the detector, 

unlike the image suggested in figure B. I. The image will take the form of a broadened 

intensity distribution. An accurate method is required to determine the correct points at 

which to measure Y 3- Y ,. The FWHM of a beam is often used in cases where edges are 

broadened out, so it makes sense to use this approach. By plotting a Gaussian 

distribution together with its cumulative curve, such that they cover the same range 

along the x-axis but use different y-axes, the percentiles coinciding with the Gaussian 

FWHM can be determined. This is illustrated in figure 8.2. 
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Figure 8.2: Gaussian distribution and image intensity profile plotted together 

200 

The FWHM of the Gaussian distribution is seen to coincide with the image intensity 

profile contained within the 12% and 88% intensity range. Thus an accurate estimate of 

Y 1 and Y 3 may be taken at 1 2% and 88% of the intensity range respectively, and 76% of 

the beam energy is used in the measurement. 

B.3 Deconvolution 

An additional consideration is that the w1re is not opaque to the X-rays and the 

absorption effect must be accounted for in the image calculations. This is done by 

considering the absorption image of the wire if no source magnification occurs. In 

constructing a theoretical ideal image, we must calculate the propagation distance across 

the wire at each point along the wire's diameter. This simply uses Pythagoras' Theorem, 

based on figure 8.3. 

198 



Figure 8.3: Cross section of cylindrical wire 

In figure 8.3, R is the radius of the cross-section, x the distance from the centre of the 

cross-section to the point of entry of the photon, and y the propagation distance from the 

centre of the cross-section to the edge of the wire. The distance y is calculated as 

follows: 

x2 + y2 = R2 

y=-JR2 -x2 

(8-5) 

(8-6) 

The photon propagation distance is double the distance y shown in figure 82, and so is 

given by: 

propagation= 2-J R2 
- x 2 (8-7) 

A typical profile of propagation distance across a 125f..tm cylindrical wire cross-section 

would look like the profile shown in figure 8.4. 
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Figure 8.4: Typical profile of propagation distance across a 125jlm cylindrical wire 

The propagation distance is then included in the standard absorption fonnula, 

(8-8) 

where I and 10 are the transmitted and incident intensities respectively, Jl the absorption 

coefficient and t the wire thickness, or propagation distance. Using equations 8-7 and 8-

8, together with the absorption coefficient of mylar at the copper Ka energy and an 

arbitrary incident intensity, we can construct an ideal image of a 125J.Lm mylar wire by 

way of example. This is shown in figure 8.5. 
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Figure B.5: Ideal image of a 125j.im mylar wire with no source magnification present 

With source magnification present, we would expect the final image obtained to be a 

convolution of figure B.5 with the source distribution [I], leading to a broadened 

intensity distribution curve as shown in figure B.6. 

Intensity 

Distance across detector 

Figure B. 6: Realistic intensity profile across wire shadow image 
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In order to correctly calculate the source size, the ideal image intensity profile must be 

deconvolved from the intensity profile of the image obtained by the detector. This 

provides an intensity profile representing the source magnification effect. Equation B-4 

can then applied to the intensity profile obtained by deconvolution. 

In preparing for this deconvolution work, the ideal image profiles must be constructed 

for the tungsten wire, at both copper and rhodium Ka energies. To do this we apply the 

following variables to equations B-7 and B-8: 

• Radius, R = 125J.1m; 

• Arbitrary incident intensity, 10 = 1 00,000; 

• Absorption coefficient of tungsten at rhodium Ka energy, Jl = 1, 195; 

• Absorption coefficient of tungsten at copper Kx energy, Jl = 3, 137. 

The ideal images for rhodium and copper are shown in figures B.7 and B.8 respectively. 
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Figure 8.7: Ideal image profile of tungsten wire with no source magnification (rhodium source) 
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Figure 8.8: Ideal image profile of tungsten wire with no source magnification (copper source) 

From figures B. 7 and 8.8 we see that, due to the high absorption property of the 

tungsten, the ideal image profiles approximate to a perfect pulse at both rhodium and 

copper energies. In this situation, deconvolution of the ideal image from the image 

obtained by the detector will have little effect because with such high levels of 

absorption at these energies the tungsten wire effectively behaves as if it is opaque to the 

X-rays. Thus, equation B-4 can be applied directly to the profiles of the images obtained 

by the detector. 
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