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QSO and Galaxy Surveys 

Abstract 

by Jose Antonio Cruz da Angela 

PhD Thesis, June 2006 

In this thesis, we exploit the potential of existing QSO and galaxy surveys for investigating the 

nature of the large scale structure in the Universe. A detailed analysis of clustering and redshift­

space distortions allows us to constrain cosmological parameters. We model the anisotropies due 

to dynamical and geometrical effects in the measured clustering pattern of distant QSOs from the 

2dF QSO Survey (2QZ) and also Lyman break galaxies. The 2QZ is then combined with the QSO 

sample from the 2dF SDSS LRG and QSO Survey (2SLAQ) to study the luminosity dependence of 

QSO clustering. Using N-body simulations, we estimate the statistical gains in the determination 

of cosmological parameters from future LRG surveys. 

We measure the clustering of distant QSOs from the 2QZ survey by performing a correla­

tion analysis of redshift-space (z-space) distortions. To interpret the z-space correlation function 

measured in orthogonal directions, e(a, 1r), we require an accurate model for the QSO real-space 

correlation function, e(r). Motivated by the form for e(r) seen in the 2dF Galaxy Redshift Survey 

(2dFGRS) and in standard ACDM predictions, we use a double power-law model for e(r) which 

gives a good fit to the z-space and projected correlation functions. 

By fitting functional forms of e(a, 1r) which include both dynamical and geometrical modelling, 

we find, as expected, that {3 (which parameterises the infall into overdense regions) and the 

density of the Universe (f!~) are degenerate. However, this degeneracy can be lifted by using 

linear theory predictions under different cosmological scenarios. Using the 2QZ survey, we obtain: 

{3qso(z == 1.4) = 0.50~8J~, n~ = 0.35~8:~~· 

The modelling of geometrical and dynamical anisotropies in the measured e(a, 1r) pattern is 

then applied to a sample of distant Lyman-break galaxies. The presence of feedback mechanisms 

in these z "' 3 star-forming galaxies heightens the importance of understanding the effects of 

z-space distortions. Despite the limited size of the fields, which hampers the determination of 

e(r) at large scales, we find that a double-power law e(s) parameterisation is consistent with the 

correlation function measurements. This double power law model is then used as an input for the 

e(a, 1r) fitting and subsequent constraining of cosmological parameters. This investigation reveals 

that: f3LBG(Z = 3) = 0.25~8:8~ and f!~ = 0.55~8:t~. 

The combination of the 2QZ with the fainter 2SLAQ QSO sample reveals that QSO clustering 
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does not depend strongly on luminosity. This result is consistent with models which predict that 

haloes of similar mass can harbour QSOs of different luminosities. By assuming ellipsoidal models 

for the collapse of density perturbations, we test this hypothesis and estimate the mass of the dark 

matter haloes which the QSOs inhabit. We find that halo mass does not seem to evolve strongly 

with redshift nor depend on QSO luminosity. Having determined the black hole mass associated 

with the QSOs, we investigate how it correlates with luminosity and redshift and ascertain the 

relation between Eddington efficiency and black hole mass. Our results suggest that: (i) black 

hole mass does not depend strongly on accretion efficiency and (ii) black holes associated with 

QSOs of different luminosities have similar masses. 

Finally, the Hubble Volume simulation is used to construct a mock sample of a future AAn 

Luminous Red Galaxy {LRG) survey. The ultimate aims of this survey are to identify the baryon 

acoustic features in the LRG clustering signal and to determine the equation of state of dark 

energy. We apply the z-space distortion analysis developed previously in the thesis to infer the 

statistical gain in terms of determinations of (l£Ra(z rv 0.7) and f!~. 

This thesis exploits the wealth of information contained in cosmological surveys, and demon­

strates how the use of tools such as clustering statistics or z-space distortion analyses permit the 

extraction of such information. 
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PREFACE 

The work presented in this thesis was carried out between 2002 and 2006 while the author was 

a research student under the supervision of Prof. Tom Shanks in the Department of Physics at 

Durham University. 

The major part of the work presented in this thesis is the author's own work except where specif­

ically noted in the text, as summarised below. 

• Dr. Phil Outram generated the random catalogue used to compute the 2QZ correlation 

functions, in chapters 2 and 3. 

• Dr. Fiona Hoyle wrote the software used to extract mass particles from the Hubble Volume 

simulation, in chapter 6. 
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Chapter 1 
Introduction 

1.1 The expanding Universe 

Most theoretical models in modern cosmology rest intrinsically on the cosmological principle. The 

cosmological principle tells us that the Universe is homogeneous and isotropic, at large scales. The 

"large-scale" caveat allows one to accept this principle whilst observing the uneven distribution of 

galaxies and the (sometimes non-linear) clustering and evolution of gravitationally-bound struc­

tures. Whereas homogeneity means that no observer has a privileged position, isotropy means 

that there are no preferred directions (an example of a homogeneous, non-isotropic Universe could 

be an empty Universe permeated with a constant, unidirectional magnetic field). Working with 

the assumption of the cosmological principle, H. P. Robertson and A. G. Walker established what 

came to be one of the cornerstones of modern cosmology (Robertson, 1935; Walker, 1935). By 

combining the time coordinate with space homogeneity and isotropy, they developed the following 

metric1: 

(1.1) 

where t is the time coordinate and the spatial coordinates are represented in polar form. The 

constant k represents the geometry, or curvature, of the Universe. By rescaling the coordinates 

one can make k equal to 0 (flat Universe), 1 (for a closed Universe) or -1 (corresponding to an 

open Universe). a(t) is the "scale factor", which represents the time dependence of cosmological 

distances due to the expansion of the Universe and is related to the redshift by aofa = 1 + z, and 

the index 0 indicates the present time. 

The Universe's expansion is governed by the energy density contributions of all the constituents 

and, under the cosmological principle, it can be characterised by three equations. 

Friedmann's equation, 

(~) 
2 

= H 2 = 81rG P _ ~ 
a 3 a 2 

(1.2) 

is the differential equation relating the evolution of the scale factor to the overall energy density of 

the Universe (p). His commonly referred to as the Hubble parameter and G is the gravitational 

constant. If the energy content includes contributions from different components (e.g., mass, 

radiation), then p = Ei Pi, where the summation includes all the fluids comprising the Universe. 

1 ABBuming units with c = 1. 

1 
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The fluid equation explains the time change of the energy density as a consequence of the 

volume change and the thermodynamic work exerted by the pressure during the expansion: 

p+3H(p+p)=0 {1.3) 

where p and p are the pressure and energy density of the fluid. The third equation is actually 

derived from the previous two, and it describes the Universe's acceleration: 

ii 41l'G 
- = --(p+3p) 
a 3 

(1.4) 

The extrapolation of the dynamical equations above to earlier times defines the standard Big 

Bang scenario. When we know the relation between the pressure and density of the fluids that 

comprise the Universe2 , it is straightforward to solve the above equations and determine the time 

evolution of the scale factor, especially when one of the components (e.g. matter component, 

with p = 0) dominates the energy budget. However, it has been suggested that the Universe may 

be slightly more complicated. In recent years, two main questions have been the focus of many 

theoretical and observational efforts: 1) what accounts for the Universe's energy density? 2) what 

is the equation of state of the main contributors to the energy budget? 

Obvious contributions to the energy density come from non-relativistic matter (with p = 0) 

and radiation (corresponding to p = 1/3p). Recent observations have hinted at the need for 

an extra energy component with a not as obvious an equation of state. The evidence for this 

"dark energy" usually come from one of either two approaches. One is by probing directly the 

Universe's expansion rate, through the properties of distant objects (e.g., Cepheids, Tanvir et al. 

1999, supernovae, Perlmutter et al. 1999). The other is by determining the matter density of 

the Universe and comparing that with the total density, inferred by measuring the Universe's 

geometry (e.g. Tegmark et al., 2004; Spergel et al., 2006). The convergence of independent results 

to a common cosmological scenario where the Universe is spatially flat and is currently experiencing 

an accelerated expansion has lead to the concept of concordance model. This model implies that 

the Universe is now in a phase of accelerated expansion, and that the matter content of the 

Universe accounts for a mere third of the complete energy budget. The energy density is also such 

that the Universe is very close to having a flat geometry. 

If we write the equation of state of state as p = wp, it follows from Eq. 1.4 that the fluid 

causing the accelerated expansion (i.e., ~ > 0) has w < -1/3, and the negative pressure is the 

drive responsible for increasing the rate of expansion. Observations seem to indicate that the 

likely value of w is w"' -1, which corresponds to adding an extra (constant) term to Einstein's 

field equations, a cosmological constant. 

Equation 1.2 can be re-written by expressing each of the i energy contributions as a fraction of 

the critical density, i.e., that corresponding to a flat, k = 0 geometry: n? = 811'Gpi/(3Ho), where 

the index 0 represents the present value. In this case, Friedmann's equation can be written as: 

2 This relation is often labelled equation of state. 
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(1.5) 

where we normalised the scale factor such that at the present time ao = 1. n~, n~, refer to 

the present density values of radiation and matter, respectively. n!JJE is the present value of the 

energy density of the dark energy field, with equation of state p = wp, causing the accelerated 

expansion. n~ = -kH02 is the curvature term. It is therefore evident that different values for n~ 

will weight differently the different contributions, and determine the dynamics of the Universe. In 

asymptotic cases, however, it is the dependence on the scale factor that intrinsically determines 

which of the energy contributors dominates the expansion of the Universe. In particular, at very 

early times, when a is very small, radiation plays the dominant role on the expansion. Later 

on, non-relativistic matter with p = 0 is responsible for driving the expansion, followed by the 

curvature term (for a non-flat cosmology) and the dark energy field, assuming that w < -1/3. 

1.1.1 Universe and dark energy 

Recent studies of the cosmic microwave background (CMB) led to a coherent picture where the 

Universe is very close to having a flat geometry, with 0.98;S11~0t;S 1.08 (de Bernardis et al., 2000; 

Bennett et al., 2003; Spergel et al., 2003, 2006). These observations, together with large-scale 

structure surveys (Percival, 2006), suggest a value of n~ ,...., 0.25- 0.30. In addition, the baryonic 

content of the Universe only accounts to 4 - 6% of the total energy density (Bennett et al., 

2003), leading us to conclude that even most of the matter is un-observed, non-baryonic dark 

matter. Finally, the radiation content of the Universe seems to have a negligible contribution 

to the energy budget, and does not yield a significant weight in the present expansion dynamics 

(11~ad "' 5 X 10-5
). 

The overall parameterisation of the energy density of the Universe, is accepted to be, ap­

proximately, n!JJark matter ~ 0.26, ngaryon ~ 0.04, ( with the total matter density, n~ = 

n!JJark matter+ ngaryon), n~ad ~ 5 X w-5 and n~ ~ 0.7 (e.g. Padmanabhan, 2006). The suf­

fix A means that we are considering an energy field in the form of a cosmological constant A, 

with w = -1. The existence of a cosmological constant is consistent with most cosmological 

observations. However, its true physical nature is still a dilemma to modern physics. The fact 

that the dominant fluid driving the Universe dynamics and ultimately dictating its future is so 

poorly understood is in fact somewhat uncomfortable. 

If on one hand dark energy, and in particular the cosmological constant, is required to fit 

observational results under the framework of the Big Bang model, and it does explain observations 

successfully, it also raises deeper questions which are difficult to understand from a theoretical 

perspective. If the cosmological constant does exist, and is associated to a repulsive energy density 

associated to the vacuum, then its scale is 10-47 GeV, 10123 times smaller than that expected from 

fundamental physics (Movahed and Rahvar, 2006), hence requiring a considerable amount of fine­

tuning in order to fit the observations. Also, and as seen in Eq. 1.5, if dark energy has indeed the 
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form of a cosmological constant, then it dominates the Universe's expansion at late times, after an 

era when matter drives most of the Universe dynamics and the expansion is decelerating. However, 

we seem to be living in this unique "transition" time, when both the energy contributors have 

comparable weight. This unexpected coincidence is the second cosmological constant problem: 

why is it that, precisely at this time in the history of the Universe, n~ ~ n~? 

1.2 Clustering and evolution of large scale structure 

Understanding the formation, clustering and evolution of large-scale structure (LSS) has been one 

of the major quests in the history of cosmology. The combination of results from large cosmological 

surveys (e.g., 2dF Galaxy Redshift Survey, 2dFGRS, Colless et al. (2001)) and simulations (e.g., 

the Hubble Volume simulation, Evrard et al. 2002) has shown that dark energy, usually assumed 

to have the form of a cosmological constant (A), probably plays a central role in the overall picture 

of cosmological structure formation and evolution. Combined with the hypothesis of a period of 

accelerated expansion taking place very early in the history of the Universe (commonly known as 

inflation), dark energy predicts a general description of large scale structure almost identical to 

that observed in large surveys of galaxies or quasi-stellar objects (often shortened to quasars or 

QSOs). The success of this now standard pamdigm is very tightly linked to that of the cold dark 

matter (CDM) model. The combination of both models originated the ACDM model. 

ACDM implies that the mass content of the Universe, accounting for a third of the energy 

budget and largely dominated by dark matter, is in the form of non-baryonic, weakly interactive 

massive particles (WIMPs), and it was the gravitational growth of Gaussian, primordial depar­

tures from isotropy that seeded the large scale structures observed today. These fluctuations 

in the energy density in the early universe were amplified during the inflationary period of the 

Universe (Guth, 1981), and grew hierarchically by gravitational instability, with more overdense 

regions attracting more matter, increasing the density contrast with time. Such a process could 

lead to the formation of galaxies, stars, and the large scale structures observed today. The fact 

that gravity is the dominant force for the growth of density perturbations, in the post-inflationary 

Universe, allows us to study the evolution of structure without the need to know the true nature 

of dark matter. 

Density perturbations can be quantified as a function of the local (p) and background densities 

(pb): 

(1.6) 

We can then define the autocorrelation function of the density field as 

~(r) = (8(x)8(x + r)} (1.7) 
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where r is a measurement of the separation between two local overdensities. 

These clustering measurements can also be considered in Fourier space, and the density contrast 

can be transformed into its Fourier pair: 

8(k) =I 8(x) exp(ik.x)d3x (1.8) 

and it follows that the Fourier pair of the autocorrelation function is the power spectrum (P(k)), 

which can be given by: 

(8(k)8(k')) = (211')3 P(k)8v(k- k') (1.9) 

where 8v(k- k') is the Dirac-8 function. The density power spectrum and the autocorrelation 

function are related as follows: 

P(k) =I ~(r)exp(ik.r)d3r (1.10) 

~(r) = (2~)3 I P(k) exp( -ik.r)d3 k (1.11) 

If non-linear effects are not relevant, as should be the case if we are probing large enough scales 

(;(; 10 h-1Mpc), the growth of density perturbations is given by (e.g. Peacock, 1999): 

(1.12) 

where c8 = Japjap is the speed of sound. By combining this equation with Friedmann's equation 

we can probe the time (or redshift) evolution of density perturbations in different cosmological 

scenarios. We can then measure the clustering of structure and compare with that from linear 

theory predictions, in order to determine the density parameters that describe the energy content 

of the Universe. 

One of the best ways to study the clustering and evolution of the Universe and large scale 

structure is by performing large surveys of the cosmic web. Recent developments of observational 

technology and facilities (e.g., SDSS York et al. (2000), 2dF Lewis et al. (2002), DEEP2 Davis 

et al. (2003), AAf! Sharp et al. (2006)) have either delivered an enormous amount of information, 

or should do so in the very near future. By statistically analysing the clustering of galaxies and 

QSOs from these redshift surveys we can probe how structure has grown and study the evolutionary 

properties of the Universe as it expanded and cooled down. 

1.3 Redshift-space distortions 

However, measuring the clustering of distant objects does not provide a direct determination of 

their true spatial distribution, or the real clustering of the underlying dark matter. The distances 
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are distorted by dynamical distortions due to peculiar velocities and also geometrical distortions, 

if a wrong cosmology is used to convert the observed redshifts into distances. 

1.3.1 Dynamical distortions 

To compute the distances to distant objects one needs to assume that their observed redshifts 

are only due to the expansion of the Universe. However, they also include contributions from the 

objects' peculiar motions, in their local rest-frame. Therefore, the distances estimated from their 

redshifts do not correspond to the "true distances" and are said to be measured in redshift-space 

(z-space). If the true positions of the objects were known, then these would have been said to 

be measured in real-space. Thus, peculiar motions will introduce distortions in the measured 

clustering pattern. 

There are basically two mechanisms leading to the dynamical z-space distortions. As structures 

grow through gravity, the infall of objects to higher-density regions contributes to the measured 

redshifts. If these are assumed to be solely due to the Hubble flow, than the large-scale distribu­

tion will appear flatter, or thinner, along the line of sight, thus "distorting" the clustering signal. 

At smaller scales, the random peculiar motions of the objects will also contribute to the measured 

redshifts, and hence distort the measured clustering signal for close pairs of objects. If the distri­

bution of distant objects has, on average, a spherically symmetric clustering pattern in real space, 

but large velocity dispersion, then the clustering signal measured in z-space will be smeared along 

the line-of-sight. These features are often referred to as "fingers-of-God", and are commonly seen 

as elongated structures in radial wedge plots of distant galaxy surveys, such as the 2dFGRS (e.g. 

Hawkins et al., 2003). 

As shown by Peebles (1980), Kaiser (1987), or Hamilton (1992), the large scale coherent infall 

can be used to probe the clustering of the underlying dark matter clustering and the matter 

content of the Universe. The infall can be parameterised by comparing the large-scale clustering 

in real- and z-space. In terms of the power-spectrum: 

(1.13) 

where the subscripts r and s refer to the real- and z-space measurements, respectively. fL is the 

cosine between the velocity vector and the line of sight, and {3 relates the observed large-scale 

infall to the clustering of the (invisible) dark matter. The equation above, if written in terms of 

correlation functions instead, takes the form (Kaiser, 1987): 

{3 is related to cosmology and the dark matter distribution by 

{3 = f (f!m(z), f!A(z), z) 
b 

(1.14) 

(1.15) 
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Here, b is the bias, which relates the luminous matter clustering to that of the underlying 

dark matter (b2 = ~galaxy/~ma88 ). This relation means intrinsically that luminous objects are 

biased tracers of the underlying mass distribution, which dictates the overall dynamics due to 

gravitational effects. However, it has been found that galaxy clustering is a function of galaxy 

properties, such as morphology, type, luminosity, etc (e.g. Davis and Geller, 1976; Norberg et al., 

2001, 2002; Madgwick et al., 2003). Therefore, the true bias will also depend on the physics of 

galaxy formation, interactions and feedback mechanisms, which are still not so well understood. 

However, at large enough scales where the density fluctuations are close to linear and Eq. 1.12 

holds, this more deterministic approach to the bias should provide a fair description of the dark 

matter clustering. 

f (Om(z), nA(z), z) quantifies the growth of structure as a function of the cosmological param­

eters (Peebles, 1980): 

dln8 
f (Om(z), OA(z), z) = dlna, 

which, in the case of a flat Universe can be approximated to (Lahav et al., 1991): 

but is more often simply assumed as f ~ Om(z)o.B. 

(1.16) 

(1.17) 

The formalism for z-space to real-space mapping of the large-scale structure distribution is 

hardly unique. Whilst Kaiser (1987) related the real and z-space correlation functions through 

Eq. 1.14, Peebles (1980) uses the simpler form ~gal(s) = ~gat(r) (1 + 2/3(3); Heavens and Taylor 

(1995) used a spherical harmonic approach to relate the z-space to real-space clustering measure­

ments. More recently the modelling of dynamical distortions has been developed under the halo 

occupation distribution (HOD) framework (Tinker, 2006) and non-linearities and scale dependent 

parameterisations of the velocity dispersion have been included (Bharadwaj, 2001; Scoccimarro, 

2004). 

In addition to the distinct methods developed for parameterising the z-space distortions, dif­

ferent ways of extracting the anisotropy information have been developed. As pointed out by 

Landy and Szalay (2002), three different frameworks regarding the estimation of f3 have been 

developed: 1) by measuring the ratio of the z-space and real-space power spectrum/ correlation 

function (e.g. Loveday et al., 1996); 2} by measuring the ratio of the quadrupole to monopole 

moments of the z-space power spectrum/correlation function (e.g. Hamilton, 1993a; Cole et al., · 

1994); 3} by setting the amplitude of the modes, f3 and the power spectrum as model parameters 

(e.g. Ballinger et al., 1995; Heavens and Taylor, 1995). Landy and Szalay (2002) also propose a 

new way of estimating (3, by Fourier inverting the z-space distortions seen in the density field. 

Using different f3 values for the inversion, the one resulting in an isotropic density field should 

correspond to the true f3 value. 
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1.3.2 Geometric distortions 

Peculiar velocities are not the only effect leading to anisotropies in the clustering pattern. As shown 

by Alcock and Paczynski (1979), if one assumes a cosmology different from the true, underlying 

cosmology of the Universe to convert redshifts into distances, the effect on separations along the 

line of sight differs from that affecting the separation in the sky direction. As a consequence, 

the clustering signal might appear elongated (or squashed) in the redshift direction. As shown by 

those authors these geometric distortions can be a powerful cosmological test, namely to determine 

n~. 

If ~z is the redshift difference between two galaxies, and ~() their angular separation, then 

~z DA(z) 
z~() = czjH(z)' 

(1.18) 

where 

c 1z dz' D A = ---,----
Ho(1 + z) o Jn8(1 + z')3 + n1 (1.19) 

is the angular diameter distance (assuming a spatially flat universe with matter and cosmological 

constant). This ratio is close to unity for small z, but at high redshift it deviates from unity, by 

an amount that depends on the cosmological parameters. 

Due to their significance at high-z, these potential geometric distortions have been used to 

constrain cosmological parameters using QSO catalogues (e.g. Calviio et al., 2002; Outram et al., 

2004); 21 em maps of the epoch of reionisation (Nusser, 2005) or the Lyman a forest (Becker 

et al., 2004). 

However, and as discussed in detail in Ballinger et al. (1996), it is sometimes not trivial to 

disentangle the effects of geometric distortions from those caused by peculiar velocities. If both the 

infall parameter (3 and cosmological density values as n~ or n~ are left as free variables, we expect 

to see a degeneracy between the anisotropies caused by the large scale infall and the geometric 

distortions. Those authors define a "flattening factor", which determines, as a function of redshift 

and cosmology, the level of asymmetry expected to see as a result of geometric distortions, and 

found that its value is degenerate with that of (3. Those authors also conclude that QSO surveys 

should provide better constraints inn~ and (3, given both the larger volume and high redshift. 

1.4 Thesis motivation and outline 

1.4.1 Cosmology and z-space distortions 

In this thesis, we start by performing a detailed analysis of the clustering of high-z QSOs. The 

aim is to better understand the effects of dynamical and geometrical distortions in the measured 

clustering pattern of cosmological sources. We attempt to lift the degeneracy between dynamical 
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and geometric distortions by using additional constraints from linear theory predictions. By 

combining both the constraints, we aim to determine [J(z) and n~. 

The question might arise as to why we are performing these studies, as most recent cosmological 

surveys already seem to converge towards a particular picture. In addition, CMB measurements 

combined with existing galaxy survey results (e.g. 2dFGRS) reach a level of "precision" that is 

unlikely to be achieved through the Alcock-Paczynski test. However, one should emphasise the 

number of assumptions made in analysis of CMB anisotropies and other surveys. In what concerns 

CMB studies, for example, the initial fluctuations are generally assumed to be 100% adiabatic. 

Even a small component of isocurvature fluctuations, as predicted by some braneworld models, 

could modify the amplitude of the peaks (Sanders 2005 and references therein) and consequently 

affect the resulting cosmological constraints. Similarly, if one relaxes the assumption of a scale free 

power-spectrum, the need for a cosmological constant to fit the CMB data vanishes (Blanchard 

et al., 2006). 

It is therefore with the intent of performing cosmological tests that are independent of the 

CMB data that we use z-space distortion and clustering statistics in large scale structure surveys. 

In particular, we use the 2dF QSO Redshift Survey (2QZ) and a sample of 800 Lyman-break 

galaxies (LBGs) for the modelling of z-space distortions (chapters 3 and 4, respectively). We find, 

however, that in order to obtain accurate measurements of the clustering anisotropies, we need a 

detailed description of the real-space clustering. Hence, in chapter 2, we combine z-space and sky­

projected clustering measurements to obtain a detailed model for the QSO real-space clustering. 

The real space QSO clustering is of great interest in itself, as is the possible existence of deviations 

from simple power-law parameterisations (e.g. Zehavi et al., 2004). The interpretation of these 

depends on the physics behind the growth and evolution of gravitationally bound structures. 

1.4.2 Lyman break galaxies 

There are several reasons why LBGs are a particularly interesting tool in terms of z-space distortion 

studies. 1) They are easily identifiable due to the pronounced Lyman break; 2) they are strongly 

clustered (e.g. Steidel et al., 1998) and 3) they existed at a time when the Universe was just a 

fraction of its current age. 

The statistical tools needed for the z-space distortion analysis of the LBG clustering not only 

allow the determination of cosmological parameters, but are also essential to understand galaxy­

inter-galactic medium (IGM) interactions via feedback mechanisms. Feedback processes, such as 

galactic winds or ionisation, are likely to have a fundamental role in the process if galaxy formation 

(e.g. Theuns et al., 2001) and future observations of LBGs in the line of sight of background QSOs 

should have a crucial role in expanding our understanding of such processes. 

Adelberger et al. (2003) probed the distribution of gas clouds at high-z by identifying redshifted 

Lyman a: and CIV absorption lines in the spectra of distant QSOs. This allowed the cross-
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correlation between the gll8 distribution and that of foreground LBGs. By mell8uring the clustering 

signal both in the redshift and sky directions, they compared the LBG auto-correlation function 

with the cross-correlation between LBG-Lyman o: and LBG-CIV systems. 

Their results revealed different shapes of the clustering contours in these two orthogonal direc­

tions: wherell8 the LBG-LBG and LBG-CIV systems show significant small-scale elongations of 

the clustering signal along the line of sight, the LBG-Lyman o: clustering seems to be rell8onably 

isotropic. Interpreting these different levels of z-space anisotropies is crucial in order to prop­

erly understand the LBG-CIV and LBG-Lyman o: interactions. Hence, in this chapter, we use a 

super-sample of the datll8et utilised by Adelberger et al. (2003) to determine if the elongation of 

the LBG-LBG clustering signal is, in fact, due to extremely high velocity dispersion of the LBGs 

(or 118sociated z-uncertainty) or, instead, a statistical fluctuation, due to the lack of galaxy pairs 

at close separations. 

1.4.3 The black hole - QSO connection 

QSO clustering also allows us to study the dependence of QSO clustering on luminosity. Wherell8 

the dependence of galaxy clustering on luminosity h118 been addressed (e.g. Norberg et al., 2001), 

the luminosity dependence of QSO clustering is still the object of study and speculation. The 

main difficulty in these investigations is due to the L - z degeneracy: 118 the most luminous QSOs 

lie preferentially at high redshifts, it is hard to disentangle luminosity from evolutionary effects 

on the QSO clustering. We address this question in chapter 5, where we combine the 2QZ sample 

with the fainter QSO sample from the 2dF SDSS LRG and QSO survey (2SLAQ). In this chapter, 

we also exploit the information contained in QSO clustering to investigate the link between black 

hole mll8s and QSO luminosity. 

According to active galactic nuclei (AGN) unification models, differences between objects such 

118 Seyfert 1, Seyfert 2 galaxies, QSOs or BL Lacs can be explained by a single "family" of highly 

energetic, exotic objects, characterised by the existence of a compact powerful supermll8sive black­

hole (SMBH) in the centre. The energy relell8e from the accretion onto the SMBH fuels the 

immense energy output, which depending on geometry, orientation and thickness of accretion disk 

and dusty torus, can lead observers to 118sociate the different spectral properties to different cl118ses 

of objects, where in fact such sources have a similar fuelling mechanism (for a detailed discussion 

on AGN and unified models, see Antonucci 1993). 

Despite the many successes of unification models, the underlying processes governing black 

hole growth and QSO activity are still poorly understood. SMBHs seem to reside in the centres of 

most galaxies in the local Universe (Kormendy and Richstone, 1995; Richstone et al., 1998) and 

their mll8s correlates with either the mll8s of the spheroid (Magorrian et al., 1998; Marconi and 

Hunt, 2003) or the velocity dispersion (Ferrarese and Merritt, 2000; Tremaine et al., 2002). These 

observational results reveal a link between the origin of galaxies and SMBHs. As QSO activity 

depends on the gll8 available to "feed" the SMBH, its lifetime is expected to depend on the rate 
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of energy conversion from accretion into luminosity, as well as QSO feedback processes. 

Recent studies (Hopkins et al., 2005a,b) have assumed that QSOs spend more time emitting 

at luminosities below their peak luminosities, thus have a high probability to be observed during 

this stage of their life. This is different from previous studies, where it has been assumed that 

QSOs radiate for a fixed luminosity during most of their lifetime (Kauffmann and Haehnelt, 2000). 

These two scenarios have different predictions for the QSO clustering dependence on luminosity. If 

QSOs radiate at a given luminosity throughout their lifetime, then one would expect faint QSOs to 

populate lower mass dark matter haloes, where brighter QSOs should inhabit more massive haloes. 

If, however, bright and faint QSOs are similar objects observed at different stages, then the same 

massive haloes should harbour both bright and faint QSOs, and QSO luminosity and clustering 

should not be strongly correlated (Lidz et al., 2006). Through the combination of the 2QZ and 

2SLAQ sample we can address this subject by measuring the QSO clustering as a function of 

luminosity, at different redshifts, in order not to "contaminate" the results with possible evolution 

of QSO clustering (e.g. Croom et al., 2005). 

1.4.4 Future constraints from z-space distortion analyses 

In chapter 6 we address the potential of future Luminous Red Galaxy (LRG) surveys in terms 

of z-space distortion analysis, in particular the gain in terms of n~ and {3( z) constraints from 

modelling the distortions seen in the clustering measured along and across the line of sight. LRGs 

are particularly good candidates to probe large-scale structure as due to being easily identifiable 

through the pronounced 4000A break and their high-bias. A mock LRG catalogue is built, mim­

icking the survey size of a future AAn LRG survey. The prime aim of such a survey is to measure 

the equation of state of dark energy by identifying baryon acoustic oscillations features in the 

LRG's power-spectrum/correlation function. 

As previously stated, the simplest solution for dark energy, the cosmological constant, does 

imply a considerable level of "fine-tuning" in order to be associated with the vacuum energy. Dif­

ferent solutions for dark energy are therefore being sought (generally known as quintessence fields), 

in order to better understand the nature of dark energy and the physics driving the accelerated 

expansion. The baryon acoustic oscillations in the power spectrum can be used as a standard 

rod to measure the equation of state of dark energy, by comparing them to the oscillations seen 

in CMB measurements, at time of recombination (z r-v 1100) (e.g. Eisenstein, 2005). Therefore, 

large cosmological surveys are being used to measure the baryonic features in the galaxy power 

spectrum/ correlation function (Eisenstein et al., 2005; Cole et al., 2005). 

Given that, in order to constrain w, one needs very good constraints on n~, n1, in chapter 6 

we determine if these can be obtained self-consistently by z-space distortion analysis of the AAn 

LRG sample, by applying the fitting method developed in the first chapters of this thesis. 

Finally, in chapter 7, we draw the conclusions of this work. Clustering analysis and z-space 
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distortion modelling are potentially powerful tools to probe large-scale structure. This thesis 

demonstrates how they can be used to address both Cosmology and Astrophysics questions, and 

tackle some of the most intricate mysteries in modern physics. 



Chapter 2 
Clustering zn the 2dF 

QSO Survey 

2.1 Introduction 

If the distances to high-z QSOs are determined directly from their observed redshifts, z-space 

distortions due to the QSOs peculiar motions are due to influence the measured clustering signal. 

Small scale fingers-of-God and large scale gravitational instabilities will introduce distortions in 

the measured clustering pattern, hence "hiding" the true, real-space clustering of the QSO sample. 

The aim of the next two chapters is to study the clustering of QSOs in the redshift range 

0.3;5 z.:S 2.2, particularly discussing the effects of the "peculiar" velocities of the QSOs, superim­

posed on the expansion due to the Hubble flow, in the measured clustering properties. For this 

purpose, we use statistical tools such as the two-point correlation functions. In this chapter, in 

particular, we concentrate on estimating the real-space correlation function of the QSOs in the 

2dF QSO Redshift Survey using the observed z-space and sky-projected measurements. We shall 

see, in chapter 3, that an accurate description of the real-space clustering is essential for the mod­

elling of dynamical and geometrical distortions imposed on the clustering pattern measured in 

orthogonal directions. We also derive values of (3(z) assuming different ~(r) models. As we shall 

see in more detail, this parameter quantifies the coherent infall of the QSOs into the potential well 

caused by overdense regions. 

Before continuing our study of the z-space distortions in the 2QZ survey, in chapter 3, we 

conclude this chapter with the comparison of what we found to be an adequate ~(r) description 

with results from the 2dF Galaxy Redshift Survey (2dFGRS Colless et al., 2001; Hawkins et al., 

2003) and theoretical predictions from Cold Dark Matter (CDM) non-linear clustering models 

(Peacock and Dodds, 1996; Smith et al., 2003). 

2.2 The 2dF Quasar Redshift Survey - 2QZ 

2.2.1 Basics 

The 2QZ survey area consists of two declination strips, 75° X 5° each, one centred on 8B1950 = -30° 

and extending from an1950 = 21h40m to an1950 = 3h15m (SGP strip) and the other centred on 

13 
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8Bl950 = 0° and extending from O:B1950 = 9h50m to O:B1950 = 14h5om (NGP strip). The 2dF 

Galaxy and QSO Redshift Surveys were ran simultaneously and the sky coverage is similar from 

both (Folkes et al., 1999). 

The QSO candidates have 18.25 < bJ < 20.85 and were selected using the ultra-violet excess 

technique in the plane u- bJ: bJ- r with a 93% completeness (Croom et al., 2004). Around 47% 

of the colour - selected candidates were spectroscopically identified as QSOs, with the criterion 

being the presence of broad(> 1000 kms- 1) emission lines. The remaining objects are stars, white 

dwarfs, narrow-line galaxies and other objects, such as cataclysmic variables (Marsh et al., 2002). 

In total, 22652 QSO spectra were obtained. 

The spectra were obtained using the 2-degree field instrument (2dF) at the Anglo-Australian 

Telescope (AAT). The design of this multi-fibre spectrograph allows obtaining 400 spectra simul­

taneously over a 2° diameter circular field of view (Croom et al., 2004). To cover the survey 

area with the 2dF field, a tiling algorithm that maximised the number of galaxies and QSOs per 

pointing was used. The tiling of the 2dF fields has a direct implication from the angular selection 

function of the survey. 

2.2.2 Angular and radial selection functions 

A very detailed analysis of the angular and radial QSO selection functions used in this work is 

given by Outram et al. (2003) and Croom et al. {2005). The selection functions must be taken into 

account when generating the random distribution of points in the volume probed by the QSOs. 

The random distribution of points must describe all the characteristics of the QSO ensemble except 

its clustering, and therefore it must be generated taking into account the same selection functions 

as the QSO sample. The random ensemble is then used in estimating the two-point correlation 

functions. In this work we use the same random ensemble as Outram et al. (2003). 

The tiling algorithm of the 2dF fibres maximises the number of QSO candidates per pointing. 

The inability to place fibres in the vicinity of bright stars, weather conditions at the time of different 

paintings and the variable seeing between observations in different fields make the angular mask 

of the 2QZ quite complicated. In addition, the extinction due to Galactic dust is also taken into 

account, when computing the angular mask. 

It is also crucial that the random ensemble follows the same redshift or radial distribution 

as the QSO data. As shown by Outram et al. (2003), the QSO radial number density is quite 

flat at intermediate distances (between,...., 1000 h- 1Mpc and"' 2600 h- 1Mpc, assuming an EdS 

cosmology, and"' 1000 h- 1Mpc and"' 3600 h- 1Mpc, assuming a ACDM cosmology), it increases 

rapidly from"' 300 h- 1Mpc and has steep decrease at large distances (until"' 3000 h- 1Mpc, 

assuming an EdS cosmology, and"' 4400 h- 1Mpc, assuming a ACDM cosmology). At low red­

shift the contribution from the host galaxy's brightness is the greatest, which leads to the QSOs 

appearing as extended. The incompleteness at high redshift is due to the contribution of the 
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Lyman-alpha forest in the U band, which will significantly influence the ultraviolet excess QSO 

selection. Therefore, in order to take this deficit in the number density of QSOs at low and high 

z into account, the same redshift cuts were applied as in Outram et al. (2003), i.e., the QSOs in 

the following study lie between 0.3;5 z;S 2.2. As a consequence, the final QSO catalogue used in 

this study comprises 19549 QSOs (8704 in the NGP strip and 10845 QSOs in the SGP strip). 

2.3 The two-point correlation function 

2.3.1 Definition and estimators 

The two-point correlation function (~) measures the excess probability of finding a pair of ob­

jects, at a given separation, relative to what would be expected from a uniform distribution. In 

Appendix A we present the definition of~, and general formalism relating it to the probability 

function and density field of a distribution of objects. 

Although correlation functions represent an extremely important statistical tool to quantify 

the clustering of galaxies, QSOs, or to describe large-scale structure, its measurement is not always 

a trivial task. Different estimators have been developed to evaluate~- The "standard" estimator, 

developed by Peebles (1979) is given by: 

~(x) = < DD(x) > m _ 1 
< DR(x) > n 

(2.1) 

< DD(x) > and < DR(x) > represent the average number of pairs of objects (e.g., galaxies, 

QSOs) at separation x and the "crosspairs object-random", also at separation x. The factor mjn 

normalises the random number density to the data number density. 

Following this estimator, other more complicated estimators of the correlation function were 

then developed. The estimator developed by Hamilton (1993b) does not require the knowledge of 

the ratio mjn. Considering this estimator, ~(x) is evaluated by: 

~(x) = < DD(x) >< RR(x) > _ 1 
< DR(x) >2 ' 

(2.2) 

where RR(x) is the number of random-random pairs separated by x. 

In addition to these, Landy and Szalay (1993) developed an estimator which is also a robust 

estimate of ~(x), specially at high x i.e., when ~(x) should be close to zero. There is however the 

same need as in the first estimator of knowing the number density of the data points: 

~(x) = < DD(x) > -2 < DR(x) > (njm)+ < RR(x) > (n/m)2 

< RR(x) > (n/m)2 
(2.3) 
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2.3.2 Error estimates 

There are several ways of estimating the error on the QSO two-point correlation function: 

• Probably the simplest method of having an estimate of the errors and probably the easiest 

to compute, is by considering that the number of < D D > pairs per separation interval as 

a Poisson process. As a consequence, the standard deviation will be .Ji5i5. It then follows 

that the error on ~ is given by: 

~~ = (1 + ~) [;1;. (2.4) 

which is the definition of Poisson errors. 

However, there are a few reservations when considering this error estimate. One of them is 

the assumption that the number of pairs in each separation bin is a Poisson process. This is 

not the case if the pairs in each bin are not independent, and this becomes a more substantial 

factor at large separations, specially when the objects are strongly clustered (e.g., luminous 

red galaxies). 

• When the the Poisson estimate is a suitable description of the uncertainty in ~( s) (e.g. QSO 

surveys, Hoyle 2000), the correlation of pairs in large-separation bins causes this estimate to 

underestimate the true ~ uncertainty. Therefore, instead of using the number of pairs as an 

indicator of the error on the correlation function, Shanks and Boyle (1994) found that the 

error could also be computed using the total number of objects in the survey. This estimate 

of the errors (No errors) is quite similar to Poisson errors, but DD is replaced by the total 

number objects in the survey, N 0 • 

• If the sample is big enough, field-to-field errors can also be used. In this case, the ensemble 

is divided in similar subsamples, and ~ is computed in each of them, as in the complete set 

of objects. The error on this last will then be given by Eq. 2.5 (Press et al., 1986; Myers, 

2003), where N is the total number of subsamples of the whole ensemble, and j refers to each 

of those subsamples. The main problem in using this error estimate is that no additional 

information to the data is used: the actual data is used to get an estimate of the error on 

itself. 

1 ~ DRi ( )2 ~~ = N - 1 ~ DR ~i - ~tot ' 
j=l tot 

(2.5) 

where the index j refers to each of the N subsamples and the subscript tot to a measurement 

on the whole sample. The factor /1/(N- 1) should be changed to .[f7N of the the mean 

value ~ is known a priori, and not estimated from the sample (Press et al., 1986). The 

D Rj / D Rtot ratio weights each subsample depending on its size. 
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• Like in the previous case, by dividing the sample in separate regions, a variation of the 

jackknife error scheme can also be used (e.g. Scranton et al., 2002). Now,~ is computed also 

N times, but in the whole sample, and removing one region each time, so that ~ is always 

computed in N - 1 regions. The error is then be given by: 

N 

N- 1 L DRj (~j- ~tot)2 
N i=l DRtot 

(2.6) 

N being the total number of different regions and j referring to a measurement in the whole 

sample apart from the j subset. This error estimate suffers from the same drawback as the 

field-to-field errors. 

• Bootstrap errors (Ling et al., 1986; Hoyle, 2000) are computed by determining ~ in several 

subsamples of the data. Suppose that we have measurements of ~ in N subsamples of the 

data. We can randomly select, with repetition, N of those subsamples and compute the 

average value of~ from them. By repeating this procedure a large number of times (say, 

N'), we obtain a measurement of the error on the original~ calculation, from the dispersion 

in our N' measurements. 

• Another method of measuring the errors is to measure the correlation function in several 

different mock catalogues that mimic the number density of objects in the same volume and 

with a similar clustering amplitude. By combining the measurements of ~ in the different 

mocks, an estimate of the error on the measurements can be given from the dispersion of the 

results, also given by Eq,. 2.5. Now, N is the total number of mock catalogues, and j refers 

to each of these mocks. Although this is possibly the most complicated and robust method 

of measuring the errors, it has the disadvantage that it comes solely from mock catalogues. 

These have to match the true data very accurately. Even in this case, the mocks will not 

include all the information contained in the data. This can lead to deviations to the true 

error in the correlation function. 

In the results presented in this chapter Poisson errors and Nq errors were considered, since at 

small scales the pairs are independent (Croom et al. 2001). At large scales, when the number 

of DD pairs exceeds the total number of QSOs in the survey, Nq are used, to correct for the 

correlation between the pairs. As shown by Hoyle (2000), these are in good agreement with the 

errors obtained with the other error estimates. Note that the correlation function estimates may be 

correlated bin-to-bin, but this will be quantified by means of covariance matrices, in the following 

sections. 

2.4 The 2QZ redshift-space correlation function 

The positions of the QSOs inferred from their observed redshift, using a certain cosmological 

model, are said to be measured in redshift-space (z-space). The motions of the QSOs in their local 
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rest-frame, due to their intrinsic velocity dispersion and coherent infall into their potential well, are 

superimposed in their systemic flow due to the Hubble expansion. Therefore, the measurements 

of QSO properties (such as their clustering) will be affected. 

If the velocities of the QSOs were known, or if they were at rest in their local rest-frames, then 

their clustering would be measured in real-space. The difference between real- and z-space is due 

to the effects of the peculiar velocities of the QSOs, which can be due to the QSO small scale 

random motions, or the large-scale coherent infall into higher-density regions. 

To convert the observed QSO redshifts into distances from the observer a cosmology must be 

assumed (Eq. 2.7). In the next two chapters two cosmologies will be assumed. The purposes of 

considering two different cosmologies are: 1) to get a better handling of the data by measuring 

the clustering and comparing the effects of z-space distortions in the different cosmologies, 2) to 

better visualise the effect of n~ in our assumptions/results. Hence, we present our results using 

an Einstein-de Sitter (n~ = 1.0, n~ = 0.0) and a A cosmology (n~ = 0.3, n~ = 0.7), where 

n~ is the ratio of matter density to the critical density. The superscript 0 indicates that it is 

the present value of nm. at z = 0. n~ is the energy density associated to the dark energy, here 

assumed to have the form of a cosmological constant (PA = -pA)· 

Let D(z) be the distance to a QSO at redshift z. By combining the Robertson Walker metric 

with the Friedmann equation in a flat Universe, we have that: 

c r dz' 
D(z) = Ho Jo y'(l- n~) + n~(l + z')3 ' 

(2.7) 

In Fig.2.1 the z-space correlation function for the complete 2QZ catalogue is shown. There-

suits obtained with the three different estimators presented are shown. These are self-consistent, 

within the errors. The errors are Poisson and Nq errors (see section 2.3.2). At small and inter­

mediate scales, Poisson errors are computed, and Nq errors are computed when the number of 

DD pairs exceeds the total number of QSOs in the survey. Hoyle (2000) found that these two 

estimated give accurate estimates of the uncertainty in the 2QZ clustering measurements. 

An obvious feature also noticeable in that plot is the non-power law shape of ~(s). This feature 

has been observed in several other surveys, like the 2dF Galaxy Survey- 2dFGRS - (Hawkins 

et al., 2003), or the Sloan Digital Sky Survey- SDSS - cluster catalogue (Basilakos and Plionis, 

2004). 

As demonstrated by Croom et al. (2005), the small scale flattening in the 2QZ ~(s) is not 

due to the fibre collisions of the 2dF instrument, which is unable to position two fibres at less 

than"' 30 arcsec. The overlapping arrangement of the 2dF fields counterbalances that effect. In 

addition, it was found that the majority of QSO pairs at small angular separations actually have 

quite large radial separations, hence not affecting the shape of ~(s) at small scales. 

Three factors determine the shape and amplitude of the 2QZ ~(s): 
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Figure 2.1: The redshift-space correlation function measured with the three different estimators. 

The Hamilton and the Landy-Szalay estimators give practically the same result at all scales, 

and there is a small discrepancy between these and Peebles' standard estimator, at large scales. 

However, even considering the scales where the results differ the most, they are all consistent 

within the errors. 
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• The growth of structure due to gravitational instabilities, and the initial spectrum of fluc­

tuations, 

• non-linear physics that occurs during QSO formation, 

• z-space distortions due to peculiar the motions of the QSOs along the line of sight, at small 

scales, and due to the infall into the potential well caused by overdense regions, at large 

scales. 

A more quantitative perception of the non-power shape of e(s) is obtained by doing a x2 fit of 

a power-law model to ~(s). In Fig. 2.2 the best fitting power-law of ~(s) is shown. The estimator 

used for ~(s) is the Hamilton estimator. 

The fit to the correlation function was made with a power-law model oftheform~(s) = (:a)-"!. 
The best fitting values of so and 'Y are indicated on Fig. 2.3, and tables 2.1 and 2.2. 

n~ = 1.0 n~ = o.3 

so 3 2+0.2 . -0.2 4 5+0.2 . -0.3 

'Y 1 58+0.07 . -0.06 148+0.05 . -0.07 

x;.in (reduced) 6.52 5.78 

d.o.f. 10 10 

Table 2.1: The values of so and 'Y from the best fitting power-law model to ~(s), for 

1;5 s;S 100 h-1Mpc (10 degrees of freedom, d.o.f.). Two explanations are possible to explain why 

the values of x;.in reduced are extremely large: either the errors are underestimated or the model 

is not a good representation of the data. A ''visual" interpretation of the actual ~(s) models 

overploted with the data seems to suggest that the second hypothesis should be the most likely 

one. 

n~ = 1.0 n~ = o.3 

so 5 3+0.2 . -0.3 6 5+0.3 . -0.4 

'Y 2 31 +0.14 . -0.16 1 89+0•11 
. -0.13 

x;.in (reduced) 1.23 3.15 

d.o.f. 5 5 

Table 2.2: The values of so and 'Y from the best fitting power-law model to ~(s), considering only 

the points between 5- 50 h - 1 Mpc. For "common" values for the velocity dispersion of the QSOs, 

only the growth of gravitational instabilities and other processes in the formation of the QSOs 

should determine the shape of the correlation function, on these scales. The values of x;.in tend 

to suggest that a power-law model might still not be a very suitable model for the correlation 

function. 
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Figure 2.2: The 2QZ e(s), measured using the Hamilton estimator for QSOs in the redshift interval 

0.3 < z < 2.2. On top is e(s) assuming n~ = 1.0 and on bottom assuming n~ = 0.3. The solid 

line represents the best fitting power-law for 1 < s < 100 h-1Mpc. The dashed line is the best 

fitting power-law in the range 5-50 h-1Mpc. 
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Figure 2.3: The best fitting values of s0 and 'Y and the respective 2-parameter confidence levels 

obtained when fitting a model of the form ( ;o) -"' to ~( s). On the contour plot on the top, the 

results refer to the confidence levels obtained when fitting the model to all scales< 100 h-1Mpc, 

and on the bottom to scales where 5 < s < 50 h -l Mpc. The solid contour lines represent the 

results from fitting the function measured with an assumed value for n~ of 0.3, and the dotted 

line for n~ of 1.0. The best fitting pairs of values [so, 'Y] are indicated with x. These plots do not 

represent the "goodness" of the fit for the best fitting parameters. This can only be shown by the 

comparison of the X~in with the number of degrees of freedom, i.e., the X~in reduced. 
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The values of the X~in reduced (X~infd.o.f.) indicate that the power-law model for ~(s) is 

not the most appropriate one. One other possibility would be that the Poisson errors are not 

correct. However, Hoyle (2000) compared different ~(r) error estimates from,...., 10000 2dF QSOs, 

and found that Poisson errors should give a plausible error estimate at least until large scales, 

where Nq errors would be more reliable. 

The error bars can also underestimate of the true error on e if the pairs in different bins are 

correlated. In this case, Poisson statistics are not a suitable estimate of the uncertainty on the 

~(s) measurements. In order to determine if this is the case, we can compute the covariance 

matrix, which represents the statistical correlation between different bins. The correlation matrix 

compares the terms of the covariance matrix with the errors on each individual bin. If different 

bins are uncorrelated, or very weakly correlated, then the covariance between them should be 

much smaller than the errors on the ~ measurements on those bins. 

To determine the correlation matrix, one can first divide the QSO sample into N regions, with 

similar QSO numbers, and compute ~(s) in each of those regions. The covariance matrix is given 

by: 

N 

Cov(i,j) = ~ L (~k(si)- e(si)) (~k(sj)- e(sj)) 
k=l 

(2.8) 

where e(s) is the average value of ~(s) in theN regions, i.e., the actual ~(s) value measured from 

the whole quasar sample. 

To obtain the correlation matrix we only have to divide each matrix element by the product 

of the errors on e(si,j) in the separation bins corresponding to that matrix element (i,j): 

(2.9) 

Therefore, if the separation bins i and j are totally correlated, we will have that Corr( i, j) = 1; 

and if they are strongly anti-correlated, that correlation matrix element will bed close to -1. 

Ideally, we would like that Corr(i,j) ~ 0, for all i =I= j. 

Fig. 2.4 shows the correlation matrix measured for the 2QZ ~(s). We computed Corr(i,j) 

using Eq. 2.9, and split the 2QZ sample in 30 subregions. Naturally, the matrix is symmetric 

and the diagonal values are 1. We can see that the separation bins are actually not very strongly 

correlated; adjacent bins, in particular, show a correlation usually no larger than 0.1, in absolute 

value, supporting the hypothesis that the Poisson formula is probably a suitable estimate of the 

2QZ ~(s) errors. In addition, we have re-computed the best fitting values of so and"{ but taking 

into account the bin covariance, and compared these with the values shown in Fig. 2.3. In order 

to take the covariance between bins into account, the x2 is computed through: 

x2 
= l:<~:n - ~f)Corri/ (~j - ~1? (2.10) 

i,j 
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Figure 2.4: The ~(s) correlation matrix. Naturally, the diagonal elements are 1. It can be seen 

that the off-diagonal matrix elements are much smaller,indicating a weak correlation between ~(s) 

bins. 
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where Cor-ri/ is the inverse of the covariance matrix, ed the data measurements of e(s), em is 

the model for e(s), here given by e(s) = (s/so)-'Y. 

Fig 2.5 shows the effect of taking into account the covariance matrix in our fits, for an~ = 

0.3 cosmology. The top panel refers to the contours obtained when fitting e(s) with 1 < s < 

100 h - 1 Mpc, where the bottom panel represents the contours for 5 < s < 50 h - 1 Mpc. The solid 

contours are the same as those in Fig. 2.3, and represent the best fitting values for so and "(, 

when an~ = 0.3 cosmology is assumed. The dotted contours are now the same contraints once 

we take into account the covariance between bins and use Eq. 2.10 to compute the best fitting 

model. It can be seen that the "change" of the contours is small, given associated errors, and the 

shift between the best fitting cases is of the order of "" 1a. 

To measure and explain the deviations from a simple power-law e(s) model, the real-space 

correlation function of the 2QZ must be measured. The best way to estimate it is from the 

projected correlation function, which is free of z-space distortions due to line-of-sight peculiar 

velocity components. 

2.5 A coherent picture of the QSO clustering 

Studying the real-space clustering of the QSOs is, in itself, a subject of obvious interest: it allows 

the direct study of QSO clustering and its bias relative to the underlying dark matter distribution, 

providing a picture of how the formation and evolution of QSOs take place. Nevertheless, our 

motivation for studying e(r) also includes the need for an adequate and trustworthy amplitude 

input for modelling z-space distortions, in the next chapter. Comparing the distortions in the 

clustering measured along and across the line-of-sight will allow the measurement of cosmological 

and z-space distortion parameters (chapter 3). 

Let the separations along and across the line of sight be defined as: 

11' = ls2- s1l 

a= (s1 + s2) 8 
2 

(2.11) 

(2.12) 

where s1 and s2 are the distances to two different QSOs, measured in z-space, and 8 the angular 

separation between them. See Fig. 2.6 for a visual representation. 

Since the effects of z-space distortions are purely radial, the real-space clustering can be inferred 

from the projection of e(a, 11') along the a direction1. The projected correlation function is obtained 

by integrating e(a, 11') along the 11' direction (Peebles, 1980): 

Wp(a) = 2 loco e(a, 11')d11' (2.13) 

When implementing this integration it must be truncated at some value 11' cut' where e becomes 

negligible. If very large scales are included, the signal amplitude will become dominated by noise. 

1 ~(u, 1r) will be considered in detail in Chapter 3 
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Figure 2.5: The best fitting values of so and 'Y and 2-parameter confidence levels. The contour plot 

on the top shows the confidence levels obtained when fitting the model for 1 < s < 100 h-1Mpc, 

and the bottom one for 5 < s <50 h-1Mpc. The solid contours are the same as in Fig 2.3, and 

represent the results for n~ = 0.3. The dotted lines shows the shift in those contours, once we 

take into account the covariance between bins. It can be seen that these shifts are small, whitin 

the errors. 
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0 

Figure 2.6: The definitions of a and 11': 8 1 and 82 are the distances in redshift-space from the 

observer at 0 to the QSOs at 1 and 2, respectively. 8 is the redshift-space separation between the 

two. The projection of 8 in the directions along and across the line-of-sight gives 11' and a. 
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On the other hand, if the integral is only performed at very small scales, then the projected 

correlation function will be systematically underestimated. It was found that, in the present 

survey, the results did not seem sensitive to 7rcut values around 70 h- 1Mpc, which was the value 

used. Therefore: 

{1rcut 

wp(a) = 2 Jo ~(a, 1r)d1r (2.14) 

Fig. 2.7 shows wp(a)fa measured with the three different estimators. The error bars show 

Poisson and Nq errors. 

In Fig. 2.8 we show the effect of taking different values for 7rcut· It can be seen that the wp(a) 

measurements are stable for 1r cut close to ,...., 70 h -l Mpc. Larger values of the upper integration 

limit may introduce noise, whereas taking too low a value for 1r cut may lead to underestimate the 

clustering power, especially at large scales. 

Since wp(a) describes the clustering in real-space, the integral in equation 2.13 can be written 

in terms of the real-space correlation function ~(r) (Davis and Peebles, 1983): 

(2.15) 

If ~(r) is well described by a power-law model, then the integral can be solved analytically and 

it follows that: 

w(a)=r"~a1 -'Y 2 2 
(
r (!) r (1.=.!.)) 

v o r G) , (2.16) 

where r(x) is the Gamma function computed at x. 

Therefore, if the real-space correlation function ~(r) is well approximated by a power-law, 

then its slope will be the same as in wp(a)ja, and its amplitude proportional to the wp(a)/a 

amplitude. Fig. 2.9 shows wp(a)fa measured from the 2QZ catalogue. The error bars represent 

Poisson errors. The solid line is the best fitting power-law to the data points. 

The range used is 1 <a< 25h- 1Mpc, assuming EdS, and 1.2 <a< 30h-1Mpc, assuming 

A. The corresponding best fitting values of ro and "Y are summarised in Table 2.3. The errors 

on these parameters can be inferred from the confidence levels in the [ro,"'f] plane, shown in Fig. 

2.10. The close-to-unit values of the reduced x2 indicate that the power-law prediction for ~(r) 

corresponds to a reasonable description of wp(a) within the limited range it was fitted. If EdS 

is assumed, then the best fitting ~(r) power-law model has the form: (r/3.77)-2·09 , while if A is 

assumed instead, the best fitting power-law model is: ~(r) = (r/4.96)-1.85 . The value of wp(a) at 

the largest scales indicates some deviation from the best-fitting power-law model, at scales larger 

than the ones used in the fit; the wp(a) clustering amplitude is lower than predicted from the 

best-fitting model, for a ;G 30 h -l Mpc. 
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Figure 2.7: The projected correlation function measured with the three different estimators. They 

all give practically the same result at intermediate scales, apart from small discrepancies at small 

and large scales. These, however , are still included in the errors. 
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Figure 2.8: The projected correlation function for different valus of 7rcut· One can see that the 

results are considerably stable for different values of rr cut, close to 70 h - l Mpc, which was the 

value used. 
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Figure 2.9: The projected correlation function measured with the Hamilton estimator and the 

best fitting power-law. The top panel shows the case where EdS was assumed, and the bottom 

panel the result assuming A. The solid lines represent the best fitting power-laws, that correspond 

to ~(r) = (r/3.77)-2·09 assuming EdS and ~(r) = (r/4.96)-1.85 assuming A. 
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n~ = 1.0 n~ = o.3 

ro ( h-1Mpc) 3 77+0o33 . -Oo47 4 96+0054 . -0.56 

'Y 2 09+0021 
. -Oo22 1 85+0o13 . -0.10 

X~in (reduced) 1.61 0.93 

d.o.f. 6 6 

Table 2.3: The values of ro and 'Y from the best fitting power-law model to wp(a)ja, for 6 degrees 

of freedom (d.o.f.), corresponding to the solid lines on Fig. 2.9. If the EdS model is assumed to 

convert the redshifts to distances, the fit is performed between 1 h ~ 1 Mpc and 25 h - 1 Mpc. When 

assuming the A cosmology the range 1.2 < a < 30 h - 1 Mpc was taken. 
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Figure 2.10: The best fitting values of ro and 'Y and the respective two-parameter confidence levels 

obtained when fitting a model of the form rJa1-"Y ( r(!t(~{)) to wp(a). The solid contour lines 

represent the results from fitting the function obtained assuming A, and the dotted line for the 

EdS cosmology. The best fitting pairs of values [ro, "!] are indicated with x. 
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2.5.1 Does a single power-law e(r) model explain both the Wp(a) and 

e(s) results? 

The simplest explanation to account for the different slope of e(s) at 1;:5 s;S 10 h- 1 Mpc, compared 

to the slope at larger scales, is the effect of z-space distortions. The small-scale random motions 

of the QSOs lead to a deficit of clustering amplitude measured at scales ;S 10 h-1Mpc. In addition 

to this effect, the e(s) clustering amplitude on large scales is affected by the infall of QSOs into 

the overdense regions. 

According to linear theory, the relation between e(s) and e(r) is simply given by Kaiser (1987): 

e(s) 
e(r) = 1 + ~,B(z) + kf1(z)2' 

(2.17) 

where ,B ~ n~6 /b. 
Therefore, the ratio between the z- and real-space correlation functions gives an estimate of 

the infall parameter ,B(z = 1.4) which, for a given cosmology, allows the determination of the bias 

b. 

With the current data, it is not trivial to find the real-space correlation function without 

making some assumptions. Inversion methods of w11(a) like the ones described by Saunders et al. 

(1992) or Ratcliffe (1996) are not feasible with this survey, as the low QSO space density would 

cause the errors associated with e(r) to be extremely large. 

If we approximate e(r) by a single power-law, then the best fitting power law Wp(a) model can 

be used to constrain ,B(z = 1.4). This can be done by computing the ratio between the measured 

values for e(s) and the values our e(r) model takes, at large scales. Fig. 2.11 shows the ratio 

e( s) I e( r) as a function of separation. For a given value of the separation, the error on e( s) can be 

quantified using the Poisson estimate. The uncertainty in the e(r) model is determined from that 

in the parameters ro and 'Y· However, as these parameters are correlated (see contours in Fig. 

2.10), the value found underestimates the true uncertainty. We therefore rescale the error in e(r) 

by comparison with the e(s) Poisson errors. We assume that the relation between the true e(r) 

error and the one obtained with this method is the same as for e(s), for which we already have 

Poisson/Nq errors and are also able to compute them as we have done for e(r). To estimate the 

error in the ratio e(s)/e(r), we then add in quadrature the error in e(r) and the Poisson errors 

in e(s). The dashed line in Fig. 2.11 shows the best fitting e(s)/e(r) value at scales larger then 

10 h -l Mpc, and the shaded region is the 1 a confidence interval in the fit. The best fit produces 

,B(z = 1.4) = 0.87:!:8:~~· At scales~ 10 h-1Mpc, non-linear effects due to peculiar velocities have 

a negligible effect and the z-space contribution comes only from the gravitational infall quantified 

by ,B(z). This value of ,B(z = 1.4) is larger than other results also from the 2QZ survey, found by 

Hoyle et al. (2002) and Outram et al. (2004). We should point out that, using single power-law 

fits to the w11(a) result of the 2dF Galaxy Redshift Survey (2dFGRS; Hawkins et al. 2003) also 

gives high values of ,B from computing e(s)/e(r). 
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Figure 2.11: ~(s)/~(r) measured from the 2QZ survey, taking the measured ~(s) values and the 

single power-law ~(r) model derived, assuming A. See text for a full description of how the errors 

are computed. The fit to the function was performed on scales where the z-space distortions are 

only affected by the large-scale infall and are not contaminated by random peculiar motions of 

the QSOs. The dashed line and the shaded region represent this best fit and its 1 a confidence 

level. This fit corresponds to a value of {3(z = 1.4) = 0.87~8 :~~· 

A model for ~(s) can then be constructed by decomposing the separation in a and 7l' and adding 

the z-space distortions in ~(a, 7r). Then, in order to obtain ~(s), ~(a, 7r) is averaged in annuli of 

constant s = va2 + 7!'2 • The model used to compute ~(a, 7r) is discussed in Section 3.3.1. Fig. 

2.12 shows the comparison of ~(s) models with the 2QZ ~(s). The circles in the plot show the 

2QZ ~(s), assuming the A cosmology. The dotted line shows the input ~(r) model, which is the 

best-fitting power-law to the wp(a). Note that this model lies well below the observed ~(s) at all 

values s;;:: 10 h-1Mpc. The dashed line represents that same power-law, scaled using equation 2.17, 

taking the value of {3(z) = 0.87 to quantify the effect of the linear z-space distortions. Including 

the distortions due to small scale pairwise velocity dispersion of the QSOs, will lead to the solid 

or the dash-dotted lines. The solid line shows the effect of small-scale peculiar velocity dispersion 

< w~ > 112= 800 kms- 1 where the intrinsic QSO velocity dispersion is assumed to be dominated 

by the effect of redshift measurement errors (Outram et al. , 2003; Croom et al., 2005) . The effect 

of a larger velocity dispersion of 1500 kms- 1 is shown as the dash-dotted line. 

It can be seen that the value of 800 kms- 1 for the velocity dispersion gives an adequate fit to 

the data in the s;S 10 h-1Mpc region; the tendency of this model to overestimate the points at 

2::5 s;S 4 h - 1 Mpc is not resolved by moving to a bigger velocity dispersion which is seen to degrade 

the fit at s ~ 10 h-1Mpc. Although the x2 is acceptable, the slope of ~(s) at s;;:: 10 h-1Mpc is 

steeper than the single power-law model derived from wp(a). It proved impossible to increase the 

slope in ~(r) in this range while maintaining an acceptable fit to ~(s). We therefore observe that a 

simple single power law model is not entirely an adequate description of the z-space measurements. 
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Figure 2.12: The circles show the measured ~(s) from the 2QZ, assuming A. The dotted line 

is the best fit single power-law ~(r) model to wp(a). The dashed line is the same model scaled 

to account for the linear bias ({3(z) = 0.87). The solid and dash-dotted lines also include the 

small-scale peculiar velocities with velocity dispersion of the order < w~ > 112= 800 kms- 1 and 

< w~ > 112= 1500 km s- 1, respectively. 
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This tendency of single-power law e(r) models to give poor fits to e(s) has been seen in previous 

galaxy redshift surveys such as Durham/UKST (Ratcliffe et al., 1998) and more recently in the 

2dFGRS (Hawkins et al., 2003), where a non-power-law shoulder is seen rising above the small­

scale power-law at s::::::: 10 h- 1Mpc, before steepening again at larger scales. 

2.5.2 A double power-law €{r) model: another explanation of the wp(a) 

and € ( s) results 

Hawkins et al. (2003) presented the correlation function analyses of the 2dFGRS, both in real­

and z-space. Including data from 166000 galaxies with a mean redshift of z ::::::: 0.11, this study 

has a statistical weight significantly higher than the 2QZ. By inverting the projected correlation 

function, they found that the slope of the real-space correlation function of the 2dF galaxies varies 

with scale. In order to quantify the change in slope as a function of scale, we re-fitted their e(r) 

data. At scales~ 1 h- 1Mpc the shape is similar to the commonly observed"'::::::: 1.8 small-scales 

slope (Peebles, 1974a). However, at intermediate scales (1 - 10 h- 1 Mpc), which are accessible 

with the 2QZ survey, the e(r) data is fitted by a shallower "' = 1.45 power-law, while at larger 

scales the correlation function is again steeper. Motivated by these results we now assess if the 

addition of a break in the e(r) shape at"' 10 h-1Mpc can still provide a good description of the 

QSO Wp(a) and e(s) results, whilst accounting for the issues discussed in the previous section. 

We thus perform a new parametric fit to Wp(a), considering a double power-law e(r) model 

with a break at 10 h - 1 Mpc (for the A cosmology). Then, for a grid of parameters that characterise 

the slope and amplitude of the power-laws, we project the functions describing e(r) using equation 

2.15 to get the respective wp(a). The best fitting model is found by performing a x2 fit. The 

results are shown in Fig. 2.13. The value used for the upper limit of the integral in equation 2.15 

was computed from the 1rcut value used in equation 2.14, to determine wp(a) from the data. 

The top plot shows the best fitting e(r) model to Wp(a) (solid line). The parameters that 

describe the two power laws are: for scales r < 10 h-1Mpc, ro = 6.0~8:~ h- 1Mpc and"' = 

1.45~8:~~; for r > 10 h- 1Mpc, ro = 7.25 h- 1Mpc and "f = 2.30~8:b~· The fit is performed in 

the range 1.0 <a< 40h-1Mpc. We fit the slope and amplitude of the two power-laws, keeping 

the break between the two-power laws at 10h-1Mpc and ensuring that the function is continuous 

across the break. The reduced X~in of this fit is 0.89 (6 d.o.f.). The bottom plot is the measured 

2QZ Wp(a)fa overploted on the projection of the best fitting e(r) model (solid line). 

This model is in very good agreement with the 2dFGRS e(r) data, especially with the slope 

at intermediate scales (1~ r~ 10 h- 1Mpc). Again, we point out that with the current data we do 

not have enough signal at scales ~ 1 h - 1 Mpc, so unfortunately we can not assess whether the 2QZ 

e(r) steepens at small scales, as seen in the 2dFGRS data. 

These results also show that possible deviations from a power-law e(r) in the 2QZ are such 

that they do not become evident after being projected along the a direction. 

The determination of f3 assuming the double power-law e(r) model can be done as described 
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Figure 2.13: The top plot shows the best fitting two power-law ~(r) model to the wp(a) data, 

assuming the A cosmology (solid line). For scales r < 10 h -l Mpc, the power-law has the form: 

~(r) = (r/6.0)-1.45 , while for scales r > 10h-1Mpc, it has the form ~(r) = (r/7.25)-2 ·30 . The 

dashed lines show the extrapolation of the two power-laws to small and large scales. On the 

bottom, the plot shows wp(a)/a as measured from the data (circles), overploted on the projection 

of the ~(r) model from the top panel (solid line) . 
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Figure 2.14: ~(s)/~(r) measured from the 2QZ survey, taking the measured ~(s) values and the 

two power-law ~(r) model we derived. As previously, the fit was made on scales where the z-space 

distortions are only affected by the large-scale infall and not by random peculiar motions of the 

QSOs. The dashed line and the shaded region represent this best fit and its 1 a confidence level. 

This fit corresponds to a value of {3(z = 1.4) = 0.32~8 :~~ · 

in Section 2.5.1. The resulting ratio ~(s)/~(r) obtained as a function of separation is shown in 

Fig. 2.14. By fitting ~(s)/~(r) we find that {3(z = 1.4) = 0.32~8 :~~· The quoted errors are 

statistical only, and do not take into account the systematic uncertainty in the {3 measurement 

due to uncertainty in the form of the ~(r) model. This is potentially large, as demonstrated by 

the difference in the {3 values obtained assuming the single and double power-law ~(r) models. 

The value of {3(z = 1.4) found is in agreement with the values computed from previous esti­

mates, with different methods and also based on QSO samples taken from the 2QZ survey (Hoyle 

et al. 2002; Outram et al. 2004) . The linear bias b(z = 1.4) = 2.84~b:~~' assuming a flat 

n~ = 0.3 cosmology. This value is slightly higher than what would be expected from linear 

perturbation theory, assuming that QSOs are random tracers of the galaxy distribution (Basi­

lakos and Plionis, 2001) . However, the comparisons between our results and those theoretical 

predictions will significantly depend on the normalisation used when computing b(z ). 

Taking the real- and z-space clustering properties, the effect of {3 is to change the amplitude 

of the correlation function at large scales. If, on top of this effect, we add the distortions due to 

the small-scales peculiar motions and z-errors, we find that the predicted ~(s) from our model is 

a good description of the measured ~(s) (Fig. 2.15) . The reduced X~in is 0.95 (8 d.o.f.) , thus 

indicating a very reasonable fit. 

It should be pointed out, though, that the double power law parameterisation is solely a 

description of the shape of the correlation function within the range of scales considered, and it 

should not be regarded as a physically motivated model for ~(r) . Outside the fitting range it is 

likely that the ~(r) shape will strongly deviate from the double power law description, and the 
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Figure 2.15: The plot shows the ~(s) results from the 2QZ overploted with the ~(s) predicted by 

the double power-law ~(r) model, after adding the z-space distortions due to peculiar motions. To 

quantify these, we took values for < w~ > 112 and (3(z = 1.4) of 800 kms- 1 and 0.32, respectively. 

existence of the "break" at 10 h - 1 Mpc can lead to non-physical (sometimes negative) forms of the 

associated power-spectrum, determined by computing the Fourier transform of ~(r) . 

2.6 Comparison with results from other surveys 

The high statistical significance of the 2dFGRS sample makes it unique, and an excellent sample 

with which to compare our results. Hawkins et al. (2003) measured the z-space correlation function 

~(s) and the projected correlation function , wp(a). Unlike the case of the 2QZ, direct inversion 

of wp(a) of the 2dFGRS allowed measuring the real-space correlation function ~(r) with great 

accuracy, up to scales of"' 20 h- 1Mpc. ~(s) is very well defined by a double power-law model, up 

to scales"' 20h-1Mpc, where the data stops following the two power-law fit and rapidly tends 

towards zero. The flatter behaviour at small scales (.:54 h - 1 Mpc) can be explained by the effects 

of peculiar velocities with dispersion "' 500 km s- 1 . From ~(s)/~(r) and ~(a, 1r) fitting, a value of 
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(J(z) = 0.49:!:g:g~ was found. 

Although the double power-law model was motivated by the form of the 2dFGRS ~( r), we have 

proceeded by fitting the model to the 2QZ wp( a) and~( s). Therefore, it is now worthwhile checking 

how the double-power law model fitted to the 2QZ data compares to the 2dFGRS correlation 

functions. Of course, the form of the high-z QSO correlation function need not be consistent with 

the low-z galaxy correlation function. However, assuming that the bias is scale independent and 

that the range of scales fitted are not affected by non-linear effects, it should be expected the form 

of ~(r) to be the same. We compare the measured 2dFGRS wp(a) and ~(s) with the predictions 

from the ~(r) 2QZ model. This is represented in Fig. 2.16. 

The shaded region, in both plots, represents the 1a errors from the results presented in Hawkins 

et al. (2003). The circles are the measured wp(a)/a and ~(s) from the 2QZ. The dashed and solid 

lines show the predictions from the single and double power-law ~(r) models that best fit the 

2QZ wp(a) data. The upper plot shows their projection along a and the lower plot the respective 

~(s) functions, with distortions parametrised by < w; >112= 800 kms- 1 and (3 = 0.87 (for the 

dashed line) and (3 = 0.32 (for the solid line). It can be seen that the 2dFGRS wp(a) results are 

very similar to the 2QZ and hence to the projection of our ~(r) double power-law model, even at 

scales (;(; 20 h-1 Mpc) where the 2dFGRS data does not follow the best-fitting single power-law 

model. Croom et al. (2005) found that the 2dFGRS and 2QZ samples have the same clustering 

amplitude. Our results corroborate this conclusion: the wp(a) comparison between the two data 

sets does not show any evident discrepancy. 

There is an offset between the 2QZ ~(s) models and the 2dFGRS data, at small scales. This 

is due to the different z-space distortions in the two data-sets. At large scales, a great level of 

consistency is seen between the results of both surveys and the double power-law model. The 

dotted and dash-dotted lines in this plot are the predicted ~(s) functions for the 2dFGRS, taking 

the two ~(r) models derived for the 2QZ (the single and double power-law ~(r) models respectively) 

and adding the distortions quantified by the values of (J(z = 0.11) and< w; >112 found by Hawkins 

et al. {2003). 

The dotted line is not a good representation of the 2dFGRS data since, at 6~s~2oh- 1Mpc 

scales, as it underestimates the 2dFGRS clustering, considering the 1a errors. The dash-dotted 

line, that corresponds to the 2dFGRS ~(s) prediction assuming the double power-law model, is a 

better description of the clustering of the 2dF galaxies at large scales, although it underestimates 

the clustering at scales~ 3 h- 1 Mpc. 

2. 7 Comparison with CDM model predictions 

Peacock and Dodds (1996) presented a model to describe the evolution of the power-spectra 

(P(k)) of density fluctuations in the non-linear regime. This work was then followed by Smith 

et al. (2003), who derived a more accurate method of including non-linear effects in the power-
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Figure 2.16: The top plot shows the wp(a) results for the 2dFGRS and 2QZ surveys, together 

with the predictions from the single and double power-law ~(r) models previously derived for the 

2QZ. The shaded region represents the la error margin for the 2dFGRS wp(a)ja . The circles 

are the wp(a)/a values measured for the 2QZ. Similarly, the bottom plot shows the ~(s) results, 

where the shaded region is again the la error margin for the 2dFGRS results and the circles the 

2QZ data. Refer to the text for a complete description of the models here represented. 
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spectrum, which can be applied to more general power spectra. This new method of modelling 

the power-spectrum is based on a fusion of the halo model with the scaling between linear and 

non-linear scales proposed by Hamilton et al. (1991). Smith and collaborators also presented a set 

of high-resolution N-body simulations that they used to test their mass power-spectrum formula. 

Their results suggest that the model for the mass power-spectrum is a good description of its 

clustering in a very wide range of scales, k,....., 0.1- 100 hMpc- 1. 

Here we compute the real-space non-linear power-spectrum for the mass using the method 

described in Smith et al. (2003). By scaling the obtained power-spectrum with a linear bias b, we 

can obtain the predicted CDM power-spectrum for the 2QZ catalogue. We also compute the z­

space power-spectrum by adding the z-space distortions to the model, as described in Padilla and 

Baugh (2002). After computing the real- and z-space power-spectrum, the respective correlation 

functions can be derived by a simple Fourier transform of the P(k) output. 

The top plot in Fig. 2.17 shows the ~(r) prediction derived from a ACDM power-spectrum, 

computed using the method of Smith et al. (2003) (dashed line) with parameters: n~ = 0.3, 

n~ = 0.7, a8 = 0.85, r = 0.17, b = 2.3, < w~ >112= 800kms- 1 and z = 1.4. The solid line is our 

double power-law model that we derive solely based on the 2QZ ~(s) and wp(a) measurements. 

The dotted line is the single power-law model derived for the 2QZ. As it can be seen, there are 

reasonable similarities between the ACDM prediction and the double power-law model. The slopes 

of the two power-laws that describe ~(r), fitted from the wp(a) data, are close to the predictions 

from ACDM. The single power-law model does not appear to be as close to the ACDM prediction. 

The bottom plot shows the ~(s) results, after the distortions due to f3 = 0.32 and < w~ > 112= 
800kms-1 are included. Again, the dashed line represents the ACDM P(k) prediction. The solid 

line is the ~(s) derived from our double power-law ~(r) model, and the dotted line the ~(s) derived 

from the single power-law model, once the z-space distortions are added. The circles represent 

the ~(s) measured directly from the 2QZ, and the corresponding error bars. The value of X~in 

between the ~(s) ACDM prediction and the ~(s) data is 0.87 (8 d.o.f.). Thus, we can conclude 

that the ACDM clustering predictions provide a good description of the data, and that the ACDM 

real-space clustering shows more resemblance to the double power-law model then with the single 

power-law model for the QSO ~(r). 

2.8 Conclusions 

We have measured the correlation functions both in real- and z-space from the 2QZ survey. A 

simple power-law model gives a reasonable fit to wp(a), indicating that the real-space correlation 

function might be well approximated by a single power-law model. This is not the case for 

the z-space correlation function, where the clustering signal is weaker than the expected from 

a simple power-law model, at scales below 10 h- 1 Mpc. The effects of z-space distortions can, 

as a first interpretation, account for the shape of the z-space correlation function, namely its 
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Figure 2.17: The top plot shows the derived biased ~(r) model from a ACDM P(k) prediction 

(dashed line), overplotted on the best fitting double and single power-law ~(r) model fits to our 

wp(a) data (solid line and dashed line, respectively). In the bottom plot are the respective ~(s) 

functions from the models above, when the distortions parametrises by < w~ > 112= 800 km s- 1 

and f3 = 0.32 (for the double power-law model) or /3 = 0.87 (for the single power-law model) are 

added. The dashed, solid and dotted lines represent the same models as in upper plot, but now 

the z-space distortions are included. The circles are the measured ~(s) from the 2QZ data. The 

ACDM P(k) predicted ~(s) shows good agreement with the data, considering the errors. 
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non-power-law behaviour. However, small deviations from a power-law model appear to exist, 

at large scales, in the projected correlation function. Also, the ~(r) power-law suggested by the 

wp(a) results seems shallower then the ~(s) function at large scales, where the difference between 

~(r) and ~(s) should be only given by an amplitude shift and not include any difference in the 

slopes. Motivated by the non-power-law ~(r) shape measured in other redshift surveys, such as 

the 2dFGRS, we also test if a similar ~(r) models can explain the observed 2QZ ~(s) and wp(a). 

We thus fit a double power-law ~(r) model to the wp(a) data. The parameters of the best-fitting 

model are: ro = 5.9:8:~h- 1Mpc and 'Y = 1.51:8:~~. for r < llh-1Mpc, and r0 = 6.92h-1Mpc 

and 'Y = 2.03:8:5~, for r > 11 h- 1Mpc (assuming A). 

We then compared both the single and double power-law ~(r) models with the 2dFGRS results 

and theoretical predictions from CDM clustering models. When comparing the projected correla­

tion function results in the 2dFGRS and the 2QZ, we found that both our data and the proposed 

double power-law model lie within the 2dFGRS errors, which suggests that this 2QZ ~(r) model 

is an acceptable description of the 2dFGRS ~(r). 

With the assumed A cosmology, the amplitudes of the 2QZ and 2dFGRS correlation functions 

are similar; with the assumed EdS cosmology the 2QZ amplitude is a factor of two smaller at 

,...., 10 h- 1Mpc scales. The mass correlation function amplitude evolves with redshift, and the same 

is true for galaxies and QSOs (Croom et al., 2005). Therefore, the agreement of the amplitudes 

in the A case is probably a coincidence. However, the 2QZ and 2dFGRS correlation functions are 

certainly similar in their shape. 

The ACDM ~(s) prediction appears to be a good fit to the 2QZ ~(s). We also found that the 

~(r) double power-law model that we derived from the 2QZ clustering results is a very good match 

to ACDM ~(r). On the other hand, the single power-law 2QZ ~(r) model, derived from the wp(a) 

data, produces a poorer match to the 2dFGRS data and the ACDM predictions. 

Using the double power-law ~(r) model and the ~(s) measurements, we estimated j3(z 

1.4) = 0.32:8:~~. by computing and fitting ~(s)j~(r). This result contrasts with the higher value 

of j3(z = 1.4) = 0.87:8:g~, found when we consider the single power-law ~(r) model. 



Chapter 3 
Cosmological 

constraints from z -space 

distortions in the 2QZ 

~(a,7r) 

3.1 Introduction 

In Chapter 2 we estimated (3(z = 1.4) from a direct comparison between the 2QZ ~(s) and the 

~(r) models derived from the wp(a) measured from the 2QZ data. We then concluded that the 

(3(z = 1.4) value is strongly dependent on the ~(r) model assumed. The modelling of z-space 

distortions and their use for parameter constraints can be taken a step further, based on the 2-D 

z-space correlation function ~(a, rr), developing the method of Hoyle et al. (2002) used for the 2QZ 

lOk catalogue. 

We have seen that the study of dynamical distortions in the measured clustering pattern of 

high-z objects allows the determination of parameters such as (3, which not only quantifies the 

amount of "infall" that drives the large-scale dynamics, but also relates to the bias of the objects, 

and hence determines the relation between their clustering and that of the underlying dark­

matter. In the present chapter we use that fact that, besides the dynamical distortions, geometric 

distortions in the z-space clustering pattern also occur if the cosmology assumed to convert the 

observed QSO redshifts into distances is not the same as the true, underlying cosmology of the 

Universe. The reason is because the cosmology dependence of the separations along the redshift 

direction is not the same as for the separations measured in the perpendicular direction (Alcock 

and Paczynski, 1979). 

QSO peculiar velocities lead to distortions in the ~(a, 1r) shape. At small scales in a, the 

random peculiar motions of the QSOs cause an elongation of the clustering signal along the 1r 

direction. The predominant effect at large scales is the coherent infall that causes a flattening of 

the ~(a, rr) contours along the 1r direction and some elongation along a. 

In the 2QZ sample it was found that, at small scales, there is not enough signal in the data 

to constrain the velocity dispersion of the 2dF QSOs with this method. Nevertheless, it should 

45 
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be possible to determine constraints not only on {3(z), which parametrises the large-scale infall of 

the QSOs, but also on the value of n~. 

The use of geometric distortions to study cosmology was pioneered by Alcock and Paczynski 

(1979), who demonstrated that they are potentially a powerful cosmological test for a non-zero A. 

However, Ballinger et al. (1996) noted that the geometric and dynamical effects may be degenerate. 

To break this degenerate constraint between A and bias, complementary constraints on these 

parameters can be considered simultaneously. As shown by Hoyle et al. (2002), or Outram et al. 

(2004), orthogonal constraints can be obtained from linear evolution theory of cosmological density 

perturbations. In this chapter we develop a similar analysis using the 2QZ survey data. We aim 

to obtain constraints on the QSO bias at z ~ 1.4 and on the value of the matter density of the 

Universe from a detailed analysis of the z-space distortions in the 2QZ clustering, combined with 

bias constraints from linear theory. 

3.2 The 2QZ ~(a-, 1r) 

The measurement of ~(a, 1r) is done the same way as ~(s), except that now the number of pairs is 

binned in two variables, rather than one. In Fig. 3.1 we display ~(a, 1r) determined for the 2QZ 

catalogue. 

The ~(a, 1r) contours appear elongated along 71', which can be attributed to the effects of peculiar 

velocities. The data is also quite noisy, particularly at small scales in a. The errors are computed 

using the Poisson estimate. It is therefore easy to understand the reason for the noisier contours, 

at those scales: since the a direction actually represents two dimensions, while 1r only one, the 

volume of each bin, and hence the number of pairs, increases as the separation a increases, leading 

to a decrease in the Poisson error. 

3.3 Comparison between two z-space distortions models 

To understand and quantify the effects that are actually shaping the ~(a, 1r) contours, we develop 

models for the z-space distortions and compare them to the observations. Different models exist 

to explain and describe z-space distortions in ~(a, 1r), based on different assumptions and approx­

imations. Nevertheless, they rest on a key assumption, which is the non-scale-dependence of the 

bias. 

Here, two models are described and compared. The basis for the construction of the two 

models is the same: we start with a model for the real-space correlation function ~(r), include the 

effects of the coherent large-scale infall, and then convolve the result with the distribution of the 

small-scale pairwise peculiar velocities. 
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Figure 3.1: ~(a, 1r) measured with the Hamilton estimator. On top is the result obtained if an 

EdS cosmology is assumed, on the bottom if the A one is assumed, instead. 
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3.3.1 z-space distortions: Model I 

The large-scale coherent infall of the QSOs, is described in Fourier space by (Kaiser 1987; Hawkins 

et al. 2003): 

Ps(k) = (1 + {3(z)JL%)Pr(k), (3.1) 

where Ps(k) and Pr(k) are the power-spectrum in redshift and real-space, respectively, and f.Lk is 

the cosine of the angle between the wavevector k and the line-of-sight. Translated to real-space, 

these results take the form (Hamilton 1992; Matsubara & Suto 1996): 

~(a, rr) ( 1 + ~{3(z) + ~{3(z)2) ~o(r)Po(JL) 

( ~{3(z) + ~{3(z) 2) 6(r)P2(f.L) 

8 2 + 
35

{3(z) ~4(r)P4(JL), 

(3.2) 

(3.3) 

(3.4) 

where f.L is now the cosine of the angle between r and 11' and Pz (JL) are the Legendre polynomials 

of order l. ~o(r), 6(r) and ~4(r) are the monopole, quadrupole and hexadecapole components of 

the linear ~(r) and their form will depend on the ~(r) model adopted. In general, they are given 

by (Matsubara and Suto, 1996): 

( 1)1 (1r )I ( d 1)1 
6t(r) = r~l+l 

0 
xdx x

21 
dx ~ x~(x) (3.5) 

The ~(a, rr) model is then convolved with the pairwise peculiar velocity distribution to include 

the small scale z-space effects due to the random motions of the QSOs. Here we assume that this 

can be well described by a Gaussian distribution (Ratcliffe, 1996): 

1 ( 1 lwzl2 
) 

f(wz) = /2ir < w~ >1/2 exp -2 < w~ > (3.6) 

Hence, ~(a, rr) is then given by: 

~(a, rr) = /_: e(a, 11'- Wz(1 + z)/ H(z))f(wz)dwz, (3.7) 

where ~'(a, 11'- wz(1 + z)/ H(z)) and f(wz) are given by equations 3.4 and 3.6. 

3.3.2 z-space distortions: Model II 

~(a, rr) can be defined as (Peebles 1980 ; Hoyle 2000): 

(3.8) 

Here, it is assumed that the pairwise peculiar velocity distribution f(wz) is a slowly varying 

function with r. The form of f(wz) is the same as in Model I and is given on equation 3.6. The 

effects of the bulk motions can be included in the following way: 
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1 + e(a, 7r) = i: (1 + e(r))f(wz(1 + z)- v(rz))dwz, (3.9) 

where v(rz) is the model used for the bulk motions, as a function of the real-space separation 

along the 1r direction - rz. Following Peebles (1980) and Hale-Sutton (1990), the infall velocity 

can be derived from the equation of conservation of particle pairs within a comoving separation 

r, from a randomly chosen mass particle: 

(3.10) 

Solving the equation above to find v(r, t) and assuming that e(r) is well described by a power­

law model, Hoyle (2000) obtained the following expression for the infall velocity of biased particles: 

(3.11) 

e(a, 1r) computed with these two models is shown in Fig. 3.2. The solid line refers to Model 

I and the dashed line to Model II. The input e(r) form is the same for both models (e(r) = 

(r/5.0)-1.8 ). For the plot on the right the model is computed considering< w~ >112= Okms-1 

and f3(z) = 0.4. The overall effect is the same for the two models, and consists of a compression of 

the e(a, 1r) contours along the 1r direction and a small elongation along the a direction. The plot 

on the left displays the case with < w~ >112 = 800 kms- 1 and f3(z) = 0.4. One can see that, at 

small scales, the distortions caused by the velocity dispersion dominate, while at large scales, the 

distortions due to a non-zero f3(z) dominate. The adopted redshift for these models is z = 1.4, 

which is the median redshift of the 2QZ survey. These plots also show significant differences in 

the shape of the distortions caused by f3(z) between the two models. 

3.3.3 Are models I and II self-consistent? 

One simple test can be performed to check if a given model is self-consistent. Averaging e(a, 1r) in 

several annuli will give e(s). In addition, at large scales, z-space distortions are mainly affected by 

the large-scale coherent infall, which implies the relation between e(s) and e(r) given by equation 

2.17. Hence, if a model is self-consistent, after averaging e(a, 1r) at constant s, the final result 

should be the same as the initial input e(r), scaled with (1 + 2/3f3(z) + 1/5f3(z)2). If not, then 

the model must be wrong. Here, this test is done for Models I and II. 

Fig. 3.3 shows the result of this test. The circles refer to Model I and the diamonds to 

Model II. In both cases a e(a,7r) model is computed using an input power-law e(r) = (r/5.0)-1.8 , 

f3(z) = 0.4 and < w~ > 112= 800 kms- 1. Then, the average e(a, 1r) is computed in constant annuli 

of s, thus obtaining e(s). The output e(s) is then divided by the predicted e(s) using equation 

2.17. One can see that Model I see1ns self-consistent, as the predicted e(s) from e(r) matches with 

the linear scaling of e(r), through {3(z), at large scales. However, this is not the case for Model II. 

There is a discrepancy between the predicted e(s) and the one derived from averaging the z-space 
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Figure 3.2: €(a, 7r) computed with Model I (solid line) and Model II (dashed line) . The plot 

on the left shows the difference between the two models when the distortions are quantified by 

< w~ >112 = Okm s-1 and (3(z) = 0.4. The plot on the right also accounts for the distortions 

caused by a non-zero velocity dispersion, and the values < w~ > 112= 800kms- 1 and (3(z) = 0.4 

were used. The €(r) model is in all cases a simple power-law of the form (r/5.0)-1.8 . 
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Figure 3.3: €(s) computed from averaging €(a, 7r) in annuli of constant s = Ja2 + 71'2 and divided 

by the power-law predicted at large-scales. The circles correspond to Model I and the diamonds 

to Model II. It was assumed €(r) = (r/5 .0) - 1.8 , (3(z) = 0.4 and < w~ > 112 = 800km s- 1. €(s) 

computed from Model I see1ns to agree very well with the prediction from the linear regime 

scaling from €(r) , given by equation 2.17. The same does not happen with Model II , where an 

offset between the predicted and the derived €(s) is observed. It can also be seen for both models 

the effect of the velocity dispersion, that causes a flattening of €(s) at small scales. 
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distortions on e(a, 1r). This offset corresponds to an offset on the value of {3(z) of"' 0.25, which is 

quite significant. 

There are two main reasons which account for the offset between Model II and the predicted 

large-scale z-space clustering amplitude from Eq. 2.17. As pointed out by Kaiser (1987), the 

relation between the averaged real- and z-space correlation functions differs for Models I and II. 

While Model I is consistent with the relation given by Eq. 2.17, assuming Model II leads us to 

the following relation between e(s) and e(r): 

(3.12) 

If one takes this into account, and substitutes b2 by bin Eq. 3.11, then this revised version of 

Model II becomes self-consistent. Following Hale-Sutton (1990), the gravitational infall velocity 

for mass particles is given by (at z = 0): 

(3.13) 

where em is the two point correlation function for mass particles. A more general form, valid for 

different values of z, and biased particles, was obtained by Hoyle (2000). However, the extrapo­

lation of that equation to biased particles is not correct by simply inserting the relation between 

the luminous and dark matter correlation functions: 

(3.14) 

Hence, we have that the ratio in Eq. 3.13 is: 

e9(r)jb2 e9(r) 
1 + e9(r)fb2 

ie, the same as in Eq. 3.11. Thus, for z = 0, both Eqs. 3.11 and 3.13, give the same value of 

v(rz), regardless of the value of b, if eg em are scaled accordingly. 

Eq. 3.10 represents the conservation of the number of pairs at separation x from a random 

mass particle. If we use that equation when determining the infall velocity associated to the biased 

particles, we are considering pairs between mass and biased particles and the relation between 

the excess numbers of mass-mass and mass-biased particle pairs ( e ( r)) will not be b2 , as in Eq. 

3.14, but b. We therefore replaced the term b2 by bin Eq. 3.11 and repeated the test described 

above. This difference inplies that the bulk motions of biased particles differ from those of mass 

particles. We leave for future a complete determination of the streaming velocity for a general 

biased particle. 

Fig. 3.4 shows the spherically-averaged e(a, 1r), generated with this revised version of Model 

II, divided by the expected z-space e(s) amplitude (Eq. 3.12). The input e(r) model is, in all 

cases, given by e(r) = (r/5.0)-1.8 . Table 3.1 gives the different values for the redshift and bias, 

used to generate each model. In all cases, we took < w~ >112 /(1 + z) = 300 kms- 1 , in order to 

obtain similar small-scale distortions independent of z. 
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z 0.0 1.4 0.0 1.4 

b(z) 1.0 1.0 2.0 2.0 

Table 3.1: The values of z and bin each of the realisations shown in Fig. 3.4. 
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Figure 3.4: ~(s) computed from averaging ~(a, 11') in annuli of constants= .../a2 + 11'2 and divided 

by the power-law predicted at large-scales, from Eq. 3.12. All symbols refer to the revised version 

of Model II presented here. It was assumed ~(r) = (r/5.0)-1.8 . Refer to Table 3.1 for the values 

of z and b( z) used in each model. 

It can be seen that, once we correct the contribution of the bias in the velocity associated with 

the bulk flow, Model II appears to be self consistent, independently of redshift and bias. 

However, in order to correctly compare our results in this chapter with those in the previous 

chapter and others from other surveys, such as the 2dFGRS (e.g. Hawkins et al., 2003), we will 

continue using Model I, in our z-space distortion analysis. 

3.3.4 Including geometric distortions 

It is useful to make some definitions before describing the cosmology fitting through geometric 

distortions. Following Hoyle et al. (2002), let the true, underlying cosmology of the Universe be 

the true cosmology, the cosmology used to build the model ~(a, 11') the test cosmology, and the 

cosmology assumed to derive the r - z relation, both in the model and the data to measure the 

correlation function, the assumed cosmology. 

Since we are comparing the geometric distortions in both the data and the model relative to 

the same assumed cosmology, the test cosmology used in the model that best matches the data 

should be the true cosmology of the Universe, in the absence of noise. 

We here assume a spatially flat cosmology, and choose to fit the variable n~, hence fixing 

n~ = 1- n~. 
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The relation between the separations a and 1r in the test and assumed cosmologies (referred 

to by the subscripts t and a, respectively) is the following (Ballinger et al., 1996; Hoyle, 2000): 

Bt 
at= J1.aa = Ba aa 

At 
1rt = fu?ra = Aa 1ra 

where A and B are defined as follows (for spatially fiat cosmologies): 

c 1z dz' B-
- Ho o yin~+ !1~(1 + z')3 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

In the linear regime, the correlation function in the assumed cosmology will be the same as 

the correlation function in the test cosmology, given that the separations are scaled appropriately. 

i.e.: 

(3.19) 

In Fig. 3.5 the geometric distortions due to assuming a cosmology different from the true, 

underlying cosmology are represented. On the left plot is e(a, 1r) derived from Model I using an 

n~ = 0.3 test cosmology, while an EdS cosmology was assumed to derive the comoving distances. 

The plot on the right shows the case where the underlying cosmology has n~ = 1.0 but a A 

cosmology was assumed. So, assuming a value of n~ higher than the true one will cause a 

compression of the e(a, 7r) contours along the line of sight, whilst if a too small value for n~ is 

assumed, it will cause an elongation of the contours along the line of sight and a high clustering 

amplitude to be observed. Redshift-space distortions due to the effects of peculiar velocities were 

not included in these models. 

Ignoring for the moment the distortions caused by the peculiar velocities and the effects of 

noise, the observed shapes of the measured and modelled ~(a, 1r) will be the same when the test 

cosmology matches the true, underlying cosmology of the Universe (for whatever cosmology is 

assumed to convert the redshifts to comoving distances). Hence by fitting the geometric distortions 

in the data one should be able to determine the true cosmology, though in observed data sets, 

the distortions will also be due to dynamical processes, thus causing a degeneracy between the 

cosmological and dynamical constraint (Ballinger et al., 1996). 

3.4 Fitting procedure 

The fitting procedure was developed from the one used by Hoyle et al. (2002). In summary, for a 

given value of {3(z), a e(a, 1r) model is generated in a chosen test cosmology. Then, the separations 

a and 1r are scaled to the same cosmology that was assumed to measure the actual data. The 
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Figure 3.5: ~(a, rr) computed using Model I for different assumed and test cosmologies. The left 

plot shows the case where an EdS cosmology was assumed, to measure the correlation function, 

but the underlying cosmology of the Universe has n~ = 0.3 and n~ = 0.7. On the plot on 

the right is the case where the assumed cosmology is a flat cosmology with n~ = 0.3 but the 

underlying cosmology has n~ = 1.0. Assuming values for n~ higher/smaller then the true ones, 

will cause a flattening/elongation of the ~(a, rr) along the line-of-sight, besides the overall effect 

on the amplitude of the correlation function, also visible in these plots. In these cases, z-space 

distortions due to peculiar velocities were disregarded. 

final model for ~(a, rr) is then compared to the data. This method is repeated for different test 

cosmologies and values of f3(z). 

Since we are fitting distortions in the shape of the z-space correlation function, the correct 

spherically-avemged amplitude of ~(r) must be given as an input to the model. Otherwise the fit 

will be driven by offsets in the amplitude of the ~(a, rr) model from the data, rather than the shape 

distortions, which would introduce systematic errors in the constraints obtained for n~ and {3(z) . 

The following steps are taken in the fitting procedure: 

• Assume a cosmology and measure ~(s), wp(a), ~(a, rr) . 

• Take a model for the real-space correlation function, e.g. a double power-law model. This 

model should be a good description of the observed data, ~(s) and wp(a). 

• Choose a pair of test values of n~ and {3(z). 

• The model for ~(r) is a good description for the data in the assumed cosmology. What is 

actually needed at this stage is a ~(a, rr) model in some test cosmology, hence the correct 

input for this model is ~(r) in that same test cosmology. Since, in the linear regime, ~t(rt) = 

~a(ra) , one has only to compute the real-space separation in the assumed cosmology to get 

~t(rt) . Tt is given by Tt = Ja'f + (7rt - Wz/Ht) 2 and the relation between ra and Tt is: 

Ta = rtf(fr fn) 1f3. 
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• Using that model for ~t(rt), compute ~t(lTt, 7rt)· Then, include the geometric distortions 

by scaling ~t(l1t, 7rt) back to the assumed cosmology, in a similar way as described in the 

previous step. To get ~a(o-a, 11"a), one needs to scale the separations O"t and 7rt to O"a and 7ra, 

using equations 3.15 and 3.16. 

• Adding the effects of large-scale infall not only introduces distortions in ~(o-, 1r) but also shifts 

the amplitude of the correlation function, by an amount that depends on the value of f3(z) 

taken. Since the amplitude of the spherical-averaged correlation function must remain the 

same (i.e. match the ~(s) data), whatever /3 and n~ are used as test values, the amplitude 

of the input ~(r) model is allowed to vary in the fit, guaranteeing that the fit is being made 

to the distortions in ~(o-, 1r), since the averaged amplitude remains the same for whatever 

combination of /3 and n~. 

• For the best fitting value of this amplitude factor, determine the x2 value for the fit of this 

model to the data . 

• Repeat this procedure for different combinations of n~ and f3(z). 

The number of degrees of freedom in the x2 fit is the total number of bins where ~(o-, 1r) from 

the model is fitted to the data minus the number of free parameters. If the fit is to n~ and 

f3(z) and the averaged amplitude of ~(o-, 1r) is allowed to float so it matches ~(s), the number 

of free parameters will be three. The velocity dispersion was fixed in these fits: taking into 

account the z-errors of the survey and the intrinsic velocity dispersion of the QSOs, we assumed 

< w~ >1/ 2= 800 kms- 1 (Outram et al., 2003). 

3.5 Further constraints on 0~ and {3(z) from QSO clustering 

evolution 

All the other factors being the same, the greater the value of the true, underlying n~, the more 

elongated the ~(o-, 1r) will be along 7rj and the greater the value of f3(z), the flatter these contours 

will be. Hence, a degeneracy is expected to occur in the confidence levels in the [n~, /3(z)] plane. 

In order to get better constraints on n~ and also /3(z), this degeneracy needs to be broken. 

A possible way to break the degeneracy is to combine these results with a constraint derived 

from consideration of QSO clustering evolution. From the value of the mass correlation function, 

at z = 0, linear perturbation theory can be used, in a given test cosmology, to compute its value 

at z = 1.4. Then, considering that the bias (b(z = 1.4)) is given by the ratio of the QSO ~(r) and 

the mass ~(r), and that the former is, at large scales, related to the measured QSO ~(s) through 

f3(z = 1.4), estimates of this parameter can be obtained for a given test cosmology. 

To compute the mass correlation function amplitude at low z, we can use the values of ~(s) 

and f3 found for the 2dFGRS survey. Using the values found by Hawkins et al. (2003), the first 

step is to compute the respective value of b(z = 0). 
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For each test cosmology, the bias parameter of the galaxies at z = 0 is: 

(no )0.6 
b(z = 0) = m 

f3(z = 0) 

Consider now the volume averaged two-point correlation function es given by: 

e = J; 4:s'2~(s')ds' 
J0 47rs12ds' 
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(3.20) 

(3.21) 

For the 2dFGRS, ~(s) is found to be well described by a double power-law model (Hawkins 

et al., 2003). To compute equation 3.21 for the 2dFGRS, that model can be used in the integral on 

the numerator. Non-linear effects due to peculiar velocities in the sample should be insignificant 

by taking the upper limit of the integrals= 20 h-1Mpc. 

Then, the equivalent averaged correlation function in real-space can be determined by: 

(3.22) 

Now the real-space mass correlation function is obtained with: 

- er(z=O) 
~:;.ass(z = 0) = b(z = 0)2' (3.23) 

where b(z = 0) is given by equation 3.20. 

Once determined the real-space correlation function of the mass at z = 0, its value at z = 1.4 

is obtained using linear perturbation theory. Hence, at z = 1.4, the real-space correlation function 

of the mass will be: 

cr ( 1 4) e~ass(z = 0) 
<,mass Z = · = G(z = 1.4)2 ' (3.24) 

where G(z) is the growth factor of perturbations, given by linear theory and depends on cosmology 

(in this case the test cosmology) (Carroll et al., 1992). 

Once the value of e~ass(z = 1.4) is obtained for a given test cosmology, the process to find 

(3(z = 1.4) is similar to the one used to find e~ass(z = 0), but now the steps are performed 

backwards: 

es(z = 1.4) can be measured in a similar way as es(z = 0). The bias factor at z ~ 1.4 is given 

by: 

b(z = 1.4)2 = er(z = 1.4) ' 
~~ass(z = 1.4) 

where e~ass is given by equation 3.24 and er(z = 1.4) is obtained by: 

- es(z = 1.4) 
~r (z = 1 4) = -.....,.....,....,..-.....:........:---.,...-____,.~--:-::-

. 1'+ ~(3(z = 1.4) + tf3(z = 1.4)2 

The value of f3(z = 1.4) can then be determined by: 

(3( = 4) = (51m(Z = 1.4))
0

"
6 

z 1. b(z = 1.4) ' 

(3.25) 

(3.26) 

(3.27) 
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where b(z = 1.4) is given by equation 3.25 and Om(z = 1.4) is the value of the matter density at 

z = 1.4, given by: 

(3.28) 

for a flat universe. 

In the end, for a given value of n~ in the test cosmology, {3(z) will be obtained by solving a 

second order polynomial equation. 

The confidence levels on the computed values of {3(z = 1.4) can be obtained by considering 

the errors on this calculation. These are found by identifying the factors that contribute to the 

error, and adding the components in quadrature. Here, the components contributing to the error 

on {3(z = 1.4) are {3(z = 0), e8 (z = 0) and e8 (z = 1.4). 

3.6 Results 

We assume the double power-law e(r) model to compute the constraints on n~ and {3(z) from 

the ~(a, 1r) shape. By substituting this function in Eq. 3.5 we find the subsequent expressions for 

the moments of the correlation function and hence the form of ~(a, rr) (see Appendix B). 

It should be noted that there is some sensitivity in the e(a, rr) fits to the detailed form of the 

assumed QSO ~(r). If the model for ~(r) is inaccurate then instead of fitting the distortion's shape 

in the [a, rr] plane, the fits will be dominated by small differences in the average amplitude. As 

has been seen already in Section 4, the {3 constraints from the ~(s)/e(r) ratio are also sensitive to 

the assumed e(r) form. In both cases, assuming single power-law models for ~(r) would lead to 

higher fitted values of {3(z = 1.4). We have argued that the single power-law model narrowly fails 

to fit the observed QSO ~(s) and wp(a) results. As well as improving the fits to these data, the 

double power-law model for e(r) is also a better representation of the correlation function results 

in the 2dFGRS (and Durham/UKST) galaxy survey and also in ACDM simulations. 

The solid lines and the shaded areas in Fig. 3.6 represent the results from fitting ~(a, 1r) 

models to the z-space distortions. The plots show similar likelihood contours for both the assumed 

cosmologies. This is as expected, since they should in theory be independent of the assumed value 

of n~. The small differences that are seen are due to differences in binning the pairs between the 

two assumed cosmologies. It can be seen that the constraints on {3(z = 1.4) are much stronger 

than the constraints on n~. Also, the lower the value of n~, i.e. higher n~, the more significant 

the effects of the geometric distortions are. This is reflected in the increased curvature of the 

contours for low n~. This positive slope of these contours helps breaking the degeneracy between 

n~ and {3, when combining the results with constraints from linear growth theory (see below). 

The dashed lines represent the la and 2a levels obtained from the bias evolution with redshift. 

We note that there is excellent overlap with the la constraints from z-distortions. Essentially, it 

shows that the amplitudes of mass clustering at z ~ 1.4, allowed by 2dFGRS dynamical analysis 
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Figure 3.6: The confidence levels in the [n~, ,B(z)] plane obtained if ~(r) is described by the double 

power-law model, obtained from fitting the distortions in the ~(a, rr) contours (grey-scale and solid 

confidence levels) and from QSO clustering evolution derived from linear theory (dashed la and 

2a confidence levels). The dotted line shows the joint two-parameter la confidence level obtained 

from combining both methods. 
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at z ~ 0.1, are consistent with the z-space distortions results from the QSOs, also at z ~ 1.4. 

Finally we combine both the constraints from z-distortions and evolution to obtain the joint 

constraint represented by the dotted line. It shows the joint two-parameter 1cr confidence level 

obtained with both methods. 

If the EdS cosmology is assumed, the best fitting values for n~ and f3(z = 1.4) from the joint 

constraints are: n~ = 0.20~8:~~ and f3(z = 1.4) = 0.70~8J~, with a reduced X~in of 1.10 (12 

d.o.f). If the A cosmology is assumed instead, the best fitting values for n~ and f3(z = 1.4) 

will be: n~ = 0.35~8:~~ and f3(z = 1.4) = 0.50~8J~, with a reduced X~in of 1.05 (17 d.o.f.). 

Making the assumption of a double power-law model and the A cosmology, the f3(z) constraint 

obtained from fitting the shape of ~(a, 1r), f3(z == 1.4) = 0.50~8J~, is slightly higher than the value 

of f3(z == 1.4) = 0.32~8:~~ obtained from fitting ~(s)/~(r), but these results are consistent within 

the margin of error. 

Our results are also consistent with previous estimates of f3(z = 1.4) and n~ from the 2QZ. 

This can be seen by comparing Fig. 3.6 with Fig. 9 of Hoyle et al. (2002). However, the ~(a, 1r) 

analysis presented here supersedes that of Hoyle et al. (2002), not only because of the~ 2x larger 

QSO data set but also because of our improved z-space distortion analysis. More recently Outram 

et al. (2004) used the power spectrum to study the z-space distortions in the 2QZ clustering. Their 

method probes larger scales than those in this work. Their constraints of f3(z = 1.4) = 0.45~8:~~ 

and n~ = 0.29~8:5~ are also in very good agreement with our estimate. 

3. 7 Conclusions 

Modelling the z-space distortions in ~(a, 1r) allows constraints on n~ and f3(z = 1.4) to be derived. 

For the analysis we have assumed a pairwise velocity dispersion of 800 kms- 1• Since this is 

dominated by z-errors ( ±600 km s- 1 pairwise) our results should be robust to reasonable variations 

in this parameter; the pairwise velocity dispersion for the mass, for n~ = 0.3 at z = 1.4, is 

< w~ > 1 12~ 400 kms- 1 (Hoyle, 2000) and under simple assumptions this may only increase to 

~ 700kms- 1 , for n~ = 1.0. 

We compared the ~(a, 1r) z-space distortions model with that previously used by Hoyle et al. 

(2002), and found that the latter suffers from a systematic offset between the amplitude of the 

input ~(s) and the ~(a, 1r) amplitude. This does not seem to occur in the model used in the current 

work (Matsubara and Suto, 1996). 

Although the ~(cr, 1r) fitting is sensitive to the form of the ~(r) model, assuming the double 

power-law model derived above, we have obtained useful constraints on f3(z = 1.4) from the z­

space distortions analysis. The constraint on n~ is not as strong from z-space distortions alone, 

being quite degenerate with the constraints on f3(z = 1.4). Combining these z-space distortions 

results with those from QSO bias evolution helps to break this degeneracy and provides much 

stronger constraints. The resulting constraints are n~ = 0.35~8:i~ and f3(z = 1.4) = 0.50~8J~, 
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assuming the A cosmology. Assuming the EdS cosmology instead produces similar results. These 

values are in very good agreement with the results found by Outram et al. (2004). 



Chapter 4 
Constraining {3(z) and 

S1~ from z -space 

distortions in z rv 3 

galaxy surveys 

4.1 Introduction 

Lyman-break galaxies are detected at z "' 3 and, due to their high sky density ("' 1 LBG per 

arcmin2) and scientific interest, such as the study of galaxy formation/evolution at early times 

in the history of the Universe or the existence/role of feedback mechanisms at z "' 3, they are 

an excellent class of objects to study z-space distortions. They can be selected by identifying the 

Lyman continuum discontinuity which, at the galaxy's redshift, will determine their location in 

the [U- B, B - R] plane. 

By observing the LBGs in the line-of-sight of higher-z QSOs, the LBG distribution allows us 

to study of galaxy-IGM interactions, through LBG - Lyo: system and LBG-CIV system cross­

correlations (e.g. Adelberger et al., 2003). The spatial distribution of the Lyo: and CIV systems 

can be probed via the redshifted 1216A and 1549A absorption features on the QSO spectra. Cross­

correlating the LBG and gas distribution is a powerful way to determine the effects of feedback 

mechanisms in the process of galaxy formation and large-scale structure evolution. Such feedback 

effects have been observed in the form of galactic winds, due to violent star formation episodes, 

in z"' 3 galaxies (Pettini et al., 2002). These interactions affect both galaxy formation (Theuns 

et al., 2001; Scannapieco et al., 2002) and the metal enrichment of the IGM (Theuns et al., 2002). 

~(a, rr) measurements of both the LBG - LBG autocorrelation (e.g. da Angela et al., 2005) and 

LBG - Lyo:, LBG - CIV systems will also allow us to place dynamical constraints on the infall of 

Lyo: systems onto the potential well of the protoclusters where the LBGs live. 

It is therefore of crucial importance to understand the LBG-LBG z-space distortions. The 

galaxy - gas cross-correlation will be significantly affected by the LBG dynamics. As a first step 

in order to understand these distortions imprinted in the LBG autocorrelation function, we use a 

sample of"' 800 LBGs to model the LBG z-space distortions and infer the values of n~ and /3(z) 

61 
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from these. 

4.2 The LBG data 

The LBGs used in this work are included in the sample of Steidel et al. (2003}. The survey 

presented in their work comprises 17 fields, covering an area of 0.38 deg2, and the total number 

of 2.67 < z < 3.25 LBGs spectroscopically confirmed is 940. 

The details of the complete survey and the data used can be found in Steidel et al. (2003}. 

[U, G, n]AB imaging was obtained at several telescopes and used to select the LBGs via the Ly­

man break technique. The spectroscopic follow-up was performed at both the Keck I and Keck II 

telescopes. The size of the largest field is 15.6 arcmin and the smallest 3.7 arcmin. These limited 

sizes compromise any clustering analysis that depends on the information on the sky direction. 

Seven of these fields contain a background QSO, whose spectrum can be used to probe the spatial 

distribution of Lyman a and metal systems. 

The photometric catalogue from which the LBGs were selected includes 234 7 photometrically 

selected candidates. These have an apparent nAB magnitude limit of 25.5 and satisfy the colour 

criteria: GAB- nAB:::; 1.2, (U(n,AB)- GAB)~ (GAB- nAB)+ 1.0. 

The determination of the redshift of these candidates was, in many cases, derived from the 

interstellar absorption lines of strong transitions, at 1200- 1700A rest-frame. In some cases, the 

identification of the LBGs was also possible by identifying the Lyman-a line. In order to reduce 

effects due to redshift errors that would influence our clustering analysis, especially at small scales, 

we decided to include in our sample only the LBGs with class 1 redshift, as defined by Steidel et al. 

(2003}. The choice of considering only class 1 redshift LBGs and the redshift range 2.6 < z < 3.4 

leaves us with 813 selected galaxies. Table 4.1 shows the number of selected LBGs in each of the 

fields. The field names are the same as adopted by Steidel et al. (2003}. 

The Lyman-a line and the absorption lines are usually separated by a factor of a few hundred 

kms- 1, a feature that is often considered as evidence of powerful outflows from LBGs. It is 

prudent to account for this effect, in order to have a more precise estimation of the galaxies' 

redshifts. Following Adelberger et al. (2003} we assume a simple outflow model as an explanation 

for this, where the interstellar absorption lines are produced "in front" of the outflow and hence 

are blueshifted relative to the galaxy; whereas the Lyman-a line is produced in the opposite side 

of the outflow, "behind" the galaxy in the observer's line of sight. Assuming this simple picture, 

the systemic redshifts of the LBGs can be determined as follows: 

If no absorption features are easily identified and the redshift is determined from the Lyman-a 

line only, then the following correction is applied: 

VLya 
ZLBG = ZLya- --, 

c 
(4.1} 
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Field Name Dimension (arcmin2) Number of LBGs 

Q0000-263 3.69 X 5.13 15 

CD Fa 8.80 X 8.91 34 

CDFb 9.05 X 9.10 20 

Q0201+1120 8.69 X 8.72 21 

Q0256-000 8.54 X 8.46 42 

Q0302-003 15.59 X 15.71 40 

B20902+34 6.36 X 6.57 30 

Q0933+2854 8.93 X 9.28 58 

HDF-N 8.62 X 8.73 53 

Westphal 15.02 X 15.10 176 

Q1422+2309 7.28 X 15.51 109 

3C 324 6.65 X 6.63 11 

SSA22a 8.74 X 8.89 50 

SSA22b 8.64 X 8.98 35 

DSF2237a 9.08 X 9.08 39 

DSF2237b 8.99 X 9.08 42 

Q2233+1341 9.25 X 9.25 38 

Table 4.1: The dimensions of each of the LBG fields in this survey and the number of selected 

LBGs in each field. The field names are the same as adopted by Steidel et al. (2003). When the 

field contains a bright higher-z QSO, the name of the field is the same as that of the QSO. Some 

of the fields are adjacent (CDFa and CDFb; SSA22a and SSA22b; DSF2237a and DSF2237b). 

where ZLBG is the "corrected" redshift of the galaxy, ZLya the redshift measured from fitting a 

Gaussian to the Lyman-a: line's profile, v Lya the mean velocity of the Lyman-a: relative to the 

galaxy's nebular lines and c is the speed of light. Following Adelberger et al. (2003), we take 

VLya = 310kms-1 . 

be: 

Similarly, if the redshift is only estimated from the absorption lines, then the correction will 

Vabs 
ZLBG = Zabs- -, 

c 
(4.2) 

where Zabs is the redshift measured from the centroids positions of well-defined absorption lines 

and Vabs is the mean velocity of the interstellar absorption lines relative to the nebular lines. As 

we consider the absorption lines to be "blueshifted" relative to the galaxy, Vabs will be negative. 

Following Adelberger et al. (2003), we take Vabs = ~150kms- 1 . 

In some cases, when both ZLya and Zabs are measured, we apply the following correction 

(Adelberger et al., 2003): 
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Figure 4.1: The solid line is an histogram showing the redshift distribution of the 813 LBGs taken 

from the catalogue of Steidel et al. {2003). The dashed line is a 4th order polynomial fit to the 

distribution. 

ZLya + Zabs 
ZLBG = 

2 
-0.114.6-v + 230 

c 
(4.3) 

where .6-v = VLya - Vabs· 

Adelberger et al. (2003) , from a subsample of the LBGs used in this work, found a value of 

< .6-v >= 614±314 kms- 1 for the average separation between VLya and Vabs· The "velocity error" 

of 314 kms- 1 corresponds to an uncertainty of"' 5.6 h- 1Mpc (comoving separation) , that , in terms 

of z-space distortions, produces a similar effect to the small-scale galaxy velocity dispersion. 

Fig. 4.1 shows the redshift ( z LBG) distribution of our sample (solid red line), after computing 

the corrections discussed. This distribution is similar to the redshift distribution presented by 

Steidel et al. (2003) (see their Fig. 10) . The dashed line is a 4th order polynomial fit to the 

redshift distribution. 

To quantify the clustering, we must generate a "random" distribution occupying the same 

volume as the LBGs in the survey. In order not to wrongly interpret any completeness issue as 
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a feature in the clustering, the random distribution must follow the same completeness as the 

galaxy survey. Therefore, we generated a random set of points in each the fields of the survey. We 

generated 20 randoms for each LBG in each field. For each of the fields, the redshift distribution 

of this new ensemble is described by the 4th order polynomial fit to the LBGs' distribution. 

Unfortunately, we do not have full information about the sky completeness of the individual 

fields. Hence, values for the declination and right ascension are randomly generated, within the 

field-of-view of each field. The distribution of the number of LBGs as a function of angular distance 

to the centre of the field (or, in some cases, the position of the background QSO) is consistent 

with the non-existence of radial gradients. It is possible that normalising the random distribution 

to the number density of galaxies in each field causes some clustering features to be ''washed out". 

If one or more specific fields lie directly in regions with particularly high (or low) clustering signal, 

then by generating random sets independently of the space density in other fields will cause this 

structure to become unnoticeable. In order to understand how significantly our measurements 

are affected by this we re-computed the calculations described in Sections 3, 4, and 5, but using 

a random set of points generated for all the fields simultaneously. The difference between the 

two results was within the 1 a confidence level. Similarly, by repeating these calculations using 

different polynomial fits to the LBG N(z) as models for the randoms' redshift distribution, we 

concluded that different N(z) models lead to very similar clustering measurements. 

4.3 The redshift-space two-point correlation function, ((a, 1r) 

Consider the projection of the z-space separation s, between two LBGs, along and across the 

line-of-sight. The z-space correlation function can be measured in these two directions, which are 

given by: 

(4.4) 

(4.5) 

where s1 and s2 are the distances to two different galaxies, measured in z-space, and(} the angular 

separation between them. 

As mentioned above, to estimate the correlation function, a random set of points probing the 

same volume as the LBGs must be generated. This ensemble must have all the characteristics 

as the LBGs, such as the sky and redshift distributions, although it can not reproduce their 

clustering. 

Then, the correlation function ~(a, rr) can be computed using the estimator (Landy and Szalay, 

1993): 

~(a,rr) = < DD(a,rr) > -2 < DR(a,rr) > + < RR(a,rr) >, 
< RR(a,rr) > 

(4.6) 

where< DD(a, rr) > is the number of LBG-LBG pairs, < RR(a, rr) > the number of random­

random pairs and < DR( a, rr) > the number of LBG-random pairs with separations along and 
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Figure 4.2: ~(a, 1r) measured for the sample of 813 LBGs, assuming a flat, n?n = 0.3 cosmology. 

across the line-of-sight given by a and 1r, respectively. 

Fig. 4.2 shows ~(a, 1r) measured for our LBG sample. As previously discussed, the shape of 

the ~(a, 1r) contours depends greatly on dynamical and geometrical effects, whose effects on the 

clustering can be highly anisotropic. 

The LBGs' peculiar velocities lead to distortions in the ~(a, 1r) shape, mainly at small scales. 

The random peculiar motions of the QSOs will cause an elongation of the clustering signal along 

the 1r direction. The predominant effect at large scales is the coherent infall of the LBGs into the 

potential well of overdense regions, which causes a flattening of the ~(a, 1r) contours along the 1r 

direction and some elongation along a. 

Geometric distortions also occur if the cosmology assumed to convert the observed QSO red­

shifts into distances is not the same as the true, underlying cosmology of the Universe. The 

reason is because the cosmology dependence of the separations along the redshift direction is not 

the same as the one of the separations measured in the perpendicular direction (chapter 3, Alcock 

and Paczynski 1979). 

Our result does not reproduce the extreme elongation along the line-of-sight seen in Fig. 20 
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of Adelberger et al. (2003), measured from a subsample of the LBGs used here, indicating that 

the feature was probably due to noise, arising from the small number of LBG pairs at small 

separations. The effects of the velocity error of"' 314 kms-1 quoted by Adelberger et al. (2003) 

are therefore not evident in this plot, possibly due to the cancelling of "finger-of-God" effects and 

infall, but more probably due to the effects of noise. 

4.4 Obtaining the projected correlation function 

The z-space correlation function consists of a "distorted" measurement of the clustering properties 

of the LBGs. Our goal is to use these distortions to derive constraints on f3(z = 3) and n~ and draw 

conclusions on the bias and infall of the galaxies at an early stage in the history of the Universe, as 

well as discuss the improvement that can be achieved with larger, future LBG surveys. However, 

the study of the real-space correlation function has, just for itself, an obvious interest, as it gives 

direct information about how galaxies cluster, independently of z-space distortion effects. 

A picture of the real-space clustering can be obtained considering the clustering measured 

along the a direction, since it will not be affected by the z-space distortions. This can be obtained 

by projecting ~(a, rr) along the a direction, which will give information about the real-space 

correlation function, ~(r). As we have seen: 

(4.7) 

Fig. 4.3 shows wp(a)ja, obtained from integrating the already shown ~(a, rr) along the rr 

direction. To compute the errors, we used the Poisson estimate: ~~ = (1 + ~h/1/ < DD >. 

The circles are the measured values in the present survey. The diamonds are the values found 

by Adelberger et al. (2003), using a subsample of the LBG ensemble for the current work. For a 

better comparison with their results, we used the same values for the upper lilnit of the ~(a, rr) 

integration. Hence, this upper limit is the greater of 1000 kms- 1(1 + z)/ H(z) and 7a. The fact 

that the values found by Adelberger et al. (2003) are systematically below our results is probably 

mainly due to differences in the random catalogue generated. However, this discrepancy is smaller 

than the error-bars in both results. 

If ~(r) can be approximated by a power-law function with the form ~(r) = (r/ro)--y, it then 

follows from equation 4. 7 that: 

w (a)= r"~a 1 -'Y 2 2 
(
r (l) r (:r=l)) 

r o r (~) , (4.8) 

where r(x) is the Gamma function computed at x. Hence, wp(a)/a will also be given by a 

power-law with the same slope as ~(r). The best fitting power-law to the measured wp(a)/a is 

represented on the plot by a solid line, and it is parameterised by: ro = 4.48~8J~ h - 1 Mpc and 

1 = 1.76~8:8g. Our ~(r) measurement has a higher amplitude and it is also steeper than that found 

by Adelberger et al. (2003) (they found ro = 3.96~8:~~. 1 = 1.55~8:m. Foucaud et al. (2003), 
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Figure 4.3: The projected correlation function measured for the LBG sample. The circles show the 
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from a sample of 1294 LBG candidates from the Canada-France Deep Field Survey, measured r0 

for a fixed value of 1 = 1.8 - which is in agreement with the slope measured here. Our amplitude 

is still smaller than their w(O) measurements, which indicate r0 = 5.9~8:~ h-1 Mpc. 

4.5 Obtaining the redshift-space correlation function, ~(s) 

In order to fit a model to the z-space distortions in ~(a, rr), the correct amplitude of the correlation 

function must be given as an input, in the fitting procedure. Since the fit is sensitive to the 

distortions in the shape of the z-space correlation function, its correct amplitude must be given 

as an input. Otherwise, the constraints obtained for n~ and {3(z) will be such that their values 

are those needed to compensate the input ~(s), so that the amplitude of the model ~(a, rr) fits 

the amplitude of ~(a, rr) from the data, rather then being a good fit to the distortions in ~(a, rr). 

In principle, one could use the best-fitting ~(r) power-law as an input to the ~(a, rr) model, by 

decomposing it in two dimensions and adding the distortions. However, due to the limited size of 

the fields used in the survey, the behaviour of ~(r) at scales larger than"' 10 h- 1Mpc is unknown 

and, even considering that the power-law approximation is sufficiently good up to"' 10h-1Mpc, 

deviations from a simple power-law model at large scales, where ~(a, rr) is fitted, would cause 

shifts to the best-fitting values of {3(z) and n~. The best way of introducing the amplitude of 

the correlation function correctly in the ~(a, rr) model is to input a very good description of the 

z-space correlation function's large-scale shape: ~ ( s). 

~(s) reflects the spherical average of ~(a, rr), since s = Jrr2 + a2. Fig. 4.4 shows our ~(s) 

measurements from the data. 

To avoid underestimating the errors from contamination of correlated pairs of galaxies in the 

same separation bin, when the number of pairs is larger than the total number of galaxies the 

ratio 1/ < DD >in the Poisson error estimate is replaced by 1/Ngal. Ngal being the total number 

of galaxies in the survey (Shanks and Boyle, 1994). The circles show the measured ~(s). The 

error bars represent the 1a confidence level. The dashed line represents the best fitting power­

law model to ~(s). Considering that the line is parameterised by (s/so)-'Y, then the best fitting 

values of so and 1 are given by so = 5.1~8:~ h-1Mpc and 1 = 1.71~8:8~. Given the observed 

deviations from a simple power-law model on the ~(s) shape (the reduced X~in of the fit is 4.07, 

with 16 degrees of freedom), a double power-law model for ~(s) was also fitted to the data. It was 

found that the best fitting model corresponded to having the two power-laws joining at 9 h-1Mpc. 

Then, the amplitude of the power-law probing the large scales and the slope of both the power­

laws were fitted. The amplitude of the innermost power-law was fixed in such a way that the 

"break" in the ~(s) shape was at 9h-1Mpc. The parameters characterising the two power-laws 

are: so = 5.673 h - 1 Mpc and 1 = 1.30~8:8~, for s < 9 h - 1 Mpc and so = 7 .5~8:j h - 1 Mpc and 

1 = 3.29~8:~L for s > 9 h - 1 Mpc. This function is represented by the solid line, in Fig. 4.4. 
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Figure 4.4: The z-space correlation function measured for the LBG sample. The circles show the 

result obtained with the respective la Poisson error bars. The dashed line shows the best-fitting 

power-law to the data and the solid line the best fitting double power-law model. The dotted line 

is the predicted ~(s), derived from the power-law ~(r) model that best describes the wp(a) data. 
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The shape of ~(s) suggests significant deviations from a simple power-law model. The inter­

pretation of this result could include the effects of z-space distortions, affecting a power-law ~(r), 

whose form is derived from the wp(a) results, as the small-scale random motions of the QSOs 

lead to a deficit of clustering amplitude measured at small scales. To confirm this hypothesis, 

we derived a ~(s) model from the best fitting power-law ~(r) to the wp(a) results, by adding the 

distortions parameterised by (3(z = 3) = 0.25 and< w~ >112= 400 kms- 1. These are likely values 

for those parameters (e.g., see Foucaud et al. (2003) and Adelberger et al. (2003)). To include 

the distortions in ~(r) and derive a prediction for ~(s), a ~(a, n) model was derived from the ~(r) 

input form, and then this was integrated in annuli to obtain ~(s). The ~(a, n) model and this 

method are described in detail in section 3.3.1 (Model 1) and appendix B. The dotted black line 

in Fig. 4.4 represents the obtained ~(s) result. This is still a good description of the data, within 

the errors, as it can be seen not only from the graph but also from the value of the reduced X~ in, 

which is 1.25, for 16 degrees of freedom. Given that these are high-redshift galaxies, the z-space 

distortions in ~(s) caused by the small-scale random motions are not very significant, and hence 

the observed flattening of ~(s) can hardly be explained by z-space distortions only. 

Results from several other galaxy and QSO surveys, such as the 2dF Galaxy and QSO Redshift 

surveys, have indicated the possible existence of a shoulder, at "'8 -12 h- 1Mpc, in the respective 

correlation functions (see Hawkins et al., 2003; da Angela et al., 2005). These results are also 

backed by the shape of the correlation function as suggested from CDM model predictions, or 

Halo Occupation distribution (HOD) models (da Angela et al., 2005; Tinker et al., 2006b). 

The double power-law model fitted to the data is a very good representation of the ~(s) results 

(the reduced X~in of the fit is 0.66). The fact that the single power-law model for ~(r) also 

represents a good fit to the data, means that we can not prefer the double power-law model solely 

from the results of this work. However, when we take into account results from other surveys 

and theoretical models, the double power-law ~(s) model is more likely to be closer to the correct 

shape. Future LBG surveys will probe the projected correlation function at large separations. 

The double power-law ~(s) model can therefore be used as the input for the amplitude of the 

z-space correlation function, provided that the fit is only performed on scales where the non-linear 

distortions caused by the random peculiar motions have a negligible contribution. As it can be 

seen from the dotted black line, which represents the ~(s) obtained from a simple power-law ~(r) 

model, this is clearly not a problem at scales greater than 6 h - 1 Mpc, where the function follows 

very closely a power-law form (assuming the value< w~ > 112= 400kms- 1). 

4.6 Constraints on /3 and n~ from redshift-space distortions 

Once we have a model describing how the amplitude of the correlation function varies with radial 

separation, in average, then the higher-order distortions observed on ~(a, n) can be modelled. 
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The first step in modelling the z-space distortions is to build a ~(a, rr) model given an input 

~(r). The latter can be obtained from a ~(s) form, if the ~(a, rr) fitting will be performed at scales 

where the main contribution for the distortions comes from the coherent infall. Then, the input 

~(r) can be obtained by: 

~(s) 
~(r) = 1 + ~,B(z) + i.B(z)2 (4.9) 

If we assume a value for the velocity dispersion (we used < w; > 112= 400 kms- 1, following 

Adelberger et al. 2003) we can determine constraints on ,B(z = 3) and n~, by applying the ~(a, rr) 

z-space distortion model described in chapter 3. As previously, the n~ constraint follows from 

fitting the geometrical distortions in ~(a, rr) , and adopting the definitions of test and assumed 

cosmology presented in chapter 3. Hence, the relations between the galaxy separations in both 

cosmologies are related as follows (Ballinger et al., 1996): 

where again A and B are defined as: 

Bt 
at= f.l_aa = Ba aa 

At 
7rt = fnrra = Aa 7Ta 

A=~ 1 
Ho Jn~ + fl~(1 + z)3 

c r dz' 
B = Ho Jo Jn~ + fl~(1 + z') 3 

and the subscripts t and a refer to the test and assumed cosmology, respectively. 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

If the same cosmology is assumed in the data and the model, then the observed shapes of the 

measured and modelled ~(a, rr) will be the same when the test cosmology is the same as the true, 

underlying cosmology of the Universe. Therefore, constraints on ,B(z = 3) and n~ are obtained 

from simply doing a x2 fit between the data and the a series of different ~(a, rr) models, derived 

with different test cosmologies and values of ,B(z = 3). 

The steps taken for this fitting procedure are similar to those described when fitting the ~(a, rr) 

z-space distortions in the 2QZ sample. Here however, we use the ~(s) amplitude and shape directly 

to derive a ~(r) model, rather than use the wp(a) results to obtain a suitable ~(r) model. This is 

due to the limited size of the survey fields, which do not allow significant constraints in the wp(a) 

clustering signal at scales a;::: 10 h - 1 Mpc. 

The number of degrees of freedom in the x2 fit is the total number of bins where ~(a, rr) from 

the model is fitted to the data minus the number of free parameters. If the fit is to n~ and 

,B(z), the number of free parameters will be two. Although it can be argued that the ~(a, rr) bins 

may not be independent, the accuracy of these errors is supported by N-body simulations (Hoyle, 

2000). The velocity dispersion was fixed to 400 kms- 1 (Adelberger et al., 2003). 
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Figure 4.5: The confidence levels on the [n~,,6(z)] plane from fitting the z-space distortions 

in ~(a, rr) (grey scale and solid lines). The dashed lines show the la and 2a confidence levels 

obtained from linear growth theory, considering the value of ,6 for local galaxies surveys. The 

joint la confidence level is given by the dotted line. 
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Figure 4.6: The best fitting model for ~(a, 1r), obtained using the best fitting values of (J(z = 3) = 

0.25~8:8~ and n~ = 0.55~8:f~ (solid line) and ~(a, 1r) measured from the data (dashed line). 

The result of doing this fit in the present data is shown in Fig. 4.5. 

The shaded regions and the solid line refer to the confidence levels obtained from fitting the z­

space distortions. These constraints alone correspond to best fitting values of (J(z = 3) = 0.15~8:~g 

and n~ = 0.35~8:~~· The dashed lines are the la and 2a confidence levels obtained from clustering 

evolution, from applying linear growth theory and predicting the values of (J(z = 3) for different 

cosmologies, using as an input the value of (3 at z "' 0.1, obtained from the 2dFGRS survey 

(Hawkins et al., 2003). This method is described in detail in chapter 3. The dotted line represents 

the la two parameter joint confidence level. The best fitting values are (J(z = 3) = 0.25~8:8~ 
and n~ = 0.55~8:f~. Fig. 4.6 shows the LBG ~(a, 1r) (dashed line) and the best fitting ~(a, 1r) 

model (solid line), obtained from the joint constraints on (J(z = 3) and n~. A visual comparison 

between the solid and the dashed contours also shows that the model is a good description of the 

~(a, 1r) data. 
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4. 7 Discussion and Conclusions 

Here we have used the z-space distortions on the clustering pattern of a sample of LBGs to derive 

constraints on {3(z = 3) and n~. The method used requires the spherical average amplitude of the 

correlation function to be accurately known and given as an input to the model. Due to the small 

size of the fields used in the survey, the clustering measured across the line-of-sight is not probed 

at scales larger than 10 h -l Mpc. For this reason, and given that at z = 3 only the smallest scales 

are significantly affected by non-linear distortions caused by the random motions of the galaxies, 

the input amplitude of the spherically averaged correlation function should be obtained from ~(s). 

The ~(s) shape suggests that the real-space correlation function of the LBGs might deviate 

significantly from a simple power-law model, and these deviations are not evident in the projection 

wp(a). Future LBG surveys where larger scales across the line-of-sight are probed, will allow a 

coherent picture of the clustering to be drawn from the wp(a) and ~(s) measurements, similarly 

to what has been done for the 2dF QSO Redshift Survey (da Angela et al., 2005). 

Once a suitable model for describing the amplitude of the correlation function as a function of 

scale is obtained (a double power-law model was found to be a good description of the data, in the 

present case), then the z-space and geometric distortions can be modelled and constraints on {3(z = 

3) and f!~ drawn. The combination of these constraints with orthogonal confidence levels from 

linear growth of density perturbations, indicates that {3(z = 3) = 0.25~8:8~ and n~ = 0.55~8:~~· 

These values are consistent with previous measurements of the bias. Foucaud et al. (2003) found, 

for a ACDM cosmology, b = 3.5 ± 0.3, using a sample of LBGs from the Canada-France Deep 

Field Survey. Considering the WMAP results (Spergel et al., 2003), if we take n~ = 0.3, which is 

within our computed error bars, their obtained value of b corresponds to {3(z = 3) = 0.27, which 

is well within our derived error bars and hence consistent with our results. However, results from 

our ~(a, 11') fits strongly rely on the amplitude and shape of the input correlation function. If 

our input ~( s) shape is uncertain, then this may introduce errors in the measured constraints of 

n~ and {3(z = 3). We found that the derived constraints are very robust to 1 a changes in the 

parameters describing the double power-law ~(s) model. However, changes to the assumed ~(s) 

(or ~(r)) shape, will lead to more significant changes in the derived n~ and {3(z = 3) constraints. 

Unfortunately, with the present data it is difficult to measure the real-space correlation function. 

This handicap is basically due to two factors: the size of fields used; and the number of LBGs in 

the survey. Even though the latter is, in part, balanced by the high space density of these galaxies, 

the former prevents any real-space clustering measurement at scales~ 10 h-1Mpc, except via the 

~(s) form. This hampers any attempt to build such a coherent picture of LBG clustering. We 

believe we have done the best that is possible with the current data. It is important to stress 

the advantage of the LBGs' high spatial density for z-space distortion analyses. The constraints 

inn~ and {3(z) from the ~(a,11') fitting alone are comparable to those achieved with the 2QZ 

sample (chapter 3, da Angela et al. 2005), which includes ,...., 20000 QSOs. The much smaller 

number of LBGs is counterbalanced by their higher-spatial density, which dramatically increases 
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Figure 4.7: Constraints on n~ and {3 from a mock Hubble Volume survey of ,...., 2300 LBGs. 

Again, the solid lines and shaded contours show the constraints obtained from the ~(a, rr) z­

space distortion fitting. The dashed lines are the confidence levels obtained from linear theory 

constraints on {3( z = 3) and the dotted contour is the la joint confidence level. 

the clustering signal. Our results not only reflect what can be achieved in cosmological and 

dynamical constraints from z-space distortions, but they also foreshadow future work, based on 

larger LBG surveys. In particular, mock LBG catalogues built from the Hubble Volume simulation 

do show the improvement on the n~ , {3(z ) confidence levels obtained from larger LBG surveys. 

In Fig. 4.7 it can be seen the expected confidence limits in n~ and {3( z ) from a mock LBG 

survey containing ,...., 2300 galaxies. The joint best fitting values are {3( z = 3) = 0.25~8:8~ and 

n~ = 0.50~8 :~~· Unfortunately, due to the low value of {3( z = 3) and the curvature of the 

constraints from linear evolution of density perturbations, the degeneracy between n~ and {3( z ) 

is not completely lifted, leading to a smaller constraint on the value of n~ than that obtained in 

the previous chapter. 



Chapter 5 
QSO clustering zn the 

2SLA Q survey 

5.1 Introduction 

There is a significant amount of observational evidence for the existence of supermassive black 

holes in the centre of galactic haloes. This is based on studies which span a wide z-range. Whilst 

at low-z, the evidence for the presence of black holes comes from dynamical surveys of galaxies in 

the local Universe (Kormendy and llichstone, 1995; Richstone et al., 1998; Magorrian et al., 1998), 

at high-z, black hole- host galaxy studies are pursued by using the width of QSO broad emission 

lines to estimate black hole masses and the host galaxy's narrow emission lines to determine stellar 

velocity dispersion (e.g. Shields et al., 2006a,b). These results hint at a correlation between the 

growth and physics of the bulge and dark matter halo and the physics of accretion of mass onto 

the central black hole and subsequent growth (Tremaine et al., 2002; Baes et al., 2003; Wyithe and 

Loeb, 2005a; Wyithe and Padmanabhan, 2006). The relation between the bulge and its black hole 

is the subject of intense observational and theoretical interest (Kauffmann and Haehnelt, 2000; 

Ferrarese and Merritt, 2000; Gebhardt et al., 2000; Ferrarese, 2002; Wyithe and Loeb, 2005b). 

Many uncertainties still exist when trying to interpret this black hole - bulge connection. One 

possible scenario is that the mechanism that "feeds" black hole growth is the same, or is correlated 

to, those responsible for bulge growth, such as mergers or instabilities, which may also lead to 

enhanced star formation. Some of the gas may instead "fuel" the black hole, and consequently lead 

to quasar (QSO) activity (e.g. Bower et al., 2006). This picture is supported by the similar "shape" 

of the cosmological star formation history of the Universe and the evolution of the QSO number 

density, as a function of redshift (e.g. Schmidt et al., 1995; Madau et al., 1996; Dunlop et al., 2003). 

In the standard scenario, QSO activity is triggered by accretion onto a supermassive black 

hole (SMBH, e.g. Hopkins et al., 2006). Given that the growth of the SMBH relates to that 

of the underlying dark matter halo (Baes et al., 2003; Wyithe and Loeb, 2005a; Wyithe and 

Padmanabhan, 2006) and this correlates to the local density contrast, clustering measurements 

provide an insight into QSO and black hole physics. 

QSO clustering measurements allow determinations of halo masses and how they relate to 

black hole mass (e.g. Kauffmann and Haehnelt, 2000; Haehnelt and Kauffmann, 2000). QSO life-

77 
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times, which have been the basis of interpretations of QSO luminosity functions (Hopkins et al., 

2005b) can also be inferred from clustering measurements (e.g. Croom et al., 2005), and hence 

permit us to discriminate between QSO evolutionary models, such as a cosmologically long-lived 

population (e.g. Boyle et al., 2000). Miller et al. {2005) addressed the change of accretion efficiency 

with redshift, arguing that, even though the mass of the black holes grows with time as galaxies 

grow hierarchically, the mean accretion rate decreases with decreasing redshift, hence leading to a 

decrease on the QSO luminosity with time. This picture is supported by theoretical models, such 

as that of Kauffmann and Haehnelt {2000). 

The evolution of QSO clustering with redshift has been subject of recent study. In particular, 

the wealth of information contained in the Sloan Digital Sky Survey (SDSS) and the 2QZ survey 

data have allowed studies such as those of Myers et al. {2006), and Croom et al. {2005), who 

measured the redshift dependence of QSO clustering. In particular, the latter inferred the evolution 

of halo mass with redshift, besides estimating black hole masses and accretion efficiencies, based 

on QSO clustering measurements from the 2QZ sample. However, and as pointed out by those 

authors, these studies do not take into account any potential luminosity dependence of QSO 

clustering. 

It is not trivial to address the possible dependence of QSO clustering on luminosity. This is 

due to the fact that, as result of the luminosity evolution and the fact that the 2QZ survey is flux­

limited, the most luminous QSOs lie at high redshifts, while the faintest ones have low redshifts. 

The lowest and highest redshift objects on the 2QZ sample extend throughout separate luminosity 

ranges, hence hampering any attempt to study the effects of luminosity on QSO clustering, black 

hole masses and accretion efficiencies, free from any possible evolutionary biases. 

This necessary caveat in any study of luminosity dependence of QSO clustering was one of 

the main motivations for the 2SLAQ {2dF -SDSS LRG and QSO) QSO survey. Using faint, 

photometric QSO candidates from the SDSS QSO survey, the observations at the 2dF facility 

result in an extension of the previous 2QZ survey to fainter magnitudes. The faint magnitude 

limit of g = 21.85 is "' 1 magnitude fainter than that of the 2QZ, and the new data, spanning a 

similar z-range as the 2QZ, constitute a new, potentially powerful tool to disentangle the effects 

of luminosity and redshift on the clustering of QSOs, thus providing a new test of current QSO, 

black hole and bias models. 

5.2 The 2SLAQ QSO Survey 

The 2SLAQ QSO survey is an extension of the previous 2QZ survey to fainter magnitudes. The 

main aspects and description of this survey can be found in Richards et al. {2005), who report on 

the first 3 semesters of the data collection and present luminosity function results from the sample 

of "' 5600 QSOs obtained at the time. Now that the survey has been completed and the analysis 



5. 79 

of the data is being developed, there are a total of rv 9000 (z;S 3) QSOs. Both the imaging and 

spectroscopic data, obtained by the Sloan telescope and at the AAT respectively, are extensively 

described by those authors. 

5.2.1 Photometric selection 

The colour selection of the QSO candidates is described in detail by Richards et al. (2005). In 

particular, the following colour cuts were applied to the overall QSO sample: A 1\ ( ( B 1\ C 1\ D) V E), 

where the letters refer to the conditions: 

A: -1.0 < u-g < 0.8 (5.1) 

B: -0.8 < g-r < 0.0 (5.2) 

C: -0.6 < r-i < -0.1 (5.3) 

D: -1.0 < i-z < -0.1 (5.4) 

E: -1.5 < g- i < -0.3 (5.5) 

Further cuts are applied, with a form which depends on the candidate's magnitude. One 

selection was adopted for candidates with 18.0 < g < 21.15 and a different one for objects 

with 21.15 ::; g < 21.85. Since, in our clustering analysis, we will consider faint QSOs with 

20.5 < g < 21.85, both colour cuts are relevant for selecting QSO candidates. In addition to the 

colour cuts, we also discard objects with high r-band galaxy probability, according to the Bayesian 

star-galaxy classifier (Scranton et al., 2002), which, following Richards et al. (2005), we refer to 

as galprob. Hence, the additional cuts for 18.0 < g < 21.15 candidates are A 1\ fJ 1\ C 1\ D 1\ E, 

and these conditions stand for: 

A: u- g < 0.8 1\ g- r < 0.6 1\ r- i < 0.6 (5.6) 

B: u- g > 0.6 1\ g- i > 0.2 (5.7) 

C: u- g < 0.45 1\ g- i > 0.35 (5.8) 

D: galprob > 0.99 1\ u- g > 0.2 1\ g- r > 0.25 1\ r- i < 0.3 (5.9) 

E: galprob > 0.99 1\ u- g > 0.45 (5.10) 

These cuts specifically select the UVX candidates, while excluding F stars with low metallicity 

and NELGs which extend into the r band. 

The fainter 21.15 < g < 21.85 candidates satisfy the same A 1\ fJ 1\ C 1\ D 1\ E conditions, but 

now these letters refer to: 

A: u- g < 0.8 1\ g - r < 0.5 1\ r - i < 0.6 (5.11) 
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B: u- g > 0.5 1\ g- i > 0.15 (5.12) 

C: u- g < 0.4 1\ g- i > 0.3 (5.13) 

D: u- g > 0.2 1\ g- i > 0.45 (5.14) 

E: galprob > 0.99 1\ g -r > 0.3 (5.15) 

These cuts are similar to the ones used for the brighter candidates, but are somewhat more 

restrictive, in order to prevent contamination from faint, main sequence stars. The colour cuts 

will also cause some photometric incompleteness. The reader is referred to Richards et al. (2005) 

for a discussion of these cuts. 

5.2.2 Spectroscopic follow-up 

The spectroscopic observations were performed using the 2dF instrument at the AAT. For details 

of the 2dF facility, see Lewis et al. (2002). The regions surveyed by the 2dF consist of two 2°­

wide equatorial strips. Not all of the full strips were observed, but rather "sections" of them. Fig. 

5.1 shows the two strips, on the NGC and SGC. The NGC photometric candidates are shown in 

green and the SGC ones in pink. The blue (red) circles are all the spectroscopically identified 

QSOs in the NGC (SGC). The 2dF paintings are shown as black circles. The "sections" in the 

NGC were indexed "a, b, c, d, e" and the one in the SGC "s". Each 2dF pointing was labelled 

the index of the region where it fell followed by a number, which refers to its position along the 

strip. 

The QSO observations were performed simultaneously with those of the LRGs. 200 2dF fibres 

were allocated to the LRGs and 200 to the QSO observations. The LRG fibres then link to the 

2dF "red spectrograph" and the QSO fibres to the "blue spectrograph". Each block of 10 fibres 

along the edge of the 2dF field connects to a different spectrograph, alternately blue and red. 

Therefore, the QSO completeness in each 2dF pointing shows a "dented structure" along the edge 

of the field, due to the fact that the fibres are limited to an angle of 14° (see, e.g. Richards et al., 

2005). The probability of a given QSO/LRG candidate being assigned a 2dF fibre depends on its 

priority. The assigned priorities of the objects in the input catalogue (see table 5.1) will affect 

the likelihood that those objects will be observed. Objects with higher priority will have a higher 

likelihood to be assigned a 2dF fibre. 

Tables 5.2 and 5.3 show the number of QSOs, narrow emission line galaxies (NELGs) and 

stars that were observed. Q1 and Q2 refer to the identification quality: Q1 are objects with good 

identification quality and Q2 refer to objects with lower identification quality (see section 2.3 of 

Croom et al. (2004) for further details on quality identification flags). Overall, the sky density of 

QSO candidates in 138.4 deg-2 and that of confirmed QSOs is 44.7 deg-2 • 

As we are observing faint QSOs, we also expect them to have a higher space density than 

that achieved from other, previous surveys, such as the 2QZ or the SDSS. This is evident from 

the wedge plots in Figs. 5.2 and 5.3 (both courtesy of Peter Weilbacher), which show the radial 
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Figure 5.1: The 2SLAQ QSO strips. The black circles represent the 2dF fields observed. Green 

and pink points are the NGC and SGC QSO candidates, respectively. The small (blue and red) 

circles represent the positions of the (NGC and SGC) spectroscopically confirmed QSOs. 
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Objects Priority 

Guide stars 9 

Main sample LRGs, sparsely sampled 8 

Remaining main sample LRGs 7 

g > 20.5 QSOs, sparsely sampled 6 

Remaining g > 20.5 QSOs 5 

Extra LRGs and high-z QSOs 4 

g < 20.5 QSOs 3 

Previously observed objects with good id 1 

Table 5.1: 2dF priorities. Objects with higher priorities have a higher likelihood of being assigned 

a 2dF fibre. 

ID All Q1 Q2 

QSOs 6680 (57.89%) 6482 (56.17%) 198 (1.72%) 

NELGs 2077 (18.00%) 2043 (17.71 %) 34 (0.29%) 

stars 1829 (15.85%) 1604 {13.90%) 225 (1.95%) 

TOTAL 10586 (92.20%) 10129 (88.15%) 457 (4.05%) 

Table 5.2: Number of QSOs in the NGC 2SLAQ strip. 

projection of the 2SLAQ strips. 

5.3 QSO clustering 

Completeness issues within a 2dF pointing must be taken into account when constructing the 

angular mask used to generate a random set of points, which is necessary to measure QSO clus­

tering from the 2SLAQ survey. The fraction of QSO candidates that were assigned a fibre and 

have a good redshift measurement varies from field to field, and this needs to be considered when 

building the mask. In addition, one needs to calculate the excess probability of finding a QSO 

in overlapping 2dF paintings. This excess probability is quantified by determining the ratio be­

tween the observed number of QSO candidates and the total number of candidates in the parent 

catalogue. This fractional completeness is then used to weight the probability of a QSO being 

ID All Q1 Q2 

QSOs 2378( 49.68%) 2282(47.67%) 96(2.01%) 

NELGs 905(18.91 %) 881(18.40%) 24(0.50%) 

stars 835(17.44%) 739(15.44%) 96(2.01%) 

TOTAL 4118(86.02%) 3902(81.51 %) 216(4.51%) 

Table 5.3: Number of QSOs in the SGC 2SLAQ strip. 
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Figure 5.2: 2SLAQ QSO NGC wedge plot (Courtesy of Peter Weilbacher). The comoving distance 

is computed assuming an~= 0.3, n~ = 0.7, h = 0.7 cosmology. 
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Figure 5.3: 2SLAQ QSO SGC wedge plot (Courtesy of Peter Weilbacher). The comoving distance 

is computed assuming an~= 0.3, n~ = 0.7, h = 0.7 cosmology. 
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observed in that region and, as a consequence, it corrects for the different angular completeness 

in overlapping 2dF paintings. 

The fact that the 2dF instrument cannot place two fibres any closer than "" 30 arcsec means 

that an additional incompleteness can potentially lead to an artificial deficit of close QSO pairs 

in 2dF surveys. In addition to this effect, one should also take into consideration that 2dF fibres 

cannot overlap or cross. To make an approximate correction for these effects, one can measure 

the angular correlation function, w(O) (e.g. Hawkins et al., 2003). Comparing this to the angular 

correlation measured in the total input catalogue allows one to estimate the average deficit of close 

pairs at small angular separations. As shown by Croom et al. (2001), this deficit is negligible in 

the 2QZ sample. In the 2SLAQ sample, however, the deficit of pairs can, potentially, constitute 

a bigger bias. This is due to the fact that, in contrast to what happens in the 2QZ survey, the 

2SLAQ QSOs are assigned a low observational priority and have a lower priority than the main 

sample LRGs. Therefore, the QSO-assigned fibres will only be positioned in areas allowed by 

the underlying angular distribution of the LRG fibres. Fig. 5.4 shows the w(O) measurements 

of the 2QZ+2SLAQ sample and the 2SLAQ and 2QZ samples separately. In order to better 

distinguish between the errorbars, the 2SLAQ values are offset by a factor of +0.02 and the 2QZ 

w(O) points by a factor of -0.02. Due to the large z-range of the QSO samples, we would expect 

w(O) rv 0, at all scales. To account for the fibre-collision effects in the clustering of the 2SLAQ 

QSOs, we followed the method applied in previous work to the 2dFGRS survey data (Hawkins 

et al., 2003): the number of QSO pairs at a given separation is assigned a weight that depends 

on the QSO's angular separation (1/(1 + w(O))). The "imprint" of the LRG angular distribution 

on the QSO fibres, due to these having been assigned a low 2dF priority, is also accounted for: 

when generating the random catalogue for the determination of the correlation functions of the 

2SLAQ QSO sample, any random point has a zero probability of lying closer than 30 arcsec to 

any observed LRG. Although these effects have been considered, we have also noted that they 

have negligible effect on our clustering results. 

Equally as relevant is the radial completeness, which also needs to be accurately described 

by the unclustered, or "random" distribution. Fig. 5.5 shows the (0.3 < z < 2.9) redshift dis­

tribution of the 2QZ and 2SLAQ QSOs, in ~z = 0.13 bins. The red line represents the 2SLAQ 

NGC while the blue line the 2SLAQ SGC. The green and pink lines are the z-distributions of the 

2QZ NGC and 2QZ SGC QSOs, respectively. Dashed lines also show the polynomial fits that 

were used to generate the random distribution. Later in the present chapter, we aim to study the 

dependence of QSO clustering on luminosity and also its redshift evolution. Hence, we extended 

our previously chosen 0.3 < z < 2.2 2QZ z-range to 0.3 < z < 2.9, in order to better determine 

the clustering signal at the highest redshifts and also for the most luminous QSOs. This extension 

leaves the 2QZ QSO sample with 22416 objects (9982 in the NGC and 12434 in the SGC). The 

2SLAQ QSO sample, when imposing faint magnitude cuts (20.5 < g < 21.85) in addition to these 

z-cuts, comprises a total of 6374 QSOs (4574 in the NGC and 1800 in the SGC). The fact that the 
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Figure 5.4: The angular correlation function measured for the 2QZ survey (solid blue stars and 

solid blue line), the 2SLAQ QSO survey (open blue stars and dashed blue line) and the 2QZ and 

2SLAQ QSO surveys combined (red circles and line). The w(O) measurements are very similar in 

both cases and show that the deficit of pairs seen at the smallest scales is not significant at typical 

QSO-QSO comoving separations. Note that the 2QZ values are offset by factor of -0.02 and the 

2SLAQ values by a factor of +0.02. 

2SLAQ N(z) is steeper, at low-z, is possibly due to contamination of host galaxies colours, affect­

ing the selection of fainter QSOs. The median redshift of the 2QZ+2SLAQ sample is < z >= 1.50. 

After generating a random catalogue we can then combine the new 2SLAQ QSO sample with 

the 2QZ sample, and compute the QSO clustering by means of correlation functions. We start by 

estimating ~(s), the 2-point correlation function measured in z-space. This is presented in Fig. 

5.6 (filled red circles). The estimator used to measure ~(s) is the Hamilton estimator: 

~(s) = < DD(s) >< RR(s) > _ 1 
< DR(s) >2 ' 

(5.16) 

where< DD(s) >, < DR(s) >, < RR(s) >are the mean number of QSO-QSO, QSO-random and 

random-random pairs at separations. For comparison, also shown is the previously determined 

2QZ ~(s) (chapter 2, da Angela et al. 2005), the 2SLAQ QSO ~(s) and also the ~(s) measurements 

of the 2SLAQ LRG sample (Ross et al., in prep.). 

Including the 2SLAQ QSO sample does not affect the shape of the previously measured 2QZ 

~(s). The ~(s) measured from both samples, including or not the 2SLAQ QSOs, are indeed very 

identical. We have verified the statistical weight of including the 2SLAQ sample by comparing 

the number of QSO-QSO pairs at separations < 20 h- 1Mpc, and verified that the combined 

2QZ+2SLAQ sample has"' 65% more QSO-QSO pairs within 20h- 1Mpc than the 2QZ sample 

alone. This gain also includes the contribution of the cross pairs between the 2SLAQ and 2QZ 

samples, on the NGC strip. The 2SLAQ LRGs have a higher clustering amplitude than the 2SLAQ 
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Figure 5.5: 2SLAQ QSO and 2QZ N(z). Red line is the NGC and the blue line the SGC. The 

green line represents the 2QZ NGC and the pink line the 2QZ SGC. Also shown, as dashed lines, 

are the polynomial fits that were used to model the radial distribution of the random points. 

QSOs. At smaller scales the two samples also differ in the shape of their correlation functions. 

This difference is probably due to the different z-space distortions that affect the LRGs and the 

2QZ and 2SLAQ QSOs. 

Also shown are two different ~(s) models, previously described in Chapter 2. The dashed line 

is the best fitting 2QZ power-law model, in the range 5 < s < 50h- 1Mpc (~(s) = (s/6.50) - 1.89), 

and the solid line is the ~(s) model obtained from convolving a double power-law ~(r) model (Eq. 

5.17) with the z-space distortions parameterised by< w; > 112= 800kms-1 and f3(z) = 0.32. 

{ 

(r/6.00)-1.45 , r < 10h- 1Mpc 
~(r) = 

(r/7.25) - 2·30 , r > 10 h- 1Mpc 
(5.17) 

It can be seen that the model is still a good description of the joint QSO ~(s) measurements, 

indicating that the 2SLAQ QSOs should have a similar real-space clustering and be subjected to 

the same dynamical distortions as the 2QZ QSOs. 

The errors shown in Fig. 5.6 are "jacknife" estimates, estimated by splitting the 2QZ+2SLAQ 

sample in 16 subsamples. We compared the jacknife and Poisson error estimates in our ~(s) 

computation. The Poisson error estimates should, in principle, provide a fair description of the 

uncertainty for the 2QZ QSO clustering measurements (Hoyle, 2000; da Angela et al., 2005). Here 

we test this hypothesis for the new sample containing the 2QZ and 2SLAQ QSOs. We divide up 

the overall 2QZ+2SLAQ dataset into 16 subsamples and compute ~(s) in the overall set minus 

each of the 16 subsamples in turn1. The 16 measurements of ~(s) are then combined as follows, 

in order to obtain the jacknife error (e.g. Scranton et al., 2002): 

1This ~(s) computation was performed using the kd-tree algorithm of Moore et al . (2001) . 
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Figure 5.6: The red circles show the ~(s) measured from the 2SLAQ and 2QZ samples and the 

blue triangles the 2QZ results (see chapter 2). The ~(s) measurements are very similar, both in 

amplitude and shape. The green stars show the 2SLAQ LRG measurements (Ross et al., in prep.). 

The dashed and solid lines show two models: the best fitting 2QZ 5 < s <50 h- 1Mpc power law 

(dashed); and the double power law ~(r) model, "distorted" by dynamical motions parameterised 

by< w~ > 112 = 800kms- 1 and (3(z) = 0.32. 
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Figure 5.7: Red circles and solid line show the ratio jacknife and Poisson €(s) errors. Poisson errors 

seem to under-predict the uncertainty in €(s) at all scales, and considerably at the largest scales. 

At intermediate, 4;5 s;S 20 h - 1 Mpc scales, the ratio of the two error estimates is approximately 

constant and"' 1.25 (dotted line) . 

C!jacknife = 
N 

N- 1"' D~(s) 
---y;;-~ DRtot(s) (€i(s)- €tot(s))2 (5.18) 

where N is the total number of subsamples (16, in this case); the subscript i refers to the whole 

dataset minus subsample i; and tot refers to the whole 2QZ+2SLAQ QSO sample. The "DR ratio" 

accounts for the fact that the subsamples may not necessarily contain exactly the same number 

of QSOs. Fig 5. 7 shows the ratio between the jacknife and the Poisson errors. It can be seen 

that , on all scales, Poisson errors underestimate the uncertainty on the clustering measurements, 

especially at the largest scales. On scales 2;5 s;S 4 h -l Mpc, the two estimates are quite similar, but 

on 4;5 s;S 20 h-1 Mpc scales, where most of the clustering signal is obtained, the jacknife errors are, 

on average, 1.25 times bigger than Poisson errors (dotted line). At larger scales, where there are 

fewer QSO independent pairs, the Poisson estimates largely under-predict the true error estimate. 

We have also studied the evolution of the shape of the correlation function with redshift. It 

has been suggested that the evolution of the €(s) amplitude could be parameterised by 

€(s) = (:
0

) -"! (1 + z)-(3+•) (5.19) 

assuming a power-law € model (e.g. Peebles, 1980; Myers et al., 2006). By determining changes 

in the shape of €(s) with z, we can also determine the possible z-dependence of QSO z-space 

distortions and dynamics. Fig. 5.8 shows the ratio of the correlation function measured in four 

redshift bins divided by the overall €(s), for the complete 2QZ+2SLAQ sample. There is not much 

evidence for z-evolution of the QSO correlation function amplitude or shape, within the errors. 
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Figure 5.8: The circles show the ratio of the QSO ~(s) in one given redshift bin to the ~(s) of the 

whole 2QZ+2SLAQ sample. Red are the lower-z, 0.3 < z ::; 0.8 sample. The 0.8 < z ::; 1.4 QSOs 

are shown in green, the 1.4 < z::; 2.1 QSOs in blue and the higher-z, 2.1 < z::; 2.4 QSOs in pink. 

There is no evident evolution of the QSO ~(s) amplitude and shape. The higher-z sample hints 

at a higher ~(s) amplitude, but this trend is with the measured errors. 

There is a hint that the higher-z QSOs (in pink) might show higher clustering amplitude, but this 

is not a significant result, within the measured errors. 

Fig. 5.9 shows the projected correlation function measured from the 2QZ+2SLAQ sample 

(red circles). This is very similar to the previous 2QZ measurement (blue triangles). The open 

blue triangles represent the wp(a)ja values for the 2SLAQ ensemble alone and the green stars 

represent the more strongly clustered 2SLAQ LRGs (Ross et al., in prep.). The solid line is the 

a-projection of the double power-law ~(r) model which was found to be a good description of the 

2QZ ~(r). The dashed line corresponds to the projection of a power law ~(r) model, given by 

~(r) = (r/4.96)-1.85 (see chapter 2). 

The fact that the 2SLAQ survey targeted faint QSOs is not only an advantage for studies of 

the luminosity-dependence of QSO clustering, but also for z-space distortion analyses. The higher 

spatial density of the combined QSO sample should, in principle, improve our statistics when 

studying z-space distortions, and, in particular, the estimation of n~ and f3(z) from dynamical 

and geometrical ~(a,1r) distortions. The ~(a, n) measured from the whole QSO sample is shown in 

Fig. 5.10 (solid contours). The dashed lines refer to the 2QZ measurement, presented in chapter 

3. As in the previous clustering measurements presented in this chapter, the assumed cosmology 

is A. 

Given the similarities between the two contours, in addition to very similar ~(s) and wp(a) 

measurements, we would not expect the constraints put on f3(z) and n~ from the 2QZ+2SLAQ dy­

namical distortions to differ from those obtained in chapter 3, assuming that all the underlying as­

sumptions remain the same (e.g., ~(r) shape and amplitude, velocity dispersion, scale-independent 
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Figure 5.9: The red circles are the wp(u)ju measurements for the 2QZ+2SLAQ sample. These 

are very similar to those of the 2QZ sample alone (blue triangles). The green stars represent the 

higher clustered LRG sample from the 2SLAQ survey (Ross et al., in prep) . The models shown 

represent the projection of a single (dashed line) and a double (solid line) power law models. 
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Figure 5.10: ~(a, 11') measured for the 2QZ+2SLAQ sample (solid contours) and for the 2QZ sample 

alone (dashed contours). The two measurements show significant similarities. 
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bias). We now repeat the method adopted for fitting the 2QZ dynamical and geometrical distor­

tions, but also utilising the new 2SLAQ ensemble. The question now arises if the same e(r) model 

should be assumed, or if the velocity dispersion of the QSOs should still be fixed at 800 km s-1 . It 

can be seen that the 2QZ double power-law e(r) model is still a good description of both e(s) and 

wp(a) measurements for the combined sample. As the 2QZ and 2SLAQ samples have similar N(z) 

we would not expect to see clustering differences between them which would be due to redshift 

evolution. Any potential clustering difference between both sets would be due to the different 

luminosity of the samples. However, as suggested by both observations (e.g. Croom et al., 2005; 

Adelberger and Steidel, 2005; Myers et al., 2006), and simulations (Lidz et al., 2006) and, more 

importantly, as we shall see later in this chapter, QSO clustering is very weakly luminosity de­

pendent. We therefore assume the same e(r) prescription as used previously in chapter 3. We 

also assume the same velocity dispersion as for the 2QZ sample alone. It is not unlikely that the 

2SLAQ QSOs would have, on average, a different velocity dispersion. As pointed out by Berlind 

et al. (2003), Yoshikawa et al. (2003), or Tinker et al. (2006a), galaxies can be a biased tracer 

of the dark matter velocity distribution, just as they are of the dark matter spatial distribution. 

However, as found for the 2dFGRS galaxies and predicted by HOD models (Tinker et al., 2006a), 

the expected difference for MbJ ;S-20 is not significant. In addition, as most of the z-error is due 

to measurement error rather than intrinsic velocity dispersion (Croom et al., 2005), we chose to 

continue assuming< w~ >112= 800 kms- 1. 

The fit to the distortions in e(a, 1r) was performed with the same assumptions and over the 

same range of scales as in the previous 2QZ analysis (assuming the A cosmology). The result is 

shown in Fig. 5.11. As expected, the contours are indeed tighter than the ones obtained when 

fitting only the 2QZ e(a, 1r). This is due to the increased number of pairs, not only from the 2SLAQ 

sample alone but also from the cross-pairs in the NGC between the two ensembles, as they probe 

overlapping volumes. Also shown are the 1a and 2a confidence levels predicted from clustering 

evolution and linear theory of density perturbations (dashed lines). The dotted line is, as usual, 

the 1a joint confidence levels from both constraints. The best fitting values are n~ = 0.25::!=g:g~, 

{3(z) = 0.6o::!=gJt corresponding to a a X~in = 1.02 (12 d.o.f.). Although these results favour a 

somewhat higher value of {3 than the previous 2QZ only e(a, 1r) constraint, both obtained results 

are self-consistent, within the associated errors. Again, we should point out that the size of the 

error bars does not take into account any potential correlation between ~(a, 1r) bins . 
. , 

5.4 The L-z degeneracy 

A few recent works have looked at the evolution of QSO clustering (e.g. Croom et al., 2005; Por­

ciani et al., 2004; Myers et al., 2006). These suggest an increase of QSO clustering amplitude with 

redshift, a trend which is more significant at z;(; 1.6. This evolution contrasts with that expected 

from a long-lived QSO population model, or linear theory predictions, which generally predict a 
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Figure 5.11: Confidence levels in the [n~,,B(z)] plane from obtained from fitting the 2QZ and 

2SLAQ ~(a, 1r) z-space distortions (solid lines and shaded contours). Dashed lines show the 1 a 

and 2 a constraints from linear theory evolution. The dotted contour is the 1 a joint confidence 

level. 
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decrease of clustering amplitude with increasing redshift (Croom et al., 2001, 2005). The range of 

magnitudes covered by the QSO surveys used in these studies has not fully permitted the study of 

the luminosity dependence of QSO clustering. However, the combination of the 2QZ and 2SLAQ 

samples probably sees its greatest scientific contribution precisely in the range of luminosities it 

probes and for the first time allows a more rigorous determination of the QSO clustering depen­

dence on luminosity. Croom et al. (2002) have used the 2QZ sample alone for this purpose. Their 

results do hint that additional data, at fainter magnitudes, such as those obtained with the 2SLAQ 

effort, should be essential in the pursuit of this goal. 

To estimate the bJ band absolute magnitude, MbJ, we compute: 

(5.20) 

where bJ is the apparent magnitude, KbJ the k-correction in the bJ magnitude, AbJ the dust cor­

rection and d the luminosity distance that corresponds to the redshift z, measured in parsecs. The 

value of the k-correction was taken from Cristiani and Vio (1990). The galactic dust correction, 

AbJ is determined through: AbJ = 4.035E(B- V) (Schlegel et al., 1998). 

The above formula is used to determine the absolute magnitude of the 2QZ QSOs. To include 

the dust correction when determining the absolute magnitude of the 2SLAQ QSOs, one subtracts 

the g magnitude galactic extinction (Yred) at the QSO's coordinates from the observed apparent 

magnitude (g): g' = g- 9red, where g' is the dust-corrected g-band QSO magnitude. The other 

subtlety in combining the two QSO samples is accounting for the relation between the observed 

bJ and g magnitudes. However, this becomes quite simple as the transmissivity curves of the 

filters have a significant overlap and the same zero-point. Thus, we can treat these bands as being 

equivalent (Richards et al., 2005). Hereafter, and for the sake of simplicity, we shall refer to the 

QSO absolute magnitudes for both samples as if they had been measured in the bJ band, and 

represent both of them as MbJ. Therefore, the 2SLAQ QSOs absolute magnitude is determined 

by: 

(5.21) 

where g' already includes the dust correction in the g band. 

Fig. 5.12 shows how the 2QZ and 2SLAQ distribute in the [MbJ,z] plane. The 2QZ QSOs 

are shown in red and the 2SLAQ in blue. The cyan lines represent the adopted 2QZ bJ < 20.85 

and 2SLAQ 20.5 < g < 21.85 magnitude cuts. The QSO samples span the z-range 0.3 < z < 2.9. 

The yellow line shows how M;J changes with z. We adopted a second-order polynomial model to 

determine M;J (z) (Boyle et al., 2000; Croom et al., 2004; Richards et al., 2005): 

(5.22) 



5. 96 

-18 

b,=21.85 • 2QZ (21326 QSOs, 9498 N + 11828 S) 

• 2SLAQ (5967 QSOs, 4250 N + 1717 S) 

-20 

-22 

-24 

-26 

-28 
•• 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 
z 

Figure 5.12: Distribution of 2QZ (red) and 2SLAQ (blue) QSOs in the MbJ- z plane. The yellow 

line extending to z = 2.2 shows the second order M;J(z) model of Croom et al. (2004). The cyan 

lines represent the apparent magnitude bJ limits: the bJ = 21.85 and bJ = 20.5 lines are the 

magnitude limits on the 2SLAQ sample, and bJ = 20.85 is the faint magnitude cut on the 2QZ 

catalogue. 

We adopt the values obtained by Croom et al. (2004): M;J (0) = -21.61, k1 = 1.39, k2 = -0.29. 

Richards et al. (2005) showed that the parameterisation of the M;J (z) model is only marginally 

affected by including or not the 2SLAQ QSOs. The yellow line in Fig. 5.12 only extends to z = 2.2 

given the fitting range used in this parameterisation. 

The flux-limited nature of these two surveys is evident in this plot. More luminous QSOs lie 

at higher redshifts while fainter ones have lower redshifts. This means that, unless we probe a 

wide window in magnitude-space with our QSO surveys, it will be intrinsically hard to determine 

how QSO physical properties change with luminosity, for a fixed redshift. By combining the 

2SLAQ and 2QZ samples we are widening the magnitude window and hence making it possible 

to determine the dependence on QSO clustering with luminosity, free of any evolutionary effects. 

Fig. 5.13 shows how, using the two surveys together, we can look at a specific redshift range 
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Figure 5.13: Magnitude and redshift bins adopted for 2QZ and 2SLAQ QSOs. The numbers in 

each division of the "grid" are the numbers of 2QZ and 2SLAQ QSOs in the specific z and MbJ 

ranges. 

and determine the QSO clustering in different magnitude samples. This "vertical approach" to 

the [MbJ, z] distribution is possibly more physically justifiable than a "horizontal" one. Given 

the observed evolution of the luminosity function of 2QZ and 2SLAQ QSOs (Boyle et al., 2000; 

llichards et al., 2005), which can be described by pure luminosity evolution (PLE) scenarios, 

different z QSOs with the same absolute magnitude should be, in principle, unrelated. Even 

assuming a simple cosmologically long-lived model (Boyle et al., 2000) (even though this is not 

supported by clustering measurements, Croom et al. 2005) , we would expect a fading population 

of QSOs, and high-z objects with a given luminosity would correspond to a lower luminosity, 

lower-z population. However, if we concentrate on one particular epoch, by looking at given 

small redshift interval, we can study how clustering depends on luminosity, independently of any 

potential evolution effect. We use the upper absolute magnitude limit of MbJ < -22.3 to decrease 

the effect of host galaxy contamination when selecting fainter QSOs (Boyle et al. , 2000). 
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Figure 5.14: QSO ~(s) measured in different magnitude and redshift bins. The order of the panels 

is the same as that of the [MbJ, z] intervals in Fig. 5.13. The dashed line shows the best fitting 

power-law to the ~(s) of the full sample. The solid line is the ~(s) power-law fit to the data in 

each individual panel. 

5.5 Clustering as a function of magnitude and redshift 

Dividing up the QSO samples into magnitude and redshift bins significantly increases the error 

on our clustering measurements, simply due to the much smaller number of objects in each bin 

compared to the total number of QSOs (numbers in Fig. 5.13). This is also evident in Fig. 5.14, 

where we plot the xi(s) measurements in each of the panels in Fig. 5.13. The dashed line shows 

the best fitting power-law model to the overall2QZ+2SLAQ sample, over the 3 < s < 50 h- 1 Mpc 

range (~(s) = (s/6.20) - 1.66) . The solid lines are the best power-law models to each individual 

[MbJ, z] interval, fixing the ~(s) slope to 'Y = 1.66 and performing a x2 fit to determine the 

amplitude. The order of the panels in Fig. 5.14 is the same as in the panels presented in the 

[MbJ, z] plane in Fig. 5.13. 

By visually comparing the dashed and solid lines, we observe no dependence of QSO clustering 

on luminosity nor redshift. However, the size of the error bars motivates the further use of more 
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statistically robust tools. We therefore use the integrated correlation function up to 20 h - 1 Mpc 

in order to quantify the clustering amplitude in each magnitude-z bin. This quantity is then 

normalised to the volume contained in a 20 h-1 Mpc sphere: 

3 {20 
6o = 203 lo e(s)s

2
ds (5.23) 

The choice of using 20 h - 1 Mpc as the radius of the spheres to compute the averaged correlation 

function is due to the fact that this is a large enough scale for linear theory to be applied and, 

as shown by Croom et al. (2005), small-scale z-space distortions do not significantly affect the 

clustering measurements, when averaged over this range of scales. In addition, and as seen in 

Fig. 5.7, we can estimate the uncertainty through computing Poisson errors, and scale this by a 

factor of 1.25. This estimate should provide a fair description of the uncertainty on the correlation 

function measurements, and significantly reduce the computing time. 

We computed 6o using the Hamilton estimator in each of the bins shown in Fig. 5.13. The 

results for each redshift slice are shown in the four panels in Fig. 5.15. Red circles show the 

measurements in each magnitude bin. The shaded grey area shows the la 6o measurement for 

QSOs of all luminosities in that specific redshift slice and its length indicates the total range of 

magnitudes included. The dashed line represents the average value of 6o, for all redshift and 

magnitude ranges. It should be pointed out that the bin sizes were chosen in such a way that the 

precision of the clustering measurements was maximised, and therefore the distribution of QSOs in 

a given z-slice is not constant for all magnitudes. Thus, we do not expect our e2o measurements to 

be equidistant along the horizontal axis, as these are centred on the median values in MbJ of each 

bin. The top axis indicates the magnitude difference with respect to M;J ( < z >), at the median 

redshift of that specific "z - slice". The "rising" of the grey area as we move to higher redshifts 

is consistent with the results of Croom et al. (2005), who also found an increase of clustering 

amplitude with redshift, for the 2QZ QSOs. 

The number of QSOs in each MbJ- z bin, indicated in Fig. 5.13, is now reflected in the sizes 

of the 6o error bars. In the first, lower-z panel, for instance, the MbJ - z bin with only 533 QSOs 

corresponds to the 6o measurement with the largest error bar. The two intermediate z-slices are 

the ones where most of the gain of the 2SLAQ is observed and the ones with highest statistical 

value. Especially in the three highest-z panels, where it is possible to make 6o measurements in at 

least three of the four magnitude intervals adopted, a possible weak dependence of QSO clustering 

on luminosity is observed. The 6o measurement in the faintest bin seems to be higher than in 

the brighter magnitude bins that follow, whilst the brightest QSOs seem to have, again, higher 

clustering amplitude. This "curved" feature is somehow hinted in the three highest-z panels, 

but the size of the error bars do not allow a statistically significant conclusion to be drawn, at 

least any other than our results being consistent with luminosity-independent QSO clustering. 

The possibility of luminosity dependence comes only from the fact that the deviations from a 

flat e2o vs. MbJ trend do not seem stochastic, as the lowest and highest magnitude bins have, 
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Figure 5.15: The four panels represent the 6o measurements in different redshift bins. The 

median redshift of ea.ch z-interval is indicated in the top left of each graph. The top horizontal 

axis shows the absolute magnitude difference, relative to M;J ( < z > ). The red circles are the 6o 

measurements in different absolute magnitude bins, and are centred on the median values of each 

bin. The shaded area is the la 6o interval for all the QSOs in that specific redshift interval. The 

horizontal length of the shaded area represents the range of MbJ values of QSOs in that redshift 

interval. 
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systematically, higher clustering amplitude than the intermediate MbJ bins, even though below 

1a significance, in most cases. As the mass of the dark matter haloes correlates with clustering 

amplitude, the fact that the faintest QSOs at z "' 1.124 are strongly clustered could motivate 

new QSO clustering models. Although our results are in agreement with the hypothesis of a 

luminosity-independent clustering (X~ed = 1.16, over 12 d.o.f.), the hypothesis of QSO clustering 

being constant with redshift and luminosity is not supported by the data (X~ed = 2.50). 

5.6 Bias and halo masses 

The 6o vs. MbJ results motivate the analysis of the dependence of bias on luminosity and redshift. 

Croom et al. (2005) investigated the redshift evolution of QSO bias, using the 2QZ survey data. 

They found that the QSO bias does evolve very strongly with redshift; as the mass clustering 

amplitude decreases with increasing redshift, the slight upward trend observed in the 2QZ ~20 

reveals a strong increase of bias with z. 

We have seen that, under the assumption of a scale-independent bias, the bias can be obtained 

through (e.g. Peebles, 1980): 

b= 
~Q(r, 20) 
~p(r,20)' 

(5.24) 

where ~Q(r, 20) and ~p(r, 20) represent the QSO and matter real-space correlation functions, re­

spectively, averaged in 20 h -l Mpc spheres. We have also seen that the relation between the z-space 

and real-space correlation functions can be given by (Kaiser, 1987): 

(5.25) 

Combining both equations and taking into account that {3 = 0~6 jb leaves us with a quadratic 

equation in b. Solving it leads to: 

b(z) = 
~Q(s, 20) 
~p(r, 20) 

(5.26} 

Therefore, we can use our ~Q(s, 20) measurements, represented in Fig. 5.15 and, together 

with a theoretical estimate of ~p(r, 20), determine the bias that corresponds to that theoretical 

assumption and the observed clustering measurements, on the assumption of a cosmological model. 

Our results are shown in Fig. 5.16. To estimate ~p(r, 20), we use the P(k) non-linear estimate of 

Smith et al. (2003}. To determine ~p(r) we Fourier transform this P(k} estimate, and integrate 

the result up to s ~ 20h-1Mpc to compute ~p(r,20). The parameters used to generate the P(k} 

model were: n~ = 0.3, n~ = 0. 7, r = 0.17 and, for a better comparison with Croom et al. 's 

(2005) results, as = 0.84. This value is consistent with recent studies (e.g. Tytler et al., 2004}, 

even though recent measurements also tend to suggest somewhat lower values (Spergel et al., 

2006}. 
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Figure 5.16: Bias evolution for different luminosity QSOs. The different colours refer to different 

absolute magnitude bins. The stars are the result for all the QSOs in each specific redshift bin. 

The dashed line is the empirical model of Croom et al. (2005). Each point is represented in the 

median redshift of all the QSOs in the specific MbJ and z-ranges. 

The stars in Fig. 5.16 represent the b estimates for the magnitude-integrated samples, corre­

sponding to the shaded areas in Fig. 5.15. These values are very much in agreement with those 

found by Croom et al. (2005), using a similar method. The dashed line is the empirical description 

of b(z) found by those authors. It corresponds to b(z) = 0.53 + 0.289(1 + z) 2 . 

The circles refer to our measurements in different magnitude bins. The red ones correspond 

to the faintest, MbJ > -23.5 QSOs; the blue ones to the -24.5 < MbJ < -23.5 range; the green 

circles represent the QSOs with -25.5 < MbJ < -24.5 and the brightest, MbJ < -25.5 QSOs 

are represented by the yellow circles. Given the size of the error bars, which are related to the 

errors on the associated ~(20) measurements, no categorical conclusion can be drawn, regarding 

the possibility of a luminosity dependent QSO bias. The uprise in the bias values with redshift 

is unrelated to the different QSO luminosities, as a somewhat positive trend occurs for all QSOs 

irrespective of their magnitude. This is not entirely true for the brightest, MbJ < - 25.5, QSOs, 

(in yellow) for which the bias at z rv 1.3 seems higher than at higher redshifts. However, given the 

small number of QSOs (355) within that redshift/magnitude range, this result would need further 

study. 

The same "curved trend" seen for each redshift slice in Fig. 5.15 is also now apparent in this 

b(z) plot. The b values for each magnitude are centred in the median redshift of the QSO sub­

sample from which b was determined. Hence, in each redshift bin, the z-displacement of different 

magnitude points is due to the non-uniform distribution of the QSOs in the [MbJ, z] plane. That 

z-displacement, together with the colour-code in the left side of the plot, eases the interpreta­

tion of the different luminosity samples. If we concentrate on the 0.8 < z < 1.4 interval, we see 

this "curved" feature when comparing the bias of consecutively brighter QSOs. This feature is 



5. 103 

enhanced by the red, 2SLAQ-dominated, fainter bin, and its relatively small error bar. In the 

redshift intervals that follow, the same "curved feature" is observed, and again supporting the 

hypothesis that it might not be a simple stochastic variation of some luminosity - dependent vari­

able, centred in 0. But again, the magnitude of the error bars does present the major caveat in 

this analysis, and a more quantitative, "Occam's razor" approach, would see the current results 

as conservatively consistent with a luminosity - independent QSO bias. 

The bias of the QSOs is related to the mass of the dark matter halo they inhabit. The formalism 

of the relation between the two quantities was firstly developed by Mo and White (1996), who 

assumed a spherical collapse model. This was then extended to more complicated geometries, 

such as ellipsoidal collapse, by Sheth et al. (2001). In the analysis in this work the latter will be 

the adopted formalism. According to these authors, the bias can be related to the dark halo mass 

by: 

( ) 1 ( r.::( 2) r.:: 2)1-c (av
2

)c ) 
bMvMH,z =1+ y'a8c(z) yaav +vab(av -(av2)c+b(1-c)(1-c/2) (5.27) 

with a = 0.707, b = 0.5 and c = 0.6. v is defined as v = 8c(z)/a(MvMH, z). 8c is the crit­

ical density for collapse, and is given by: 8c = 0.15(127r)2130m(z)0 ·0055 (Navarro et al., 1997). 

a(MvMH,z) = a(MvMH)G(z), where a(MvMH) is the rms fluctuation of the density field on 

the mass scale with value MvMH and G(z) is the linear growth factor (Peebles, 1984; Carroll 

et al., 1992). a(MvM H) can hence be computed as: 

(5.28) 

where P(k) is the power spectrum of density perturbations and w(kr) is the Fourier transform of 

a spherical top hat, which can be given by (Peebles, 1980): 

(k ) 
= 

3
sin(kr)- krcos(kr) 

w r (kr)3 (5.29) 

where the radius r is related to the mass by: 

= (3MvMH) 1
/

3 

r 4 ' 1rPo 
(5.30) 

and Po = O~P~rit is the present mean density of the Universe, given by Po = 2. 78 x 10110~h2 M0 

Mpc-3 . 

Here, we adopt a linear form of the power spectrum, P(k) = PoT(k)2kn, where Po is simply a 

normalisation parameter that depends on as and T(k) is the transfer function, which we describe 

through the analytical formula of Bardeen et al. (1986): 

(5.31) 
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Figure 5.17: The four panels show the MvM H estimates in different redshift bins. The median 

redshift of each z-interval is indicated in the top left of each graph. The top horizontal axis shows 

the magnitude difference relative toM;)< z > ). The red circles show the dark matter halo mass 

measurements in different absolute magnitude bins, and are centred on the median values of each 

bin. The shaded area is the 1u interval for the MvM H value of all QSOs in that specific redshift 

interval. The horizontal length of the shaded area represents the range of MbJ values for the QSOs 

in the redshift interval. The dashed line shows the average MvMH at all redshifts. 

where q = kjr h Mpc- 1. As usual, r represents the shape parameter, which, taking into account 

the effects of the baryons, is approximately given by (Sugiyama, 1995): 

(5.32) 

The results of performing this analysis using our determination of the bias is shown in Fig. 

5.17. 

The panels show the dark matter halo mass associated with different luminosity QSOs, in the 

same redshift intervals as those plotted in Fig. 5.15. The horizontal axes show the QSO absolute 

magnitude (bottom), and its difference relative to M;J (top axis) , similarly to Fig. 5.15. In each 
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panel, the red circles represent the MvMH measurements in different magnitude bins, with error 

bars being the uncertainties corresponding to those obtained in our previous b(z) estimates. The 

shaded areas represent the 1a MvMH confidence levels when estimating the masses associated to 

all QSOs, irrespective of their luminosities. 

We find that, at all redshifts, QSOs seem to inhabit MvMH "' 3.02 x 1012h-1M 0 haloes 

(dashed line), very much in agreement with what was found by Croom et al. (2005). As pointed 

out by those authors, this result disfavours the picture of a long-lived QSO population. As the 

dark matter halo masses grow, with decreasing redshift, we would expect to see lower-z QSOs in 

more massive haloes, if that were the case. The fact that we do not means that, at consecutive 

redshift intervals, we are not observing the same QSO population, but rather distinct sets of 

objects. 

We also find, through our results, no evidence for MvMH segregation with QSO magnitude. 

All the values seem to be consistent with a flat MvMH - MbJ trend, indicating that QSOs 

seem to live in "' 1012h-1 M 0 haloes, independently of their luminosity. The only exception is at 

z"' 1.214, where there is some indication that the faintest QSOs are associated with~ 1013h- 1 M 0 

haloes. The "curved feature" seen in both 6o and bias determinations, is even less significant 

in this analysis, largely due to the size of the error bars inherent to the dark matter halo mass 

determination. 

5. 7 Estimating black-hole masses for different luminosity 

QSOs 

Several models and theoretical studies have been developed to try to determine the relation be­

tween the mass of the dark matter halo and the mass of the black holes associated with the 

observed QSOs. Here we will consider two possible scenarios: 1. a correlation exists between the 

dark matter halo mass (MvM H) and the black hole mass (MBH) (Ferrarese, 2002); 2. instead, 

a correlation can be established between the bulge velocity dispersion and the black hole mass 

(Ferrarese and Merritt, 2000; Gebhardt et al., 2000). If we assume that these relations do not 

evolve strongly with redshift, we can then estimate the black hole masses associated with different 

luminosity QSOs, given that we know the mass of the haloes that they inhabit. We can then 

determine if indeed more luminous QSOs are associated with more massive black holes. For each 

of the two scenarios, and following Ferrarese (2002) and Croom et al. (2005), we will consider three 

possibilities for the dark matter halo profile, which affect each of assumed scenarios differently. 

We will consider: a) an isothermal dark matter profile; b) a NFW (Navarro et al., 1997) profile 

and c) a profile inferred from weak lensing studies (Seljak, 2002), which, for the sake of simplicity, 

we will refer to as the "lensing" profile. 

When assuming a z-independent MBH - MvMH correlation, the three possible (a), b) and 

c)) halo profiles correspond to the following relations (Ferrarese, 2002): 
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1. a) Isothermal profile: 

BH DMH M (M )
1.82 

108M0 "'0.027 1012M0 (5.33) 

1. b) NFW profile: 

BH DMH M (M )
1.65 

108 M0 "' 0.1 1012 M0 (5.34) 

1. c) "Lensing" profile: 

BH DMH M (M )
1.82 

108M0 "'0.67 1012M0 (5.35) 

These three possible solutions only differ by a factor which "normalises" the relation between 

MBH and MvMH, and ranges from 0.027 (for an isothermal profile) to 0.67 (for a "lensing" 

profile). 

If we assume a z-independent correlation between the black hole mass and the circular velocity 

in the associated bulges (Shields et al. 2003, 2.), then other relations are obtained. 

Following Croom et al. (2005) and Wyithe and Loeb (2005a), the consequent relation between 

the dark matter halo mass and the black hole mass is given by: 

M - ( MvMH )2/3 ( ~n~ )5/6 ( )5/2 
BH- e 1012M0 18n20m(z) 1 + z 

(5.36) 

where ~ has the form: 

~ = 1871"2 + 82 (Om(z)- 1)- 39 (Om(z)- 1)2 (5.37) 

The constant e is related to the halo density profile. Different values of e will correspond to 

the same scenarios as considered in case 1.. Hence, and following Wyithe and Loeb (2005a), we 

have that: 

2. a) For an isothermal profile: 

e "' w-5.1 (5.38) 

2. b) For a NFW profile: 

e"'3.7x w-5 ·1 (5.39) 

2. c) For the "lensing" profile: 

e "' 25 X 10-5·1 (5.40) 

Again, as in case 1., the three different possibilities considered for the density profile differ 

only in terms of a normalisation parameter, in this case, given by the constant e. 

We now use relations 1. - 2., a), b) and c), to determine the mass of the black holes that 

correspond to our MvMH measurements, under different assumptions, and determine if, with the 

current data, we can relate the the black hole mass to the QSO luminosity. 
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Figure 5.18: Black-hole mass as a function of luminosity, in different redshift bins. The filled 

symbols and solid lines are obtained assuming a MBH - MvMH relation which is independent 

of z. The dashed lines and open symbols, which also correspond to the errorbars with larger 

tickmarks, assume a z-independent MBH - O"c relation. In both cases, the circles, squares and 

triangles correspond to isothermal, NFW and lens-studies-based halo density profile, respectively. 

The points are located at the median luminosity value of the QSO subsample they correspond to. 

On the vertical axis on the right of ea.ch panel is the equivalent Eddington luminosity scale to 

that on MBH, on the left. The yellow area represents the super-Eddington, L/LEdd > 1, regime. 

The dashed yellow line corresponds to a Eddington efficiency E = 0.01. It can be seen that some 

models imply super-Eddington solutions, and hence are unlikely to occur. Most of the models 

though, correspond to 0.01,:5 E;S 1.0 values. 
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Our results are shown in Fig. 5.18. Each panel shows the results obtained in a given redshift 

bin. Plotted is the black hole mass as a function of QSO luminosity. To determine the bolometric 

luminosity from MbJ we use (Croom et al., 2005): 

(5.41) 

The blue filled symbols and solid lines refer to hypothesis 1., where we assume a MBH-MDMH 

z-independent relation. The red open symbols and dashed lines relate to hypothesis 2., where we 

assume a MBH- ac relation independent of z. The filled and open circles show the a) estimates, 

in Eqs. 5.33 and 5.38, respectively, on which we assume an isothermal density profile. The squares 

show the results if we assume a NFW profile (b)) and the triangles if we assume the lensing profile 

(c)). The error bars are the corresponding uncertainties to those on the MvMH measurements, 

plotted in Fig. 5.17. To distinguish between the error bars, the ones that refer to hypothesis 1. 

are represented with short tick marks, whereas the ones that refer to hypothesis 2. have longer 

tick marks. 

For both of the assumptions, 1. or 2., the dark matter halo "lensing" density profile corre­

sponds to more massive black holes, and the isothermal density profile corresponds to the least 

massive black holes, as expected. Also, it becomes evident that assuming different profiles, being 

it under z-independent MBH- MvMH or MBH- ac scenarios, simply "shifts" the MBH -log(£) 

relation vertically. Even though the errors associated with the MBH are large, we can say that 

our values are consistent with those of Croom et al. (2005), who studied the evolution of MBH 

with redshift. 

The "curved feature" seen in the second and third panels is due to a similar trend being ob­

served in our 6o clustering analysis, where we reported a higher clustering amplitude at the lowest 

and highest magnitudes than at intermediate luminosities. 

Also shown, on the right-hand side vertical axis in each panel, is the Eddington luminosity. 

This is determined directly from the black hole mass as follows: 

039.1 ( MBH ) w 
LEdd = 1 1Q8M0 (5.42) 

The yellow area in the bottom of each panel represents the value of MBH that correspond 

to "super-Eddington" solutions ie, L/LEdd > 1. The dashed line represents the MBH -log(£) 

relation for an Eddington efficiency of E = L/ LEdd == 0.01. It can be seen that, for some of the sce­

narios considered, the mean efficiency is super-Eddington, in particular for models l.a) and l.b), 

ie, assuming an isothermal profile and an NFW profile, when considering that the MBH- MvMH 

relation that does not evolve with redshift. These relations are therefore unlikely to occur. Most of 

the remaining models suggest accretion efficiencies of 0.01;S E;S 1. It is somewhat unfortunate that 

the size of error bars do not allow us to draw conclusions regarding the significance of potential 
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Figure 5.19: Black-hole mass as a function of luminosity, over all redshifts. We here assume the 

"lensing" halo density profile. The filled blue triangles refer to a z-independent MBH - MvMH 

relation, and the open red triangles to a z-independent MBH - ac relation. The best fitting value 

of E in both cases are shown by the dashed yellow lines. 

changes of black-hole mass with luminosity of the associated QSO. 

We averaged the data over the whole redshift range, and determined if we can exclude the 

hypothesis that QSOs do not accrete at a fixed fraction of Eddington through a simple x2 analysis. 

Fig. 5.19 represents the results, by assuming a the "lensing" density profile and a z-independent 

MBH - MvMH (filled blue triangles) and MBH - ac (open red triangles) relations. Also shown 

are the best fitting values of E for both assumptions. 

It can easily be seen, from the MBH measurements, that the black-hole mass seems independent 

of QSO luminosity. In addition, the black-hole mass does not correlate tightly with the Eddington 

efficiency E, as a "flat" trend is observed in the MBH - L relation, which means that both luminous 

and fainter QSOs are associated to equally as massive black-holes, leading to higher values of 

accretion efficiency for brighter QSOs and lower for fainter QSOs. Hence, there seems to exist a 
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wide range of values for accretion efficiency consistent with a fixed black-hole mass. This dispersion 

of values favours the hypothesis that bright and faint QSOs are similar sources, but observed at 

different stages of their activity, as argued by the model of Hopkins et al. (2005a) and Lidz et al. 

(2006). 

Our analysis is supported by a x2 fit to the measured efficiencies. We found that, assuming 

a z-independent MBH - MvMH relation, E = 0.126~8:8g~, with X~educed = 4.34 (3 degrees of 

freedom), corresponding to a rejection of 99.9954%. If we instead assumed that the MBH - ac 

relation does not evolve with redshift, we obtain f = 0.015~8:88~, with X~educed = 2.10 (3 degrees 

of freedom), corresponding to a rejection probability of 99.9017%. Given the x2 values, it is still 

possible to reject a model where the QSOs of a given mass accrete at a fixed ratio f. Hence, 

although halo mass and black hole mass are probably closely correlated, black hole mass is almost 

independent of QSO luminosity and accretion efficiency. 

5.8 Conclusions 

The 2SLAQ QSO sample is an important tool for QSO clustering studies. 

Firstly, the 2SLAQ QSO survey complements the previous 2QZ sample in terms of z-space 

distortion analyses. We have shown that a double-power law e(r) model, which was previously 

shown to be a good description of the 2QZ real-space clustering, still describes well both the 

z-space and projected clustering measurements of the 2QZ and 2SLAQ samples combined. We 

fit the dynamical and geometrical distortions of the e(a, 11') contours, extending the formalism 

developed by Hamilton (1992) and Matsubara and Suto (1996) to include a double-power law 

e(r) model (Section 3.3.1, Model 1, and Appendix B) and fitting different "test" cosmologies 

(Alcock and Paczynski, 1979; Ballinger et al., 1996; da Angela et al., 2005). We find that the 

subsequent confidence levels obtained in n~ and {3(z) are similar to those obtained when using 

solely the 2QZ data, but tighter due to the increased statistics from extra 2SLAQ QSO pairs, 

and also the additional cross-correlation pairs in the NGC 2SLAQ and 2QZ overlapping volumes. 

When combining these results with orthogonal contours obtained from linear theory of density 

perturbations, we find that n~ = 0.25~8:8~. {3(z) = 0.60~8Jt similar to the values obtained from 

the 2QZ data alone. 

Secondly, the 2SLAQ QSO constitutes a new dataset with a potentially central role in terms 

of breaking the L-z degeneracy. The sample extends 1 magnitude fainter than the 2QZ, and 

spans the same z-range. Hence, the combination of both provides a unique dataset, as the overall 

magnitude range probed is similar, both at low and high-z. This allows us to interpret clustering 

results and possible luminosity dependent measurements in different redshift bins, hence reducing 

any evolutionary biases. Our results are consistent with luminosity-independent QSO clustering. 

Apart from at the lowest redshift bin where there we do not have very luminous QSOs, all redshift 



5. 111 

bins indicate a "curved" feature in terms of clustering measurements: the faintest and brightest 

QSOs seem to have a higher clustering amplitude than intermediate luminosity QSOs. This feature 

however, is not statistically significant. From the QSO bias we estimate the mass of the halos 

the 2QZ and 2SLAQ QSOs inhabit. Our results are consistent with those of Croom et al. {2005); 

QSOs seem to inhabit "' 3 x 1012h-1 M 0 halos, independently of their redshift or luminosity. 

This is in contrast to what would be expected with a long-lived QSO population model. Also, 

our results do not show a tight correlation between halo mass and QSO luminosity, as would be 

expected from models where fainter QSOs populate lower mass haloes. 

By assuming different density profiles for the dark matter halo and z-independent relations 

{such as MBH - MvMH or MBH - ac) we can estimate the masses of the black holes associated 

with the QSOs. If the Eddington limit is a relevant limit for the accretion rate, and if one 

assumes that the MBH - MvMH relation is z-independent, then isothermal and NFW density 

profiles are not likely to be appropriate for the haloes these QSOs inhabit, as they predict super­

Eddington accretions. This is no longer true if one assumes that the MBH - ac is independent 

of redshift, instead. Most of the other assumptions imply "' 108 - 1010 M 0 black holes, and 

accretion efficiencies of 0.01,:5 t:.:S 1. These results are very much in agreement with those of Croom 

et al. {2005), and McLure and Dunlop {2004}. In particular the latter measured the masses and 

Eddington efficiencies of high-z black holes using data from the SDSS DRl, through modelling the 

QSO spectra. Their analysis, significantly different from the one in the current chapter, results in 

MBH and efficiency f values similar to those we obtained. Different relations between the black 

hole and dark halo masses differ only by a scaling factor. Therefore, the trend observed in the 

MBH -log(L) plot is the same irrespective of the halo density profile and MBH - MvMHiMBH 

- a c relation. The observed flat trend could suggest that QSOs do not accrete at a fixed fraction 

of Eddington. 

The current analysis leaves room for future improvement. Future studies could relax the 

assumption that the error on the average correlation function, ~20, scales in a similar way as that 

on ~(s), and similarly to wp(a). A principal component analysis on our clustering measurements 

could be an interesting complement, which we will leave for future. 
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Chapter 6 
z-Space distortions ~n 

future luminous red 

galaxy surveys 

6.1 Introduction 

The wealth of information contained in cosmological surveys has been object of intense study, 

during the last decades. The three dimensional distribution of galaxies unveils the underlying 

large scale structure of the Universe and the physics behind galaxy formation, evolution of grav­

itationally bound structures and the dynamics of the Universe. Recent surveys (e.g., 2dFGRS, 

SDSS) carry a statistical weight that has permitted the estimation of cosmological parameters 

with unprecedented confidence levels (e.g. Tegmark et al., 2004; Hawkins et al., 2003; Cole et al., 

2005; Huetsi, 2006). Results from different studies seem to converge in a "standard scenario" in 

which two thirds of energy content of the Universe is accounted by "dark energy", which is leading 

to an accelerated rate of expansion (Perlmutter et al., 1999; Spergel et al., 2006). As the dynamics 

of the Universe and its matter content are well constrained with available data, it is due for new, 

future surveys to tackle "deeper", more detailed characteristics of the physics determining the 

expansion of the Universe. 

Recent measurements of the scale of baryon acoustic features in the galaxy correlation function 

and power spectrum (Cole et al., 2005; Eisenstein et al., 2005) have pioneered the determination 

of the equation of state of dark energy via clustering measurements on large datasets from cos­

mological surveys. However, the determination of w, where p = wp is the dark energy equation of 

state, relies on the precise determinations of the total amount of dark energy (Blake and Glaze­

brook, 2003), and even more when we try to estimate redshift variations of w, using different 

parameterisations to quantify this z-dependence (Glazebrook and Blake, 2005; Jassal et al., 2005; 

Liberato and Rosenfeld, 2006). 

With the aim of estimating the dark energy equation of state and further understand the cosmic 

expansion history of the Universe, different surveys are being prepared. Amongst them are LRG 

surveys, such as the AAn LRG survey (UK PI: T. Shanks), which aims to gather data from 350000 

LRGs at < z >"" 0. 7. The volume of information contained in such datasets will also constitute an 

113 
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enormous potential in terms of z-space distortion analysis. In this chapter it is argued if the level 

of precision on n~ required to place constraints on w can be achieved from those same datasets, 

in particular from the AAn LRG survey, by modelling the z-space distortions imprinted on the 

galaxy e(a, 1r) contours. To do this, we construct a LRG mock catalogue, mimicking the main 

characteristics of the AAn LRG survey, using the Hubble Volume simulation. We then apply 

the e(a, 7r) fitting method described on this thesis to constrain the values of n~ and f3(z) in 

the simulation, and quantify the uncertainty expected on these parameters, when the method is 

applied to the full LRG dataset. 

We also intend to validate the method presented on this thesis via Hubble Volume simulation 

results. In previous work, (Hoyle, 2000) used the Hubble Volume to create mock QSO catalogues 

and apply their e(a, 7r) fitting method, but the their method differed in the dynamical distortion 

model used to the one adopted here (they adopted Model II, section 3.3.2). Since they also used 

the input clustering amplitude directly from the e(s) measurements and not from parameterising 

e(r), suggests that we need to corroborate further our e(a, 7r) z-space distortion analysis in a 

simulated dataset. 

6.2 The Hubble Volume simulations 

To build mock galaxy catalogues we use the Hubble Volume simulations. For details on these 

the reader is referred to Evrard et al. (2002), for example. Quite briefly, the Hubble Volume 

simulations are large N-body simulations, containing rv 109 particles and were run by the Virgo 

Consortium (e.g. Jenkins et al., 1998). Two different cosmologies were assumed, when generating 

the simulations, an~ = 1, rCDM cosmology and an~ = 0.3, n~ = 0.7, ACDM model. We 

here use the latter run, whose model parameters are outlined in table 6.1. The simulation is 

initialised at zo, and the particles are "perturbed" with a Harrison -Zeldovich (P(k) ex: k) power 

spectrum, with transfer function derived from CMBFAST (Seljak and Zaldarriaga, 1996). The 

simulation lightcone output was used, as required to mock high-z surveys. The output simulation 

geometry consists of an octant extending from 0 (observer on the octant vertex) to the comoving 

length L. At 45° from the side of the octant there is a deep, 75° x 15° wedge, extending out to 

rv 5000 h-1Mpc (z rv 4). 

r Zo 

0.3 0.7 0.9 0.17 35 3000 

Table 6.1: The model parameters of the ACDM run of the Hubble Volume simulation. 
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6.3 Building a mock catalogue 

The lightcone output of the Hubble Volume simulation contains mass particles extending through­

out a very large volume/wide redshift range. To build a given galaxy mock catalogue we need to 

adopt a suitable bias prescription, allowing us to distinguish mock galaxies from the simulation 

mass particles. As previously seen, the bias can be given by the ratio of the galaxy correlation 

function to that of the underlying dark matter. Thus, and in particular, it reflects the different 

rms fluctuations of luminous and dark matter particles, in spheres of a given radius r (Kaiser, 

1984; Cole et al., 1998): 

(6.1) 

Consider an underlying mass density field. The probability of local fluctuations to be associated 

with galaxies should depend on the density contrast. Naturally, one would expect that the relation 

between the local density, bias and the probability of forming galaxies to depend on the physics of 

galaxy formation. In the present study it is not our goal to determine a bias prescription based on 

processes such as gas dynamics and feedback mechanisms, which will lead to a simulated galaxy 

distribution (e.g. Frenk et al., 1996; Pearce et al., 2001). Instead, our motivation is to predict the 

gains in terms of parameter estimation from ((a, 1r) fitting in future redshift surveys. As such, 

and following Cole et al. (1998), Hoyle (2000) or Myers (2003), we use a parametric determina­

tion of the galaxy probability and bias prescription, from the underlying mass density distribution. 

To determine the local density associated with a given particle we have assumed that this would 

depend only on its neighbouring particles, smoothed with a Gaussian kernel over a 3 h -l Mpc scale. 

The bias prescription will determine the probability of a galaxy being associated with a given 

particle. When the prescription is such that the clustering measurements match those of existing 

surveys, after correcting for the radial completeness, we are then left with a mock catalogue of 

those galaxies. 

6.4 Mock of a z I'.J 0. 7 galaxy survey 

Luminous Red Galaxies (LRGs) are a privileged tracer of large scale structure. In addition to 

being intrinsically bright and strongly clustered (e.g. Zehavi et al., 2005), they are relatively 

spectroscopically homogeneous and straightforward to identify photometrically (Cannon et al., in 

prep). These qualities are the basis of the A An LRG survey, which aims to gather observations 

of rv 350000 LRGs out to z rv 0.8. The (riz) colour and (19.8 < iAB < 20.2) magnitude selection 

results on a radial distribution of the LRGs extending from z rv 0.4 and peaking at z rv 0.7, 

as demonstrated at the survey pilot run. This was run at the AAn facility, a multi-object and 

integral field spectrograph. In particular the MOS mode, through using the 2dF top end, allows 

obtaining spectra from 392 objects, with spectral resolutions of 1200 - 10000. The imaging data 
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at the pilot run was obtained from SDSS DR4 (Adelman-McCarthy et al., 2006) imaging, but ul­

timately this will be obtained from the VST ATLAS Survey (PI: T. Shanks, Durham University, 

UK), an imaging survey to be performed at the VLT Survey Telescope (VST, Belfiore et al., 2005). 

The scientific goals of these LRG surveys are multi-fold. The prime aim is to make a precise 

measurement of the LRG power spectrum and determine the scale of the acoustic oscillations 

imprint. This feature has recently been detected in the z "' 0.35 SDSS LRG e(s), as an excess 

of clustering power at s"' 100h-1Mpc (Eisenstein et al., 2005) and in the power-spectrum of 

2dFGRS galaxies (Cole et al., 2005). Precise measurements of these "baryon wiggles" allow the 

determination of constraints in the baryon content of the Universe and the equation of state of 

dark energy (Cooray et al., 2001; Blake and Glazebrook, 2003; Eisenstein, 2005; Blake et al., 

2006)). Based on simulation results of Blake and Glazebrook (2003), and taking into account 

the high bias of LRGs, the AAn LRG survey should produce measurements of the dark energy 

equation of state parameter, w, with a 10% uncertainty (T. Shanks, priv. comm.). Other scientific 

motivations for the survey include the determination of upper limits on the neutrino mass (e.g. 

Elgan?}y et al., 2002; Elgar9}y and Lahav, 2005); the building of a LRG cluster catalogue, using the 

LRGs to identify galaxy clusters; the measurement of the LRG - QSO cross-correlation, enabling 

studies of QSO environment and LRG - QSO evolution; stellar population studies, through the 

stacking of LRG spectra as a function of redshift. However, and in addition to all these scientific 

results, one main scientific gain of the survey is the expected tightness of the confidence levels in 

n~ and /3(z) through e(a, 1r) z-space distortion analysis. The large number of LRGs, combined 

with the expected high clustering amplitude should significantly decrease any uncertainty in the 

determination of those values. In particular, they will complement the baryon acoustic oscillation 

analysis through a self-consistent determination of the energy density of the Universe, as the de­

termination of w requires very precise determinations of n~ (Blake and Glazebrook, 2003). 

We here build a LRG mock catalogue using the Hubble Volume simulation, mimicking the total 

survey size and expected clustering of the z "' 0. 7 LRGs. We applied a bias prescription to the 

mass particles, in order to determine the probability of each to correspond to an LRG. In order to 

build the LRG mock catalogue, we found that the bias prescription that produced the best results 

was to consider a "smoothed version" of the high-peaks model (e.g. Davis et al., 1985). In this 

case, the probability of forming a galaxy depends on v and is characterised by two parameters (a 

and b): 

0, v < -b/a 

P(v) = av + b, -b/a < v < (1 -b)/a 

1, v > (1 -b)/a 

where v(r) = 8(r)/a, with 8(r) = (p(r)- p)/p being the density contrast and a 2 =< 181 2 >. 

(6.2) 
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Cole et al. (1998) outlines several possible bias prescriptions. In particular, we also tested their 

Model 2. In this case, the bias probability is again characterised by two parameters (a and {3): 

{ 

exp(a11), 11 :::; 0 
P(11) ex 

exp(a11 + {3113/ 2), 11 > 0 
(6.3) 

however, it was found that the previous P(11) formalism (Eq. 6.2) provided a more suitable 

description of the LRG clustering than this latter one. 

For a given combination of values of a and b, in Eq. 6.2, the radial distribution of the biased 

particles is convolved with a "truncated" Gaussian N(z), peaking at z = 0.7 and extending from 

z = 0.4 to z = 0.8, and the sample is restricted to an area of"' 3200 square degrees, normalising 

the final catalogue to a sky density of 110 deg- 2• In the end, we are left with 353492 mock LRGs, 

with the expected radial distribution and sky density as in the AAn LRG survey. The values of 

the a and b that correspond to the analysis presented here are a = 20.0 and b = 0.2. 

Fig. 6.1 shows the final N(z) of the biased particles, that constitute the LRG mock catalogue 

(blue dashed line). The solid line shows the Gaussian N(z) used to mock the LRG distribution. 

The LRG N(z) peaks at z = 0.7, and the wings of the distribution follow that of the bell-shaped 

N(z) used for normalisation. Whereas both the distributions extend from z = 0.4, the mock 

LRGs only extend to z = 0.8. This happens due to our initial intention of building a 2SLAQ LRG 

mock catalogue, with a Gaussian N(z), extending from z"' 0.4 to z "'0.8. As the observations of 

the 2SLAQ survey have now been completed and the data is being analysed, an AAn LRG mock 

catalogue was instead constructed, and using the same input from the Hubble Volume , extending 

to z "' 0.8. It is not expected that, had the 0.8 :::; z :::; 1.0 been included, our z-space distortion 

analysis would have been different. If all clustering measurements are performed consistently and 

the random points correctly mimic the LRG distribution, the non-inclusion of the high-z tail of the 

Gaussian N(z) should not affect the conclusions on this chapter. For this reason, the extrapolation 

of the Gaussian curve for 0.8 < z < 1.0 is shown by the dashed line. 

Fig. 6.2 shows the projected correlation function of the mock LRG sample (red circles). Also 

shown are the wp(a) results from the(< z >"' 0.35) SDSS DR2 LRGs (Zehavi et al., 2004) (open 

blue stars) and those of the ( < z >rv 0.55) 2SLAQ LRGs (Ross et al., in prep, filled green stars). 

It can be seen that the mock LRG sample indicates a somewhat higher clustering amplitude then 

the two other LRG survey results. Utilising a different bias prescription will change this result 

considerably. It is not our aim to provide a clustering measurement that will exactly mimic the 

SDSS or 2SLAQ results. Given the higher redshift and different selection of these LRGs, we would 

not expect to measure exactly the same clustering amplitude as in these two surveys. Instead, 

we intend to determine the relative constraints on n~ and {3(z) that should be obtained from the 

AAn LRG survey, rather than the actual values of these parameters, from the mock catalogue, 

and hence the exact amplitude of the clustering should not be of crucial importance, given that the 

shape and magnitude resembles those of existing LRG surveys. The error bars shown represent 
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Figure 6.1: The dashed blue line is the N(z) of the mock LRGs, extending from z = 0.4 to z = 0.8. 

Shown by the solid black line is the Gaussian N(z) peaking at z = 0.7, used to convolve the LRG 

radial distribution. The dashed black line is the extrapolation of this curve for 0.8 < z < 1.0. 

field-to-field errors. The 2SLAQ sample was divided into 16 different regions and the variation of 

the wp(a) measurements in each of those was used to determine the error on wp(a). It should be 

pointed out that, in this case, since the LRGs are so strongly clustered, the correlation between 

pairs in one given separation bin will be large, and the use of the Poisson formula to estimate 

the errors would lead to an underestimated value of the true uncertainty. Given the simulation 

resolution we are only considering the results for a> 1 h- 1Mpc. 

We used the wp(a) measurements to estimate the LRG real-space correlation function, ((r). 

For a statistically robust sample, ((r) can be obtained directly from wp(a) through (Von Zeipel, 

1908; Lilje and Efstathiou, 1988; Saunders et al., 1992): 

1 1CXl 1 dwp(a) 
((r) = -- ( 2 2)1/2 d da 

7r r a -r a 
(6.4) 

However, we here infer ((r) through the method previously adopted for the 2QZ survey (chapter 

2; da Angela et al. 2005) in order to further test the application of wp(a) parametric fits and their 

robustness in the determination of ((r). The wp(a) measurements of the mock LRGs suggest 

a double power-law parameterisation for ((r). The best fitting ((r) model to the wp(a) points 

corresponds to: 

{ 

( 14~31 ) -1.
60

, r :=:; 10 h-1Mpc 
((r) = 

C2~7o)-2.4o' r > lOh-tMpc 

and its projection is shown by the solid line in Fig. 6.2. 

(6.5) 

Given that in the mock LRG sample we can directly measure the "true" correlation function, 

free from any dynamical distortions, we can compare the ((r) model above, obtained by fitting the 

wp(a) data and the real-space correlation function measurements, computed from the simulation 



6. 

1000.00 

100.00 

b 10.00 '-... 
----b ........., 

0... 

== 

1.00 

0.10 

• Mock LRG survey 

-tr SDSS DR2 LRG 

* 2SLAQ LRG 

- Projection of double power-low ~(r) 

t 
t 

10 
a (h-1 Mpc) 

119 

Figure 6.2: The red circles show the wp(a)/a measurements from a mock LRG survey. The 

errorbars represent jacknife errors. Also shown as open blue stars are the wp(a)/a from the 

( < z >= 0.35) SDSS DR2 LRG sample (Zehavi et al., 2004) and the < z >= 0.35 2SLAQ LRG 

sample as green stars. The solid line shows the projection of a double-power law ~(r) model. 
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directly. This is shown in Fig. 6.3. The red circles are the LRG real-space ~(r), measured directly 

from the real-space positions of the LRGs in the mock catalogue, using the Hamilton estimator. 

The errors shown are field-to-field errors from the 16 subsamples. The dashed line shows the best 

fitting double power law model to the ~(r) measured directly from the mocks, and is parameterised 

by: 

{ 

( 
r )-1.80 h-1 

13.84 , r ::; 10 Mpc 
~(r) = 

( r ) -2.20 10 h-IM 
12.80 ' r > pc 

(6.6) 

The solid line shows the double power law ~(r) model obtained by fitting wp(a) (Eq. 6.5), 

whose projection is represented in Fig. 6.2. The similarities between the dashed and solid lines 

illustrates that the two different parameterisations give similar overall ~(r) descriptions. Also 

shown, as open pink triangles, are the ~(r) measurements obtained by deprojecting wp(a). The 

wp(a) inversion is calculated by assuming a step function for wp(a), and performing a linear 

interpolation between the a values (Saunders et al., 1992; Hawkins et al., 2003). For r = ai: 

~(ai) = _..!_ L wPJ+t - wPi ln J+ V J+l ' 

(

a· 1 + . I a2 - a 2 ) 

7r i?.i ai+l- ai ai + JaJ- af 
(6.7) 

It can be seen that the inversion technique does provide very reliable measurements of ~(r), as 

found by Hawkins et al. (2003) using 22 2dFGRS mock catalogues also from the Hubble Volume 

simulation. However, we find that the above formula is sensitive to the binsize of wp(a). For larger 

bins, Eq. 6.7 is likely to underestimate ~(r). This effect should also depend on the clustering 

strength of the galaxies, and the fact that our mock sample is highly clustered will, in principle, 

amplify this dependence on the binsize. 

Also shown by the dash-dotted line, is the non-linear prediction of the dark matter clustering 

at z,...., 0.7. This was computed using the P(k) model of Smith et al. (2003), with the same model 

parameters as the Hubble Volume simulation (in table 6.1). The amplitude difference between the 

mass ~(r) and that of the mock LRGs reveals the high-bias of the mock sample. This difference 

changes very slightly with scale, hence indicating that our bias prescription does not imply a 

highly scale-dependent bias. 

It is not surprising the fact that deviations from a ~(r) power-law model are seen in our mock 

sample. The shape of the correlation function will naturally depend on the bias prescription used. 

Ultimately, however, it will also be a function of the physics behind the mass clustering (e.g. Smith 

et al., 2003) and that of galaxy bias (e.g. Rees, 1985). The power-law form is a popular description 

of correlation functions, and it does hold as a suitable description over a limited separation range 

(Peebles, 1974b; Fisher et al., 1994; Norberg et al., 2001). However, and as suggested by our QSO 

clustering analysis on chapter 2, correlation functions do show deviations from simple power-law 

models, as corroborated by other observational results (e.g. Groth and Peebles, 1977; Shanks et al., 

1983; Maddox et al., 1990; Baugh, 1996; Zehavi et al., 2004). In particular, the change of slope 

suggested by our results could be due to the curvature of the ~(r) contribution from galaxy pairs 
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Figure 6.3: The red circles shows the ~(r) measured directly from the Hubble Volume mock LRG 

survey. The open pink triangles are the ~(r) values obtained by inverting wp(a). The solid line 

shows the double power-law ~(r) model obtained from fitting wp(a), and the dashed line is the 

best fit double power-law to the "true" ~(r) values (red circles) . The dash-dotted line shows the 

mass ~(r) at z ,...., 0.7, obtained using the non-linear P(k) model of Smith et al. (2003) , with the 

Hubble Volume parameters. 
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Figure 6.4: The red circles show the~( s) measurements from the Hubble Volume mock LRG survey. 

Again, the open blue stars are the SDSS ~(r) measurements (Zehavi et al., 2005; Eisenstein et al., 

2005) and the green stars the ~(s) values from the 2SLAQ LRGs (Ross et al., in prep). 

in different halos (e.g. Zehavi et al., 2004; Tinker et al., 2006b). 

The LRG ~(s) measurements from the mock catalogue are shown in Fig. 6.4. The symbols are 

the same as in Fig. 6.2 and again the error bars represent the field-to-field error from 16 mock 

LRG subsamples. Again, the red circles represent our measured clustering values, with associated 

field-to-field errors. Open blue stars are the SDSS LRG results (Zehavi et al., 2005; Eisenstein 

et al., 2005) and green stars the 2SLAQ LRG ~(s) results (Ross et al., in prep.). Again it is 

evident the higher clustering amplitude of the mock LRGs, relative to the SDSS or the 2SLAQ 

LRG samples. 

The solid line shows the predicted ~(s) from the the best fitting ~(r) model to the wp(a) values 

(Eq. 6.5). This was obtained by computing a ~(a, 1r) model from that ~(r) parameterisation 

and with the dynamical distortions characterised by < w~ > 112= 600 kms- 1 and f3(z) = 0.24. 

The value of< w~ > 112 is that measured directly from the biased Hubble Volume LRGs and the 

value of f3 is the one predicted by combining the low-z bias estimate of the 2dFGRS (Hawkins 
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Figure 6.5: ~(a, 1r) contours from the Hubble Volume mock LRG survey. The strong clustering of 

the LRGs is also evident in this plot. 

et al., 2003) with the mock LRG clustering amplitude, and computing the growth factor of density 

perturbations (Carroll et al., 1992). The ~(a, 1r) model is then spherically averaged, resulting in a 

~(s) description. For details on the ~(a, 1r) model see section 3.3.1 and appendix B. 

The 3 - 30 h- 1 Mpc range over which the solid line is plotted represents the ~(a, 1r) fitting 

range. In this range, the double power-law ~(r) model is a good description of the data. At larger 

scales, the clustering signal is lower than that to what expected by extrapolating this model. This 

is likely an effect due to our bias prescription. At lower scales the clustering measurements will 

be affected by the simulation resolution. 

The ~(a, 1r) measurements are shown in Fig. 6.5. Again, we only represent scales larger that 

1 h - 1 Mpc due to the resolution of the simulation. This will not affect our present analysis given 

that we are only interested in the z-space distortion effects at intermediate scales. From Fig. 6.5 

it is evident the strong clustering amplitude of the mock sample. 

We fitted the ~(a, 1r) z-space distortions, using the double-power law ~(r) parameterisation ob­

tained through wp(a) fits (Eq. 6.5), the value of velocity dispersion measured from the simulation 
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Figure 6.6: The solid contours and shaded regions represent the constraints on n~ and f3 from the 

~(a, 1r) z-space distortion fitting of our mock data. The dashed lines are the la and 2a confidence 

levels from linear evolution of clustering. The dotted contour shows the la joint confidence level. 

(600kms- 1), and the fitting range shown in Fig. 6.4. The result is shown in Fig. 6.6. 

The solid contours and shaded region represent the constraints obtained from the z-space 

distortion fitting. The best fitting parameters from this fit alone are n~ = 0.25:!::8J~ , {3(z) = 
0.30:!::8:8~ , with X~educed = 1.05 (37 d.o.f.). The reason why the best fitting value of n~ is not 

exactly n~ = 0.3 is due to the uncertainty in the form of ~(r). However, that value is well 

within the la confidence limits. The dashed lines show the la and 2a linear theory prediction of 

f3(z = 0.7), given the 2dFGRS results (Hawkins et al., 2003) and our ~(s) clustering amplitude. 

Shown as a dotted contour is the la joint confidence level, which corresponds to n~ = 0.21:!::8 :8~, 

{3(z) = 0 . 28:!::8:8~. To confirm that the discrepancy between the best value of n~ from the z-space 

distortion analysis alone and that expected (0~ = 0.3), we repeated the analysis using the double 

power-law description of the true real-space data, as measured from the mock catalogues directly. 

This parameterisation corresponds to the dashed line in Fig. 6.3. The result of performing the 

~(a,1r) fitting using this ~(r) model as an input is shown in Fig. 6.7. 

As before, constraints on n~ and {3(z) from z-space distortion analysis alone are shown by the 



6. 

0 
E 

c 

1.0 

0.8 

0.6 

0.4 

0.2 

0.2 

125 

0.4 0.6 0.8 1.0 
P(z) 

Figure 6.7: As previously, the solid contours and shaded regions are the constraints on n~ and 

{3 from the ~(a, 1r) z-space distortion analysis. Now we assume a different ~(r) parameterisation, 

obtained from the mock catalogue directly. The dashed lines are the la and 2a confidence levels 

from linear evolution of clustering and he dotted contour shows the la joint confidence level. 
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shaded contours and solid lines. Now, the best fitting values from the z-space distortion alone are: 

n~ = 0.30:!:8:8~, (J(z) = 0.31:!:8:8~ (X~educed = 1.43). Once we combine these with linear theory 

predictions (dashed lines) we obtain the joint contour shown by the dotted line. The best fitting 

values from the combined constraints are: n~ = 0.25:!:8:8~. (J(z) = 0.28:!:8:8~ (X~educed = 1.49). 

6.5 Conclusions 

The next steps in the quest for a coherent cosmological picture will depend on the findings from 

the next large cosmological surveys. Large quantities of data will be used to determine the equa­

tion of state of dark energy and its (possible) redshift evolution. With this in mind, large datasets 

from LRG surveys are particularly wealthy, in what concerns the amount of information they 

carry and the precision they permit in the determination of physical quantities. Given that they 

are intrinsically bright and easy to identify through the pronounced 4000A spectral break (Eisen­

stein et al., 2001; Padmanabhan et al., 2005) and that they are strongly clustered (Zehavi et al., 

2005; Padmanabhan et al., 2006), these galaxies are efficient tracers of the underlying large scale 

structure. 

In the present work we used the Hubble Volume simulation to construct a mock LRG catalogue, 

and predict the constraints that could be obtained in n~ and (J(z) from fitting the z-space 

distortions in the ~(a, rr) clustering patterns, using a method previously developed on the thesis. 

In particular, we constructed a mock survey with the characteristics of the AAn LRG survey. The 

size of the survey and its radial distribution make it an excellent tool for detecting the baryon 

signature in the correlation function at 100 h- 1Mpc, and put constraints in the equation of state 

of dark energy. However, constraining w demands a very tight confidence interval on the value of 

n~ (Blake and Glazebrook, 2003), and we explore whether this can be achieved from the same 

survey, through modelling z-space distortions in the LRG ~(a, rr). z-space distortions alone do 

provide a tight constraint in the value of n~, but only by combining this constraint with the 

orthogonal confidence levels in the [n~, (3] plane can we obtain the level of precision required. 

In particular, assuming a flat cosmology, we determine that n~ can be determined with ,...., 7% 

accuracy. 

Producing estimates of the underlying form of ~(r) from fits to wp(a) can lead to potential 

shifts in the determined values of n~ and (J(z). However, the clustering signal of the AAn LRG 

Survey will allow precise ~(r) determinations by directly deprojecting the wp(a) measurements. As 

for the previous cosmological surveys analysed in this thesis, given the larger size of the confidence 

levels in our n~ and (J(z) estimates from the z-space distortions in the 2QZ and 2SLAQ samples 

(chapters 3 and 5), these potential shifts should be well within the quoted errors. 



Chapter 7 
Conclusions 

7.1 Summary and results 

Over the last years redshift surveys have had a profound contribution to our knowledge and un­

derstanding of the Universe. Large cosmological datasets such as the 2dFGRS (e.g. Colless et al., 

2001) or the SDSS (e.g. Loveday, 2002) have produced results with unquestionable statistical value, 

and tools such as correlation functions or power spectra have allowed tight constraint of cosmo­

logical scenarios. The fact that the derived cosmological constraints are in such a good agreement 

with those from CMB studies, in particular those of WMAP (Spergel et al., 2006) has had two 

repercussions in the scientific community. Firstly, there is a generalised acceptance of what we 

call the Standard (or concordance) Model, in which two thirds of the Universe is accounted by 

dark energy, a dynamic cosmic field characterised by a negative pressure and accounting for the 

accelerated expansion. The matter content accounts for one third of the total energy density, 

with the baryon fraction corresponding to only ,....., 15% of the total matter content. The second 

consequence of these results was the concept of Precision Cosmology. The joint constraint on the 

matter and baryon contents of the Universe from WMAP (3-year results), 2dFGRS, the Cosmic 

Background Imager (CBI, Pearson et al., 2003), the Arcminute Cosmology Bolometer Array Re­

ceiver (ACBAR, Kuo et al., 2004) and Lyman-a are n~ = 0.23~8:8!, ng = 0.044~8:88! (Spergel 

et al., 2006). This level of precision in cosmological parameters is unprecedented. However, these 

tight confidence levels may lead to a false sense of security: the wealth of information contained 

in redshift surveys has indeed proved crucial in our recent learning curve, but it has also shown 

us that there is much more to discover and understand. The importance of redshift surveys in 

the determination of cosmological parameters has been shown, for example, by Blanchard et al. 

(2006), who demonstrated that a EdS cosmology could still explain the WMAP observations, if 

one assumes a lower value of H0 and relaxes the assumption that the primordial power-spectrum is 

scale-free. Only through large scale structure observations, and in particular by fitting the baryon 

acoustic oscillation imprint on the clustering measurements, can one exclude the possibility of a 

n~ = 1 cosmology. 

The aim of this thesis was to contribute to our broad understanding of the Universe, by 

statistically analysing datasets from QSO surveys (2QZ and 2SLAQ), LBG surveys and large N­

body simulations. We will here divide the main results into two groups: one of a more cosmological 

nature and another, where we will detail more astrophysical implications of this work. 
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7 .1.1 Cosmology 

If the standard scenario is correct, it should also explain the clustering and z-space distortions ob­

served in our data, which spans a wide z-range. We used the 2QZ, 2SLAQ QSO and LBG samples 

to constrain the geometry of the Universe (by determining n~ through the Alcock-Paczynski test) 

and to study the clustering of underlying dark matter and infall into local overdensities (via {3(z) 

estimates from modelling dynamical infall). We also use a sample of LBGs to study the effects 

of z-space distortions in their measured clustering pattern in orthogonal directions, and infer the 

potential wealth of future z rv 3 surveys. 

QSO clustering and z-space distortions 

In chapter 2 we estimated the real-space correlation function of QSOs at z rv 1.4, using the 2QZ 

survey. The power-law deviations seen in the z-space ~(s) measurements are unlikely to be solely 

due to the effects of small scale random motions, smearing the clustering signal of close QSO pairs. 

Fits to the sky projected correlation function suggest a double power-law parameterisation of the 

QSO real-space correlation function. This parameterisation is also in good agreement with the ~(s) 

measurements, if we assume a value of velocity dispersion suggested by previous studies. We have 

also verified that the double power law model is in agreement with what we expect from the ACDM 

non-linear clustering predictions (Smith et al., 2003) and what is seen in other large cosmological 

surveys, such as the 2dFGRS. We have also concluded that the value of {3(z = 1.4), if estimated 

from the ~(s)/~(r) ratio, depends very sensitively on the ~(r) parameterisation. Assuming a 

double-power law ~( r) model results in {3( z) = 0.32~8S~. 

In chapter 3 we analyse z-space distortions in the 2QZ clustering by modelling the ~(a, 1r) 

contours. The assumed ~(r) parameterisation is of crucial importance, when modelling the effects 

of z-space distortions in orthogonal directions. The "spherical" change in amplitude needs to 

be an accurate description of ~(r), in order for deviations seen from this spherically symmetric 

clustering to be solely due to z-space distortions, rather than dominated by lower-order amplitude 

~(r) misfits. 

We compared two different dynamical distortion models and explained the differences between 

them. We then used one of the models to fit the z-space distortions seen in the 2QZ ~(a, 1r) con­

tours. The choice of the model to use was based in our assumption of the ~(s)- ~(r) relation and 

in the need to better compare our results with other studies, namely the ~(a, 1r) modelling of the 

2dFGRS data. When using this model to fit the 2QZ ~(a, 1r) contours we found the following best 

fitting parameters: n~ = 0.35~gj~, [3(z) = 0.50~8:~~, assuming a flat, n~ = 0.3 cosmology. These 

are found after combining our z-space distortion analysis with constraints from large-scale linear 

clustering evolution. Our results should, in the absence of noise, be independent on the assumed 

cosmology. As such, we have also fitted the clustering measurements in orthogonal directions in a 

n~ = 1.0 cosmology, having found similar constraints. The value of [3(z = 1.4) found here differs 

from that obtained from the ~(s)/~(r) analysis in chapter 2, but they are both consistent within 
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the la confidence level. 

In chapter 5 we combined the 2QZ survey data with the fainter QSO sample from the 2SLAQ 

survey. We found that the two samples show similar clustering results, in terms of z-space and 

projected correlation functions. The double-power law ~(r) parameterisation found for the 2QZ 

is still a good description of the 2SLAQ QSO clustering. By fitting the z-space distortions seen in 

the 2QZ+2SLAQ joint sample we find n~ = 0.25~g:g~, (3(z) = 0.6o~gj~. Hence, by adding the 

2SLAQ QSO signal, we obtain a value of (3(z) greater than that found for the 2QZ sample alone, 

in chapter 3. The values are still consistent however, within the la confidence level. The value 

of n~ is more constrained than that found previously from the 2QZ sample. This is due to the 

increased statistics, by having more QSO pairs at a given separation, and from the curved shape 

of then~- (3(z) contours from clustering evolution in linear theory, which are tighter in then~ 

space for higher values of (3(z). 

Using the integrated correlated function up to 20 h-1Mpc we found evidence for an increase 

of QSO clustering amplitude with redshift, in agreement with what had previously been found 

from the 2QZ data alone (Croom et al., 2005). As these authors, and also as found in a sample 

of photometrically classified SDSS DRl QSOs (Schneider et al., 2003; Myers et al., 2006), we find 

that the QSO bias significantly increases with z. 

z-space distortions in LBG surveys 

We then apply in chapter 4 the z-space distortions analysis developed in the context of the 2QZ 

to a sample of distant, star-forming, z "' 3 LBGs. Given the small size of the fields of view in 

this survey, there is not enough information in the sky direction to better constrain the real-space 

LBG clustering. Instead, we rely on the information along the redshift direction to obtain a 

~(r) input in our ~(a, 1r) fitting, especially at scales greater than "' 10 h-1Mpc. This does not 

produce any systematic error in our z-space distortion analysis if we restrict our fitting range to 

scales large enough not to be significantly affected by redshift errors or small-scale peculiar veloc­

ities. By measuring wp(a), we found a typical clustering length of r0 = 4.48~gj~ h-1Mpc, with 

'Y = 1.76~g:g~ (e(r) = (rjr0 )-'Y), which is comparable to the values found by other studies. The 

higher space density of LEGs improves our relative constraints inn~ and (3(z), relative to those 

that would have been obtained with a similar number of 2QZ QSOs. It was found n~ = 0.55~g:~g, 

(3(z) = 0.25~g:gg. However, given the apparent lower value of (3(z = 3) of the LBGs, and the cur­

vature of the linear clustering constraints on the [0~, (3(z = 3)] plane, the degeneracy between 

these two values, when estimated from z-space distortion analysis, is not completely lifted by the 

linear clustering evolution constraints. Using the Hubble Volume simulation to predict the gains 

in the n~, (3(z = 3) confidence levels, with a survey of"' 2300 LBGs using the VLT VIMOS 

instrument, we show that the (3(z = 3) constraints should become tighter by a factor of "' 2, 

whereas the constraint on n~ does not improve significantly, relative to that obtained with the 
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Figure 7.1: The red circles are the ~;?ass(z) computed from the 6o measurements from the 2QZ, 

2SLAQ and LBG surveys and the respective values of {3(z) from ~(a, 1r) z-space distortion analysis. 

The open blue circle shows the ~;?ass computed from the 2dFGRS data. Also shown as a dashed 

line is the ACDM prediction, using the non-linear P(k) model of Smith et al. (2003). 

present LBG dataset. 

The combination of our results allows us to study the evolution of dark matter clustering as 

a function of redshift. Combining or measurements of {3(z) = Om(z)0 ·6 /b(z), at z ,...., 1.5 and 

z,...., 3 from z-space distortion analysis with those of the average spherical clustering (6o), we can 

compute ~;?a88 (z), at those redshifts, and compare with what we expect from ACDM predictions. 

This is shown in Fig. 7.1. The dashed line shows the ACDM prediction (obtained using the 

Smith et al. (2003) P(k) model), which is parameterised using a WMAP /2dF cosmology with 

n~ = 0.27 and as = 0.84 (Percival et al., 2002). Shown as the open blue circle, is the z ,...., 0.15 

~;?ass calculation from the 2dFGRS which, as expected, is in perfect agreement with the theoretical 

prediction. Our results, shown by the solid red circles, also predict values of ~;?ass consistent with 

ACDM predictions. 

7.1.2 Astrophysics 

We combined the 2QZ and 2SLAQ QSO samples in an attempt to address the possible luminosity 

dependence of QSO clustering. If the luminosity of the QSOs correlates with the mass of the host 

dark matter haloes, then QSO bias should also depend on QSO luminosity. 

The black-hole- QSO connection 

In chapter 5 we explore this black-hole - QSO connection. By splitting the 2QZ and 2SLAQ 

data into different redshift intervals, we can study the (potential) luminosity dependence of QSO 

clustering in each bin. No significant luminosity dependence of QSO clustering is found. 
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From the measured bias values associated to QSOs at different redshifts and luminosities we 

can compute the mean halo masses associated to those QSOs. This relies on the assumption 

of a ellipsoidal collapse model of density perturbations (Sheth et al., 2001), derived from bias 

calculations of Mo and White (1996), who developed the model from the Press-Schechter formalism 

(Press and Schechter, 197 4). Our results suggest that the mass of the dark matter haloes associated 

with QSOs is independent of both redshift and luminosity. 

Different dark matter halo density profiles affect differently the circular velocity of the bulge 

associated with the supermassive black-holes (SMBHs). Consequently, determining black hole 

masses from the dark matter halo masses will intrinsically depend on the form of the halo profile 

assumed. In addition, we also rely on our assumption of z-independent relations linking the 

SMBHs and their host haloes. For all the relations here assumed, our results suggest that at 

a given redshift, black hole mass is approximately independent of QSO bolometric luminosity, 

and thus accretion efficiency. Therefore, QSOs do not appear to radiate at a fixed fraction of the 

Eddington luminosity. Assuming isothermal or NFW density profiles, and a MBH- MvMH z­

independent relation, will cause the most luminous QSOs to live in a super-Eddington regime. On 

the other hand, the assumption of a halo density profile as suggested by lensing studies (Seljak, 

2002) implies sub-Eddington accretion rates for the most luminous QSOs. 

Our results corroborate and complement those of Lidz et al. (2006), whose simulation results 

based on the models of Hopkins et al. (2005a), Hopkins et al. (2005b), Hopkins et al. (2005c), 

Hopkins et al. (2005d), Hopkins et al. (2006) suggest that QSO luminosity should not be correlated 

with the mass of the host dark matter halo. The reason is that the same massive halos host faint 

and bright QSOs, and the difference in luminosity is due to the QSOs being observed in different 

periods of their lifetime. Another consequence is that QSO clustering should not correlate strongly 

with luminosity, again, just as shown by the data. 

Those authors also agree with the result shown in this thesis and Croom et al. (2005), and con­

clude that QSO clustering and halo mass does not evolve strongly with redshift, even though QSO 

bias substantially increases as we move to higher z. This could hint at possible anti-hierarchical 

QSO formation (Merloni, 2005; Cowie et al., 2003; Lidz et al., 2006), as halos harbouring QSOs 

would have deeper potential wells at high-z than at low-z, leading to more luminous black holes 

being observed at high-z than at low-z. The reason for the rapid decrease of QSO bias with time is 

related to haloes of"' 1012 -1013 M0 corresponding to rarer, high-density-contrast peaks at higher 

redshift. The results of those authors also predict that a large range in QSO luminosity should 

correspond to a very restricted range in QSO halo masses, as our observations and measurements 

seem to indicate. 



7. 132 

7.2 Conclusions and future prospects 

In this thesis we have seen what the clustering of QSOs and galaxies can teach us about the physics 

of the Universe. The combination of the n~ constmints from the z-space distortion ~(a, 1r) fitting 

of the 2QZ, 2SLAQ and LBG data is n~ = 0.30~8:~~. slightly higher than, but consistent with, 

the WMAP measurements. However, we must note the number of assumptions being made when 

estimating n~ and (3(z). The first one, and perhaps the most relevant, is that our ~(a,1r) z-space 

distortion model does not take into account a possible scale dependence of bias. It is unlikely 

that the bias is scale independent, as argued, for instance, by Tegmark and Peebles (1998), Mann 

et al. (1998), Blanton et al. (1999). However, and as shown by the first authors, this scale de­

pendence may not be significant within the range studied here. One possible alternative would 

have been to perform the z-space distortion ~(a, 1r) analysis withing the framework of the Halo 

Occupation Distribution (HOD) model (Tinker, 2006; Tinker et al., 2006b). A second assumption 

is that the velocity dispersion could, in principle, be implemented including a scale-dependence 

factor (Scoccimarro, 2004). A model including the scale dependence of the velocity dispersion 

has been developed by those authors, and future study could investigate the effect of introducing 

that additional dependence in our analysis. However, other studies concluded that including this 

dependence has little effect on the fitting results (e.g. Hawkins et al., 2003; Jing et al., 1998). 

As discussed, many other methods for estimating n~ and (3 from cosmological datasets have 

been developed. Selecting a given statistical tool or a data-mining algorithm to have tight con­

straints on these parameters is not a straightforward task. Most of the methods rely on different 

assumptions and are affected differently by possible systematics. We have here developed a method 

to constrain n~ and (3 from the distortions imprinted in the clustering pattern of QSOs and galax­

ies via dynamical and geometrical effects. We used the autocorrelation function of the objects to 

determine their clustering. We found that, due to the degeneracy between the z-space anisotropies 

due ton~ and (3, the !-parameter confidence levels on each parameter depend on the value of the 

remaining one. In other words, due to the general trend of the confidence levels on the (f!~, (3) 

plane, the lower the value of (3, the larger the uncertainty on n~. and for low best fitting values 

of n~, we should also expect a larger uncertainty on our determination of (3. 

Outram et al. (2004) used a similar method for constraining the same cosmological parameters, 

from the distortions seen in the 2QZ power-spectrum results. Their (1 a) error on both parameters 

is tl.(3 "' 0.10, tl.f!~ "' 0.15, which are similar to the values obtained in the present thesis (see 

chapter 3). Therefore, as we are measuring the clustering at large scales, the errors associated 

to the best fitting parameters are similar, using both power-spectrum or correlation function 

statistics. The (3 constraint is also comparable to that found from the 2dFGRS. Hawkins et al. 

(2003), for instance, by fitting the dynamical distortions on the 2dFGRS ~(a, 1r), obtained tl.(3"' 

0.09. 

But the constrains on these values are actually considerably stronger once one utilises datasets 
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such as the recent three-year WMAP release (WMAP3) or the SDSS LRG catalogue. In particular, 

using the WMAP3 data alone, the constraint on n~ is n~ = 0.238:8:8:~ (Spergel et al., 2006), 

hence a much more precise measurement of the density of the Universe than that obtained here. 

Once we combine these measurements with others from large-scale structure, this constraint is 

even tighter: the combination of the WMAP3 constraint with that from the 2dFGRS galaxy 

power-spectrum, gives n~ = 0.236:8:8~~ (Spergel et al., 2006). Weak lensing results provide also 

an additional method to constrain n~, as shown by Contaldi et al. (2003). Those authors used 

the WMAP first-year data together with the red-sequence cluster survey results (RCS, Hoekstra 

et al., 2002) and determined the statistical gain on the likelihood constrains on the (!2~, a 8 ) plane. 

Including the RCS datasets reduces the uncertainty on n~ by a factor of 2. 

Tegmark et al. (2006) measured the real-space power-spectrum of the SDSS LRG survey and 

combined it with the WMAP results to determine cosmological parameters with a great level 

of accuracy. Their results yield ~n~ "' 0.02. They also use the LRG P(k) determinations to 

determine /3, both though z-space distortion analysis and by determining the bias (b) from the 

ratio of the LRG power to the CMB power. They show that the two independent measurements 

are in agreement, even though the second method carries a smaller uncertainty: ~/3 rv 0.035 for 

the z-space measurement and ~/3 "' 0.014 for the power-amplitude measurement. 

Similarly to our bias determinations (via estimates of /3), three-point statistics such as bispec­

trum analyses of galaxy clustering also allow measurements of the bias. The latter are, however, 

independent of the cosmological model assumed. Verde et al. {2002) measured the galaxy bis­

pectrum from the 2dFGRS survey, concluding that the non-linear bias parameter is actually very 

small and consistent with zero. The constraint on the linear bias is of the order of "" 10%: 

b1 = 1.04:8:11· A possible future bisp~~t:~lim analysis of the 2QZ and 2SLAQ samples would com­

plement our determination of fJ via z-space distortions, due to its independence on geometrical 

effects. 

Feedback mechanisms likely to occur in LBGs further motivate new, larger z "" 3 surveys. 

In particular, our results demonstrate what can be expected from future LBG surveys, such as 

the VIMOS LBG Survey, in terms of ~LBa(a, 11') z-space distortion analyses. Using imaging 

data from the MOSAIC I and II cameras at the KTNO and CTIO observatories, the VIMOS 

instrument will allow measurements of the LBG clustering at large angular scales, and support 

more reliable measurements of the LBG real-space clustering than those possible at the writing 

of this thesis. The real-space clustering measurements will allow the study of clustering and bias 

evolution scenarios and also acknowledge a better understanding of the large-scale LBG coherent 

infall and z-space distortions. In addition, by observing the LBGs in the foreground of distant 

QSOs we can probe the three dimensional distribution of the LBGs and of Lyman-a: and metal 

systems, detected through absorption features in the QSOs' spectra. By computing LBG-Lyman-o: 

and LBG-CIV cross-correlations we are able to probe galaxy- IGM interactions, due to the large-
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scale infall of gas into the potential well caused by the galaxies, at large scales, and the effects 

of feedback mechanisms, such as ionisation and galactic outflows, at smaller scales. However, if 

we are to seriously address the LBG - IGM connection through cross-correlation techniques it 

is crucial to understand how dynamical (and possible geometric) processes affect the auto- and 

cross-clustering measurements. 

Our analysis suggests a {3(z = 3) value with "' 20% uncertainty, but the extra information 

from pairs at large angular separation, where z-space distortion effects are dominated by infall 

dynamics, should prove extremely relevant for obtaining further {3(z = 3) constraints. In addition, 

at the smallest scales, the survey should improve the statistics in terms of Lyman-a transmissivity 

at small galaxy-cloud separations. Results of Adelberger et al. {2003) suggested the existence of 

feedback mechanisms leading to a deficit in Lyman-a absorption at small separations from the 

galaxies, which would be explained by feedback mechanisms, such as supernovae winds. Later 

work {Adelberger et al., 2005) did not show evident signs of strong LBG feedback. Testing this 

hypothesis and the fact that SPH simulations still suggest that the observed absorption is lower 

than predicted {Adelberger et al. {2005) and references therein) also serve as additional motiva­

tions for the VIMOS LBG Survey, which will permit us to address these questions with a more 

statistically robust sample. 

In chapter 6 we showed that large LRG surveys, such as the AAO LRG Survey or the VST 

ATLAS Survey, should provide very tight constraints on n~ {and n~), via the z-space distortion 

analysis here developed. The potential of these surveys is therefore unique, as their statistical 

weight alone will allow tight constraints in the density of dark energy (through e(a, rr) z-space 

distortions) and its equation of state (through baryon acoustic oscillations). 

In particular, we use the Hubble Volume simulations to build a z "'0.7 LRG mock catalogue. 

Using the lightcone output of the Hubble Volume simulation, we mocked a LRG sample similar to 

what is expected to be obtained with a future AAn LRG survey. The prime aim of this survey 

is to measure the equation of dark energy via baryon acoustic oscillation features in the LRGs' 

power-spectrum, by obtaining "' 350000 LRGs in a very large volume. However, in order to 

measure w accurately, one needs to have very tight constraints on the value of n~. Whereas these 

can be obtained from the recent WMAP and 2dFGRS constraints {Spergel et al., 2006), we test if 

the required level of precision can be achieved from z-space distortion analysis of the LRG sample. 

With that in mind, we constructed a bias prescription determining the probability of forming a 

galaxy from the local density field. 

We computed the sky-projected and z-space correlation functions and determined the real­

space e(r), both by performing parametric fits to Wp(a) and inverting e(r). As such, the present 

analysis also serves as a test to the fitting method and e{a, rr) model applied to the 2QZ and 

2QZ+2SLAQ samples. We find that a double power law e{r) model is a good description of 

the LRG e(r), and this parameterisation leads to the following constraints: n~ = 0.25~g:~~' 
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{3(z) = 0.30:!::8:8~. Once we combine the constraints with those found from linear clustering 

evolution, we obtain: n~ = 0.21:!::8:8~, {3(z) = 0.28:!::8:8~· 

e(a, 7r) z-space distortions should, in principle, also allow constraints on w, via geometrical 

distortions and the Alcock- Paczynski test. However, the geometrical distortions caused by w and 

n~ are extremely degenerate, and hence to constrain the equation of state through the Alcock­

Paczynski test we would need to know the value of n~ (and {3(z)) with a great level of accuracy. 

Nevertheless, this test would allow a complementary analysis to be made from the LRG sample, 

in terms of determining the dark energy equation of state. We also expect that z-space distortion 

analysis applied to datasets from the Panoramic Survey Telescope and Rapid Response System 

(PANSTARRS) or the Dark Energy Survey (DES) will give complementary information that can 

be combined with the cosmology constraints here obtained, and contribute to the dawn of the 

precision cosmology era that we are now witnessing. 

This thesis demonstrates the importance of z-space distortions in the statistical analysis of large 

datasets of QSOs and galaxies. Clustering measurements and the dynamical effects superimposed 

on them can tell us about the dynamics of the Universe and geometry and the physics of evolution 

of large scale structure. A "standard scenario" theory must account for observations of large­

scale structure and the clustering statistics of large datasets. So far we have shown that current 

observations do agree with this standard picture, but still further tests are vital. New, more 

complicated models for the dynamical distortions in e(a, 7r) can be developed and new, even more 

statistically robust, datasets of galaxies will become available. These will prove crucial not only 

in questioning the standard model and the actual precision of "precision cosmology" from a new 

perspective, but also to address more intricate questions about the physics, nature and fate of the 

Universe, via clustering statistics and z-space distortion analyses. 
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Appendix A 
The two point 

correlation function 

Statistics such as the two-point correlation-function (e) are used to quantify and describe the 

clustering and the distribution of objects. 

Consider a distribution of points with density function p(x). Its mean is given by: 

(p(x)) = n (A.1) 

e(x) is defined as the joint average of the density at tWO different locations Separated by X 

(Peebles, 1980): 

e(x) = ((p(r + x) - (p) )(p(r) - (p) )) 
(p)2 

or, alternatively, by defining the local overdensity as: 

8(x) = p(x) - (p) 
(p) ' 

we can re-write Eq. A.2 in a slightly simpler form (e.g. Bernardeau et al., 2002): 

e(x) = (8(r)8(r + x)) 

(A.2) 

(A.3) 

(A.4) 

Another way of defining the two-point correlation function, e(x), is by interpreting it as the 

excess probability (due to clustering) of finding a pair of objects at a given separation- x - relative 

to a Poisson (unclustered) distribution (Peebles, 1980). 

8P = n8V(1 + e(x)) (A.5) 

is the probability that one has of finding an object, at separation x from a neighbour, located in 

a volume 8V. If e(x) = 0, we have: 

8P = n8V, (A.6) 

which is the case for uniform Poisson distribution, in which there is no correlation between the 

objects. If, in Eq. A.5 e(x) > 0, the objects are clustered, (positively) correlated; if -1 < e(x) < 0, 

the positions of the objects are said to be anticorrelated. 
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Defining ~ as an excess probability is by no means in contradiction with its definition in the 

previous subsection. In fact, we can re-write Eq. A.2 as: 

(p(r + x)p(r)) = n 2(1 + ~(x)) (A.7) 

which is remarkably similar to Eq. A.5. A simple way of understanding the reason why these 

two equation, should, in fact, be so similar, was also pointed out by Peebles (1980). Imagine that 

we want to populate a mock Universe with galaxies, and the spatial density of galaxies would be 

p(r). The probability of finding one galaxy in a volume element 8V is: 

8P = p(r)8V, (A.8) 

i.e., a Poisson process where the expected number of particles is a function of position (compare 

with Eq. A.6). Now, the probability of finding a pair of objetcs situated at positions r1 and r2, 

in volume elements 8V1 and 8V2, respectively, is 

(A.9) 

which, if we average over our whole mock Universe, using Eq. A.7, will result: 

(A.lO) 

which is the same as Eq. A.5, where we implicitly assume that our galaxies are indistinguishable 

objects. 



Appendix B 
The ~(a, 1r) model for a 

double power-law ~ ( r) 

In Chapter 3 we introduce a ~(a, rr) z-space distortion model that was used to measure the 

dynamical distortions observed in the 2QZ ~(a, rr) (Model I). On chapter 4 we also use this same 

model to fit the distortions measured on the 2-D clustering of z"' 3 LBGs. Let us remind ourselves 

of the equations presented in Section 3.3.1. 

The 2-D z-space correlation function is given by: 

~(a, rr) ( 1 + ~,B(z) + ~,B(z) 2) ~o(r)Po(JL) 

( ~,B(z) + ;,B(z)2) ~2(r)P2(JL) 

+ 3
8

5 ,B(z) 2~4(r)P4(JL), 

(B.1) 

(B.2) 

(B.3) 

JL being the cosine of the angle between r and 1r and Pt (JL) the Legendre polynomials of order l. 

~1(r), 6(r) and ~4(r) are the moments of order l of the linear ~(r). The form of the moments is a 

function of ~ ( r): 

( 1)1 ( r )I ( d 1)1 
61(r) = r~+l Jo xdx x

21 
dx x x~(x) (B.4) 

The calculation of these moments when assuming a single power-law ~(r) model was once 

presented by Matsubara and Suto (1996) and, once we combine these with Eq. B.1 - B.3 and 

assume the usual power-law model ~(r) = (r/ro)-'Y, ~(a,rr) takes the simple form: 

~(a, rr) = ~(r) (1 + 2(1- 'YJL2) ,B(z) + -y(-y + 2)JL4- 6rJL2 + 3 ,B(z)2) , (B.5) 
3--y (3--y)(5-l) 

However, given the discussion presented previously in this thesis, we found that double power­

law ~(r) models were sometimes good descriptions of the data we were studying. Therefore, the 

use of Eq. B.5 would be incorrect, in these cases, which led us to compute the corresponding form 

of ~(a, rr), for a general double power-law ~(r) form. 

We here present this calculation, for future reference. 

Let us consider a double power-law ~(r) model, parameterised differently before and after a 

given separation c: 
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(B.6) 

Given Eq. B.4, for l = 1: 

6(r) = (B.7) 

(B.8) 

(B.9) 

(B.lO) 

(B.ll) 

And, for l = 2: 

(B.12) 

(B.13) 

(B.14) 

(B.16) 

l (B.l7) 

When A= Band '/'l = ')'2, it can easily be seen that the expressions for r > c simplify to those 

when r < c. To obtain ~(a, 1r) we substitute these expressions in Eqs. B.l - B.3. The Legendre 

polynomials are given by: 



B. The ~(a, rr} model for a double power-law ~(r) 

Po(IL) = 1 

1 2 
P2(1L) = 2(3/L - 1) 

1 
P4(IL) = B(35M4

- 30M2 + 3) 

141 

(B.18} 

(B.19} 

(B.20} 
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