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Abstract 

Keywords 
magnetohydrodynamics - radiative transfer - shock waves 
astrochemistry - atomic processes - molecular processes 

stars : formation - circumstellar matter 
Infrared : Interstellar medium 

ISM : individual objects : L1157- jets and outflows 

Recent observations show that young stars being fmmed eject matter at several tens 
of kilometers per second, in the form of jets and outflows that impact the matter whose 
collapse is at the origin of the formation of the star. The supersonic impact between 
this jet and the parent interstellar cloud of the star generates a shock front, in the form 
of a bow-shock, which propagates in the collapsing interstellar gas, and also an inverse 
shock that propagates along the jet itself. The structure of these shocks depends on their 
velocity as well as on the physical properties of the gas in which they propagate. Numerical 
MagnetoHydroDynamical (MHD) simulations of the propagation of such shocks are a way 
to model the molecular emission arising from these regions, and thus to constrain the 
physical and chemical properties of the gas in which these molecular lines are emitted. 
A large grid of shock models is ran, for different values of key parameters such as the 
shock velocity; the pre-shock density, the magnetic field, ad the shock age. The emission 
of molecular hydrogen (whose treatment is included inside the shock code) is studied 
first. Pure rotational and rovibrational excitation diagrams are buHt for each model, and 
compared to the available observations of the bipolar outflow L1157. These comparisons 
cop.firm the necessity to use non stationary models to be able to interpret the observed 
column densities of H2. 

The emission of other characteristic molecules in the shocked region is then studied. 
The radiation transfer is computed thanks to a program based on the LVG (Large Veloc­
ity Gradient) approximation. In the case of SiO, comparisons with observed integrated 
intensities in L1157 are done, independently from the molecular hydrogen results, with a 
good agreement for stationary shock models and under diverse assumptions regarding the 
initial repartition of silicon in the dust grains, and oxygen in the gas phase. An attempt 
to simultaneous fitting of SiO and H2 observational data is then done, that is their fit 
by a very same (non stationary} shock model, with encouraging results. To complete this 
study, CO emission is treated similarly as SiO, and studied over the whole models grid. 
CO is then added to the list of molecules whose production and emission can be modelled 
by the same shock model as H2 and SiO with a satisfying agreement, even if this addition 
does not yield further constrain on the shock and medium properties. 
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Modelling molecular outflows 
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Young stars and bipolar outflows 

1.1 An introduction to star formation 

Stars form from the gravitational collapse of prestellar condensations in molecular 
clouds, which consist of large, magnetized, and generally gravitationally bound structures, 
made of gas and dust. In this Section, we study the pre~existing conditions that rule the 
equilibrium of such structures and the processes that can generate their gravitational 
collapse, eventually leading to episodes of star formation. 

1.1.1 Jeans Criterion 

In this Section, we follow Lequeux et al. (2002) to establish the Virial's theorem that 
translates the equilibrium of self-:graviting structures, and to derive the Jean's criterion 
that indicates whether such a system wiH collapse or not. 

Simplest version of Virial's theorem. Virial''s theorem is the fundamental theorem 
that accounts for the equilibrium of self-graviting structures in the Universe. Let us consi­
der a system of particles whose mass is mh whose position is ri relatively to an arbitrary 
origin, and undergoing a force Fi. Its momentum of inertia is given by 

(1.1) 

whose time-derivate writes 

(1.2) 

leading to 

1 cf2J I: (dn)2 I:-- -.-.. = m· - + F · · r· = 2T + 0 2 dt2 z dt z z 
i i 

(1.3) 

In this equation that governs the dynamical evolution of the system : 
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Chapitre 1. Young stars and bipolar outflows 

• T is the kinetic energy of the system, which equals the thermal energy for a system 
at rest. If the system is not at rest, other terms must be added relative to the 
macroscopic moves of the gas ; 

• n is the system's potential energy. 
The system's equilibrium condition hence writes : 2T + n = 0, which is the simple version 
of Virial's theorem, accounting for the compensation of the gravitational collapse by the 
particles macroscopic moves. 

Jeans mass. For a spherical cloud homogeneously formed of perfect gas, isolated and 
without macroscopic moves, whose total mass is M : 

and 

3MkT 
T = Tthermal == ~~, 

2 J-LmH 

3GM2 

0= ----- 5 R . 

(1.4) 

(1.5) 

Using these expressions and developing R in terms of the mass M and density n this form 
of Virial's theorem leads to an instability criterion, predicting a gravitational collapse for 
such a system if its mass exceeds a critical mass Mcrit,th 

( 1 )2 (5kT)3/2 (4 )-1
/2 

M> Mcrit,th = J-LmH 2G · 31rn (1.6) 

Jeans length. For modeling purposes, it might be useful to express Jean's criterion 
in terms of a dispersion relation, as Jeans himself did for an isothermal infinite uniform 
medium without magnetic field nor macroscopic move, whose density is p. Three equa­
tions describe this system : the continuity equation, the movement equation, and Poisson 
equation, given by : 

~ +V·pv=O, 

p(a;; +v·Vv) =-VP-pV<P, 

V 2<P = 4nGp, 

(1.7) 

(1.8) 

(1.9) 

where if!· is the gravitational potential. The last equation is incorrect for an infinite medium 
because a uniform density would generate a diverging potential, but does not bear too 
delicate consequences, as we only consider a perturbation of the system. Using the index 
'0' for the equilibrium quantities and the index '1' for the perturbative ones, v = vb 

p == Po + PI, <P = <Po + <P1, we can linearize the above equations 

(1.10) 

(1.11) 
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(1.12) 

under the extra assumption that PIp = c§ = kBTk/lt is co11stant. The combination of 
these equatio11s then leads to 

(1.13) 

itself leading to the dispersion relation linking the pulsation w and the wave number 
k = 21r I,\ for a given perturbation : 

(1.14) 

The unstable modes for which w2 < @ hence verify : 

(1.15) 

Jeans length is AJ == 27rlkJ. Jeans mass is the correspondi11g mass comprised in a cube 
whose side length is AJ, and corresponds to the largest mass gravitationally stable in a 
medium with given density and temperatures. It is also similar to that given by Equa­
tion 1.6. 

At a given temperature, Jeans mass decreases when the density increases. A collapsing, 
isothermal gas will then remain unstable as long as it cools sufficiently efficiently to remain 
isothermal. For a different state equation, P <X p'Y, we get MJ <X p(3"Y/2- 2). When "/ > 413, 
Jeans mass increases with the density, and the collapsing mass can stabilize. 

General expression of Virial's theorem without magnetic field. A more general 
expression can be obtained from the dynamical equations, here expressed in cartesian 
coordinates 

(1.16) 

or under its vectoria:l form 

p-=p -···· +v·Vv =-VP-fracVB281r+-B·VB-pV<P, Dv (av ) 1 
Dt at 47r 

(1.17) 

where v =- Dr/ Dt, p, P, B, and CfJ respectively refer to the global velocity, density, 
pressure, magnetic field, and gravitational potential. v stands for the macroscopic velocity, 
the atomic microscopic velocity being accounted for by the pressure P. Multiplying this 
expression by r and integrating it over the cloud's volume V, we obtain the successive 
terms: 

• the left hand side term becomes fv pr · ~; dV = ~~- 2Tmacro- Indeed D2 I I Dt2 = 
2 fv pr·(Dvl Dt)dV +2 fv pv2dV, and Tmacro = (112) fv pv2dV is the volumic kinetic 
energy associated to the macroscopic moves ; 
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• the thermal pressure term is- Iv r ·V Pdv == 3 fv PdV- Is Pr · dS == 3V(P- Pext)· 
Is is a surface integral and S is the vector perpendicular to the cloud's surface. 
The system is assumed to be in equilibrium with an external pressme Pext, and P 
is the average pressure inside the cloud. In this expression, we used the following 
equality: ~ fv V· (rP)dV + Iv PV · rdV =-Is Pr · dS + 3 Iv PdV, and the fact 
that Is r · dS = 4?TV and V· r == 3; 

• similarly, the magnetic pressure gradient is 
-(1/8) Iv r ·V B 2dV = -(1/8) Is B2r · dS + (3/8?T) Iv B 2dV; 

• the magnetic tension term becomes 
(1/47r) Iv r · (B · V')BdV = -(1/47t) Iv B2dV + (1/4?T) Is(B · r)B · dS; 

• fina:Hy - fv pr · V cl> ::::::: 0 is the gravitational potential energy. 
The general form for Virial's theorem is then 

with Pmag = B 2 j8?T and P = nk8 TK. being the internal thermal pressure. TK is the kinetic 
temperature. 

The equilibrium then writes in the absence of magnetic field : 

2Tmacro + n + 3V(P- Pext) = 0, (1.19) 

Virial's equilibrium stability. 

8 

1. cloudy sphere without external pressure nor magnetic field. 
In this simple case, the equilibrium writes : 2u + n = o, where u - Tmacro + 
(3/2}Mk8 TK, where M is the total mass and TK is the kinetic temperature. A 
radius perturbation of 6R induces a variation off: 

1 .. ( au an) 
2,61 = · 2 oR + ()11, 6R (1.20) 

and the stabiUty is assured if fj < 0, that is if iR < 0 or 28ujoR+o0j8R < 0. In 
a purely thermal system with a polytropic state equation, u __: (3/2)MkTK = 3PV. 
The choice of the complementary hypothesis of a polytropic state equation P oc p'Y, 
then leads to the influence of 'Y on the evolution of the,system : the stability condition 
is only verified if 'Y > 4/3. In particular : 
• the is0thermal virialized systems ( 'Y = 1) are unstable when isolated and in ab­

sence of a magnetic field ; 
• the adiabatic systems ("! = 5/3) are stable. 

2. cloudy isothermal sphere without macroscopic move nor magnetic field. 
In the case of an isothermal sphere without macroscopic moves nor magnetic field 
the Equation 1.19 becomes (combined with Equations 1.4 and 1.5) 

~ !vfkT- ~ GM
2 

- 4?TR3 Pext = 0 
2 J.LmH 5 R 

(1.21) 
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In this equation, if (M, T) are given, R depends on Pext· Particularly if R is large, 
internal and external pressure compensate. If P ext increases, the radius decreases, 
and so does the gravitational term, further reducing the radius : the equilibrium 
is unstable towards an external pressure increase, possibly leading to the system's 
collapse. 

1.1.2 From a dynamical to a magnetic star formation scenario 

:S.1 

2 8 

Figure 1.1 - Mass-radius relation for spherical, isothermal, non magnetized clouds in a 
constant external pressure Pext! k = 3800 K cm ~3 . The critical point (*}corresponds to the 
highest possible mass, and moves on the straight line of slope 2 with the temperature. It 
separates the gravitationallly stable structures (solid line) from the unstable ones (dashed 
curve). Taken from Chieze (1987). 

The dynamical theory. In this context, the gravitational stability of isothermal spheres 
with external pressure was the object of focus for the independent works of Bonnor (1956), 
Ebert (1957), who derived analytical solutions for self-gravitating, ideal gases, and the as­
sociated criterion for gravitational collapse. In such conditions of given (Pext, T), Chieze 
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(1987) obtained a relation linking M apd R, shown on Figure 1.1. Correcting the Equa­
tion 1.21 in the case of a non homogeneous spherical isothermal sphere in equilibrium, 
Chieze (1:987) also derived the highest possible mass for the Virial's eql:lilibrium 

Mmax = 12 6X-2 ( Pextf k ) 
112 (!!.__) 2 

1M0 · * 3800Kcm-3 1pc ' 
(1.22) 

with x* = 0.4466 for an isothermal sphere, based on observational data for the mass and 
ardius of clouds and their condensations (MjM0 rv 100(R/1 pc)2). 

In the (M, R) plan, the Figure 1.1 shows the equilibrium state position of an isothermal 
sphere. The stable equilibrium configm:ation follows the solid line, whereas the dashed 
curve corresponds to the unstable ones. The star corresponds to the maximum mass 
beyond which no equilibrium configuration can be found. For a weaker temperature, with 
the same external pressure, the critical mass decreases and moves on the indicated straight 
line. 

4 
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Figure 1.2 ~ Radial density {left) and infall velocity (right) profi,les at various stages of 
the dynamical collapse. All quantities given in normalized units. The initial configuration 
is a critical isothermal Bonnor~Ebert sphere with outer radius rout = 1.82, four times 
more massive than allowed by hydrostatic equilibrium. The numbers on the left denote 
the evolutionary time. When density contrast reaches a value of 106 , a 'sink' cell is created 
in the center. The profiles before the formation of the central star are indicated by solid 
lines, and for later times by dashed lines. Taken from Ogino et al. (1999~. 

Schmitz (1988), Schmitz (1987) extended these studies to include the effects of rotation 
in the case of generalized, polytropic equations of state, and recently Lombardi and Bertin 
(2001) derived the equilibrium condition without imposing any shape or symmetry to the 
cloud density distribution. Recent computational progresses also allowed for a numerical 
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hydrodynamical treatment of the gravitational collapse, such as that conducted by Ogino 
et al. (1999). An example of radial densi,ty and infall velocity profile is give on Figure 1.2 
for various stages of the isothermal collapse phase. Initially, the gas sphere follows a 
Bonnor-Ebert critical density profile, bu.t with four times more mass than allowed in an 
equilibrium state, it is gravitationally unstable and begins to collapse following a free-fall 
behavior; 

• the density in the outer part decreases, the contraction is retarded from free-fall, 
building up pressure gradients ; 

• the density n the interior grows, and the collapse remains in approximate free-fall, 
actually speeding up (the free-fall time is given by ttr = .,f(3tr/32Gp)). 

Density changes occur faster and faster on smaller and smaller inner regions, whereas no­
thing happens in the outer parts. The overall matter distribution is consequently centrally 
peaked, approaching p ex r-~, the density profile of an isothermal sphere. The final central 
singularity corresponds to the formation of a protostar that grows in mass by accfeting 
the remaining envelope until its exhaustion. 

The limits of the dynamical theory. This dynamical theory of gravitational collapse 
balanced by pressure and microturbulence does not take into account the conservation of 
angular momentum through the infall nor that of the magnetic field flux. Unfortunately for 
this theory, measurements of the interstellar magnetic field were made, leading to a typical 
strength estimate of 3 J.LG in the diffuse ISM (through Zeeman measurements-Troland and 
Heiles (1986), pulsar rotation or dispersion measures-Rand and Kulkarni (1989), Rand and 
Lyne (1994)). Measurements based on synchrotron emission (Davies and Shuter (1963)) or 
polarization (Chandrasekhar and Fermi (t953)) yielded higher values, but oneshould keep 
in mind that these values all depend on the equipartition assumption between magnetic 
field and other forms ef energy (Beck (2001)). In molecular clouds, values ranging from 
ten to thousands of J.LG have recently been measured (Crutcher (1999)). 

The presence ·of a magnetic field is of crucial importance for the dynamical theory of 
star formation. Indeed, under the simple assumption that the magnetic field quickly de­
creases outside of the cloud, the surface terms vanish in the Equation 1.16, for a considered 
surface located outside of that of the cloud. For a spherical cloud with a uniform magnetic 
field, the volume magnetic term becomes (47rR3 /3)(B2 j81r), s0 that this equations turns 
m 

3MkT _ 41rR3 P. t _ -.1 (~GM2 _ !J?'n2)· == 0 
J.LffiH ex R 5 . 3 (1.23) 

As long as the ionization is sufficiently high for the field to be frozen to the matter, the 
flux through the cloud l/Ja = 1r R 2 B J.:emains constant, and the opposition to collapse as 
driven by the magnetic energy remains constant during the collapse. If it cannot prevent 
this coHapse at the beginning, it will not opp0se to it as the field is compressed. 

Equation 1.23 also shows that for a critical mass Me, the magnetic energy equals the 
gravitational one, with 

(1.24) 
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where c1 is a corrective factor for the real structme of the cloud. A cloud is dubbed 
subcritical if magnetostatically stable, and supercritical if not. The very high critical 
mass yielded by the observed values of the magnetic field impedes the dynamical theory 
of star formation. Under the assumption that such large and massive structures could be 
assembled, how could they fragment into objects of stellar masses, when the critical mass 
remains invariant under spherical gravitational collapse ? 

Two other objections contradict the dynamical scenario : 
• the excessive rate of star formation it predicts, given that objects should collapse 

on free-fall timescales, that is orders of magnitude shmter than the ages of typical 
galaxies; 

• the excessive gap between the angular momentum of the initially idle molecular 
cloud rotating with the galaxy disk and the small one contained in stars. The dra­
matic density enhancement associated to the protostar formation should be accom~ 
parried by huge angular velocity driving drastically Unphysical centrifugal forces. 
The discovery of bipolar outflows in 1i980 unexpectedly and partly solved this para­
dox, but their existence could not be interpreted without arguments based on the 
presence of a magnetic field (see the following Sections). 

Finally, the turbulence generated in a dynamical scenario does not fit the characteristics 
of that observed through superthermallinewidths indicating random moves at hypersonic 
velocities (Mac Low et al. (1998)). 

Ambipolar diffusion. To address these pr<~blems of magnetic support against frag­
mentation, local density must be increased without also increasing the magnetic field, 
thus lowering the magnetic critical mass given by Equation 1.24. This can be done if mass 
could move across magnetic field lines, which can occur in mostly neutral gas through 
the process of ion-neutral drift, that is through ambipolar diffusion. We briefly present 
this effect here following Shu et al. (1987), in the equilibrium, steady-state case (more 
detailed developments can be found in Kulsrud and Pearce (1969)). This approximation 
is justified when the ionization is generated by cosmic rays, see for example Lequeux et al. 
(2002). In this context, the Lorentz force exerted on the charged particles fluid is 

. 1 
~ X B = -(V X B) X B, 
c 47r 

(1.25) 

where the current density is given by Ampere's law j == ~c/47r)V x B. This force generates 
a relative drift between ions and neutrals with an average velocity that can be obtained 
by balancing it wi,th the drag force (per unit volume), itself driven by the ion-neutral 
collisions : 

(1.26) 

where Pil Pn, vil Vn are the respective density and velocity of ions and neutrals, and '"Y is a 
drag coefficient associated to momentum exchange in ion-neutral collisions, with a weak 
dependence on their nature, and whose magnitude is about ]013 cm~3 g~ 1 s~ 1 . The drift 
velocity is consequently 

1 
V d = Vj ~ Vn = (V X B) X B 

47r'"YPiPn 
(1.27) 

12 
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There is no need to account for the electrons here because their momentum exchange with 
neutrals is negligible compared to the ion-neutral one. The electrons also follow the ions 
in there general move, to maintain the charge equilibrium. The ions are coupled to the 
magnetic field, whose evolution is then given by 

aB Bt + \l X (B X vi) = 0, (1.28) 

whose combination with the previous one results in 

~{)B + \l X (B x Vn) = \l X { 
4 

. B. . X [B X ('\7 X B)]} 
t 1r"fPiPn 

(1.29) 

If the right hand side term was nul, corresponding to a high ionization degree, the magnetic 
field would be coupled to the neutrals move. The right hand side corresponds to the 
diffusion of the magnetic field in the neutJ:als fluid. If the mag11etic field is uniform in the 
cloud, the characteristic timescale for ambipolar diffusion is hence given by 

R 47raPiPnR2 

tAb=-~ (1.30) 
Vd B 2 

The first determhtations of t AD in dense molecular clouds through the measurements of 
the ionization degree yielded values of orde~::s of 107 years, that is about 10-20 times 
longer than the corresponding free-fall time (McKee et al. (1993)). This waiting time 
for the ambipolar diffusion to occur and the long estimates of molecular clouds lifetimes 
at that time (3H-100 Myr, see Solomon et al. (1987), Blitz and Shu (1980)) triggered 
the development of the magnetic star formation scenario, preferentially to the simple 
dynamical collapse. 

The magneti£ star formation scenario. Shu (1977) thus suggested that the self­
similar collapse of initially quasi-static singular isothermal spheres was the most likely 
description of the star formation process. In his theory, owing to its longer timescale 
compared to the free-fall o11e, ambipolar diffusion is supposed to generate the contmction 
of a quasi-static density structure in an initially magnetically subcritical, isothermal cl<imd 
core. During the col'lapse, the magnetic field is assumed to be no longer important, and 
it is ignored in the original formulation of the theory. A rarefaction wave propagates 
outward at the speed of sound, while the cloud material behind it falls freely onto the 
core, and the matter ahead is at rest. The growth of the central protostar is supposed to 
end when feedback processes (like bipolar outflows or stellar winds for instance) become 
important and terminate the infall phase. The density structure predicted by this scenario 
is essentially indistinguishable from that of the dynamical collapse. 

This, original model was then extended through numerical analytical investigations, 
taking into account the effects of rotation, or to finally include those of the magnetic field 
during the collapse (see Mac Low aml Klessen (2004) and references therein). 

We expose here some basic elements of Lizano and Shu ( 1989) , based on the use of 
Equation 1.23. The collapse is possible if M > Me and if the external pressure exceeds a 
critical value Pm. Fixing the mass M in the equation, its value is obtained by differentiating 
it with respect to Pext and R, and writing dPextfdR = 0, where R is expressed in function 
of M and Me. Two confi.gurations can then be distinguished : 
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• in the case of sub-critical magnetized clouds, the collapse can occur under the effect 
of an external pressure increase oll!l¥ if ambipolar diHusion evacuates the magnetic 
field, which happens in weakly ionized molecular clouds. This configuration is made 
possible if the mass of the cloud exceeds another critical mass, denoted 'umbral' by 
the authors. The collapse is slow, hence quasi-static. If the the magnetic pressure 
largely exceeds the thermal one, Jeans mass is much lower than that of the cloud, 
and fragmentation into dense cores takes over, possibly leading to low-mass Star 
formation. 

• super-critical clouds can globa:lly collapse as a consequence of an external pressure 
increase (or an internal pressure decrease) : the magnetic field can not prevent the 
collapse even if its flux is conserved. These clouds can form through the merging of 
sub-critical ones. In this configuration, the cloud can not remain spherical during 
its contraction. Generally, there is a regular component of the magnetic field, along 
which the collapsing material slides and originates the build up of disk-like structure, 
enhancing the gravitational energy of the cloud, and impeding the effect of the 
magnetic field. Fragments are formed, of the size of the width of the disk, which 
themselves can be super-critical and collapse to generate high-mass stars clusters. 

Another possibility is the formation of small super-critical cores inside a sub-criticaJl 
contracting cloud, from small fragments of super--umbra:l mass. This scenario is better 
understood than the global super-critical collapse (see Galli and Shu (1993a), Galli and 
Shu (1993b)), and although its general picture does not sensibly differ from the dynamical 
scenario, it also predicts the formation of disk-like structures around the protostar, that 
could correspond to the observed accretion disks. 

In spite of the problematic drawbacks of this theory {see next paragraph}, the inclu­
sion of strong magnetic fields provided a mechanism to evacuate the angular momentum 
in collapsing molecular clouds : the occurrence of magnetic braking (Mouschovias and 
Paleologou {1980) ), that could contribute to resolve the angular momentum problem. 

Drawbacks of the magnetic scenario. We summarize here the main drawbacks that 
appear to impede the validity of the magnetic star formation theory. Their emergence was 
made possible by the progress on both modeling (through the improvements of numerical 
simulations) and observing (owing to the advent of new observational techniques) fronts. 
Critical reviews can be found in Whitworth et al. {1996) and Nakano {1998). 
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1. The singular isothermal spheres hypothesis raises various questions : 
• Although a great number of star formations studied are based on it, the quasi­

static, singular, isothermal sphere configuration seems to be the most .difficult to 
realize in nature. Stable equilibrium is only possible if the internal to external 
density ratio is low, more centrally concentrated cloud only reaching unstable 
equilibrium states. All paths leading to the establishment of a central singularity 
are indeed unstable and would collapse before the occurrence of spherical density 
profile. Moreover, whatever the collapsing scenario, external perturbations tend 
to break the spherical symmetry and flatten the density profile at smaH radii ; 

• Star formation from such configurations results in formation of single stars, as 
the predicted massive disk-like structures resist subfragmentation processes. This 
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strongly contradicts the much observed nature of binary or higher-order systems 
(Mathieu et al. (2000), Whitworth et al. (1996)}; 

• High-resolution mapping of the density profiles of prestellar cores reveals flat inner 
density profiles, thus providing direct evidence against the singular isothermal 
spheres hypothesis. 

2. Many paradoxes also seem to originate in the choice of the am:bipolar diffusion as 
an essential element of the theory : 
• successive numerical studies conducted by Mouschovias and collaborators (see 

references list in Mac Low and Klessen (2004}) show that the decoupling between 
matter and magnetic field through ambipolar diffusion occurs over several orders 
of magnitude in density, showing no clear cut between coupled and de-coupled 
situation, as the magnetic star formation scenario would require ; 

• recent time-dependent models of chemical evolution and their comparison with 
observations indicate typical ages of 105 years for substructure in molecular clouds, 
much smaller than the am bipolar diffusion timesca:le (see van Dishoek et al. ( IJ993), 
van. Dishoeck and Blake (1998), Langer et al. (2000)); 

• the standard model assumes that cloud cores in the preste~lar phase evolve on 
ambipolar diffusion tirnescales, much longer than that of the further accretion 
phase. This should lead to the observation of a great number of starless cores, 
whereas the observed fraction of protostellar cores with embedded objects is much 
larger in practice ; 

• in a scenario where individual cloud core contraction in the prestellar phase is 
determined by ambipolar diffusion, one would expect age spread in a newly formed 
group or cluster to considerably exceed the dynamical timescale. On the contrary, 
numerous observations of clusters show very short age spread, comparable to their 
dynamical timescale (see for example Hartmann (2001)). 

3. A major concern with the dual star formation scenario has also emerged from 
recent magnetic field measurements in molecular clouds (Crutcher (1999~, Bourke 
et al. (2001)). Although always subject to strong uncertainties, these measurements 
confirm the results presented in Nakano (1998) : no convincing magnetically subcri­
tical core has ever been observed. Geometrical considerations have been thrown in 
(Shu et a:l. (1999)) to weaken this consideration, but they are themselves objected 
by observations ('Ryden (i1:996), Jones et al. (2001)). 

4. Another prediction of the magnetic scenario is the existence of a long lasting quasi­
static phase in protostellar evolution while ambipolar diffusion acts, followed by 
the establishment of the central singularity accompanied by the propagation of a 
rarefaction wave beyond which the gas remains at rest. Prestellar cores formed this 
way should show no sign of infall motion, with collapse motions only occurring in 
the central region. Once again observations show that starless cores exhibit extended 
infall asymmetries (Lee et al. (2001b)) in contradiction with the inside-out collapse 
implied by the magnetic theory. 

5. Finally the constant accfetion rate with time or with respect to the mass of the 
collapsing fragment predicted by the magnetic theory is also contradicted by ob­
servations, that indicate accretion rate decreases with time and increases with the 
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total mass of the collapsing cloud fragment. 

1.1.3 Towards a turbulent star formation theory 

All these theoretical and observational shortcomings led various authors to experiment 
a new scenario, based on the use of the concept of interstellar turbulence, to interpret the 
star formation process and their observational consequences. Before presenting this new 
theory, we expose some basic elements on interstellar turbulence. 

Evidence for interstellar turbulence. Turbulence can be defined as the gas flow 
resulting from random motions at many scales. Complete statistical characteristics can 
be found in Lesieur (1997). Most studies, among which the important contribution from 
Kolmogorov (1941} were originally orientated towards terrestrial applications, and hence 
dealing with incompressible t1:1rbulence in root-mean-square (rms) subsonic velocities en­
vironment at almost constant density. In this configuration, turbulence is initially driven 
on a large scale L, forming eddies at that scale, that progressively generate smaller ed­
dies, also transferring energy to the smaller scales, all the way down to the dissipation 
scale lvisc· At this scale, the energy distribution is determined by viscosity, while that of 
the top of the cascade (and a:bove), which contains most of the energy, is determined by 
the driving. Structure functions Sp(T) = ({v(x) ~ v(x + T)}P) statistically describe the 
incompressible turbulent flow. 

Observationally, the presence of interstellar turbulence was invoked to account for a 
series of observations related to the velocity dispersion of molecular clouds : 

• optical observations of H II regions showed that the extended average of 82 ( T) was 
correlated with r!3, with f3 between 0.8 and 1 (Miville-Deschenes et a:l. (1995)}; 

• millimeter measurements of molecular rotational line widths were large than that 
predicted by purely thermal considerations ; 

• remarkable scaling laws were stressed out between the non thermal part of the 
internal velocity dispersion and the structures sizes, and between their mass and 
their size, suggesting a fractal structure for the interstellar medium (see for example 
Mac Low and Klessen ( 2004) for a list of publications by Emelgreen and collaborators 
on the subject). In this case, one must be aware of the fact that the scaling laws 
point to turbulence, but can not be consiclered as evidence for it. 

To a smaller extent, turbulence in the interstellar also generates scattering, hence influen­
cing the interstellar chemistry (Xie et al. (1995)), ancl transient (times- and space-wise) 
strong vorticity gradients regions, hence affecting the gas heating (see Lequeux et al. 
(2002) for a general overview). 

In the interstellar medium, gas flows differ from the idealized description mentioned 
above: 
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• it is highly compressible, and supersonic, with Mach numbers ranging from 1 to 50 ; 
• the gas is described by a soft equation of state P ex: p'Y, with 0.4 < 'Y < 1.2, 

depending on the temperature and density conditions ; 
• the clriving of turbulence is not uniform and occurs at various scales; 
• the interstellar medium is magnetizecl, as we have seen in previous Sections. 
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In addition to this, other processes add to the strong density inhomogeneities , as ther­
mal phase transitions (Wolfire et al. (1995)) or gravitational collapse (Kim and Ostriker 
{2001)}. 

Theoretical treatment of interstellar turbulence. The theoretical treatment of in­
terstellar turbulence is a complex subject, owing to the numerous hypothesis mentioned 
above. MacLow {2002) and Ballesteros-Paredes et al. {2005) provide comprehensive re­
views of existing turbtllence studies in various configurations, that lie beyond the scope 
of this introduction. However, we can mention that incompressible turbulence inclusion 
in the context of star formation results in the substitution of the sound speed in Equa­
tion 1.14 by a wavelength-dependent effective sound speed c;eff = c; + 1j3v;ms(k), where 
the added term depends on the turbulent power spectrum (B~nazzola et al. {1987)). This 
way, turbulence may be seen as an additional pressure, and the stability of the system 
both depends on the total amount of energy and its repartition.- In the following, we'll 
also see that compressional effects can not be left aside when attempting to determine the 
outcome of star formation. In fact, because Jeans mass dependence on p and Cs is given 
by MJ ex: p- 112c~, the above substitution leads to a dependence of the Jeans mass of the 
form MJ ex v~ms· Compressible turbulence in an isothermal medium causes local density 
enhancements increasing the density by the square of the Mach number, ex v;ms• adding 
a dependence 1/vrms, leading to MJ ex v;ms for Vrms » Cs, ultimately inhibiting coHapse, 
but leaving room (especially for long driving wavelengths), for local collapse occurrence 
despite global support. 

Origin of interstellar turbulence. The uses of interstellar turbulence to account for 
observations, or to build an efficient star formation scenario raise the crucial question of 
its ddving mechanisms at different size scales (see the following paragraphs). We briefly 
present the various possibilities that are currently cited by authors to drive the turbulence, 
that is its possible energy inputs. This review is taken from the critical enumeration of Mac 
Low and Klessen (2004), that also includes the input rates estimates of these processes. 

1. The shear from galactic rotation could be a source for interstellar turbulence, in a 
scenario where magnetorotational instabilities allow for it to couple from its large 
scales to the sma:lller ones ; 

2. Gravitational instabiHties could theoretically drive turbulence over two scales : 
• on a local scale, gravitational collapse and consequent motions could be a driving 

mechanism in molecular clouds. However, because the turbulence decay occurs in 
less than a free-fall time, it can not delay collapse for longer than a free-fall time; 

• on a galactic scale, spiral structures can drive turbulence in gas disks, regardless of 
the presence of spiral arms, although in their absence, numerical works still need 
improvements in the way they model the steHar component and the treatment of 
collapse beneath the grid scale ; 

3. Protostellar jets and winds are energetic events, but part of their energy is lost 
through radiative cooling at the wind termination shock, and most of it is deposited 
into low density gas. In addition to this, it is difficult to imagine how such located 
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events could generate the increasing power on the largest scale of cloud molecular 
complexes, as observed ; 

4. Massive stars probably dominate the driving in active star-forming galaxies, thr0ugh 
various processes : 
• stellar winds are only an efficient source of driving for the more massive (i.e. the 

most luminous) stars, but they still are important in the first few million years of 
the lifetime of an 0 B association ; 

• the ionizing radiation from OBstars can be important very close to young clusters, 
and it may even terminate the star formation locally. But because almost all of 
the energy in the ionizing radiation goes towards maintaining the ionization and 
temperatme of the di,ffuse medium, it does not appear to significantly contribute 
to the driving of tmbulence on a global scale; 

• the combination of the signi,£icant number of their occurrence, their high energy 
inputs (independent of the star mass) and the associated efficiency of energy 
transfer towards interstellar gas, supernovae driving appears to be a powerful 
source of driving, thus providing a large-scale self-regulation mechanism for star 
formation. 

The turbulent paradigm. The first question to address when building a new paradigm 
of star formation is that of the maintenance of the observed supersonic motions. Indeed, 
in both magnetized or unmagnetized conditions, supersonic turbulence is shown to decay 
in less than a free-fall time under molecular clouds conditions (Stone et al. (1998), Mac 
Low (1999)). In addition to this, contrary to what was primarily thought, recent numeri­
cal simulations indicate that magnetohydrodynamical waves do not provide the means to 
prevent the dissipation of interstellar turbulence. Simultaneously, observational evidence 
shows that clouds are a few free-fall times old on average, implying there might be conti'" 
nuing energy inputs into the clouds to maintain their turbulence. This continuous energy 
input could find its origin in the various processes listed above. 

We present the most important points for the elaboration of a theory of star for­
mation based on turbulence. These conclusions emerge from recent, three-dimensional, 
high-resolution numerical simulations of interstellar turbulence (see the list of articles 
of Klessen and collaborators enumerated in Mac Low and Klessen (2004)}, in which a 
constant kinetic energy input rate is maintained to drive the turbulence, as a consequence 
of the above first point. The equation of state is isothermal, and to generate turbulent 
flows, Gaussian velocity fluctuations are introduced. All of these simulations show the 
importance of density fluctuations generated by highly compressible, self-gravitating tur­
bulence to understanding support against gravity. 
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1. The turbulence generated by collapse fails to prevent further collapse. Although 
models of freely collapsing, magnetized gas remain to be done, the study of Balsara 
et a:l. (2001) of self-gravitating, decaying, magnetized turbulence indicates that the 
presence of magnetic field does not extend collapse timescales. 

2. While turbulent support against gravitational collapse may act globally, it still al­
lows for local collapse, that occurs when the turbulent velocity field carries enough 
energy to counterbalance gravitational collapse on global scales. Local col1lapse in 
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a globally stable cloud is not predicted by any analytical model. In simulations, 
though, supersonic flows that generate turbulence support also compress the gas in 
shocks, locally enhancing its density, and hence reducing its Jeans length. When the 
supersonic turbulence can support even these density enhancements, and in extreme 
conditions (a high enough tms velocity, and a small enough driving wavelength), su­
personic turbulence caB completely prevent collapse. 

3. In a context of local collapse, the lE:mgth scale and strength of energy injection into 
the system determines the strtlcture of the turbulent flow, and therefore the locations 
at which stars are most likely formed. The general trends are the following : 
• the larger the scale of driving, the larger shock structures are generated, the 

more mass is swept up, the more massive are the geBerated density enhancements 
(making them more likely to exceed their Jeans mass), the more efficiently the 
star formation proceeds in these filaments and layers of shocked gas ; 

• the weaker the driving is, the weaker the passing shocks are, the less destructive 
towards already-formed clumps they will be, thus promoting their further possible 
collapse. 

4. The duality of star formation is als0 accounted for in the frame of this theory, still 
according to ntlmerical simulations : 
• large scale driving seems to generate star formation in dusters when the core mass 

fraction in the cloud is around 20 %, but these clusters are progressively swept 
up by further shock fronts, leaving room for an isolated way of star formation ; 

• finally freely-decaying turbuleNce models seem t0 consistently lead to clustered 
star formation, whatever the core mass fraction in the cloud. 

5. The effects of magnetic fields have also been included in the theory. Indeed, magnetic 
fields have been suggested to support molecular clouds, thus preventing the collapse 
of unstable regions, either magnetostatically, or dynamically through MHD waves 
(Heitsch et al. (200:la), Heitsch et al. {200iJJb)). In the latter case, the effect of 
A1fven waves has been investigated, because they are transverse and not subject 
to damping. The global conclusion is that supersonic turbulence does not cause a 
magnetostatically supported region to c0Hapse, and that reversely, MHD waves can 
not prevent collapse in the absence of magnetostatic support (although they can 
delay it). 

6. The timescale predicted by the theory is of a few free-fall times, aDd is c0nsistent 
with observations of molecular clouds age and stellar populations. The .size scales 
on which self-similar properties can be observed range from the driving to the dissi­
pation scales. The driving scale is about that of the galactic disk (see the previous 
paragraph about driving mechanisms), much above the size of the molecular cl0uds 
and in agreement with observations, whereas the dissipation length is n0t well esta­
blished yet but might be determined by the ambipolar diffusion in typical molecular 
clouds with very low ionization fractions. 

7. The final point of focus of the theory (Mac Low and Klessen (2004)) is the termina­
tion means of the star formation processes, that still remain unclear. Feedback from 
the stars themsehres (through ionizing radiation, stellar winds or bipolar outflows) 
c0uld heat and stir surrounding gas up to prevent further collapse and accretion. 

1:9 
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The exhaustion of the reservoir of dense gas, and the action of the same kind of flows 
that created them are also suggested to interpret the termination of star formation 
in dense clouds. 

Successes of the turbulent paradigm. The theoretical picture described above can 
successfully be applied to observations of individual star forming regions. We briefly review 
the agreements induced by the introduction of turbulence in star formation theory. 
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1. All star formation occur in molecular clouds, and it seems that every giant molecular 
clouds form stars. The great variety of star forming regions and associated paths of 
star formation appear to be controlled by the balance between self-gravity and the 
turbulent velocity field in the interstellar gas. The modes of star formation may not 
be physically distinct, but the range of qualitatively different behaviors appears over 
that of possible turbulent flows (see Mac Low and Klessen (2004) for a documented 
review). 

2. The observations of molecular cloud cores, whether they contain a protostellar core 
or not, can be well compa~:ed with gas clumps resulting from numerical models of 
interstellar cloud turbulence. Again, Mac Low and Klessen (2004) points out the 
positive agreement in terms of geometry, density profiles, and various additional 
evidences such as stellar extinction, polarization maps, velocity structure or other 
statistical measures of structure and dynamics, making these models based on su­
personic turbulence the most consistent with observational data. 

3. The binary formation offers a serious modeling cha:llenge, as it concerns about 50% 
of the field star population in the solar neighborhood, and at least the same frac­
tion of pre-main sequence stars. Although it is a natural outcome of the dynamical 
star formation theory, it has been shown that the growth time of small pe:rturba­
tions in the isothermal phase is small compared to the collapse timescale itself. The 
formation of multiple stellar systems is hence the result of strong, external per­
turbations to the collapsing core, or of a subfragmentation that occurs at a later, 
non-isothermal phase of collapse (after the formation of a protostellar disk). The oc­
currence of strong external perturbations is natural in turbulent molecular clouds or 
when stars form in clusters. The quantitative inclusion of magnetic fields, of crucial 
importance for the development ofclose binaries through magnetic braking, remains 
to be done. 

4. Stars almost never form in isolation, but instead in groups and clusters. In this 
context, the turbulence and turbulent fragmentation that prevail in the first place are 
modified by the inclusion of mutual dynamical interactions that become important 
because of the mimber density of protostars and pn>tostellar cores in rich compact 
clusters. These effects have been studied by a variety of authors and are again listed 
in Mac Low and Klessen (2004). 

5.. The observations show that the accretion rate varies strongly over the course of 
the collapse. While a great number of analytical and numerical studies were aimed 
at isolated objects, numerical models based on the inclusion of turbulence were 
designed to investigate the effect of a cluster environment on protosteB.ar mass 
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accretion rates (see the series of articles by Klessen cited above, Heitsch et al. (2001a) 
for the most recent ones), in general meeting a satisfying agreement level with the 
observations. 

6. Regarding the question of the distribution of stel1lar masses at birth, vario11s argu­
ments are currently invoked to account for the shape of the initial mass function. 
Although none of them seems to be definitive (thus raising the question of the 
possibility of a deterministic theory for the IMF), the models of self-gravitating, 
isothermal, supersonic turbulence driven with different wavelengths present the ad­
vantage of offering qualitative insight into the processes acting to form the IMF (see 
Mac Low and Klessen (2004) and references therein for a review of these theories). 

7. Beyond the problem of local star formation, Mac Low and Klessen (2004) also 
discuss the basic development of a unified picture, based on turbulence a11d cooling, 
to control the star formation rate and its implications in terms of star formation 
efficiency. In relation to this, a variety of applicatio11s that lie beyond the scope of this 
introduction are reviewed and approached in the frame of the supersonic turbulence 
control of star formation, including low surface brightness galaxies, galactic disks, 
globular clusters, galactic nuclei, primordial dwarfs, and starbust galaxies. 

Open questions. In spite of all the observational agreements listed in the previous 
paragraph, the young theory of star formation based on supersonic turbulence still faces 
some challenges, that we briefly list here : 

• a proper description of the turbulence driven by astrophysical processes remains to 
be done : on top of the scale, the driving scale still needs clarification in terms of 
variety and description, whereas at the other end of the cascade, the dissipation 
length still needs to be found ; 

• the determinatioB of the masses of individual stars, which is the result of a complex 
balance of initial reservoir size, but also accretion and competition or collision with 
other stars, is yet unclear. The feedback of the newly formed star itself has to be 
described and included in the models; 

• between the primary galactic value and the stellar one, the proper mechanisms of 
angular momentum lbss or magnetic flux conservation still need to be dealt with, 
both at stellar scales, where stellar jets are a sign of existing coupling between 
angular momentum and magnetic flux, and at larger scales, as the observations 
show substantial lack of flux from the galactic value for example; 

• the hallmark of turbuleBt support is inefficient, isolated star formation, while effi­
cient, clustered star formatioB occurs in its absence. In the latter case, it remains 
uBknown how the final properties of the group or ch1sters depends on the initial 
turbulence, and how much depends on the properties of gravitationally collapsing 
gas. The influence of magnetic fields on these properties also remains u11clear ; 

• the :role of turbulence against the competition of gravitational instability in deter­
mining the locations and properties of molecular clouds in star-forming galaxies is 
yet to be determined, as well as the apparent scatter of metallicities in stars of 
appa:rently equal ages ; 

• the existence of a law linking gas column density to star formation rate also needs 
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an interpretation in the frame of a turbulent theory; 
• finally, the relative importaRce of turbulence, rotation, gravitational and thermal 

instability in the determination of star formation efficiency remain unsolved. 

1.1.4 Main stages of early stellar histery 

Star formation episodes occur in molecular clouds, that can be of two kinds : 
• giant molecular clouds such as Orion A tend to produce massive stars (M ,....., 10 -

25M8 ). They are large (several tens of parsecs), massive (M ,..., 105 - 106 M8 ), with 
an average density of 102 cm~3 , and a kinetic density of 15~30 K (Blitz (1993), van 
Dishoek et al. (1993), WiHiams et al. (2000)); 

• dark molecular clouds, like p Ophiuchi, are smaller (a few parsecs), lighter (M ,....., 
104 

- 104M8 ) and colder (10-20 K) structures that only produce low-mass stars 
(Cernicharo {2001)., van Dishoek et al. (1993)). 

The formation of low~mass to intermediate-mass star formation (respectively M < 
2M8 , 2 ~M~ 8M8 ) can be divided in three stages, described in Andre {2000) : 

• the prestellar stage, corresponding to the condensation of a cloud fragment ; 
• the protostellar phase, when a star core appears inside the condensation and grows 

by accreting the surrounding collapsing matter ; 
• the pre-main sequency stage, during which the young star contracts quasi-statically. 

After that, the hyd:r:ogen fusion begins inside the star, which will stay on the main sequency 
as long as the nuclear reactions compensate the gravitation. 

The prestellar phase. The prestellar phase begins with the fragmentation of a mole­
cular cloud in a series of dense and gravitationally bound cores, in which the gravitation 
is compensated by thermal, magnetic, and turbulent pressure (Mouschovias and Morton 
(1991), Mouschovias (1991), Vazquez-Semadeni et al. {2000)). These peculiar objects can 
be seen through molecular tracers of dense gas such as NH3 (Myers and Benson (1983), 
Benson and Myers (1989)) and in the dust millimeter and submiHimeter continuum (Ward­
Thompson et al. (1i994), Ward-Thompson et al. (1999)). Their temperature is very low 
(10-13 K, Myers and Benson (1983), Andre (2000), Andre et al. (2000)), and is the result 
of the equilibrium between the grain heating by the external interstellar radiation field 
(Ward-Thompson et al. (2002)), the gas heating by the cosmic rays and the radiative 
cooling of the grains and gas (through its molecular transitions). 

Ambipolar scattering (Shu et al. {1987), Mouschovias and Morton (1991), Mouscho­
vias (199[)), turbulence dissipation (Nakano (1:998), Williams et a:l. (2000)), and/or an 
external perturbation (Bonnell et al. (1997), Hennebelle and Perault (2000)) then process 
these fragments, generating the loss of the magnetic or turbulent support or an external 
pressure increase. The fragment consequently becomes unstable, and its collapse begins, 
isothermally (Larson (1969)), or quasistatically (Shu (1977)). 

When the centra:l density reaches nH2 ,....., 3 x 1010 cm-3 (Larson {1969)), the internal 
region becomes opaque to the dust radiation and the evolution becomes adiabatic. The 
temperature rises, the collapse slows down. When the density attains 5 x 1012 cm-3 (Boss 
(1995), Bate {1998), Masunaga et al. (1998)), an hydrostatical equilibrium arises in the 
central region, that leads to the formation of a first protostellar core whose radius is about 
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R,....., 5 UA, and whose mass is M,....., 0.01M0 . The collapsing matter increase its density and 
temperature. When the latter reaches 2000 K, molecular hydrogen dissociation arises, and 
generates the gravitational collapse of the first core, making room for a second protostellar 
core of stellar size ( 1 - 3R0 ), and ending the prestellar phase ( Andre et al. ( 2008)). At this 
stage, the stellar size core is surrounded by a protostellar envelope (p0ssibly gravitationally 
collapsing). 

The protostellar phase. The protosteH.ar phase is the main accreting phase : the sur­
rounding, collapsing matter is accreted by the protostar, whose mass consequently grows. 
Because the p:r:estellar fragment has a non-zero angular momentum, as a consequence of 
the conservation of the initial kinetic momentum budget during the c0llapse (as soon as 
the surrounding magnetic field stops its braking action, Basu and Mouschovias ( 1994)), 
a centrifugal accreti0n disk forms on the protostar (Terebey et a:l. (1984), Stahler et al. 
(1994)). Observations have sh0wn that this accretion phase is associated with powerful 
matter ejection episodes along the poles, thus evacuating a part of the collapsing envelo­
pe's kinetic momentum (Konigl and Pudritz (2QOO)) : this outflow activity is the central 
theme of the present study. It leads to the dispersion of the circumstellar material, and 
consequently to the change in the Spectral Energy Distribution (SED) of the Young Stellar 
Object (YSO). 

Recent progresses in infrared and mil1imeter observing techniques have allowed for 
deeper probing of the molecular clouds and for a progressive empirical classification of the 
YSOs based 0n the value of their SED in the near- and middle-infrared range. Depending 
0n the value of their infrared spectral index (am = dlog(>.F>.)/dlog(>.)), four classes (0, 
I, II, and Ill) were first distinguished (see Figure 1.3), of which only the class 0 and I 
technical,ly belong to the protostellar phase. 

Class 0 sources were historically the last ones to be identified, thanks to the progresses 
0f the millimeter radioastronomy. Evidence of star formation activity ( thmugh the ejection 
0f a bipolar outflow) was discovered by Andre et al. (1990a), Andre et a:L (1990b) amund 
theradiosou:r:ce VLA 1623, that until then could not be seen in the infrared range, although 
associated to strong thermal dusty emission at 1.3 mm. This observation led Andre et al. 
(1993) to define the Class (i) sources as the youngest protostars in the main accretion 
phase, based on the fol1lowing observing criteria : 

• existence of a stellar core through the detection of a compact source in the centimeter 
continuum, matter ejection in a bipolar 0utflow or internal heating source, unlike 
prestellar condensations ; 

• presence of a circumsteHar envelope observed thmugh a spatially extended and 
centrally narrow millimeter continuum, unlike more evolved classes; 

• important fraction (» 0.5%) of the bolometric luminosity emitted in the sub­
miHimeter range, suggesting a greater mass envelope than that of the star, and 
often corresponding to a cold SED, unlike more evolved stages. 

Being still deeply embedded in their envelope, Class 0 sources remain invisible in infrared, 
and their SED peaks in the sub-millimeter domain. Their maximum age is around 3 x 
104 years, although this age could vary with the considered molecular cl0ud (Andre et al. 
(20m )), and hence are of crucial interest to study the initial conditions of the gravitational 
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collapse. 
Class I sources have aiR > 0 and SEDs broader than single blackbody functions, 

resulting from the warm (300-1000 K) dusty emission from the disk or envelope around 
the hot (30Q0-5000 K) stellar-like object. They are the youngest objects to be seen in the 
near infrared at 2 J-Lm, and are typicall~ 1-2 x 105 years (Greene et al. (1994), Kenyon and 
Hartmann (1995)). At this stage, the stellar mass exceeds that of the thinner envelope, 
and the protostar is surrounded by an accretion disk and associated to a bipolar outflow. 
A typical example is L1551(see for e:xample Davis et al. (1995)). 

The pre-roain sequency phase. After the end of the main accretion phase, deuterium 
burning has begun in the central stellar object (at a temperature of"' 106 K}, that has 
a:lmost accreted its final mass. It slides on the birthline (Stahler (1988), Palla and Stahler 
(2002)), and can be seen in the optical (or infrared if obscured by the molecular cloud) 
region. During this phase, the star undergoes a quasi-statical contraction over the Kelvin­
Helmoltz time (tKH = GM;/!4L*"' 107 years), much greater than the protostellar one 
(free-fall time "' 105 years). Beyond a temperature of 107 K, hydrogen fusion proceeds, 
and the star reaches the main sequency. 

Class II sources are the youngest ones in this phase. They have -1.5 < aiR < 0 
and SEDs broader than a single temperature blackbod~. They are optically visible and 
show spectra similar to those of cool photospheres. They are surrounded by a (possibl~ 
protoplanetar) disk that generates an infrared excess (optically thiek) in their SED, and 
are no longer associated to circumstellar envelopes. They correspond to Classical T Tauri 
Stars (CTTS), and are 1:06 years old. The youngest ones exhibit faint radio jets and 
molecular outflows. Recent and careful observations have also revealed the presence of 
microjets around 30% of the studied T Tauri stars (see the following Section). 

Class Ill sources are more evolved (107 years) and are characterized by aiR < -1.5. 
Their SEDs are similar to those of single blackbodies, are visible, and do not show large 
infrared excess. Their scattered disk is likely to contain planets, and are not surrounded 
by circumsteHar envelopes. No sign of outflow activity can be seen around these objects, 
also called Weak-:line T Tauri Stars (WTTS). 

All these characteristics are summarized on Figure 1.3. On this Figure, the bolometric 
temperature Tbol is the temperature of a blackbody having the same mean frequency 
as the observed SED. This parameter was introduced by Myers and Ladd (1993) and 
monotonicall~ increases from Class 0 objects to classes I, II, Ill corresponding to the SED 
evolution. 

1.2 Outflows, Jets and Herbig Haro objects 

We here introduce the general phenomenon of bipolar outflows in its broad acceptance. 
Outflow activity is oRe of the first manifestations of the formation of a star. Such outflows 
emerge bipolarly from young stellar objects from Class 0 and Class I, and marginally from 
Class II stellar objects (see the previous Section), involving similar amounts of energy to 
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Figure 1.3- Main stages of low-mass star formation , based on their SED and circumstellar 
masses. Taken from Andre (2000). 
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that of the accretion processes, and appear closely linked to them since the earliest stages 
of the star formation. 

Figure 1.4- Paradigm proposed by Snell et al. (1980) for the origin of bipolar molecular 
outflows. Typical CO line profiles from the red and blue CO lobes are sketched at the 
bottom. 

Historically, Herbig (1951) and Haro (1952) were the first ones to identify mass-loss 
phenomena from young stars through the discovery of small nebulosities with peculiar 
emission line spectra. The corresponding Herbig-Haro objects were soon linked with stel­
lar winds (Osterbrock {1958)). Schwartz (1975) interpreted them as the result of the 
interaction between supersonic stellar winds and the surrounding ambient material. Cud­
worth and Herbig (1979) measured proper motions confirming that the ejection comes 
from a newly formed star. In 1980, Snell et al. (1980) reported the discovery in CO of a 
large molecular outflow and suggested a paradigm for the origin of bipolar outflows, in 
which the outflow traces ambient gas swept-out into a dense, slow bipolar shell by a fast 
stellar wind collimated by a circumstellar accretion disk (see Figure 1.4). The first rapidly 
moving, highly collimated jets were then discovered in optical lines (Mundt and Fried 
(1983)) and in the radio continuum (Bieging et al. (1984)). Almost three decades after, 
over 600 outflow-related objects have been discovered (http:/ / casa.colorado.edu/ hhcat/), 
revealing the ubiquity of these energetic episodes. We here describe properties and mo­
dels that have been compiled through the accumulation of extensive observational data 
through the years. 

1.2.1 Different kinds of outflow activity 

It is generally believed that all young stellar objects undergo period of important mass 
loss, through the emergence of bipolar outflows from a stellar or circumstellar region. A 
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fast, well collimated stellar wind sweeps up the surrounding ambient molecular gas, leading 
to the formation of two cavities oriented in opposite directions from the central star. 
Irregular lobes and incomplete shells form from the displaced molecular gas, generating 
radiation through ionized, atomic, or molecular gas in various excitation conditions, that 
can be observed over a wide range of wavelength, from the UV to the radio. Observations 
consequently reveal a narrow inner beam with knot spacing of 500-1000 AU, traced out 
to 0.1 pc from the central source, and a series of individual, aligned shocked structures 
with spacing 0.05- 0.2 pc extending up to several pc from the source. 

0 1.5" 

32°01'00" 

32"00'40" 

CO J=2- 1 

Low velocities 

0 1.5" 

32°01'00" 

32°00'40" 

eo J= 2- 1 

High velocities 

58' 561 54' 

Figure 1.5 - Bipolar molecular outflow (top) and molecular jet (bottom) in the Class 
0 source associated with HH211 . Taken from Reipurth and Bally (2001), showing grey 
contours of C0(2- 1) emission and H2 at 2.12 11m in shades of grey. The black contour 
is the continuum emission at 230 GHz. 
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Molecular components. The molecular component is usually the most massive, be· 
cause it consists of a large amount of ambient material that has been swept up during 
the full period of mass..:loss. CO emission is associated with the vast majority of observed 
outflows, whereas the main cooling in these protostellar shocks is due to emission from 
molecular hydmgen. Water masers are also a typical feature of these environments. 
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1. Standard CO outflows. High velocities outflows are observed around young stellar 
objects of very different masses and luminosities. Their collimation and outflowing 
velocity ranges from 3 to 20 and from 10 to lOO km s-1, with a general trend of 
higher collimation being associated to higher velocity (Bachiller and TafaHa (1999)). 
The amount of mass in a given molecular outflow ranges from 10-2 (Chemin and 
Masson (1995)) to 200 M0 (RusseU et a:l. (1992)). The energy deposited in the CO 
outflows can reach 1047-1048 erg (Garden et al. (199'1)}. They often. exhibit a dumpy 
or knotty morphology, and principally exist around Class 0 sources, altho11gh fainter 
CO outflows have been observed around Class I and 11 as well (respectively HH111 
and RN091 for example, in Lee et al. (2000)). Accordingly, measured kinematics 
timescales range from 103 to a few 105 years. In class 0 sources, narrow molecular 
jets extending to 0.05-0.1 pc from the source have been resolved in CO. The typical 
knot spacing is 1000 AU (Chandler and llicher (2001)}. Farther from the centralstar, 
0.1-1 pc along the slow molecular component axis, chains of compact, fast molecular 
bullets are detected, often associated with rovibrational H2 emission. These bullets 
tend to have a regular spacing of typically 0.05~.2 pc. The best example of a 
molecular jet (Gueth and Guilloteau (1:999)) can be found around the embedded 
source HH211, that can be seen on Figure 1.5. Two components can be observed : 
• at high velocity, the CO jet traces a highly-collimated linear structure emanated 

from the protostar, and terminates at the position of a strong H2 bow-shock. This 
inner jet is well resolved in its intermediate section when imaged at a resolution 
of 400 AU, b11t higher resolution observations reveal a faint, unresolved central 
beam with a width less than 250 AU (Chandler and Richer (2001)) and broader 
parts corresponding to small bows. The high velocity component terminates at 
the position of strong H2 bow-shocks (see the next paragraph) ; 

• at low velocity, the CO traces a cavity that is located in the wake of these shocks, 
being observed as extended lobes surrounding the high velocity jet. 

The case of HH211 seems to suggest that the propagation of one or several shocks 
in a protostellar jet entrain the ambient molecular gas through the large bow-sho.cks 
traced by the H2 line emission and produces the low-velocity molecular outflow with 
a large opening angle. However, it is not dear yet if the CO molecules belong to the 
actual J!>rotostellar jet and are entrained along the jet in a turbulent cocoon (Raga 
et al. (1:995)), or are formed or excited in shocks propagating down the jet (Raga 
and Cabrit (1993)). 

2. High-excitation H2 emitting gas. The vibrational transitions of H2 arise from energy 
levels > 6000 K above the ground state, and their emission results from collisional 
excitation in dense regions at temperatures of a few 103 K. They are consequently 
good potential tracers of shocked molecular gas, although the dissociation of mole­
cular hydrogen at high shock speeds can limit their use in extreme conditions. In 
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spite of the absence of detection around Class 11 sources, molecular hydrogen is of 
particular importance in the study of earlier stages of star formation : 
• in Class 0 sources, H2 observations allow for the study of optically invisible out­

flows (see the following paragraphs), which are still deeply embedded within dense 
cores. In HH211, as can be seen on Figure 1.5, the molecHlar hydrogen emission 
forms long filaments which do not correspond strictly with the axes of the jet. 
These observations confirm that the H2 line emission arises in the mixing layer 
where ambient material is entrained. The observations of bow-shocks stresses the 
importance of the 'prompt' entrainment at the jet head (Davis and Eisloeffel 
(1995)); 

• in Class I, sources, shock-excited H2 emission is usual1ly fainter than in the Class 
0 stage, except in several cases, where H2 bows have been detected well beyond 
the inner jet beam, with a typical spacing between bows of 0.05-Q.2 pc, extending 
up to a few pc (3.8 pc in the typical case of HH 211) on either side of the central 
source. Because their dynamical ages ( typica:Hy several times 104 years~ reaches 
the accretion one of their sources, such parsec-scale jets provide fossil records of 
the evolution of protostars and their activity. A complete review of their properties 
and utilities is listed by Reipurth and Bally {2001) ; 

• in Class II sources, molecular hydrogen emission is not detectable anymore. 

3. Water masers. Observations have revealed the presence of water masers within 
100 AU of the source in 40% of the Class 0 objects (Furuya et al. {2001), Chemin 
{1995)). They only appear in environments where temperatures and densities exceed 
20Q-300 K and 108-109 cm~3 respectively, hence tracing very dense shocks, some 
with a highly bipolar structure. Some bipolar water masers systems have been map­
ped, inside a beam diameter of 8-20 AU at a distance of 20-40 AU (see also Claussen 
et al. {1998), Furuya et al. {1999)). Their multi-epoch observations allow accurate 
determination of proper motions in the outflowing gas, and hence determination of 
the flows inclination to the plane of the sky. 

Atomic and ionized components. In addition to the molecular emission, optical and 
centimeter-wavelength jets of ionized material are also observed in episodes of outflow 
activity. Optical forbidden emission lines indeed provide powerful diagnostics of bipolar 
activity. Their profiles are blueshifted with respect to the stellar velocity because a thick 
circumstellar condensation obscures the receding part of the outflow, and they are often 
double peaked with a high- and a lower-velocity component. 

Ha, whose emission is associated to the presence of ionized hydrogen, is a major 
component in jets and outflows. It is quickly saturated and typical of atomic shock waves 
20=-150 km s-1, and can thus be used to map the size and shapes of the observed structures. 
Of a similar use are [SII] emission lines at 67.31 and 67.16 J-Lm, and [Nil] emission line at 
65.83 J-Lm. Figure 1.6 shows three examples of composite images obtained with the HST 
from [SII] and Ha components of bright jets from Class I sources. 

The [01] emission line at 63.00 J-Lm {and in t0 a smaller extent, at 63.63 J-Lm) have 
also been used because of its brightness in outflow regions. In many objects, it is the 
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Figure 1.6 - HST images of HH 111, HH 47, and HH 34 on the same linear scale, taken 
from Reipurth and Bertout (1997). 
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only emission spatially coincident with the flows, suggesting that their fa~::-IR cooling is 
stmngly dominated by this line (see fm example Benedettini et al. (2000)). In addition 
to these lines, the rich IR emission line spectrum of [Fell] between 1.1 and 2.5 JLm offers 
an exceHent opportunity to study the ionized component of the shocked gas in outflows. 
Four levels are closely spaced, resulting in transitions that are relatively insensitive to the 
tempemture. Because [Fell] emission lines have critical densities much larger than that of 
[SII], they are a powerful tracer, being less subject to extinction (see for example Giannini 
et al. (2004) for the example of the use of these lines). 

These ionized components do not show the same characteristics at every stage of early 
star formation : 

• in Class (i) sources, no optical jets have yet been detected, either because they are 
intrinsically faint, or because of the very large Av > 1000 generated by the dust 
shell that surrounds the central object; 

• in Class I sources, the optical jets become visible in the above lines. The narrow 
j~t beam can be traced out to about 0.1 pc from the central source and contains 
bright knots with typical spacing of 500-ltOOO AV, as can be seen on Figure 1.6. 
This image of three Class I outflows taken with the HST also reveals individual 
bright and large bow-shaped structures whose apex faces the source, long after the 
fading of the central jet beam. They are often designated as Herbig-Haro objects, 
although this category of objects covers a broad range of flows and jets with no 
real common observational characteristics. Parsec-scale jets, that can be seen in H2 

around various Class I sources, can also have their optical counterpart (HH 111 
being an example of these giant flows) ; 

• in Class II sources, atomic collimated winds do still appear, but most of the forbidden 
line flux arises on small scales (less than 100 A V) and can hence be confused with 
the brighter stellar photosphere. Nevertheless, nearby Class II sources in the Taurus 
cloud provide useful constraints on jet widths within 800 AV of the star (Woitas 
et al. (2002}, Ray et al (2007)), showing typical widths of 20-40 AV at a distance 
of 30-50 AV from the star. Beyond these distances, the jet width grows slowly with 
the distance, in accordance with the expected 'Mach angle' interpretation value, and 
matches the larger scale behavior observed for Class I sources at distances greater 
than lOOO AV. Within this distance, results have been obtained by Hartigan et al. 
(2004) confirming the value at 50 AV, with a wider opening angle than on larger 
scales (also see Cabrit (2007} for a review). 

Concerning neutral atomic components, Natta et al. (1988) first suggested that a high 
£~::action of neutral matter could be found in the primary winds, and the HI 21-cm line 
simultaneously began to be detected around a few low-mass YSOs (Lizano et al. (W88), 
Giovanardi et al. (11992)), through broad wings associated to winds of up to 200 km s-1 

and mass-loss rates of :IJ0-6-10-5 M0 yr-1 . This detections were not confirmed in impor­
tant objects such as LJ.448, possibly impeded by confusion of the background Galactical 
emission, and mostly because of the poor angular resolution that prevents their precise 
observations. In addition to this, H I emission modeling in wide-angle winds fails to ac­
count for the basic characteristics of the companion CO outflow (Chemin and Masson 
(1995)). 
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Radio jets. Radio continuum emission in the centimeter range is also tracing colli­
mated ionized outf:l.ows, that is thermal radio jets, which constitute strong evidence for 
coUimated outf:l.ows at a small scale (100 AU). Thermal radio continuum emission also 
emerges at millimeter and shorter wavelengths, tracing heated dust near the object (see 
the black contours on Figure 1.5). In a few sources, dust emission could also be important 
at centimeter wavelengths (see for example Chen et al. (1995)). Nevertheless, in most 
cases, the cm-wavelength emission is interpreted as free-free emission from a thermal jet 
(Reynolds (1986)). In addition, characteristics of non thermal synchrotron emission have 
been margin.ally detected (see for example Curiel et al. (1993)) and included in models 
(Henriksen et al. (1991)). Anglada (1996) and Rodriguez (:U995) provide a detailed review 
on radio jets around YSOs, whose evolution with the stellar class is the following : 

• in Class 0 sources, collimated jets at centimeter wavelengths are resolved within 
100 AU of the star. Their transverse width is less than 50 AU on 50 AU scale, 
consistent with optical sizes (Rodriguez et al. (1995)) ; 

• in Class I somces, radio jets are still seen ; 
• in Class II sources, radio jets are only seen in the youngest objects of the category. 

The HL Tau source belongs to the I/II category, and exhibits a jet width that 
decreases between 50 AU and 10 AU of the source (Eisloffel et al. (2000)). 

Microjets. The term 'microjet' refers to high-velocity jets that are seen in optical 
wavelengths, at such smalil scales that the lines f:l.ux can be confused with the much 
brighter stellar photosphere. They were only discovered after careful subtraction of the 
stellar continuum, extending over a few 100 AU in 30% of the T Tauri stars studied (Hirth 
et al. (1997)). In the other T Tauri stars, microjets are either a:bsent or too cold to emit. 
Recent sub-arcsecond imaging of these objects shows a jet beam with a knotty morphology 
(with a typical spacing of 500 AU), and sometimes faint knots out to 0.1 pc (Dougados 
et al. (2000), Bacciotti et al. (2000)). In many cases, both a low velocity and a high 
velocity component are detected, with different strengths in various forbidden lin.es. The 
latter is spatially more extended, and could result of a jet originating from the star or the 
very inner part of the accretion disk, whereas the former could come from a slower wind 
originating from the disk (Kwan and Tademaru (1995)). They might represent the later 
stages of collimated outflows, without necessarily implying 11 subsequent later evolution 
of their central object. 

More energetic components. More energetic radiation arise from regions which ma­
nifest an outf:l.ow activity. UV emission lines and continuum have been detected in a few 
objects (see Reipurth and Bally (2001) and reference therein). In low-excitation objects, 
it could emerge from [CIV] and [Cl!II]lines, whereas f:l.uorescent lines of H2 are invoked in 
the case of high-excitation objects. The blue continuum seen in outf:l.ows increases in the 
UV and peaks at 1'575 A, possibly involving atomic or molecular hydrogen. 

Many observational problems hamper the detection of UV radiation. in outf:l.ows, among 
which the presence of a strong extinction that is not always easy to correct for, or a 
considerable variability on short timescales. UV lines pose problems anyway : the [CIV] 
line is observed but never shows shock faster than lQO km s-1 , and the [NV] line at 
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1240 A should be strong but is never observed. 
FUrther up on the energy scale, parsec-scales that have blown out of their parent cloud 

could be observa:ble at X-ray wavelengths, through emission produced by fast shocks or 
absorption lines originating from various ionization states of elements. Bally et al. (2003) 
report the observations of X-rays in the L1551 region, and investigate their origin and 
emission mechanisms. 

Herbig Haro objects. This term designates the small nebulae with characteristic emis­
sion line optical spectra found in star-forming regions, later to be recognized as manifes­
tations of outflow activity from newborn stars. The term has been progressively extended 
and generalized and can now be associated to all kinds of outflow activity as described 
above. 

1.2.2 Outfl'ows observations aud immediate characteristics 

Multiplicity. Not all outflows activity consists of bipolar structures. Unipolar CO out~ 
flows have been observed (Chernin and Masson (1991), Richer et al. (1992)), and their 
existence could be explained by swept-up wind models if the protostar is forming on 
the edge of its parent cloud, or close to an H 11 region. Quadrupolar outflows driven by 
the same protostellar condensation have also been observed (see Gueth et al. (2001) for 
example), and could be resulting of the superposition of two independent outflows, or of 
single outfl·ows with strong limb-brightening or strong precession of the ejection direction. 
The first hypothesis raises the question of the causal link between the existence of multiple 
stellar systems and that of multipolar outflows, without clear answer yet. 

Mass-velocity relation. Molecular outflows exhibit a mass-velocity relation with a 
broken power-law appeara11ce: Mco(v) ex v"Y, where the slope varies with the flow velocity 
(from VLsR) in the following way: 

• at velocities above this break velocity, the power-law exponent is around -3 to -4, 
with measurements down to -8, possibly corresponding to a recently accelerated 
component; 

• at velocities below 6-12 km s-1, the slope varies from -1 to -2.5, perhaps correspon-
ding to a slow, coasting component. 

In spite of the possible variation of the break law from 2 to 30 km s-1 (see Richer et al. 
(2000) and references therein), hydrodynamic simulations of jet-driven outflows (see Sub­
section 1.4.3) predict this slope change that delimits 'prompt' entrainment at the head 
of the jet, and 'steady-state' entrainment. Richer et al. (2000) also indicates that for 
low-velocity gas, "/ does not depend on the bolometric luminosity over nearly six de­
cades, suggesting a common gas acceleration mechanism. In addition to this, marginal 
decrease of"/ with time for more luminous sources is stressed out, with no such trend in 
low-luminosity sources~ 

Proper motions measurements and radial velocities. Proper motions refer to the 
tangential velocity of the jets or outflows, while radial velocities designate the velocity 
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along their axes. While the ground-based proper motions studies are limited by poor 
resolution and are better resolved by HST images (hence providing only bulk motions, 
and requiring long time between images, introducing the problem of time variability), 
long-slit spectroscopy is ideally suited to measuring radial velocities, also providing line 
widths, excitation conditions, and electron densities. The simultaneous determination of 
both radial and tangential velocity also al'lows for the derivation of the flow inclination 
to the plane of the sky, which itself a:Hows for a correction of flow speeds. If the location 
of the source is known, these measurements can also be used to determine the dynamical 
age of the flow. 
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Proper motion and radial velocity measurements show a variety of behaviors : 

• in molecular jets a rough linear increase in radial velocity with distance from the 
source occurs (see next paragraph). Typical proper motions and bulk radial velo­
cities have been measured around 10Q-2(i)0 km s=1 with a large spread, and with 
small associated velocity dispersion. The tangential velocities tend to decline with 
increasing distance from the flow axes, while the radial ones linearly increase with 
it, leading to the velocity-distance relation (see next paragraph); 

• water masers within l(i)O AU of the source present a much steeper radial gradient in 
the case of SJ(i)6 FIR for example (Furuya et al. (1999)), with a line of sight acce­
leration smaller than expected from this quantity. Proper motions indicate typical 
velocities of 50km s~ 1 at 25~40 AU from the source; 

• optical jets show broad line profiles in the jet beam, indicating radial velocities of 
10Q-400 km s-1 (see for instance Reipurth and Bertout (1997)}. A lower velocity 
component is also detected, though accelerating away from the source. Radial velo­
cities increase with luminosity of the star. Proper motions of Jl(i)Q-500 km s-1 can be 
measured for the knots, again with a very large spread. Low excitation [SII] knots 
are associated with small-amplitude-velocity jumps (30 km s-1) ; 

• Microjets such as DG Tau have also been studied (Hirth et al. (1997), Solf (1997)), 
in which the maximum [01'] radial velocity and line widths are reached very close 
to the source. Peak radial velocities of lOQ-400 krn s-1 stay constant or decrease 
with the distance. [NII] emission lines indicate ionization variation with flow speed 
and distance. Radial velocity asymmetries, and disk winds component can also be 
detected. Proper motions at 10Q-200 km s-1 are measured forT Tauri jets; 

• large H a-bright or Herbig-Haro bow-shocks tend to be associated with large-radial 
velocity discontinuities. The measurements of double peaked line profiles consisting 
of a high-velocity component with a gentle velocity decrease along the flow axis, and 
a weaker, lower-velocity component with a steep acceleration are well interpreted by 
models where a fast jet drives a bow-shock with an envelope of entrained ambient 
material, also accounting for observations of high velocities towards the apex, and 
decreasing flow speeds towards the wings of the bow-shock. In addition to this, 
the div:ision of the working surface into a two-shock structure with a bow-shock 
and a Mach disk (that is, a reverse shock, see Figure 1.12 in Subsection 1.4.3) is 
confirmed by kinematical arguments based on both radial and tangential velocity 
measurements. 
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Velocity-distance relation. Many fairly collimated CO outflows show a linear velocity~ 
distance relation, also called 'Rubble law', where the maximum radial velocity is propor­
tional to the position (Ladaand Fich (1996)). To interpret this behavior, the sweeping-up 
of a dense shell from a power law density distribution by a wide-angle wind (Shu et al. 
(1991)} or the prompt entrainment of the ambient surrounding gas by a bow-shock at the 
head of the jet (Downes and Ray (1999), again, see Subsection 1.4.3) have been evoked. 

Precession. Many outflows exhibit a more complex shape than the bipolar one. The S­
shape symmetry is generally indicative of the precession of the jet axis, as observed in Cep 
E or L1157(see respectively Eisloffel et al. (1996), Gueth et al. (!1998)), although simple 
bending or misalignment between the structures within the outflow can also be observed 
(Lee et al. (2000)). In the course of its change of orientation, the jet axis interacts with 
new material in different portions of the ambient molecular clmtd, and can lead to the 
poor collimation ofthe outflow (IRAS 20126+4104 Shepherd et al. (20@0),), or not (L1157, 
Gueth et al. (1998)). Precession of the jet axis can occur in Class 0 sources, as L1157, 
in which two misaligned CO cavities are observed in the blueshifted lobe and can be 
accurately described by means of a precession model in a narrow cone. In Class I so1:1rces, 
large-scale pr:onounced changes of orientations have been detected (Reipurth and Bertout 
(1997)). Such observations are less frequent in Class II sources, although for example 
Raga et al. (2001) 1:1sed precessing models to describe the small wiggles in the DG Tau 
microjet. Orientation changes of the jet axis could be the result of an isotropic accretion 
from turbulent cloud cmes or envelopes, or of the reorientation of the disk associated with 
the periastron passage of a companion star. 

Time variability. Small scale knots or bullets are a common observation in optical jets 
(HH300, Arce and Goodman (2001)) and microjets, as well as in molecular jets (L11'57, 
Gueth et al. (1998)), with the following properties : 

• high-velocity proper motions; 
• very high degree of symmetry ; 
• intensity decrease with distance from the source (Raga and Kofman (1992)) ; 
• morphology and kinematics of 'mini bow-shocks' in well-resolved knots (Lavalley 

et al. (Ji997)); 
• radial velocity variations and appearance of new knots at the source position over 

a few years (Solf (1997)), with typical knot spacing of 500-1000 A:U. 
All these observations strongly support the existence of jet velocity variability in such 
objects, rather than Kelvin-Helmholtz instabHity, stationary crossing shocks or traveling 
jet instabilities. The velocity variability itself seems to originate from intrinsically episodic 
ejection, or from continuous ejection with frequent ejection bursts, generated by sudden 
variations in the accretion rate of the forming star. 

1.2.3 Outflows estimated properties 

Density and excitation conditions. Figure 1. 7 shows the most important tracers 
of outflow activity from young stars. Their excitation generally results from collisions 
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between outflowing fluid and slower ejecta or ambient gas. Optical and near-IR emis­
sion lines require a temperature of at least several thousands degrees to excite, whereas 
millimeter-wavelength tracers are collisionally excited at temperatures of a few kelvins , at 
the densities typically fund in molecular clouds or outflow lobes, hence probing the total 
mass and momentum deposited into outflows over their lifetimes. Particularly the lower 
rotational states of CO are thermally excited throughout the swept-up gas at the ambient 
temperature of typical molecular clouds (10 K). [Oil] (at 63 JLm) , and [CII] (at 157 JLm) 
dominate the radiation from warm post-shock gas (50- 200 K). Above these temperatures, 
high-J CO, OH, and rotational, then rovibrational emission lines from H2 take over. The 
neutral and singly ionized forbidden optical lines require more powerful outflows, with 
speeds exceeding 30 km s- 1, except in the case of [Fell], that can arise in slower shocks. 
Higher dissociation states can emit at even greater shock velocities, due to dissociation 
and consequent ionization, and also to UV shock radiation. 
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Figure 1. 7 - Schematic illustration of the excitation of the most common emission lines 
associated to stellar outflows in function of the shock velocity. Taken from Reipurth and 
Bally (2001) 

In molecular outflows, CO is very stable, and its line surface brightness is used to 
determine its column density, which hence allows for the determination of the mass de­
posited in the outflow. The Large Velocity Gradient is used for transitions with a high 
critical density (and to resolve the associated non-LTE situations) to constrain the H2 

density, kinetic temperature and species column density along the line of sight. The outer 
molecular bullets contain gas at a range of temperatures, from 15 to 100 K for the CO 
component, and for 2000 K for the H2 one. The density is usually in the 104- 105 cm - 3 . 
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In the inner jet beam, the density can reach densities an order of magnitude higher, with 
temperature conditions of around 100 K. 

In HH objects, shock waves at 20-150 km s-1 and pre-shock densities of 1D--1000 cm-3 

describe the optical line emission, although some discrepancies remain (Hartigan et al. 
(2000)). In optical jet beams, forbidden emission line ratios can be used to discriminate 
among the heating processes that can generate them. Again, shocks with pre-shock densi­
ties of 102-105 cm~3 seem to be the dominant line excitation mechanism down to 30 AV 
of the star. In such objects, the electron density can also be accessed through the use of 
the [SU] doublet ratio, almost independently from the temperature (Osterbrock (1'989)). 
Different paths can then lead to the estimate of the ionization fraction, and consequently 
to the density of the considered region (see Cabrit (2000) and references therein). These 
various paths have been used and compared in the case of DG Tau, allowing to place 
constraints on shock velocity and magnetic fields for example. 

Mass-loss rate estimates from jet observations. Jets and outflows observations 
also lead to the determination of the mass-loss rate Mi. The observable mass-loss rate is 
then either an upper limit (if ambient material is traced by the jet), or a lower limit (if 
some ejected material does not emit for some reason). Cabrit (2000) provides allnecessary 
details of the various techniques to derive these mass-loss rate values, that we briefly review 
here. 

The first mass-loss rate estimate that can be derived is that of the atomic jet cmn­
ponent. 1\vo possible categories of methods can be used : 

• the first category is free of extinction corrections, and is based on the dependance 
of Mi on the mean jet density ni, the mean jet velocity \lj, and its radius ri (when 
spatially resolved). 1\vo different assumptions can then be 1:1sed to derived ni from 
the measured density nH, i,tself deduced from the ionization fraction and electronic 
density for example. In the first one ~a), the physical conditions are assumed to be 
uniform within the observing pixel, and ni = nH. This method is probably an upper 
limit to the actual value (if the beam is filled with a mixture of high and low density 
regions). The other estimate (b) assumes that emission comes from a shock wave, 
in which case ni = nH x ~ is the pre-shock density, and C is the compression 
factor in the shocked layer where the lines are emitted, estimated from comparisons 
of observed line ratios with shock models ; 

• the second category uses the jet luminosity, is hence subject to uncertainty caused 
by the extinction correction, but is independent from the jet beam radius determi­
nation. Again, two assumptions can be made to derive an estimate of the mass-loss 
rate. The first one (c) requires that physical conditions are uniform within the ob-­
serving pixel, and is then based on optically thin forbidden lines luminosity (for 
example, [OI:I] at 63 J-Lm, or [SII] at 67.31 J-Lm). The second ones (d) states that 
the emission traces the cooling of a shock wave, and is based on the [Oil] emission 
line luminosity at 63 J-Lrn. It also requires estimates of the shock velocity, number of 
shocks within the beam, and angle between the shocks and jet flow. 

As all these four methods all use the same tracer, Cabrit (2000) compare their results in 
the case of three bright Class I jets (HH34, HH47, HH111), pointing towards methods (b) 
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and (c) as the most reliable ones. 
The mass flux can also be estimated in molecular components : 
• in molecular jets, Mj = MV1_/l1_, where M and l1_ are respectively the jet mass 

and projected length in the ptane of the sky and can be derived from CO maps, 
and where the proJected jet velocity in the plane of the sky V1_ is assumed to be a 
characteristic expansioB speed ; 

• in molecular bullets that are not made of entrained ambient gas (hence tracing 
jet material), the spacing ~x between bullets can be used to derive the mass-loss 
parameter. The bullet mass and the projected jet velocity in the plane of the sky 
V1_ must also be known in this case. 

Eventually, mass flux in the radio jet component can be derived from many parameters 
such as a supposed uniform ionization fraction, jet opening angle free-free continuum flux, 
spectral index, jet inclination to the line of sight, and freqaency above which emission 
becomes optically thin. The formula given by Cabrit (2000) also contains the power law 
variation of the jet width and temperatme with distance. 

1.2.4 Beyond the scope of this review 

high-mass stars outflows. Outflows from more massive, more luminous stars have 
been the subject of increasing attention recently. Their properties are briefly described 
in Arce et al. (2007), who also cites Shepherd (2003); Shepherd (2005), and Cesaroni 
(2005) for more complete reviews. The observations and modeling of such outflows that 
can consist of CO outflows or H2 bullets for example, are made difficult by the tendency of 
massive stars (such as 0 stars) to form in clusters (which causes the outflows to undergo 
the collective effects of several driving sources), and also by the fact they reach the main 
sequence rapidly (hence exposing the outflows to radiation pressure, expanding H II re­
gions, or normal stellar winds). Another selection effect arises from the fact that massive 
pmtostars form in massive, high-opacity molecular cloud cores, obscuring the possible 
outflows. Nevertheless, their study opens up physical regimes that can not be explored 
in flows from low-mass stars, in terms of associated shock velocities, or temperature for 
example. 

Early-B stars exhibit outflows that can only be highly collimated at the earliest stages, 
with mass outflow rates from 10~5 to a few x Hl~3 M0 yr=1 , momentum rates w-4 to 
w-2 M0 km s-1 yr-1, and mechanical luminosity of H>-1 to 102 L0 . 0 stars with halo­
metric luminosity of more than 104 L0 generate powerful but generally poorly collimated 
winds and associated outflows (except in the case of some late 0 stars), whose momentum 
rate exceeds 10-2 M0 km s- 1 yr-1 , more than an order of magnitude higher than that 
of stellar winds, with a mechanical luminosity > 102 L0 . Arce et al. (2007) convincingly 
argues for a general trend of de-collimation with age for such objects. 

Irradiated jets. This term refers to a class of jets from low-mass stars that are em­
bedded within HII regions, and near smirces of soft UV radiation. As they are modified 
by ionization, their physical properties are determined using the methods developed for 
the analysis of ionized nebulae rather than outflow models. In general, the central star is 
visible, suffers low extinction, and does not appear to be embedded within opaque cloud 
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core : the external ionizing UV radiation field has photoablated the surrounding gas, lea­
ving the star and its disk exposed and visible. Reipurth and Bally (2001) compiles the 
existing observations of these peculiar objects, as well as elements of description of their 
physics. 

The electron density can be easily derived from hydrogen recombination lines or 
through the use of the red [Sill'] lines, .and can then be combined with velocity field 
and flow morphology t0 infer global flow pwperties. Modeling studies mainly focus on 
the interpretations of the brightness asymmetry observed in most irradiated jets, possibly 
depending on that of the protostellar environment or on the rate at which the jet spreads 
orthogonal to the flow axis, Mass-loss rates and other properties have been estimated for 
only a few of them (Bally et al. (2000), Bally and Reipurth (2001)). 

1.3 Environmental impact on the ambient surrounding 
gas 

1.3.1 Physical impact on the surrounding cloud 

Outflows from forming stars inject momentum and energy into the surrounding mole­
cular clouds, at distances ranging from a few AUto a few parsecs. Whereas most studies 
have concentrated on outflow-core interactions (at typically 0.2 pc from the source), recent 
progresses in observing techniques now allow for the exploration of smaller ( < 0.1 pc) and 
larger ( > 1 pc) scales in nearby star forming regions. 

Outflow-envelope interactions. Protostellar winds originate within a few AU from 
the stars, and they unavoidably interact with the dense circumstellar envelope, whose size 
is in the range of 103-~04 AU. At this scale, survey studies have been conducted, showing 
the significant contribution to the observed mass-loss of the surrounding dense gas, as 
well as the evolution of the corresponding outflow-envelope interaction : 

• in Class 0 sources, powerfu!l outflows can modify the distribution and kinematics of 
gas surrounding a protostar (as amund L1157, Beltran et al. (2004)). M0lecular line 
maps show the circumsteHar high-density gas elongations and velocity gradients due 
to the entrainment of dense envelope gas by the outflow, along the outflow axis ; 

• in Class I (L1228, Arce and Sargent (2004)) and Class lii (RNO 91, Lee and Ho 
(2005)), there is an apparent trend of opening angle widening with age. The outflows 
are eroding the surrounding envelope (by accelerating the ambient gas along their 
interface with the envelope), and have the potential to further widen the cavities 
(as the outflow ram pressure is higher than that of the infall). 

Even if the pre-protostellar outflow circumstellar matter distribution is less dense along 
the polar regions; as suggested by different models, (e.g. Hartmann et al. (1996)), the 
outflow-envelope interactions modify the density distribution and limit the infaU region. 
It has been suggested that the outflow may become wide enough to end the infall process 
and disperse the associated envelope. 
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Outflow-core interactions. At the core scale, outflows interactions can generate all 
sort of disruptive effects, such as : 

• shift velocities in the core's medium and high-density gas, in the same sense in posi­
tion and velocity, as the high-velocity, low density molecular outflow traced by 12CO 
(see Arce et al. (2007) for a review). Other tracers for low-velocity molecular outflows 
in dense regions can be used, as 13CO, CS, NH3 , whose shifts are consistent with 
a momentum-conserving outflow entrainment process. Outflows are also a source of 
turbulence in the core (e.g. Zhang et al. (2005)); 

• reshape of the core structure, consequent to sweeping or clearing or to the occur­
rence of density enhancements along the jet axis (Yu et al. (1999), Tafa:lla and Myers 
(1997), Sollins et aL (2004)), favored by its precession (Arce and Goodman (2002a), 
Arce and Goodman (2002b)). This sweeping up of the gas can ultimately gravita­
tionally unbind it, thus limiting the star formation efficiency (Matzner and McKee 
(2000)); 

• core dispersion, that appears to be potentially driven by the outflows in some cases 
(Fuente et al. (2002), Tafalla and Myers (1997)), although statistical observational 
dat are still needed to establish such strong conclusions ; 

• star formation triggering, when impacting on a pre-existing pre-stellar core along 
its path (Motoyama and Yoshida (2003)), in only a handful of sources. 

Outflow-cloud interactions, far from the source. Giant outflows exist around stars 
of all masses, as described in Subsection 1.2.1, and can interact at high distances from 
the source with the parent molecular cloud (Stanke et al. (2000)). Although theoretical 
and observational work is still needed, a few consequences of these interactions have been 
studied. 

The effects of outflows associated to low-mass stars, able to move 0.1 to 1 solar mass of 
cloud material are limited to linewidth enhancement of the cloud gas (Arce and Goodmah 
(2001)), and their kinetic energy can marginally reach the gravitational binding of their 
parent cloud. On the contrary, that of intermediate- and high-mass stars are able to 
entrain tens to hundreds of solar masses and can potentially generate more damaging 
events, such as large scale velocity gradients or shells of swept-up gas, and even break the 
cloud apart (see Arce et al. (2007) and references therein). 

Multiple outflow activity, linked with clustered star formation can sweep up gas in 
significant volumes of the parent cloud into shel1ls (Knee and Sandell (2000)), and be an 
important source of turbulence inside clouds (Mac Low and Klessen (2004)). Studies have 
shown that the energy input from outflows can regenerate the observed turbulent motions 
in molecular clouds on timescales of about 106 years (Bally et al. (1996)). 

In most extreme cases where the source lies near the edge of a molecular cloud, giant 
flows can sweep up and expel gas from the parent cloud core and inject it into the sur­
rounding ISM, thus also driving turbulence in the ISM. HH flows can also suffer from 
deflection from neighbours clouds (as in HH83, Reipurth et al. (1997)) or even neighbours 
outflows (as in the case of the HHllO flow, Rodriguez et al. (1998)). Flow-cloud collision 
have been analytically studied by Raga and Canto (1996), and numerically by de Gouveia 
Dal Pino (1999). 
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1.3.2 Estimated wind dynamics 

The impact from jets and outflows can be quantified in terms of momentum-flux or 
mechanical luminosity, in the frame of a jet and bow-shock model ~see Subsection 1.4.3). 

Cold swept-up gas in molecular outflows. The momentum-flux and mechanical 
luminosity in the flow are defined with respect to low excitation CO lines (Fco = 
McoV60 /Rco and Leo = (1/2)McoVJ0 /Rco, where M, V, and R are respecthrely 
the tota:l flow-mass, velocity, length), and also be related to the wind momentum rate 
(Fi == Mi"Vj and Li == (1/2)MiltJ2

) through a simple model of wind/cloud interaction. 
Detailed discussion of uncertainties sources in the estimate of F eo and Leo are discussed 
in Cabrit and Bertout (1990), Downes and Ray (1999). In the simplest case of a highly 
radiative, momentum conserving, planar 'two-shock structure' perpendicular to the jet, 
Vco is fixed by the equilibrium between shocked ambient gas and shocked jet gas : 

Pa V~o ::::::: Pi (Vj - Vco) 2
, (1.31) 

where Pa and Pi are the mean ambient and jet density. Multiplying this equation by the 
shock area As, and using Mco = AsPaRco leads to the sought relations : 

Fco 
Leo 

Fi(l- Vco/Vj) 2 = rtFi 
Li(Vco/Vj)(1- Vco/V}? = EaLi 

(1.32) 

(1.33:) 

These formula may require extra numerical factors in rt and Ea in more general density 
distributions or if the wind shock is not radiative. 

Ambient shock :luminosity. Similarly, the above simple description can be used to 
calculate the luminosity radiated in the ambient shock (where the flow is accelerated) and 
in the jet shock (where the jet strikes the flow) : 

Lrad{ambient shock) 

Lrad(jet shock) 

The jet shock is generally expected to be a violently discontinuous, fast and dissociative 
one, whereas the ambient shock is slower and smoother owing to the magnetic field values 
reached in dark clouds. Lrad(ambientshock) can also be directly determined from the 
measurements of rotational H2 emission lines. 

0 I 63 J-tm luminosity of the wind shock. If the jet shock is indeed dissociative, 
then the [01] line at 63 J-tm is a major coolant for gas below 500(i) K, and the method (c) 
mentioned in Subsection 1.2.3 can be used to estimate Mi. The largest uncertainty source 
is the unknown contribution of other regions on the line of sight to the [01~ line at 63 J-tm 
(Ceccarelli et al. (1997)). 
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1.3.3 Shock chemistry 

The impact of the outflow on its environment has not only physical consequences. It 
is also significant in terms of chemistry, as the outflow processes momentarily give rise to 
processes that are highly unusual in other regions 0f the interstellar medium. 

The peculiar shock chemistry. The propagation of a supersonic protostellar wind 
through the surrounding ambient medium happens via shock waves. These sh0ck waves 
compress and heat the gas, and trigger various microscopic processes that do not ope­
rate in quiescent environments. Molecular dissociation, endothermic chemical reactions, 
dust processing (through ice sublimation and grain disruption) result in the existence of a 
distinct and unusual chemical composition in the close vicinity of YSOs. This transforma­
tion through shock chemistry arises quickly, as the timescales involved in the heating and 
processing of the shocked region are short (a few 102 to 104 years). Because of the short 
cooling time (after the passage of the shock), some of these high temperature processes 
take place only at the earliest stages, and subsequent evolution is dominated by low tem­
perature processes. This evolution, combined with the clearing of the outflow path and 
the weakening of the main accelerating agent, make these chemical manifestations of the 
shock interaction vanish as the protostellar object evolves. Chemical anomalies can then 
be considered as outflow clocks (Bachiller et al. (2001)). 

Different kinds of shocks. Different kinds of shocks exist in molecular gas (for more 
complete explanations, see the Chapter 2) : 

• C-shocks occur in magnetized medium, generate continuous changes of the hydrody­
namical variables on either side of the shock front, have typical maxirnlilll tempera­
tures of 3000 K, and do not generate significant dissociation of molecular hydrogen. 
The most active molecular chemistry is expected to take place within these shocks, 
as the temperature jump is high enough to trigger the above pmcesses without 
disrupting the involved molecules ; 

• J-shocks are more violent events, faster, generating higher temperatures, with a 
discontinuous jump of the hydrodynamical variables on either side of the shock front. 
Molecules can be significantly dissociated, and only reform over longer timescales. 

Both kinds of shocks generate an intensive grain processing that is still the subject of 
studies (e.g. Flower and Pineau des Forets (2003), Guillet et al. (20Q1)), and depletion 
onto dust grain surfaces in the post-shock region that somehow reduces the abundances 
of some of the newly formed molecules, but still modifying the chemical composition of 
both the gas and the s0lid phases with respect to the pre-shock situation. 

Choice of studied outflows. To optimally study the chemistry, the outflow must 
present some favorable properties in terms of observati0ns : 
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• the considered outflow region must exhibit little morphological confusion as possible, 
which favors low-mass Class 0 Sources, on the contrary to high-mass sources that 
generally exhibit complex structures; 

• the observed outflow must be as clearly delimited as possible from its not-shocked 
environment, and thus preferably present a high collimation ; 
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• the orientation in the sky must be favorable to observations, that is a high inclination 
with respect to the line of sight. 

For al1l these reasons, outflows as L1157 have been extensively studied in various molecular 
tracers (also see the Chapter 4 for a complete review of existing observations), e~ibiting 
an interesting chemical segregation between molecular broad lines associated with the 
bow-shock and the :narrow profiles from cold quiescent gas observed toward the position 
of the source. 

Molecular enhancements. The consequence of shock chemistry around objects such 
as L1157 mainly consist of the enhancement 0f the abundance of many molecules, by 
factors ranging from a few to a few hundred (e.g CH30H, H2CO, Hco+, NH3 , HCN, 
HNC, CN, CS, SO, S02}. The most extreme case is that of SiO, that is enhanced by a 
factor 106 , and is the central subject ofthis study (see Subsection 5.1.2) for an explanation 
of these enhancements. 

In the cases of CH30H and H2CO for example, the enhancement factor can reach 1:00 
(e.g. Maret et al. (2005)), probably due to their evaporation from grain mantles. Their 
maximal velocity of their line profiles is usuaHy smaller than that of SiO, maybe because 
they do not survive at velocities as high as required to form SiO (Garay et al. (2000)) : 
CH30H and H2CO enhancements with no SiO may be the sign of a weak shock. As these 
molecules are more volatile than SiO, SiO is expected to re-incorporate the grain mantles 
earlier, and such an enhancement may simply mark a later stage of the shock evolution. 
Other promising species that should allow for progresses in the comprehension of shock 
chemistry are also indicated in Chapter 13. 

Other use for molecular tracers. Among these various molecules, there are signifi~ 
cant differences in spatial distribution : HCO+ and CN peak close to the central source, 
while SO and S02 have a maximum in the more distant shocks (OCS presenting the most 
distant peak), and molecules such as SiO, CS, CH30H and H2CO exhibit an intermediate 
behavior. Such differenc-es are partly due to excitation conditions, but they are mainly 
the manifestation of an important gradient in the chemical composition, observed along 
the outflow, and itself related to the time dependence of shock chemistry. 

The chemistry of sulfur is of special interest from that point of view, as it has been 
designated as a potential chemical clock to date outflows. Many models include H2S as 
the main reservoir of S in grain mantles in the pre--shock medium. When the shock passes, 
H2S is released into the gas phase, and its abundance decreases after 104 years ( Charnley 
(1997)) due to oxidation with 0 and OH, first p:wducing SO, and then forming S02 . 

Models indicate that the SO /H2S and S02/H2S ratios can be used to obtain the flow age 
(e.g. Bachiller et al. (2001), Buckle and Fuller (2003)). 

Other chemical effects. In addition to these effects, other kinds of shocks associated 
t0 jets and outflows can have more drastic effects on the molecular cloud chemistry : 

• fast shocks associated with the terminal working surfaces 0f parsec-scale flows for 
example, can be highly dissociative. The conditions of the affected region are then 
reset to its initial chemical state, where large abundances of atomic and ionic species 
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are present. This 'chemical rejuvenation' can be important in regions like the young 
cluster NGC1333, where random regions of the molecular cloucl are subject to the 
passage of several outflows, with a time between two successive sweeping by outflow 
is short compared to the evolutionary timescale of the cloud ; 

• molecular abundances in the stationary surrounding gas can also be altered by 
the radiation field of passing shocks (Viti and Williams (1999)). Low velocity or 
stationary dumps of several high dipole moment species (such as NCO+ in HH34, 
Rudolph and Welch (1992)) thus coincide with the presence of HH objects in the 
neighborhood. Nevertheless Girart et al. (2005) have found that UV irradiation 
alone is insufficient to explained the measured enhancements of HCO+ and that 
strong heating (as that caused by a shock) is also needed. 

Dark sides of chemical studies. One of the major setback with shock chemistry is 
the extremely poor degree of knowledge that we have. In the case of the sulfur chemistry 
for example, recent observations seem to indicate that OCS is more abundant than H2S 
on ices (van der Tak et al. ( 2003)), thus questioning the use of the above ratios as chemical 
clocks in outflows. In addition to this, recent models have raised the question of a more 
complex sulfur chemistry (Wakelam et al. (2004), Wakelam et al. (2005)) than previously 
thought. 

Examples of our lack of chemical knowledge are frequent. SiO formation is expected to 
arise thanks to the destructioN of the .grain cores in shocks, and its maaifestation at low 
velocities is not weH understood. Theoretical studies of shock chemistry should involve 
the effect of UV near the outflow, the chemistry of the atomic component of the jet, the 
mixing layer chemistry and specific shock-related processes, but such an inclusion can 
only be at the expense of the CPU time for numerical simulations. 

1..3.4 Accretion/ ejection correlation. in outflows 

Interaction of the outflows with their environmeat at the location of their formation 
can also be used to constrain models of this formation. One of the means that is frequently 
used is the accretion/ ejection correlation. 

Existence of accretion disks. The presence of circumste1lar structures of about 102 AU 
and masses in the range of 1:0-3 to 1 M0 has been well established due to observations 
of molecular lines and infrared continua. The properties and frequency rate of these disks 
have been studied and modeled in different cloud complexes (see for example Mundy 
et al. (2000), Calvet et al. (2000), Dullernond et al. (2007)). Indeed, disks are necessary 
to explain various observational facts : 
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• the asymmetries of the forbidden line profiles observed around YSOs, where the 
blueshifted profiles are more important than their disk-occulted redshifted counter­
part; 

• the spectral energy distributions of the classica:l TTauri stars, in which IR observa­
tions require the typical spectral index of viscous disks ; 
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• the excess observed in the optical and UV ranges, that is the observed excess conti­
nuum to stellar continuum at 5500A (their ratio is called the 'veiling' of photospheric 
absorption lines) ; 

e the eruption.s of FU Ori stars that can be interpreted as consequences of the activity 
in the accretion disks. 

Their properties can be obtained, at the expense of sophisticated models to disentangle 
the signs of the combined presence of outflow and infall motions in the same regions. 
Furthermore, with the use of interfe:r:ometric observations at millimeter wavelength for 
example, the gas and dust emission from some disks have been observed. In addition to 
this, increasing observational evidence has been gathered for the existence of a close link 
between jets and disks surrounding YSOs. 

Class I and Class 11 optical jets In T Tauri stars, a con:elation between the [OI) 
emission line luminosity at 63 J-Lm and the infrared excess luminosity from the disk has 
been qualitatively reported by various authors (see Cabrit (2000)), suggesting that the 
ejection processes in Class II sources are powered by disk accretion. 

This correlation was later quantified by Hartigan et al. (1995), through the left panel 
of the Figure 1.8, that plots for the blueshifted part of the jet around T Tauri stars (filled 
circles) : 

• the jet mass-loss rate on theY-axis, Mi, calculated via the method (c) mentioned 
in Subsection 1.2.3, and corrected for interstellar extinction; 

• the accretion rate, Mace on the X-axis, based on veiling measurements and other 
stellar parameters ; 

On the same Figure, other points have been added : 
• some of the same points, but with a downward correction of a factor 1:0 for the 

estimate of Mace (open circles, Gullbring et al. (1998)}; 
• three Class I optical jets studied by Hartigan et al. (1994) (stars on the same Figure), 

with the same estimate of Mi, and amore appropriate estimate of Mace for more 
embedded 0bjects (see Cabrit (2000)); 

The Figure provides an order of 0.01 for the Mi/ Mace ratio associated to the sample 
Hartigan et al. (1995), 0.1 for that of Gullbring et al. (1998), and shows that the jets 
associated to Class I sources fall on the upper envelope of the correlation found for T 
Tauri stars jets, showing no significantly different behavior from them. 

The right panel of the same Figure plots the wind momentum supply rate Fi = Mi"Vj 
(with Vj = 200kms~ 1 ) infunctionoftheaccretionluminosity (L~c-- GM*Macc/R where 
M* and Rare the respective stellar mass and radius). ForT Tauri stars, the Figure shows 
that Fi ~ 1G-100 L~c/c, suggesting that radiation pressure from the accretion shock or 
disk is insufficient to drive the jets. 

Molecular outflows. Molecular outflows also represent a good opportunity to test 
protostellar ejection mechanisms in relation with accretion processes, in the momentum­
conserving limit, that is under the assumption that the wind and molecular flow momenta 
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Figure 1.8- Accretion-ejection correlations in T Tauri stars (see text in Subsection 1.3.4); 
from Cabrit (2000). 

are equal, which is justified when the shock cooling times are short compared to flow dyna­
mical timescales (see Dyson (1984)), or when efficient mixing arises at the wind/molecular 
gas interface (Shu et a:L (199'1.)). 

The sample 0f Richer et al. (2000) shows that the outflows momentum fl1:1x and me­
chanical l1:1minosity (Feo and Leo) are correlated with L001 over a range of 5 orders of 
magnitude. The Figure 1.9 illustrates these existing correlations (left panel : Fe0 correla­
tion with Lhol, right panel : Leo correlation with Lhol) for this sample, mostly containing 
well defined Class 0 sources. In such young sources, L001 gives a measure of Lace(» L*). 
Two lines appear on the left hand side panel of this Figure : 

• the solid line shows the maximum momentum flux available in stellar photons in 
the single-scattering limit (multiple scattering is not likely to occur in the excitation 
conditions of protostellar winds) ; 

• the dashed line shows the typical momentum flux in the ionized component of pro­
tostellar winds, inferred from recombination lines or radio continuum data (Panagia 
(1991)). 

Their comparisons with the sample points respectively show that : 
• in low-luminosity sources (below 104L8 ), Feo"' 100- 1000£ho!/c, suggesting that 

mass-loss is dti:ven by accretion power rather than by radiative pressure; 
• in low-luminosity sources (below :U04L8 ), Feo ::::;:: lOFw,ion/c, suggesting that the 

driving winds must be 90% neutral ; 
• in higher luminosity objects, where dust grains provide the main opacity source, the 

radiation pressure might still have a role. 

The right hand side panel of the same Figure shows that Leo/ Lbol varies from 0.1 
(low-luminosity sources) to 0.011(high-luminosity sources). Under the assumption of mo­
mentum conservation (also see Subsection 1.3.2), Li » Leo : the Li/ Lbol ratio is close to 
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Figure 1.9 - Accretiml-ejection correlations in Class 0 molecular outflows (see text in 
Subsection 1.3.4); from Cabrit (2000). 

lOO% (10% for high-mass systems), showing that ejection extracts a large fraction of the 
accretion power. 

Various conclusions can be drawn from there : Cabrit (2000) uses these diagrams to 
establish that the [Oi] emission line intensity at 63 J-tm is consistent with Class 0 molecular 
outflows being momentum-driven by radiative, moderate velocity J-ty:pe wind-shocks, and 
discuss their ability to drive the observed molecular outflows. In the other hand, Richer 
et al. (2000) uses these conclusions to conclude that ejection/accretion ratios derived 
from this sample is consistent with MHD ejection model for all flow luminosities. In every 
case, the reader should be kept aware of the strength of the assumption of momentum 
conservation that was made at the beginning of the study (Richer et al. (2000)). 

Accretion/ ejection correlations were also investigated in Class I weaker molecular out­
flows of low-luminosity by Bontemps et al. (1996). Because of their weak CO momentum 
(Fco ~ lOOLboJ/c, see the left panel of Figure 1.10}, such objects do not follow an unified 
behav:ior with Class 0 sources (Fco ~ lQOOLboJ/c). In contrast, both Class 0 and Class I 
are identically correlated to the circumstellar envelope mass Menv derived from thermal 
dust emission (Fco = 10-4MenvX km s-1 yr-1, right hand side panel of Figure 1.10). 

Since the envelope mass decreases with accretion, this correlation suggests a progres­
sive decay of outflow force over time, perhaps linked to a concurrent decrease in accretion 
rate over time (Andre (1997)). Again, Cabrit (2000) argues that jets also appears dyna­
mically able to drive molecular outflows in the Class I stage. 
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Figure 1.10 - Left panel correlation of the momentum supply rate in the swept-up 
molecular flow with the source bolometric luminosity. The dashed line corresponds to 
Fco = lOOLhoJ/ c, open circles to Class 0 sources and filled circles to Class I sources. 
Dotted curves with arrow show possible time sequences. Right panel : correlation of Fco 
with the envelope mass. Taken from Bonternps et al. (1!996). 

1.4 Modelling of outflows 

1.4.1 ColHmation modelling 

In this section, following Cabrit (2007), we present the successive scenarios that were 
proposed to account for the collimation of outflows, focusing on the most constraining 
ones, that is the low..-luminosity Class II sources. 

Collimation by external thermal pressure. The first scenario that was proposed 
is also the simplest one : the collimation by external pFessure. In this model, the ini­
tial structure consists of an isotropic wind emitted by a flattened circumstellar structure, 
and its expansion in the disk plane is limited by an anisotropic thermal pressure gra­
dient that collimates it towards the disk poles. We focus on the most likely steady-state 
semi-analytical model in the context ·of high density and moderate speed, in which the 
wind is highly radiative (Barral and Canto (1981)), although adiabatic models have been 
considered as well (Konigl (1982)). Three characteristics are used as criterion to study 
the credibility of such a mechanism to collimate the jet in accordance with observations. 

The first one is the waist radius of the cavity created by a wind in these conditions. 
It is determined by the balance between the wind ram pressure and the thermal one in 
the disk plane, and therefore depends on the tempeFature and number density in the 
disk plane. These parameters are either provided by observations of well-studied disks 
(see for example Dartois et al. (2003}), or by theoretical ca:lculations in the case of a 
'standard' steady viscous accretioB disk model in which the viscosity scales as the local 
disk scale height. Both of these methods provide values that match the observational data 
of equatorial wind confinement, from which point of view the external thermal pressure 
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model is hence a satisfying one. 
However, to produce a jet, the opening angle of the shocked wind cavity should also 

be small enough to produce a jet. In a context of thermal pressure confinement, a strong 
dependence on the ratio of the disk pressure height scale to the waist radius (..\ = h/ Ro) 
of the asymptotic opening angle of the cavity has been demonstrated by Barral and Canto 
.(1981). The opening angle inferred from the typical value of..\ for disks around Class II 
sources suggests an opening angle of 25°, far from the 90° necessary to achieve cylindrical 
collimation corresponding to a well-focussed jet beam. 

In addition to this, the external thermal pressure mc:>del predicts the reconfinement 
of the shc:>cked wind when the disk is immersed in a non-zero pressure medium. In fact, 
reconfinement could be achieved in principle at a distance where the ambient pressure 
equals the wind ram pressure. Unfortunately the observations seem to indicate that this 
reconfinement should arise at less than 50 AU from the star, requiring excessively high 
ambient densities. DeTamarter et al. (2000) have shown these conditions could be found 
around Class 0 /I sources with dense infalling envelopes, but then the previous argument 
(that is, the excessive opening angle of the shocked wind) contradicts the scenario of 
external pressure collimation for these objects. For the Class II sources, the combination 
of the last two ones for Class 11 sources finally rules out the external pressure as the main 
agent f<:>r jet collimation. 

Collimation by external magnetic pressl.lre. Menard and Duchene (2004) have 
exhibited the tendency of jet somces to have their disk axes aligned with the field. It 
appears consequently relevant to verify if magnetic pressure, instead of thermal one, could 
significantly contribute t0 the jet reconfinement, again in the case of a radiative wind shock 
(see Cabrit (2007) and references therein). Indeed the effect of magnetic tension is this 
case is to counteract the wind expansion perpendicular to the field lines, leading to an 
elongated structure al<:>ng the direction of B. 

The approximate, less-c<:>nstraining relation can be used, similarly as in the case of the 
thermal pressure to estimate the reconfinement' distance, simply balancing the wind ram 
pressure by the magnetic <:>ne. Even in this case, the poloidal component of the magnetic 
field required to constrain the jet implies that the jet should have trapped a considerable 
2-20% of the initial poloidal flux present in the core, which seems t0 be unlikely because 
of the concentration of the magnetic field in the star itself, and given its effective diffusion 
in poorly-ionized, high-density disks. A regeneration of the poloidal flux by a star dynamo 
effect also seems unlikely on such scales. 

Instead of the role 0f the poloidal flux component, the reconfinement of the jet by 
a 'turbulent' magnetic pressure has also been invoked, but the magnetic energy density 
would have to be well above equipartition on large scales, and the processes at stake for 
the creation and maintaining of such conditions are unclear. 

MHD self-collimation. The third collimation process that has been invoked to account 
for the coUimatic:m of jets is the MHD self-collimation. In this case, an MHD wind is 
launched along a well-organized magnetic field anchored in a rotating object {star, disk,. 
infalling envelope), with a non-zero current flowing across the magnetic surfaces. In this 
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model, the required p0loida1 flux is much smaller than in the magnetic collimation process, 
because the self-colHmation is assured by the poloidal COII!ponent created by the wind 
itself, and not that of a large scale magnetic field. Although models and comparisons 
to observati<ms are more diHicult in the frame of this scenario (see Cabrit (2007) and 
references therein), it is currently the most promising one, as it accounts for observed jet 
widths, collimation scales, and opening angles in Class 11 sources (see for example Ray 
et al. (2007)). 

high-mass star outflows collimation. For high-mass stars outflows, there is a gene­
ral trend of decrease 0f the collimation with age. The young objects are only subject to 
minimal increased irradiation on the disk and disk-wind by the star, whereas more evol­
ved sources present ultracompact H 11 regions (and possible powerful water masers). This 
led authors to propose possible evolutionary sequences, based on the presence of increa­
sed radiation from the central star, ionizing the outflow and improving the matter-field 
coupling (Beuther and Shepherd (2005), Yorke and Sonnhalter (2002), Shepherd (2003)). 
Increased turbulence in high-mass outflows is also expected to influence their morphology 
towards decollhnation, through the weakening of the conditions for ideal MHD (Fendt 
and Cemeljic (2002), Pudritz and Banerjee (2005)). 

1.4.2 Acceleration model'Hng 

In this section, we again follow the lecture of Cabrit (2007) to expose the various 
processes proposed to reproduce the observations of acceleration of jets from young stars. 

Radiation pressure. The radiative pressure force exerted by phot0ns on the gas at a 
given distance from a s0urce can easily be expressed as a function of its luminosity and of 
the photon mean free path in the gas. To drive a wind, this pressure force must overcome 
the gravity of the central star, a condition for which low-mass (i.e. luminosity) stars fall 
clearly short. Nevertheless, this condition could be validated for high-mass protostars 
accreting at very high rates. However, we have seen in Subsection 1.3.4 that radiation 
pressure fails to account for the high values of flow momentum rate, except perhaps for 
high-luminosity protostars with high dust opacities. C0nsequently radiation pressure is 
ruled out as a general means of driving YSOs jets. 

Thermal pressure gradients. Another purely hydrodynamical mechanism, based on 
thermal pressure gradients, could explain the acceleration of jets from young stars. If the 
sounds speed at the wind base equals the escape velocity, gas could be accelerated through 
a sonic point with non-zero velocity. 

In this case, the writing of the energy conservation along a streamline yields a minimum 
initial temperature at the wind base, required to reach a gi:\ren speed. This temperature is 
rather high, but have been observed, for example in accretion-related high coronal winds 
in T Tauri stars (see for instance Dupree et al. (2005}). Unfortunately, the acceleration of 
the total jet mass-loss rate by this mechanism, given the high coronal temperature that 
are required, is expected to generate strong X-ray brehmsstrahlung emission, which is not 
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observed in any case. However, this mechanism could partly participate to the acceleration 
of jets. 

The X-ray emission problem might be overcome in models where the wind is cold 
at its base, and enthalpy is provided to the flow further up. Unfortunately, given the 
unavoidable associated losses (such as radiative cooling), the energy required as a specific 
heat input along the stream line would require a large fraction of the accretion luminosity. 
As no heating process has been proved that efficiency level, this type of models meets the 
problem of low efficiency in terms of the driving of stellar winds. 

In the case of irradiated jets (see Subsection 1.2.4), the irradiation of the disk surface 
by strong UV radiation could generate a hot ionized layer in which the sound of speed 
reaches 10 km s-1 . The acceleration of the jet in this situation would not be associated to 
X-ray emission, making thermal pressure gradients a potential acceleration mechanism, 
but only for the low-velocity component of the wind, corresponding to a low-mass-loss 
rate. 

Alfven·wave pressure gradients. Alfven waves were suggested by Decampli (1981) 
as a source of momentum transfer to the flow, under the form of an anisotropic pressure 
gradient. Such excitation of MHD waves appears possible at the stellar surface or ma­
gnetosphere gi;ven their deep convective layers and strong magnetic fields, but again the 
dissipations associated to the propagation of the required coherent Alfven waves (such 
as acoustic waves) yield excessive necessary value fm the wave energy compared to that 
of the accretion. In addition to this, an efficiency problem would occur, similar as that 
associated to thermal pressure gradients. 

Magneta.centrifugal MHD acceleration. Magneto-centrifugal acceleration presents 
the nice advantage of being an efficient process. Through this mechanism, a large-scale 
field exerts a braking torque on a rotating object, transferring momentum towards the 
outflowing gas, later accelerated by centrifugal and Lorentz forces along the field lines. 
The rotating object can be the star, disk, or infalling envelope, and the high efficiency of 
the process is due to that of the conversion from rotation to kinetic energy. 

The situation in which the field lines are anchored in the disk imply a high ratio of jet 
to accretion power, both compatible with the typical observed maximum jet speeds and 
the current estimates/upper limits on rotation speeds in jets. The jet launching region 
can either be extended (with an inner edge around fi.ve stellar radius), but require a yet 
to be determined heating source near the disk surface, or consist of a narrow annulus 
at the inner edge of the disk, in which case higher poloidal speeds and smaller rotation 
signatures are predicted in the outer regions of the jet. 

The field lines can also be anchored in the star, in which case the magneto-centrifugal 
ejection has been proved to be a natural and fast means to spin down protostars in 
various situations. However; the correlation with accretion is indirect in this case, and 
the efficiency of this mechanism depends on the stellar rotation rate. The reconnexion 
X-wind model of Ferreira et al. (2000), in which the matter is loaded on the field lines 
not at the stellar surface, but near the corotation point of the disk (where the keplerian 
rotation velocity equals the stellar rotation one~, might overcome these problems. The 
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episodic mass loading location occurs at the reconnexion point between closed stellar field 
lines and open disk field. An ejection/ accretion correlation is stiU expected, the mass-loss 
efficiency may not vary excessively with the stellar rotation, and good agreement with 
observations of terminal jet speeds, spin down and disk accretion l'ate evolution is found. 

Relaxation of twisted magnetospheric field : magnetic tower. The last ejection 
mechanism invoked requires particular conditions as the absence of significant disk ma­
gnetic field, or the presence of a disk field anti-parallel to the stellar magnetic moment. 
In such models, closed loops of magnetospheric stellar winds interact with the inner disk, 
and any small differential twist between them triggers the stretching of magnetic loops , 
whose complex time-dependent evolution seems to result in outflows. The ejection yielded 
fr:om such models tend to suffer from a lack of correlation with accretion, and the outflows 
produced in corresponding numerical simulations. show no sufficient collimation (see for 
example Matt et al. (2002)). 

1.4.3 Outflow models review 

Our understanding of outflow activity has evolved with the progresses of computational 
power. Initially analytical, the models used to describe jets and/or outflows are now highly 
numerical, and include numerous ingredients, such as molecular cooling and chemistry. 
A detailed review of these models would be out of the scope of this introduction, so we 
present the basic ideas behind the four classes of existing outflow models, in accmdance 
with Cabrit et al. (1997). Figure l.II summarizes the main observable predictions for 
each of these models class. 

Wind-driven shell models. In the wiBd-driven model, a wide-angle wind blows into 
the stratified surrounding ambient medium, generating a thin swept-up shell : the outflow 
shell; hence made of entrained ambient material. 

This model was initially developed by Shu et al. (1991), Li and Shu (1996), Matzner 
and McKee (1999). Recent numerical simulations include that of Delamarter et al. (2000) 
(spherical wind), Lee et al. (2001a) (atomic axisymmetric wind}. The slope of the mass­
velocity relation (see Subsection 1.2.2) generally inferred from these models corresponds 
to the low-velocity cmnp<ment. Wide-angle winds can readily produce outflows with large 
widths over timescales in agreement with observations, but they fail to generate discrete 
bow-shock structures in the entraiBed gas, as seen in many high-resolution CO maps for 
example, and discrete position-velocity spur structures. The addition of a collimated core 
with a strong dependence of the velocity .field on the angle might be a solution but further 
work is currently required to validate it. 

GardiBer et al. (2003) (MHID collimation effects~, and Cunningham et al. (2005) (in­
clusion of molecular chemistry and cooling, and implementation of an Adaptative Mesh 
Refinement technique) produced satisfying outflow lobe appearance, but in these cases, no 
mass-velocity relation nor position-velocity or channel maps were generated, that could 
be compared to observations. 
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Figure 1.11 - Observable molecular outflows properties predicted by the four classes of 
models. Take!! from Arce et al. (2007). 

Turbulent jet models. The jet-driven turbulent model is based on the development of 
Kelvin Helmholtz instabilities a:long the jet/environment layer, leading to the formation of 
a viscous layer in which the ambient gas is entrained in a eventually completely turbulent 
flow. This model is discussed in Canto and Raga (1991), and Cant6 et al. (2003) for 
example, but only one group has developed numerical simulations that could be compared 
with observations. Indeed, without including molecular cooling or chemistry, Micono et al. 
(1998) generated atomic emission predictions, later completed by successful mass-velocity 
relation predictions Micono et al. (2000). However, these models do currently predict 
decreasing molecular outflow momentum and velocity with the distance from the source, 
in contradiction with the observations. 

Jet bow-shock models. In the jet-driven bow-shock models, a highly collimated jet 
of uncertain physical origin propagates into the surrounding ambient medium, producing 
a thin outflow shell around the jet (see Figure 1.12). The jet-ambient medium impact 
results in two shocks, a jet shock and a bow-shock, at the head of the jet. Between the 
shocks, the gas undergoes high pressure conditions and is ejected sideways out of the 
jet beam, which then interacts with the ambient unperturbed material through a broad 
bow-shock, producing an outflow cavity surrounding the jet. A variation in the mass-loss 
rate naturally leads to the production of knotty shocks along the jet axis. 

This class of models was first presented by Raga and Cabrit (1993). Recent efforts 
have been made, that focus on non-magnetic jet bow-shocks models and are stressed out 
in the brief review of Arce et al. (2007) who cites two groups : 
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Figure 1.12 - Sketch of the jet bow-shock configuration. 

• Downes and Ray (1999), Downes and Cabrit (2003) , who simulated low density, 
axisymmetric, two-dimensional, mainly molecular jets with no chemistry nor cooling 
below 1000 K , insisting on the resolution of the post-shock region. The initial jet 
velocities depend on shear and pulsation ; 

• Smith and Rosen (2003) , Rosen and Smith (2004) investigated fully three-dimensional, 
mainly molecular flows with cooling and chemistry at all temperatures and an equili­
brium assumption for certain reactions, hence under-resolving the post-shock region. 
The initial jet velocities also vary with shear and pulsation, and also with precession. 

The comparative review of the results yielded by these works can be found in Arce et al. 
(2007) , providing different advantages when comparing them to observations owing to 
their different assumption choices. Nevertheless the degree of satisfaction reached in such 
comparisons in terms of mass-velocity or position-velocity is rather good. Magnetic fields 
have also been included in recent simulations (see Arce et al. (2007) and references the­
rein), as well as complex chemistry and instability studies (Lesaffre et al. (2004a), Lesaffre 
et al. (2004b)). 

Generally speaking, this category of models provide outflow widths good agreement 
with observations of highly collimated outflows, but fail to explain them when the observed 
outflows are poorly collimated. They also meet difficulties to generate the observed values 
for outflow momentum. The wandering of the outflow axis, mentioned in Subsection 1.2.2 
could mitigate these discrepancies. 

Circulation models. In circulation models, the molecular outflows are not made of 
entrained ambient gas, but of infalling gas, deflected away from the protostar in a central 
torus of high MHD pressure through a quadrupolar circulation pattern around the pro­
tostar, and accelerated above escape speed by local heating. Consequently, most of the 
infalling circumstellar material is magnetically diverted at large radii into a slow-moving 
outflow along the polar direction , while infall processes along the equatorial plane. The 
outflow may still be affected by entrainment from the wind or jet, but only in a limited 
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extent, to the polar regions. This class of models was suggested by Fiege and Henrik­
sen (1996a), Fiege and Henriksen ( 1996b), and further numerical simulations brought 
attraction to these models (Lery et al. (1999), Lery et al. (2002), Lery (2003)), as : 

• around low-mass protostars, large outflow-masses can be generated, and satisfactory 
relation between Fco and Lbol can be found in model cases where radiation trans­
port is important. The addition of Poynting flux in the model also allowed for the 
generation of outflows of sufficient speeds (see for example Combet et al. (2006)); 

• in outflows from high~ mass stars, the observed opening angles and velocity structures 
can be explained by these models. 

Several concerns still remain a:bout the circulation models, namely, the apparent lack 
of molecular material in the equatorial plane which could feed a circulation flow in ob­
jects such as B5 (Velusamy and Langer (1998)), or the direct evidence for fast jets and 
bow-shock entrainment in some high-mass systems. The existence of unipolar .outflows 
(see Subsection 1.2.2) also contradicts these models, but coud find explanations in other 
considerations as the formation of the outfl.ow on the edge of a cloud or close to an H 11 
region interface. 

Other models. In this paragraph, we can cite the plea of Arce et al. (2007) in favor of 
combination of jet and wide angle wind models, that would match observations at different 
wavelengths. Very r:ecently, Machida et al. (2007a), Machida et al. (2007b) managed to 
account for such a dual outflow to arise, based on the double core collapse occurring at 
the end of the p:restellar phase, as mentioned in Subsection 1.1.4. 

Outflows around high-mass protostars. Although most on the simulations work 
has been focusing on low-mass star outflows. Nevertheless some properties (such as the 
CO spatial and velocity structure~ appear similar over a broad range of luminosities Ri­
cher et al. (2000), suggesting common production mechanisms. Recent simulations ~disk­
outflow connection, Pudritz and Banerjee (2005)) and observations (Beuther et al. (2004)) 
seem to acknowledge the trend that outflows from high-mass stars could be scaled up ver­
sions of that arising around low-mass stars. 

1.4.4 Open questions 

After this overview of observations and inferred properties of every currently possible 
manifestations of outflow activity, we briefly review the significant issues that have eluded 
observational efforts so far. 

The nature of the launching and collimating processes remain unclear. The possibility 
to distinguish one dominant, generic mechanism might be have to be abandoned il1 favor 
of a model in which these processes could depend on the stellar evolutionary stage , or 
on the mass of the forming star. Of particular importance is the role of magnetic fields, 
whose understanding probably requires more and more observational data. The question 
of the existence of a big picture over broad ranges of stellar masses and evolutionary ages 
is still an open one. 
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The recent progresses in numerical power have allowecl for corresponding ones in terms 
of numerical simulations of all kind. However, the observational distinction between mo­
dels in which jets are single entities and others where they are integrated with wide-angle 
winds is riot yet entirely clear. 

The study of the jet in a multiple stars configuration has to be entirely conducted. 
The role of the frequently observed companions in the formation and evolution of jets has 
to be determined. Particularly, the directional stability of jets over long periods of time 
has to be understood if most sources are binaries. 

The connection between the numerous observational manifestations of outflows acti­
vity (optical shocks, molecular hydrogen, dust thermal and non thermal emission) has also 
to be established, preferably in relation within the frame of the rich shock chemistry. This 
highly peculiar chemistry also needs further understanding : the formation/ destruction 
balance of some species is still unclear. Extensive experimental and theoretical work is still 
needed on chemical reaction and collision rates, and numerical modelling must incLude 
these data as accurately as possible. Progresses must also be achieved in the detection of 
some high ener,gy signatures, such as X-rays. 

From these points of view, the future years look particularly exciting, since it will in­
volve every kind of research area. Observers will be sought thanks to the recent progresses 
in ground-based detection, but also by the large playing field opened by the arrival of new 
instruments in the coming years. Modelling teams will have to optimize their use of nu­
merical simulations in accordance with the always improving accuracy and efficiency in 
terms of calculations power. Chemists ( experimentalists and theorists) will also be needed 
to provide them with always more ingredients to include in the models. 
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Modelling interstellar shocks 

We briefly describe here the ways to model interstellar shocks by means of the shock 
waves formalism, in two different situations : with or without magnetic field. For an 
extensive description of the shock code that we used, the interested reader can refer to 
the remarkable presentation in (Guillet (2008)). 

2.1 Stationary shock models 

Whenever a gas is compressed by a 'piston' moving at a speed .gr:eater than the sound 
velocity in the gas, the gas molecules ahead of the compression wave cannot receive a 
signal that the piston is approaching. The result of this type of motion is that a transition 
region is set up in the gas across which the properties of the gas change abruptly. In many 
circumstances this transition region is narrow relative to other dimensions in the gas, and 
we refer to it as a shock front and treat it as a discontinuity. Across the shock front the 
density, pressure, velocity, and other parameters of the gas change discretely. 

One can define a shock as being the propagation at a supersonic speed of an irreversible, 
pressure-driven fluid-dynamical disturbance. In fact, even in the case of an adiabatic shock, 
where the medium does not exchange any heat with the exterior, the gas is heated, and 
entropy is generated. 

Such situations frequently occur in the interstellar medium. Indeed, the temperature 
is usually low (10 K), and consequently, the sound velocity is low too, about 0.2 km s-1. 

It is therefore frequent to observe supersonic flows, for example in the expanding ionized 
regions around hot stars, in the stellar winds of hot stars, in jets associated with star 
formation, in the explosions of supernovae, or in collision s between interstellar clouds. 

2.1.1 Rankine Hugoniot equations 

Before presenting the equations that allow us to model the shock, it is useful to recall 
some thermodynamical relations and definitions. Classically, one denotes by Cp and Cv the 
specific heats of the gas at constant pressure and volume respectively, with "' == ep/ev. 
In the case of a perfect gas the pressure p, density p and temperature T are connected 
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by the equation 
pRT 

p= ~ (2.1) 
m 

where R is the universal gas constant, and m is the molecular weight in terms of the mass 
of the hydrogen atom. For adiabatic motion, a fluid element neither gains nor loses heat, 
and the additional relation holds, 

p = kp"~ 

Finally, the entropy of a perfect gas is by definition 

apai:t fr0m a constant. 

(2.2) 

(2.3) 

We place ourselves then in the reference frame of the shock, and we take the su:ffuces 
1 and 2 to refer to the pre-shock and post-shock region respectively. The conservation 
laws for mass, momentum, and energy, developed together with the few relations above 
(seeKendal'l and C. (1964)), provide the foHowing jump conditions Qalso called Rankine­
Hugoniot equations in a more generic form) 

(2.4) 

(2.51 

(2.6) 

where U is the internal energy of the molecules, v the velocity of the flow in the reference 
frame of the shock, 1-l the mean molecular mass, and p the mass density. The term {5/2)kT 
contains the work of the pressure forces and the thermal energy. 

Knowing these relations, and considering the relation defining the entropy for a perfect 
gas (see above Equation 2.3), one can show that the entropy increases during the shock 
if and only if the pressure in the post-shock region is superior to the one in the pre-shock 
region. It follows that all shock waves are compression shocks. One can also show, with the 
help of equation 2.1 that the temperature increases across the shock (all these calculations 
are provided by Kendall and C. (1!964)). Furthermore, if the compression rate is such that 
p2 jp1 -+ oo, the density ratio is such that P2/ p1 = b + 1)/(r- 1). For strong blast 
waves it sometimes appears that the appropriate value of ~I is nearly unity, allowing large 
density increases. 

2.1.2 Single fluid and multi fluids sh.ock models 

These two situations, single fluid or multifiuid, can be defined with respect with the 
value of the magnetic field for example, and both correspond to a set of physical conditions 
that are consequences of this value. 

When the magnetic field is weak or non-existent, aB components (e.g. atoms, ions, 
and electrons) may be approximated as having a common flow velocity v. The gas follows 
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the laws of fluid dynamics, and is conseqHently following matter, momentum and energy 
conservation laws. The shock corresponds to the supersonic propagation of a pressure 
variation and is sometimes called 'hydrodynamical'. One can observe J-type shocks ('J' 
being for Jump), because quantities such as temperature and density undergo a disconti­
nuity (see Figure 2.1). The gas is heated, accelerated and compressed by the shock waves, 
and then cools down through the emission of its components, atoms or molecules. In the 
post-shock region, where the gas has enough time to radiate, it cools at constant pres­
sure, which provokes a bigger compression. In sufficiently dense media (molecular clouds, 
protostellar jets ... ), one observes mainly the isobaric phase in the J-type shocks. One 
can also notice that a J-type shock is not a real discontinuity because of the fact that 
temperature and density change on a spatial scale of about the mean free path. In this 
situation the medium is called single fluid. 

One consequence of the magnetic field, orientated paraNel to the shock £ront, is a 
partial decoupling of the flows of the different components of the medium through the 
shock: 

• the charged particles gyrate ar0und the magnetic field lines and are consequently 
coupled to this field ; 

• the neutral particles are affected only indirectly by the magnetic field, through 
collisions with the positive ions (and electrons) ; 

• the grains, that are also charged, are coupled to the magnetic field. 
The magnitude of the difference between the flow velocities of the charged and the neu­
tral species depends directly on the rate coefficients for the collisional processes between 
neutral and charged particles. Numerical modeUing has shown that the ion-neutral drift 
velocity can attain a significant fraction of the shock speed, typically several km s- 1 . The 
kinetic energy associated with this non thermal motion is sufficiently large to overcome 
the endothermicities of chemical reactions which would not occur in normal conditions. 
On the other hand, the conservation of charge implies that ions and electrons move with 
the same velocity (a relative drift between the two kinds of charge would generate an 
electric field which would oppose itself to it), but their temperatures are different. 

The considered medium is a dense molecular cloud, weakly ionized (and mainly by 
cosmic ray ionization of molecular hydrogen), with nH = n(H) + 2n(H2) "' 104 cm-3• 

In the interstellar medium, the characteristic time of scattering of the magnetic field is 
generally much longer than to the characteristic time of advection. One can therefore 
assume that the field is 'frozen' in the ionized fluid. We also assume that this magnetic 
field is transverse to the flow. In this configuration, Maxwell's equations add up to the 
fluid dynamics ones, and the shock is deemed 'magneto hydrodynamical' (MHD). 

In the charged fluid, compressive, magnetosonic waves can propagate with the velocity : 

Vcms = (2.7) 

where Pc is the volume :mass of the charged particles, which include ions, electrons, and 
grains, standing for approximately 1 % of the gas mass. Typically when this velocity 
exceeds that of the shock, magnetosonic waves propagate faster in the charged fluid than 
the shock front. Ahead of this shock front, a magnetic precursor appears, heating, slowing 
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and compressing the charged fluid of the pre-shock gas before the aHival of the shock front, 
on spatial scales much larger than the mean free path. This magnetic precursor decouples 
the neutra:l and charged fluid, generating ambipolar scattering, that is the friction between 
the fluids. For a sufficient value of the magnetic field, resulting exchanges of momentum 
and energy in the precursor are more important, and the neutral fluid itself is likely to be 
heated, compressed and slowed before the arriva:l of the shock front. 

Because of this slowing down, the neutral fluid also undergoes a velocity jump of a 
smaller amplitude than in the situation where there is no magnetic field, as one can see on 
Figure 2.1. Such a shock is called J-shock with magnetic prec1:1rsor. An order of magnitude 
of the size of this precursor is provided by the f0Howing expression (see for example Draine 
(1980)) 

L :.::=. 8B5 /-Ln + /-Li 
J:Lo PiOPno < UV >in Vs 

(2.8) 

To calculate this characteristic size, one use the conservation of momentum (equation 
2.15) in which the two first terms are neglected. Only the elastic ion/neutral collisions are 
taken into account, and it is assumed that vi == vs/2 and Vn = Vs· The complete calculation 
can be fo1:1nd in Draine {1980}. 

If the intensity of the magnetic field increases, the size of the precursor increases, and 
the neutrals (through the ions) are compressed sooner : the discontinuity vanishes, and 
the shock turns into a C shock (C being for continuous), see Figure 2.1. 

The distinction between J shocks and C shocks is relevant with respect to the dif­
ferences of their characteristics. For example, in a C shock, the maximal temperature 
(about 500 K at a shock speed of Vs === 10 km s-1

, and a pre-shock density of nH = 104 

cnc3 ) is much lower that the one that can be reached in a J shock, because the energy is 
dissipated along a longer distance : ,......, 0.1 pc for a C shock, and ,......, ](!)4 pc for a J shock. 
The critical magnetic field Bcrit allowing to distinguish J shocks from C shocks can be 
found analytically only for adiabatic shocks. In practice, the only way to determine Bcrit is 
by obtaining numerical solutions for the shock structure for various values of B0 , starting 
with a small value and increasing Bo untH the J front compression ratio drops to unity. 

2.1.3 The shock code inpllts 

At this point, for clarity reasons, it is useful to precise the choice of some physical and 
chemical parameters that are of special importance in the shock code that we use, such 
as the initial condition parameters or such as the variables that are resolved at each point 
of our models. As we have seen in the previo1:1s Subsection, in order to treat stationary 
C-type shock waves, one must distinguish three fluids when resolving their structure : the 
charged particles, the neutral particles, and the electrons are hence considered to belong 
to three different fl1:1ids. Consequently, 11 variables related to the physical parameters of 
these fluids are resolved in the shock code : 

• Vn, Vi are the velocities of the neutral and the ionized species; 
• Pru Pi are the v0lume masses of the neutral and the ionized species; 
• Pneg is the volume mass of the negative ions; 
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Figure 2.1 = Schematic structure of the velocity of a stationary adiabatic shock wave 
in poorly ionized medium, as a function of the local magnetic field strength B0 • The 
velocities are gi:ven in the frame where the shock front is idle : Vn is the neutral velocity 
in the propagation direction of the shock, Vi that of the ions and electrons. The pre-shock 
medium is on the left hand side of the shock front, the post-shock on its right hand side. L 
is the shock length, and Vims is the ions magnetosonic speed (the dust grains were ignored 
in this model'}. 
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• Tn, ]1, Te are the respective temperatures of the neutral, ionized, and electrons fluid; 
• nn, ni are the number deRsities of the neutral and ionized species; 
• the neutral velocity gradient is the last Recessary variable. 
To resolve the shock models, initial conditions are required, that are the main specifi­

cations related to the kind of shock that is to be modelled : 
• the type of shock (C, J, or steady-state to comp1:1te the equilibrium state that defines 

the initial composition of the gas) ; 
• the associated number of fluids (1, 2, or 3); 
Various informations about the in.itial state of the gas are also required : 
• the initial gas temperature; 
• the grains temperatures ; 
Of particular importance are the following parameters : 

• the shock velocity Vs ; 

• the pre-shock density nH; 

• the magnetic field parameter b. 
Regarding the magnetic field, we use the phenomenologicallaw (see Crutcher (1999)) for 
its intensity 

(2.9) 

where b denotes the 'magnetic field parameter', in the pre-shock region. 
Output specifications options, numerical parameters (such as the integration time), 

environment characteristic values (sue as the cosmic ray ionization rate), and some other 
requirements that will be detailed when convenient in this document, are also present in 
this file. 

2.2 Equations of conservatioa 

As the magnetic field interacts directly only with the charged particles, it is necessary 
to consider at least a tw0-fluid model of the shock region. Substantial differences may 
develop between the flow velocities and kinetic temperatures of the ionized and ne1:1trals 
fluids. 

Whilst the preservation of charge neutrality requires that the flow velocity of the 
positive ions, vi, and the electrons, ve, should be the same, the kinetic temperatures of 
ions and electrons may differ if Coulomb scattering is insufficiently rapid to maintain a 
common thermal distribution. Accordingly, we consider a three-fluid model of the medium. 
The suffixes n, i, and e will refer to the ne1:1tral fluid, the ionized fluid, and the electrons 
respectively. 

Let us denote by z the independent variable, which is the distance from some arbitrary 
reference point along the positive flow direction. The magnetic induction, which is taken 
to be perpendicular to the flow, will be denoted by B. We consider a plane-parallel shock 
in a stationary state, in which the magnetic field is 'frozen' into the ionized gas. All the 
following equations are given in Flower et al. (1985). 
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2;2. Equations of conservation 

2.2.1 Particle number and density conservation 

For the three fluids, conservation of particle number density requires that 

.!!._ (PnVn) = Nn 
dz J.ln (2.10) 

where Pn is the mass density of the neutral particle and J.ln the mean molecular weight ; 
Nn is the number of neutral particles created per unit volume and time. 

The corresponding equation for the positive ions is 

~ (P.iVi) =N. 
dz /1i 

(2.11) 

As we assume charge neutrality, the equation for electrons is identical to 2.11. One can 
also write the conservation of particle number density for each species 

(2.12) 

where no: is the particle number per anit volame, Vo: is the velocity of the considered 
particle, and No: is a source term for the species a. 

2.2.2 Mass conservation 

The equation expressing the conservation of the mass of the neutral particles and of 
the ionized particles may be written 

(2.13) 

considering that neutral mass may be created only through the destmetion of ionized 
mass. Sn is the corresponding source term. The mass of the electrons is negligible. 

2.2.3 Momentum conservation 

The equation of momentum conservation is, for the neutrals, 

(2.14) 

where T n is the kinetic temperature of the neutral gas and kB is Boltzmann's constant ; 
An denotes the change in momentum of the neutral fluid per unit volume and time. 

In the case of the ion-electron fluid, account must also be taken of the compression of 
the magnetic field 

(2.15) 
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Denoting the unperturbed value of the magnetic induction by B0 , and the shock velocity 
by V 8 , the fact that the field is frozen in the ionized fluid implies that Bvi = Bovs, flow 
velocity being expressed in the frame of reference of the shock. Equation 2.15 then becomes 

(2.16) 

Once again, the inertia of electrons has been neglected. 

2.2.4 Energy conservation 

The conservation of energy of the neutral particles may be expressed as 

(2.17) 

where U n is the mean internal energy per neutral particle, and Bn is the corresponding 
source term, the change in energy of the neutral fluid per unit volume and time. 

For the ion-electron fluid, if we neglect the contribution of the internal energy of the 
ions, we have 

(2.18) 

For all these equations of conservation (number, mass, momentum, energy), source 
terms have to be estimated. These source terms can be the results of different kind of 
processes arising in the shock context. 

2.3 Microscopic processes 

2.3.1 The influence of chemistry 

Shocks are likely to play an important r0le in the evolution of the interstellar medium, 
from a dynamical and chemical point of view. The shock chemistry is indeed very different 
from the ene that one can study in the 'normal' interstellar medium. In fact, whilst they 
can be neglected in models of the cold, ambient medium, endothermic reactions and those 
with barriers of up to approximately 1 eV must be considered in shocks. However, there is 
a compensating reduction in complexity, which is a consequence of the restricted time that 
an atom or molecule spends within the regien of the shock. This time, which is typically 
in the range 1()3-104 years, is much smaller than the lifetime of a molecular cloud, which 
may be as long as 107 years. It follows that only rapid chemical and physical processes 
are important within shocks, leading to a simplification of their chemistry. 

Threugh these chemical processes, species are formed or destroyed, ions or neutral 
added to the corresponding fluids, that then play a role in the thermal balance ef the 
shock, which has an influence on the number of reactions the shock can initiate, and so 
on. For example, the old question of explaining the amount of CH+ has perhaps found its 
solution with the study of interstellar shocks. 
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The chemical network used in this model takes more than 120 species and around 
1000 chemical reactions. The fractional abundances of these species is hence added to the 
list of unknown variables of the shock code, an their initial value is calculated through 
the use of a stationary state of the shock code, that simulates the equilibrium state of 
the considered region. The Figure 2.2 shows the difference of the results obtained with or 
without taking the chemistry into account. 

• in the latter case, the ionization fraction varies only through the differential com­
pression of the ionized and neutral fluids by the shock wave, and has the same value 
in the pre- and post-shock regio:ns ; 

• taking the chemistry into account yields a much lower degree of ionization, leading 
to weaker ion-neutral coupling, hence broadening the width of the shock wave. Since 
the energy is dissipated on a larger region as compared to the first case, the maximum 
temperature is lower (here approximately twice lower). 

no chemistry 

!5 ~ ... ~·······.. lndudlng chemistry 

J to·S 1---- ... ·· \ ....... _ !.... ......................... . 
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Figure 2.2- Above : fractional ionization predicted by a model in which V8 = lJO km s-1, 

nH = 103 cm-3 and B0 = 25J.LG; results are compared including and neglecting chemical 
reactions. Below : Corresponding temperature profiles of the ionized and neutral fluids. 
Taken from Pineau des Forets et al. (1997). 

2.3.2 Grains-neutrals coupling effects 

Gas-grains interactions can have important consequences on physical and chemical 
properties of the shock. In fact, grains can generate formation or removal of molecules 
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Tableau 2.1 ~ Initial repartition of the refractory elements in the gas phase and in the 
grain mantles and cores (Flower and Pineau des Forets (2003)). Numbers in parentheses 
are powers of li@. 

element fractional abundance gas mantles cores 
c 3.55(-4) 8.27( -5) 5.53(-5) 2.17( -4) 
0 4.42(-4) 1.24( -4) 1.78{-4') 1.40(-4) 

Mg 3.70(-5) 3.70(-5) 
Si 3.37(-5) 3.37(-5) 
Fe 3.23(-5) 1.50(..:8) 3.23(-5) 

of the gas, and their inertia can modify the propagation of the shock, specially in the 
case of C shocks. Consequently; it is necessary to model the grains behavior with the best 
accuracy possible. 

Interstellar grains population sp:t:eads from Polycyclic Aromatic Hyd:t:ocarbons (PAH) 
to much larger particles. Observational constraints on dust in the dense interstellar me­
dium are compatible with models in which spherical and homogeneous grain cores are 
made of silicate or carbonated matedal and coated by gra:in mantles made of various 
molecular ices. The initial composition of the grains mantles and the elemental depletion 
into the grains cores is b>ased on observations (see Flower and Pineau des Forets (2003)). 
Interstellar grains population spreads from 'Very Small Grains' (VSG), represented by 
'Polycyclic Aromatic Hydrocarbons' (PAH), to much larger particles, made of amorphous 
carbon and silicates. PAH are incorporated with a fractional abundancenpA'Jf /nH ~ 10-6 , 

an upper limit consistent with estimates of the fraction of elemental carbon likely to be 
present in the form of VSG (Li and Draine (2001), Weingartner and Draine (2001)). 

The adopted size distribution for the grains is the one of Mathis et al. (1977), de­
duced from diffuse intersteHar medium observations in the vicinity of the Solar system : 
dn9{ a)/ da ex a - 3·5 , where dn9 (a) is the grain density of grains having a radius between a 
and a+da. Respective upper and lower limits of the grains radius is assumed to be 0.3 pm 
and 0.01 pm. With such a distribution, small grains are the most numerous, but large 
grains provide more contribution to the mass. 

The total number density of the grains is also computed 
• from the total mass of the refractory grain cores which is 0. 78 x 10-2 times that of 

the gas for the adopted composition of the grain cores ; 
• assuming a bulk density of 3 g cm-3 . 

The thickness of the grains mantles is determined from their molecular composition, 
assuming a mean number of 5 x 104 molecular binding sites per layer of the mantle and 
a thickness of 2 x 10-4 pm for each layer, independent of the grains core. This procedure 
yields an initial mantle thickness of 0.015 pm on the grains cores, whose mean radius 
is 0.02 pm. However, the sputtering of these grains mantles occurs sufficiently rapidly 
that the existence of thick ice mantles in the pre-shock gas has little effect on the shock 
dynamics. 

A detailed review of the grains involving processes taken into account, as well as 
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Tableau 2.2 = Initial repartition of chemical species in the grain mantles (Flower and 
Pineatl des Forets (2003)), relatively to hydrogen (first line), and water ice (second line). 
Numbers in parentheses afe powers of 10. 

CO C02 CH4 NH3 H20 
8.3(-6) 1.3(-5) 1.6(-"6) 1.6(-5) 1.0(-4) 
8.3% 13% 1.6% 16% lOO% 
CO C02 CH4 NH3 H20 

1.9(-5) 6.2(.,6) 7.2(-6) 2.1(-7) 3.7(-6} 
19% 6.2% 7.2% 0.21% 3.7% 

their significant effects on C-shock waves can be found in Flower and Pineau des Forets 
(2003). We extract two Tables from this article, 2.1 and 2.2 that respectively provide the 
initial repartition of refract0ry elements in the gas phase and dust grains, and the initial 
composition 0f the grain mantles. The refined taking into account of the interactions 
the grains material is involved in itself gives birth to the necessity of modelling other 
processes, like erosion, sputtering or fragmentation of the grains (see Guillet et al. (2007) 
and references therein for a recent analysis). 

2.3.3 Dissociation, ionization., and shock structure 

An important parameter when one study the emission of molecules in the shock region 
is the temperature, which influences the abundance as well as the excitation of these 
molecules. These parameters themselves are then likely to modify the structure of the 
shock. For example, the dissociation or ionization of an important gas coolant such as 
H2 will lead to the slowing of the c0oling, that itself can yield the coolant's reformation, 
having critically modified the structure of the shock in the meantime. 

A particular attention must then be brought to a sharp modelling of the ionization and 
dissociation processes for the most important molecules, but also to an accurate estimate 
of the ways the cooling occurs during and after the shock wave. One can cite the following 
processes as ones of importance, all of them being detailed in Le B0url0t et al. (2002) : 

• formation, dissociation, and excitation of molecular hydrogen, that will be detailed 
in Section 3.2 ; 

• ionization of H (through col1lisions with ions or electrons) ; 
• cooling via fotational transitions of H20, CO, OH, and NH3 ; 

• cooling owing to fine structure transitions of c+, C, 0, and Si+. 
The influence of H2 is considered in Chapter 3. 

2.3.4 Critical velocities 

Detailed modelling of such microscopic processes present another major interest for 
the study of C shocks. Indeed, the heating of the gas provoked by the propagation of the 
shock can generate the excitation and dissociation of H2 . Since H2 is the main coolant 
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of the gas in the regions of high temperature, a rapid increase of the kinetic tempera­
ture accompanies its dissociation. Owing to the low value of the sound velocity, a sonic 
point , that is the transformation of the C-type shock into a J-type shock, can then occur. 
Similarly, ionization of H2 or H can also limit the maximum shock velocity, v crib for a 
C-type shock wave to be able to propagate. Indeed, an increase of the ionization frac­
tion generates a higher coupling between neutral and charged fluids, that yields higher 
kinetic temperatures, and maybe generate a thermal runaway similar to that observed in 
J-type shock models. For example, when physico-chemical equations are parallely solved 
using the conservations equations as described in Section 2.2, for a pre-shock density of 
104 cm-3 , and when the magnetic field parameter b = 1, the shock wave remains of C 
kind below Vcrit = 70 km s-1 (see Le Bourlot et al. (2002) for a first review of processes 
influencing this value) . 
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Figure 2.3 - Values of the magnetosonic velocity Vm, numerically estimated for 103 < 
nH < 105 cm- 3 , w-s < nPAH/nH < w-6 , and ( = 10-17 s-1 . The dash curves show 
the effects of the correction of collisional decoupling of the charged grains from magnetic 
field lines. The 'critical' velocity, Vcrit , beyond which the shock turns into a J shock (see 
Le Bourlot et al. (2002)) , is also represented (point curve) . Figure taken from Flower and 
Pineau des Forets (2003) . 

Charged grains density and consequently gas-grains interactions modelling is also of 
particular importance regarding the limitation of the speed at which a C shock wave 
can propagate. In fact , a necessary condition for the propagation of a C-type shock wave 
is that the magnetosonic velocity is greater than the shock velocity. The magnetosonic 
velocity in the charged fluid is 

2 5k8 (T+ + T_) B 2 

c = + -.,.----:-
m 3(p,+ + 11--) 47r(P+ + P-) 

(2.19) 

where T± are the temperatures, 11-± are the mean masses and P± are the mass densities 
of the positively and negatively charged fluids ; B is the magnetic field strength in the 
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pre-shock gas. The state of charges of grains is computed following Flower and Pineau 
des Forets (2003). Fm instance, an increase of the the fractional abundance of PAH would 
result in higher values of this speed in the pre-shock gas, thereby enabling C-type shock 
waves to propagate at higher speeds. An example of the numerical evaluation of the 
magnetosonic velocity for a given set of parameters is given on Figure 2.3. 

2.4 Non stationary shock models 

2.4.1 Existence of nen stationary shocks 

The equations intr0duced in Section 2.2 incorporate the assumptions that a steady 
state has been attained (a 1 at =:;: o), and that the flow is one-dimensional along the z-axis. 
Such an approach presupposes that the time required to attain the steady state is short 
compared to other time scales characterizing the problem being studied. In particular, 
this implies that the mechanism driving the shock is maip.tained for a time which exceeds 
that required to reach the steady state. 

Such assumptions are particularly convenient in the context of interstellar shocks. In­
deed, as illustrated in Subsection 2.3.1, chemical abundances can not be left aside and must 
be integrated to the unknown quantities set, that already comprises the physical parame­
ters of the different fluids. The variables set of the problem is consequently considerably 
enlarged by such a necessary inclusion, and its size makes it an impossible computational 
challenge to calculate a time-dependent solution. On the contrary, the resulting steady­
state non linear differential equations can be integrated by means of algorithms adapted 
to 'stiff' problems. 

Unfortunately it is very likely that there exist various situations in which the shock 
propagates but fails to attain a steady state. Chieze·et al. (1998) provide an estimate of the 
characteristic time for recoupling between ions and neutrals, which is also the necessary 
time to reach a steady state 

(2.20) 

where < uv >in ~ 2 x 10-9 cm-3 s-1 is the rate coefficient for elastic ion-neutral 
scattering. With the values of nH = 1010m-3, x = w-7 (degree of ionization), and a shock 
velocity Vs = 20 km s- 1, one would obtain a time of 3 x 104 years. 

From the observational point of view, this value definitely yields the necessity to find 
a way to model non stationary shock models. Class 0 outflows can be a few thousands of 
years old; Gueth et al. (1998) estimated the dynamical age of the blue lobe <:>f L1157 to 
be between 2000 and 3000 years old, and despite using a method subject to uncertainty, 
Wakelam et al. (2005) provide the value of 5 x 103 years for the NGC 1333-IRAS 2 flow. 
Well collimated molecular outflows from massive protostars can also prove to be less than 
a few times 104 years old ( Arce et al. ( 2007)). 

In addition to this, previous studies emphasize the necessity of non stationary shock 
models to account for molecular hydrogen emission observations arising from molecular 
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outflows, in a way that will be detailed in Chapters 3 and 4. One can cite for example Flo­
wer et al. (2003), Giannini et al. (2004), Giannini et al. (2006). 

2.4.2 Modelling of non stationary shocks 

As seen above, the exact sol~tion to this problem would require to solve the set of time­
dependent non linear differential equations for the whole set of parameters, including the 
chemical abundances, given their influence on the shock structme. With over a hundred 
of chemical species bound by over a thousand of chemical reactions, this solution is simply 
not conceivable in terms of CPU time. 

As a remedy, Chieze et al. (1998) have demonstrated the possibility to approximate 
non stationary shock waves with a mixture of C-type and J-type shock models, by means 
of a time stretching/pseudo-viscosity method. Non stationary shock waves have developed 
a magnetic precursor, but retained a steep J-type discontinuity. In practice, such shock 
waves are simulated by introducing a discontinuity into the flow at a given value of the 
fluid flow time, which then becomes a new parameter of the model (see Flower and Pineau 
des Forets (1999)). The discontinuity is itself a J-type shock component, that takes over 
the C-type shock model. The ionic flow time at which the discontinuity is introduced 
corresponds to an additional free parameter, that represents the shock age in our study. 
The termination point of the flow is determined such that the (ion) flow time in the C part 
of the shock wave, i.e. up to the J-discontinuity, and the flow time behind the discontinuity 
are equal. We refer to these non stationary models as 'CJ-type', as they possess both C­
and J- type characteristics. In terms of input file of the steady shock code, the shock age 
parameter is the neutral flow time associated to the ionic flow time corresponding to the 
J-discontinuity inclusion. 

We now explain the reason of this choice, following Gusdorf et al. (2008b). In the 
CJ-type shock models, the termination point of the flow was determined such that the 
lion) flow time in the C part of the shock wave, i.e. up to the ]-discontinuity, and the flow 
time behind the discontinuity were equal. In so far as the models are perceived as a set 
of quasi-time-dependent simulations of the flow, the termination point should correspond 
to the location of the 'piston' which drives the shock wave. 

Let uP be the speed of the piston (which is also the speed of the gas at the surface 
of the piston) and u0 be the speed of the gas immediately upstream of the discontinuity, 
with these speeds being expressed in the shock frame. If pp and p0 are the corresponding 
mass densities, then 

PpUp = PoUo 

from the equation of continuity. Hence 

Up = Pouo/ PP" 

(2.21) 

(2.22) 

The discontinuity advances at u0 relative to the gas immediately in front of it, and the 
velocity of the piston, relative to this same gas, is (u0 = up)· Thus, the speed of the 
discoatiauity minus the speed of the piston is up. In other terms, the discontinuity moves 
away from the piston at speed up. As the discontinuity coincides with the surface of the 
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piston at timet::::::: 0, the age of the shock age is 

(2.23) 

where z is the position coordinate and ~z is the current distance between the discontinuity 
and the piston ; ts is the time required for the discontin"Uity to move to its current position 
from its initial position, at the surface of the piston. 

Using ts as defined above to <define the shock age has the advantage of removing the 
ambiguity of the flow times (ion and neutral) :behind the discontinuity, ui = Un· Because 
the flow speed rapidly attains its post,shock value ( = up) behind the discontinuity is 
approximately equal to t8 • In the time ts required for the discontinuity to seJi>arate from 
the piston and reach its current position, a magnetic precursor develops simultaneously 
upstream of the discontinuity. 

Note, however, that the expression above forts does not give the shock age exactly; as 
it ass"Umes that the speed of the discontinuity relative to the piston, up, remains constant, 
whereas Fig.3d of Lesaffre et al. (2004a) shows that up decreases steadily as cooling sets 
in and the size of the velocity jump at the discontinuity decreases, following the growth of 
the precursor. A more accurate estimate of the age, under the (generally valid) condition 
that the width of the region downstream of the J-discontinuity is much smaller than the 
width of the C part of the shock wave, upstream of the discontinuity (i.e. the 'magnetic 
precursor'), is the time of flow of the charged fluid through the precursor (Lesaffre et al. 
{2004b), Eq.(60)). It is this determination of the shock age that has been adopted in the 
present study. 

2.4.3 Shock models 

In this subsection, we present genera:! shock profiles for some carwnical shock examples. 
We study various ages of two reference shock models : 

• nH = 104 cm-3 , b = 1, Vs= 25 km s-1, ages 1'75 and 500 years, and the corresponding 
steady-state, that is the C-type shock with the same input parameters ; 

• nH = 1!04 cm-3 , b:::::: 1, Vs= 58 km s-1 , ages 10 and 500 years, and the corresponding 
steady-state, that is the C-type shock with the same input parameters~ 

We also present the profiles for corresponding J-type shock waves, computed with nH = 
104 cm-3 , b = 0.1, and respectively Vs= 25 and 50 kms-1• 

In Figure 2.4, the neutral temperature profile, fluid velocities (charged and neutrals), 
the compression factor, and the fractional abundance of molecular hydrogen are plotted 
against the flow time of the charged fluid, 7i = J(1/vi)dz, for the models specified above. 
The C- and CJ-types of shock correspond to different stages of the satne shock model. It 
may be seen that the lower age, of 175,or 10 years respectively is insufficient for a significant 
magnetic precursor to develop at the corresponding shock speed. Some corresponding 
relevant quantities are given in Table 2.3. 

In all cases, the initial rise in temperature is followed by radiative cooling and com­
pression of the gas as it evolves towards its final, post-shock state. At 25 km s-1 , the shock 
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Figure 2.4 - Profiles of C-, CJ-, and J-type shocks specified in Subsection 2.4.3. Left-hand 
panels : v5 = 25 km s-1 ; right-hand panels : v8 = 50 km s- 1. In the middle panels, the 
full curves correspond to the neutrals and the broken curves to the ions . In the bottom 
panels, the full curves correspond to the compression factor and the broken curves to the 
fractional abundance of H2 . 
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2.4. Non stationary shock models 

Tableau 2.3- Characteristic quantities for C-, CJ-, and J-type shocks specified in Subsec­
tion 2.4.3 : maximal neutral temperature (Tn max, in kelvin), compression factor (comp, 
no unit}, and minimum molecular hydrogen fractional abundance (H2 min, no unit). 

25 km s-1 50 km s-1 

I C-type 500 yr 175 yr J-type C~type 500 yr 10 yr J-type 

Tn max 1800 26000 32000 33000 6150 38000 130000 130000 
comp 18.5 18.5 17.5 190 38 39 31 385 

H2 min 0.5 0.2 0.02 ro-6 0.46 1o-7 5 x w-7 5 x 10-7 

wave is energetic enough to significantly dissociate the ambient molecular hydrogen only 
in the case of the J-type shock and of the youngest CJ-type one. In fact, in those cases, 
thanks to the quasi-discontinuous temperature rise, the maximum temperature is attained 
adiabatically (Tmax ~ 33000, 32000 K respecti;vely), and consequently much higher than 
in the C shock model case (T max ~ 1800 K). At intermediate shock age, the J discon­
tinuity starts at a speed slightly smaller than in the youngest case, and the maximum 
temperature is hence also slightly smaller (Tmax ~ 26000 K). In the J-type shock wave, 
the high maximum temperature gives rise to rapid radiative cooling by H2 and its rovi­
brational transitions towards apprmcimately 10000 K. This rapid cooling is simultaneous 
with the drastic dissociation of molecular hydrogen, owing to the temperatures that are 
reached. The temperature then remains approximately constant in the region where the 
fractional abundance of molecular hydrogen is low and the cooling of the gas is dominated 
by atomic oxygen (which is the principal form of the corresponding element) and its fine 
structure transitions. The corresponding decrease of temperature is accompanied by the 
re-formation of H2 (on grains), which then becomes the main coolant again and leads 
to the post-shock region. Because of the importance of the initial temperature rise, the 
cooling is very fast. In the CJ-type shocks, a sufficient amount of molecular hydrogen 
remains in the gas phase to ensure an efficient cooling, before the cut corresponding to 
the shock age. In the C shock model, H2 remains the main coolant through the whole 
shock : the maximum temperature is not large enough to provoke its dissociation, and 
only generates a slow radiative cooling, hence a wider shock. The situation is the same at 
higher velocity, with a much larger dissociation fraction of H2 . 
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Molecular hydrogen as a diagnosis tool 
for regions of star formation 
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3 

Molecular hydrogen in regions of star 
formation 

Molecular hydrogen is the most abundant molecule in the universe, and a:lso in regions 
of star formation. In addition to this, its molecular characteristics make it of crucial 
influence in a vast number of physical and chemical processes. For these reasons, H2 

plays a major role in the structure of the shocks waves we consider, and must hence be 
carefully taken into account in any modeling attempt. This chapter provides the basics 
on its molecular structure and on its consequent treatment and use. 

3.1 Molecular hydrogen in. molecular outflows 

3.1.1 Molecalar hydrogen facts 

Molecular hydrogen exists in two different forms : 
• ortho-H2 : the two protons of the diatomic molecule have the same direction .of spin. 

The total nuclear spin is I = 1. Only odd values of the rotational quantum number 
are allowed ; 

• para-H2 :the two protons of the diatomic molecule have opposite directions of spin. 
The total nuclear spin is I = 0. Only even values of the rotational quantum number 
are allowed. It is a lower energy state than ortho-H2 . 

'Transitions between these two forms of H2 can occur only in reactive reactions, with H 
atoms or H+ or Hj ions, for example, which result in a change of the relative orientation 
of the individual nuclear proton. 

As H2 is homonuclear, it does not possess a permanent dipole moment : rovibrational 
transitions within the X1 Et electronic ground state occur by electronic quadrupole radia­
tion. In addition to this; H2 has a large rotational constant : 85.25 K. Consequently, its 
rotational levels are largely spaced : the J = 2 state lies 510 K above J = 0, and J = 3lies 
845 K above J = 1. It follows that the rotational excitation of H2 becomes important only 
for temperatures T > 100 K. The v = 1 threshold lies approximately 6000 K above the 
ground state, and consequently rovibrational excitation (such as that at 2.2J.Lm) requires 
kinetic temperatures T > 1000 K. 
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Chapitre 3. Molecular hydrogen in regions of star formation 

Finally, according to quantum mechanics selection. rules, rovibrational transition are 
possible only when certain c0nditions between the connected levels rotational quantum 
numbers are satisfied. Based on these selection rules, notations exist to refer to particular 
transitions. A typical and useful example when it comes to molecular hydrogen in the 
interstellar medium is the 1-0 8(1) line at 2.122 J.tm. The notation stands for the transition: 
v' = 1, J' = 3 ---=---7 v" == 0, J" = 1, based on the expanded notation : 0 for J' _:_ J" - 2, 
P for J' :....:... J"- 1 (forbidden), Q for J' = J", R for J' = J" + 1 (forbidden), and S for 
J' = J" + 2. 

3.1.2 Molecular hydrogen in regions of shocks 

GeneraHy speaking, molecular hydrogen is of particular importance in the interstel­
lar gas: 

• it comprises a significant part of its mass ; 
• it helps to define the chemical state of the gas (its ionization state dictates that of 

the gas, and it is a privileged partner in numerous molecular formation reactions) ; 
• it plays a :major role in exciting gas coolants (being an abundant molecule, it is an 

important collision partner for species such as CO, H20, SO, ... ); 
• it is itself a major coolant of the gas in. regions of high temperature. 
In regions of shock, the temperatures of thousands of kelvin that are attained ~see 

subsection 2.4.3) are high enough to generate excitation of both rotational and rovibra­
tional transitions, making molecular hydrogen a major coolant for the shocked gas, and a 
dominant factor to account for the shock structure. Examples of correlation between the 
shock structure and H2 fractional abundance can thus be seen on Figure 2.4. 

For these reasons, the jet shocked excited regions mainly cool through lih quadrupole 
transitions, and bright rotational and rovibrationallines in that range represent a p0werful 
shock tracer, in the region of the shock where the neutral temperature is comprised aroand 
100-1000 K (Beyond 1000 K, H2 becomes dissociated, and above 100 K, molecules such 
as CO, H20 and OH ate the dominant coolers). Due to its very rapid cooling, molecular 
hydrogen is more suitable to probe shock excitation and gas cooling than CO lines for 
example, that only provide a time integrated response. Two examples of such a tracing 
ability are given on Figures 3.1 and 3.2 : 

• Figure 3.1 presents two images of the HH2ll outflow, already mentioned in Sab­
section 1.2.1. In. this case, the molecular hydrogen 1-0 S(1) line traces the hot gas 
around 6950 K ; 

• Figure 3.2 presents two images of the LU57 outflow. On the left hand side map, the 
molecular hydrogen 0-0 S(5) line traces the gas at 4590 K. 

3.2 The treatment of molecular hydrogen 

3.2.1 Taking molecM.lar hydrogen into acceunt 

For all the reasons introduced in the previous Subsection, complete numerical simu­
lations of the nonequilibrium gas in shock regions must include a detailed treatment of 
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3.2. The treatment of molecular hydrogen 

HH211 H2 v= 1-0 5(1) 

Figure 3.1 -Left : true-colour (J, H, K) near-infrared image of IC348-IR/ HH211. Right : 
high-resolution image of HH211 taken in the H2 1-0 8(1) line at 1.122 J.Lm. Details on both 
images are given in McCaughrean et al. (1994). 
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Figure 3.2 - Left : Spitzer telescope image of the L1157 region. Infrared array camera 
results, in red : 8 J.Lm , green : 4.5 J.Lm , blue : 3.6 J.Lm , Looney et al. (2007) . Right : a 
map of the L1157 outflow (Cabrit et al. (1999)) obtained with ISOCAM in a narrow filter 
(R ~ 40), centered on the 0-0 8(5) line at 6.9 J.Lm, and superposed on the CO map of 
Bachiller and Perez Gutierrez (1997) . 
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Chapit'T'e 3. Molecular hydrogen in regions of star formation 

the physics of H2 • Here we provide some modeling elements that have already been ta­
ken into account in the shock code that we use. In this code, lih level populations are 
solved in paraHel with the equations of the shock (that is the conservation equations, see 
Section 2.2}, altogether forming a set of N differential equations 

dyi ( dyl dyi-1 ) 
dz =f YJ, ... ,y/'J,·dz' ... ,~,z· (3.1) 

where Yi ( i = 1, N) are the dependent variables and z, the distance, is the independent 
variable. Equation 3.1 assumes that a steady state (8yi/8t = 0) has been attained, but 
can be used in the fashion described in Section 2.4 to model non stationary shocks. The 
number of coupled equations, N, is the sum of the number of dynamica:l variables (10); 
the number of chemical species (more than 125), and the number of rovibrationallevels 
of H2 (up to 200). 

The fundamental quantity related to molecular hydrogen is the fractional population 
of the rovibrational (including of course purely rotational) levels. To compute their values 
at each point of the shock, a great number of processes involving molecular hydrogen must 
be taken into account, among which : 

• ortho to para conversion, through reactiiVe collisions with protons or proton-transferring 
ions, such as Ht, as described in Le Bourlot et al. (1999) and Wilgenbus et al. (2000) ; 

• dissociation of H2 through collisions with H, H2 , He, and electrons, as reviewed by 
Wilgenbus et al. (2000) and Le Bourlot et al. (2002); 

• dissociation ofH2 through chemical reactions such as O(H2 ,H)OH, or OH(H2 ,H)H20 
(see Wilgenbus et al. (2000)) ; 

• i<mization of H2 and H through collisions with streaming ions and electrons, with 
rates detailed in Le Bourlot et al. (2002), and through chemical reactions; 

• population transfer in collisions with H, He, H2 and grains, using the description 
of Le Bourlot et al. (2002); 

• formation of molecular hydrogen on the grains surface ; indeed, H2 can be dissociated 
by the shock front, but its re-formation can proceed as soon as the medium has 
sufficiently cooled down after its passage (see Le Bourlot et al. (2002)). 

In the context of intersteHar shocks, large velocity gradients exist, and any emitted 
photon will undergo an important Doppler shifting, and is either absorbed very locally, 
or escapes the medium (see the Chapter 5 for more complete description of this apprmd­
mation). In the case of molecular hydrogen, the transition probabilities associated to its 
rovibrationa:l lines are small, and any emitted photon consequently escapes the medium. 
The molecular hydrogen emissivity thus simply writes for a given transition i ~ j, in 
K cm-3 s-1 : 

(3.2) 

3.2.2 Molecular hydrogen and code inputs 

In addition to tae shock code inputs already introduced in Subsections 2.1.3 and 2.4.2, 
a number of parameters relate to the modelling of molecular hydrogen. 
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3.3. Excitation diagrams 

Through all this study, the initial fl :H2 abundance ratio is, as every other species 
fractional abundance, in chemical equiHbrium. 15@ H2 levels were included in the cornpu­
taticm (up to an energy of 39221 K). The data files associated to collisions between Hand 
H2 were implemented from Wrathmall et al. (2007). 

The shock code also incorporates the possibility for molecular hydrogen to form on 
grains. In this case, the formation reaction releases an eBergy of ""'4.5 eV. The lack of 
knowledge on this formation process leaves the possibHity to consider di,fi"erent scenarios 
(see 'Flower et al. ( 2003)) : 

• the simplest assumption is that levels are populated in proportioN to the statisti­
cal (Boltzmann) factor at a temperature of 17249 K, which corresponds to 113 of 
the dissociation of H2 , i.e. in proportion to 9J exp(- EvJ 117249). The underlying 
assumption is that 113 of the 4.5 eV released by the reaction is under the form of 
H2 iBternal energy ; 

• the second assumption consist of a production of vibrationally hot and rotationally 
cold molecular hydrogen, following the suggestion of Black and van Dishoeck (1<987). 
'Fo simulate this, the molecular hydrogen is produced in the J = 0 and 1 rotational 
levels of the v = 6 manifold (with an ortho :para H2 ratio equal to 3); 

• in the third assumption, the molecular hydrogen is produced in the J = 0 and 1 
rotational levels of the v = 14 manifold, at the dissociation limit (with an ortho :para 
H2 ratio equal to 3) ; 

• we may also assume that levels are populated in proportion to their local fractional 
number densities. 

During this whole study, the first assumption was made. In addition to this, the energy 
release under the form of kinetic energy, associated to H2 formation is set to be half of 
the dUference between the dissociation energy of H2 and its iBternal energy. 

3.3 Excitation diagrams 

AB we have seen, H2 is the main tracer of regions of star formation. In the following 
subsections we study how to use it to deduce informations on the observed shocks. Though 
the used quantities-the molecular hydrogen transitions integrated intensities- is a common 
one, there is a way to dispose of the data that provides a good visua:lization of the physical 
conditions of the considered medium : the excitation diagram. 

3.3.1 Building of excitation diagrams 

Excitation diagrams are just a way to represent the molecular hydrogen spectrum, by 
plotting the logarithm of the column density of the H2 rovibrational levels, divided by 
their statistical weights (ln(NvJ I 9J ), with NvJ in cm-2 and 9J ), against their excitation 
energy ( EvJ I k8 in K). Such diagrams are very useful to have a first idea of the temperature 
conditions that exist in the considered regions. 

In fact, the measured H2 line intensities lvJ can be converted into columB densities 
NvJ adopting 

(3.3) 
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where a is the wave number, AvJ the transition probability for the rovibrationallevel v, J, 
his Planck's constant, and c is the velocity of light in the vacuum. Column densities can 
then be compared with those expected from thermal excitation. 

The method is the following one. In a thermal distribution, NvJ is proportional to 
the statistical weight g and the Boltzmann factor exp(-EvJ I kTexc)· EvJ is the excitation 
energy of the respective level, g is the product of the nuclear spin statistical weight, which 
has value of 1 and 3 for even and odd rotational levels J, respectively, and the rotational 
statistical weight, which is (2J + 1). The excitation temperature associated to a transition, 
T exc is defined by : 

hv_ gjlnj 
ekTexc = --

gi.fni 
(3.4) 

where v is the frequency associated to the j ~ i transition, where n are the level popula­
tions associated to the connected levels, and g are their statistical weight. In a situation 
of local thermal equHibrium, the excitation temperature equals that of the gas. For a 
uniform excitation temperature, the values ln { NvJ I g} should thus all fall on a straight 
line plotted versus E(vJ), with a slope proportional toTe-;~. One can see that this kind 
of diagram thus gives a rough estimate of the temperature conditions in the considered 
region. 

From an observational point of view, the advantages of this method are crucial: 
• the excitation temperature is a rough estimate of the temperature conditions in the 

considered region ; 
• deviations from LTE can be probed, pointing to excitation conditions of the region; 
• several excitation temperatures can be determined, corresponding to several ex­

citation conditions, and multiple temperature components, reflecting the possible 
complexity of the shock structure. 

From a modelling point of view, the general appearance of the diagram depends not 
only on the physical parameters of the observed regions, but also to the type of shocks 
one is trying to identify, allowing for fine constraining assumptions to be made. Flower 
et al. (2003), Giannini et al. (2004), Giannini et al. (2006:) thus provide examples of 
observed regions for which use was made of such excitation diagrams to describe both the 
occurrence type of shock and the physical parameters in respectively Cep A West and 
various Hetbig-Haro regions. 

3.3.2 Cananical shock examples 

Stationary shack models. As previously stated, through our entire study, the initial 
ortho-to-para ratio is assumed equal to the statistical equilibrium va:1ue of three in our 
shock models. Indeed, any significant departure from this value would result in a systema­
tic displacement of the ortho with respect to the para levels, and such a behaviour does 
not appear on the observed excitation diagrams that we use for L1157B1, whether they 
are purely rotational or rovibrational. For steady C and J shock models, the time over 
which the integration of H2 level populations is computed is greater than the necessary 
time for the post-shock gas to reach thermo-chemical equilibrium, i.e. approximatively 105 

years. Thus, even if the modeled shock is actually younger, this choice y:ields no wrong 
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Figure 3.3 - Synthetic H2 excitation diagrams for the shock models specified in Subsec­
tion 2.4.3. Left-hand panel : Vs = 25 km s-1 ; right-hand panel : Vs = 50 km s-1 . 

estimate of the excitation, as molecular hydrogen does not emit in the cold post-shock 
region. 

The excitation diagrams obtained for our reference stationary shock models are shown 
on Figure 3.3, for low (left panel) and high (right panel) shock velocity, for rotational and 
rovibrational lines. The following trends can be visible : 

• at 25 km s-1
, the J-type shock is warmer and narrower than the C-type one. Conse­

quently the pure rotational levels (;S 7000 K) are more populated in the C-type 
shock model, whereas the rovibrational transitions are favored in the J-type shock 
models; 

• at 50 km s-1
, the J-type shock is still warmer and narrower than the C-type one, and 

the rotational levels are still hence more populated in the C-type shock than in the 
J-type one. In addition to this, t he molecular hydrogen is dissociated in t he J-type 
shock model owing to the very high temperatures generated by the high velocity. As 
can be seen in Figure 2.4, this dissociation occurs in the warmest part of the shock, 
which explains the weak values of the rovibrat ional excitation in this shock. 

In both cases, one can note the occurrence of two excitation temperatures in the 
excitation diagrams, one corresponding to the pure rotational lines, the other, higher 
than the rotational one, corresponding to the rovibrational transitions. 

Non stationary shock models. In cases of non stationary shock models, the molecular 
hydrogen level populations are computed until the end of the shock, that is the final 
point that can be seen on the profiles plotted on Figure 2.4. Non stationary shock models 
present mixed features of C- and J-type shock models, which can also be seen on excitation 
diagrams: 

• in both cases (25 and 50 km s-1) , the youngest shock model is bot h very warm and 
very rapidly cut, which only generates poor pure rotational emission from molecular 

83 



Chapitre 3. Molecular hydrogen in regions of star formation 

hydrogen whose levels are then even less populated than in the case of a J-type shock 
models; 

• in both cases, the oldest shock models rotational points of the diagram lie between 
those of the C- and J-type shock models, as expected from a shock model that 
presents mixed characteristics of C- and J-types ones ; 

• at 25 km s-1 , the dissociation of H2 is far less efficient in CJ,..type shock models 
than in J-type shock models, which compensates for the narrow width of these 
shocks, and accounts for the proximity of CJ- and J-type shock models points on 
the rovibrational part of the diagram ; 

• at 50 km s-I, the dissociation rate of molecular hydrogen in CJ-type shock models 
is very close to that in the J-type shock model, and the age of the shock, and hence 
its width, is the key factor to explain the hierarchy in the rovibrational part of 
the diagram : the youngest shock model is very narrow, and then only generates 
minor excitation compared to that of the J-type shock model, whereas the oldest 
one is very broad, a:lm<:>st as the C-type <:>ne and consequently generates comparable 
rovibrational excitation, despite the molecular hydrogen dissociation. 

Again, two excitation temperatures seem to emerge from these excitation diagrams, 
in any case but the particular very young one at 50 km s~ 1 , respectively associated to the 
pure rotational and rovibrational ones. It is also clear that the comparison of observed 
and calculated excitation diagrams has the potential not only for type of shock, but also 
for physical parameters, including the shock age, discrimination. 

3.4 H-H2 collisional rate coefficients 

3.4.1 H~H2 critical densities 

As stated in Subsection 3.1.1, H2 particularly large rotational constant generates im­
portant rotational excitation only for T > 100 K, while rovibrational excitation requires 
T > :t:OOO K. These temperatures are frequently reached in shocked regions; leading colli­
sions with H t0 significantly contribute to the rotational excitation of H2 , and possibly to 
dominate its rovibrational excitation. H is a privileged collision partner when H2 under­
goes dissociation in the shock, that is at high velocity in the case of C-type shock models, 
or in J~type shock models or non stationary ones. In the shocks that are studied here, the 
hydrogen atoms resulting from H2 dissociati<:>n do not undergo consequent ionization. 

When computing H-H2 collisi<:>nal coefficient rates, a special care must consequently 
be taken both with the representation of the molecule and the choice of the potential 
energy surface. In the present work, we briefly investigate the differences generated by the 
choice of a state of the art calculation, described in Wrathmall et al. (2007) or an older 
set of collisional data, as used in Le Bourlot et al. (1999) or Le B<:>urlot et al. (2002). The 
differences between these studies can be summarized as foHows : 
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• in the oldest work, the vibrational motion was treated approximately, by means of 
a simple harmonic oscillator model, and the p<:>tential energy surface that was used 
was that of Boothroyd et al. (1996); 

• n the most recent work, the calculations were performed using the most recent 



3.4. H-H2 collisional rate coefficients 

H-H2 potential (Mielke et al. (2002)), and exact numerical representations of the 
vi!brational wavefunctions. 

For the purposes of a..'itrophysical applications, the rate coefficients are fitted to the 
following function of the temperature T 

b c 
log[q(T)i] = a + - + -

2 t t 
(3.5) 

where t = w-3T + 8, and 8 = 1.0 to prevent the clivergence of the rate coefficient as 
t -t 0, enabling the calculation of both excitation and de-excitation rate coefficients for 
various temperatures, and a:lso that of the critical density ncn given by 

ncrq(j -t i) = A(j -t i) (3.6) 

Indeed even when the dominant excitation mechanism is collisions with H atoms, the 
populations of the rovibrational levels of H2 are the results of an equilibrium between 
radiative and collisional de-excitation. Two limit behaviors can then be distinguished 
thanks to the critical density : 

• if the density is higher than the critical density, collisional de-excitation dominates 
and the relative level populations tend to a Boltzmann distribution. The values of 
the collisional rate coefficients are of no other use than the calculation of the critical 
density; 

• at densities much less than the critical density, collisional excitation is followed by 
radiative decay, and so the coUisional excitation rates determine the emission line 
intensities. 

However, because of their quadrupolar nature, the spontaneous transition probabilities of 
H2 are smaH, and generate low critical densities in the astrophysical context. 

When H is present, it dominates the vibrational excitation of H2 over that by H2 itself. 
In this Subsection, we focus on the critical densities of H2 with H, presented in Table 3.1 
for Le Bourlot et al. (1999) study (DR!F file) and for Wrathmall et al. (2007) ones (SAW 
file). In this table : 

• higher densities appear necessary to thermalize rovibrational as compared with pure 
rotational transitions ; 

• the higher the temperature, the smaller the collision rates, and hence the lower the 
critical densities; 

• purely rotational transitions critical densities do not differ much at temperatures 
relevant to the formation of the corresponding emission lines, as the corresponding 
collisional rate coefficients do not substantially differ between Le Bourlot et al. 
(1999) and Wrathmall et al. (2007) works; 

• nevertheless rovi!brationally inelastic transitions, for which the most recent study 
yields lar.ger values of the rate coefficients, present accordingly lower associated 
critical densities. 

3.4.2 Application to a C-type shock wave 

The rate coefficients for the rovibrational excitation of H2 by H is expected to play 
a significant role in C-type shock waves. Indeed the heating generated by a shock wave 
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Chapitre 3. Molecular hydrogen in regions of star formation 

Tableau 3.1- Critical densities (cm-3}, ncrit, at which the probabilities of collisional and 
radiative de-excitation are equal, for a selection of transitions of H2 . The collisiona:l partner 
is H, and the transitions wavelengths are also given, in J-liD. Numbers in parentheses are 
powers of 10. 

Jup I A ( JLID) I file 11 ncrit (100 K) I ncrit (500 K) I ncrit (1000 K) I ncrit (2000 K) I 
·~-. 

0-0 S(0) 28.2 DRF 1.2( +03) 1.1( +02) 2.2(+01) 4.4(+00} 
SAW 1.1( +03) 7.4( +01) 1.4( +01) 3.3(+00} 

0-0 S(1) 1'7.0 DRF 9.5(+03) 1.0( +03) 2.1( +02) 4.2( +01) 
SAW 4.4( +04) 1.2( +03) 1.6( +02) 3.0(+01) 

0-0 S(2) 12.3 DRF 6.1( +04) 7.1'( +03) 1.5( +03) 2.9( +02~ 
SAW 1.0( +06) 9.4( +03) 8.1( +02) 1.4( +02) 

0-0 S(3) 9.66 DRF 8.3(+05) 3.6(+04) 5.1(+03) 8.3(+02) 
SAW 2.0(+06) 2.8(+04) 2.9(+03) 5.1( +02) 

0-0 S(4) 8.02 DRF 5.9( +06) 1.7(+05) 1.9( +04) 2.8(+03) 
SAW 3.4( +06) 6.8(+04) 7.9(+03) 1.5( +03) 

0-0 S(5) 6.91 DRF 7.9(+06) 3.0(+05) 3.8(+04) 5.6(+03) 
SAW 6.9(+06) 1.6(+05) 1.9( +04) 3.6(+03) 

0-0 S(6) 6.11 DRF 1.3( +08) 1.3(+06) 1.0(+05) 1.3( +04) 
SAW 1.5( +07) 3.4(+05) 4.2(+04) 7.6(+03) 

0-0 S(7) 5.51 DRF 9;0(+07) 1.7{ +06) 1.6( +05) 2~1( +04) 
SAW 3.1(+07) 7.1(+05) 8.5(+04) 1.5( +04) 

1-0 S(1) 2.12 DRF 1.9( +11) 5.5(+08) 1.7(+07) 8.4(+05) 
SAW 6.5(+08) 3.5(+06) 2.8(+05) 5.4(+04) 

1-0 S(2) 2.03 DRF 1.4(+11) 5.2(+08) 1.8(+07) 9.8(+05) 
SAW 3.2(+08) 2.9(+06) 2.1(+05) 5.1( +04) 

2.:1 8(1) 2.25 DRF 2.5( +10) 3.9.(+08) 2.4(+07) 1.6( +06) 
SAW 1.8( +06) 1.2( +05) 3.8(+04) 2.0(+04) 
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3.4. H- H2 collisional rate coefficients 

leads to partial dissociation of H2 , enriching the gas in atomic H. Rotational and rovibra­
tional excitation of H2 take place, balanced by the spontaneous radiative decay to lower 
vibrational levels, rather than collisional, with differential behaviors : 

• the rotational level populations within a given vibrational state tend to therma­
lize, even at densities as low as 104 cm-3 , owing to (vibrationally elastic) collisions 
between them ; 

• the radiative transition probabilities between vibrational manifolds are sufficiently 
large to prevent thermalization between different vibrational states until higher den­
sities. 
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Figure 3.4- The excitation diagram computed for a C-type shock model (see text Subsec­
tion 3.4.2), using the H-H2 rate coefficients of Le Bourlot et al. (1999) (in blue) and those 
of Wrathmall et al. (2007) (in red). Results are plotted for rotational levels in vibrational 
manifolds 0 ~ v ~ 4. For v = 0, the blue and red symbols overlap. 

Figure 3.4 shows H2 excitation diagram obtain for a C-type shock with a pre-shock 
density of nH = 104 cm-3 , a shock velocity V6 = 30 km s-1 , and a magnetic field parameter 
b = 1, with the two different sets of H-H2 collisional rate coefficients mentioned above. 
Differences are apparent for v > 0, between the results obtained using Wrathmall et al. 
(2007) rate coefficients and those of Le Bourlot et al. (1999). 

In accordance with the critical densities study, for the populations of the v = 0 mani­
fold, only the vibrationally elastic (and rotationally inelastic) rate coefficients are impor­
tant, for which the two sets of data do not show important discrepancies at the tempe­
rature at which the corresponding emission lines form. On the contrary, for vibrationally 
excited levels, the most recent rate coefficients are higher, generating larger populations 
and column densities. 

However the changes are not as important as the actual rate coefficients discrepancies 
suggest. The heated gas undergoes a compression that leads to an approximate ther­
malization of the populations of the rotational levels within a rovibrational manifold. 
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Chapitre 3. Molecular hydrogen in regions of star formation 

Furthermore, to the larger rates of rovibrational excitation corresponds a higher rate of 
cooling of the gas by H2 . Being a major coolant, the kinetic temperature falls accordin­
gly, exponentially reducing the rates of rovibrational excitation, and then the apparent 
discrepancies on the excitation diagram of H2 . Such a feedback loop maintains the rate of 
cooling by H2 at an approximately constant vah1e. 
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4 

The test case of L1157Bl 

4.1 The L1157 outflow 

4.1.1 The L1157 region, a chemically active outflow 

L1157 is a bipolar outflow driven by a Class 0 protostar (IRAS 20386+675>1) of low­
luminosity (11 L0 ), located in the constellation Cepheus at a distance of approximately 
440 pc. Its high collimation and its high inclination with respect to he line of sight ma:ke it 
favorable to study the effects of the propagation of the outflow in the surrounding medium 
(see Subsection 1.3.3). L1157 has been studied and observed through the years by means 
of mtmerous molec11les among which not only the usual known shock tracers (such as 
SiO, CO for instance) but also a wide range of chemical species (CN, CS, SO, H2CO ... ) 
that led BachiHer et al. (2001) to deem it as the reference example of a 'chemically active 
outflow'. This denomination was investigated by Viti et al. (2004), and further justified 
by the high resolution maps of Benedettini et al. (2007) that stressed out the dumpy 
structure of the outflow in several molecular lines. 

Bachiller et al. (2001), and Be1tran et al. (2004) provide exhaustive reviews of the stu­
dies related to L115.7. One can additionnaHy mention the work of Froebrich et al. (20031

) 

that provided FIR maps and photometry of the protostelar object, acquired with the In­
frared Space Observatory (ISO) photopolarimeter (PHOT) and Long Wave Spectrometer 
(LWS). In 2008, Arce et al. (2008) also report the detection of complex organic mole­
cules in the outflow, while its Spitzer IRAC image was released in Looney et al. {2007), 
revealing a flattened structure around the protostellar source. 

Cabrit et al. (1999) compiled observations of the blue lobe of the Lll57 outflow in the 
rotationa:l transitions of molecular hydrogen, and Caratti o Garatti et al. (2006) completed 
this study by releasing observational data corresponding to a large number of correspon-. 
ding rovibrational transitions. Nisini et al. (200.7) finally reported observations of pure 
rotational lines of SiO, allowing for us to investigate observations/modelling comparisons 
thanks to these very efficient shock tracers (Gusdorf et al. (2008a), Gusdorf et al. (2008b)). 

Figure 3.2 shows the L1157 molecular outflow as seen by Spitzer, and its H2 0-0 S(5) 
map superposed on the CO (2-1) map. Left hand side panel of Figure 4.1 shows the CO 
(2-1) integrated emission map, with the reference positions in the blue and red lobe (B1, 
B2, and RO, Rl, R, R2 respectively), relating to ISO observations, and which were used 
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Chapitre 4. Th e test case of L1157B1 
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Figure 4.1 - Left : integrated emission of CO (2-1) of the L1157 outflow, taken from 
Bachiller et al. (2001). Right : H2 v = 1-0 8(1) + continuum contour/ grey scale plot of 
the L1157 outflow, taken from Davis and Eisloeffel (1995). 

for SiO, CO, and rotational H2 observations in this study. The right hand side figure 
shows the reference positions associated with rovibrational lines of molecular hydrogan 
observations. 

4.1.2 Molecular hydrogen observations 

High energy rotational transitions of CO were conducted by Giannini et al. (2001) , 
and Nisini et al. (2007) provided a complete analysis of SiO excitation in various knots of 
the blue and red lobes of L1157. Caratti o Garatti et al. (2006) observed a great number of 
H2 rovibrational lines mainly in its blue lobe, and Sylvie Cabrit performed corresponding 
pure rotational lines observations (see Gusdorf et al. (2008b)). Therefore we focus this 
study on the analysis of the so-called B1 region, in the blue lobe of the outflow (see 
Figure 4.1). This appellation refers to ISO observations and approximately corresponds 
to the A1 and A2 regions observed in molecular hydrogen (also see Figure 4.1) , that were 
first referenced by Davis and Eisloeffel (1995). 

We show on Figure 4.2 the excitation diagrams that we built based on the work of 
Caratti o Garatti et al. (2006) (rovibrationallines) and of Sylvie Cabrit (rotational lines, 
shown in Gusdorf et al. (2008b)). The left hand side panel shows the data uncorrected 
for reddening effects, whereas the right hand side one corresponds to the data corrected 
for reddening effects, using the maximum visual extinction Av = 2 supplied by Caratti 
o Garatti et al. (2006) . To achieve this correction, we used the interstellar extinction law 
provided by Rieke and Lebofsky (1985) . For the rotational part of the diagrams, two 
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4.1. The L1151 outflow 

Tableau 4.1- Excitation {rotational and rovibrational) temperatures inferred from obser­
vational excitation diagrams for L1157. 

Texc(K) without reddening correction with reddening correction 
pix1 1090 ± 110 1080 ± 110 
pix2 860 ± 50 .940 ± 30 
A1 2740 ± 130 2870 ± 150 
A2 2940 ± 170 3090 ± 180 

single-pixel points of observations are displayed, respectively called 11 pix1 11 and "pix2". 
Regarding the rovibrational part, two tegions were observed by Caratti o Garatti et al. 
{2006), referred to as A1 and A2, both reported on the excitation diagrams. 
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Figure 4.2 =Composite H2 excitation diagrams, uncorrected {left hand side panel), and 
corrected (right hand side panel) for reddening with Av = 2; see text, Section 4.1.2. The 
excitation temperatures deduced from each set of observations are indicated. 

Rotational and rovibrational temperatures were deduced from these diagrams for each 
set of data, and are compiled in Table 4.1. For both rotational and rovibrational sets 
of data, the similarity of the excitation diagrams and inferred excitation temperatures 
between the pixels or regions observed implies that the excitation conditions are the same 
for both pixels or regions, at least at the characteristic spatial resolution. Again in both 
cases, the correction for reddening effects slightly shifts the results but the error bars 
remain at least adjacent. We conclude that the :reddening effects are of no significance 
here. Finally, we point out the presence of a component at "'1000 K (traced by the purely 
rotational lines), and the one of a warmer one at "'3000 K (traced by the rovibrational 
lines). Such conclusions were already reached in similar outflow regions such as the Orion 
Molecular Cloud Peak 1 (OMC-1) (Le Bourlot et al. {2002)), or more recently in various 
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Chapitre 4- The test case of L1157B1 

Herbig-Haro objects (Giannini et al. (2004), Giannini et al. (2006), Gredel (2007)). 

4.2 C and J shocks grids comparisons and compact ex­
citation diagrams 

4.2.1 C and J shock models grid 

We now compare the observed excitation diagrams to the modelled ones in order to 
constrain the physical parameters of the shocked gas, that is the pre-shock density nn, 
the shock velocity Vs, and the magnetic field parameter b. To achieve such constraints, we 
have to compare the observations to a large grid of shock models for which all the above 
parameters are varied. Three pre-shock densities are investigated : nH ::::::: 104 , 105, 1!06 cm - 3 , 

in accordance with usual densities existing around proto-stell'ar objects. The magnetic field 
parameter choice is rather arbitrary, while the maximum shock velocities is imposed by 
the coHisional dissociation of H2 , the main coolant, which leads to a thermal runaway 
and a J-type discontinuity ~see Subsection 2.3.4). The initial chemical abundances are 
pr0vided in Subsection 2.3.2, and the hydrogen-related assumptions that are made are 
presented in Subsection 3.2.2. 

The grid of C and J-type shock models are consequently computed with the parameters 
detailed in respectively Tables 4.2 and 4.3. 

4.2.2 Compact excitation diagrams 

Given the size of the C-type shock model grid, specially for the pre-shock densities 
of nH::::::: 104 ,105 cm-3 , finding constraining parameters based on H2 study by comparing 
every single modelled excitation diagram to the observed ones would be a very tim~ 
consuming task. We consequently use a necessary condition to discriminate among shock 
models that are likely to fit the observations. Indeed, excitation diagrams that do not 
reproduce at least the observed rotational emission of molecular hydrogen can be excluded 
from our study. We therefore use a synthetic representation based on this rotational part. 
of the diagrams, focusing on the lines 0-0 S(2) to 0-'0 S(7), observed by ISO. 

On this compact rotational diagrams, the excitation of a single line is plotted against 
the mean excitation temperature of the pure rotational lines on the X-axis. We choose the 
ln(NvJ /gJ) value of the 0-0 8(5) rotational line to be plotted on theY-axis. This way, one 
point sums up the whole rotational part of the diagram, as a first approximation : as can 
be seen on the previous excitation diagrams, this part of the diagram indeed comprises 
the majority of the column density. The results of these comparisons for C-type shock 
models and density of nH::::::: 104,105 cm-3 are shown on Figure 4.3. On these panels, each 
colour corresponds to one magnetic field parameter value, and each point correspond to 
one initial shock velocity, with the following ranges being covered : 
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• nH = 104 cm-3 (lhs panel) : b = 0.45, 0.60, 0.75, 1.00, 1.25,1.50, 1.75, 2.00, and Vs= 

15, 20, 25, 30, 35, 45 km s-1 ; 

• nH = 105 cm-3 (rhs panel) : b = 0.30, 0.45, 0.60, 0 .. 75,1.00,1.25, 1.50, 1.75,2.00, and 
Vs= 10, 15, 20,40 km s-1 j 



4.2. C and J shocks grids comparisons and compact excitation diagrams 

Tableau 4.2 -The C-type shock models grid. For each investigated density, initial shock 
velocities are shown on the first line of each tab (in km s-1 ), whereas magnetic field 
parameter are given in the first column of each tab. 

nH = 104 cm 3 lO 15 20 22 25 28 30 32 35 45 50 55 
b = 0.45 X X X X X - - - - - - -
b = 0.60 X X X X X X X X X - - -
b = 0.75 X X X X X X X X X - - -
b:::::: 1.00 X X X - X - X - X X X X 

b = 1.25 X X X X X X X X X - - -
b = 1.50 X X X X X X X X X - - -
b = 1.75 X X X X X X X X X - - -
b = 2.00 X X X X X X X X X - - -

nH::::::: 105 cm 3 10 12 15 18 20 25 30 35 40 45 47 
b = 0.30 X X X X - - - - - - -
b = 0.45 X X X X X X - - - - -
b = 0.60 X X X X X - - X - - -
b = 0.75 X X X X X - - - X - -
b = 1.00 X - X - X X X X X X X 

b = 1.25 X X X X X - - - X - -
b = 1.50 X X X X X - - - X - -
b = 1.75 X ' X X X X - - X - - -
b == 2.00 X X X X X - - - X - -

nH = 105 cm 3 10 15 20 22 25 27 30 32 35 
b = 1.00 X X X X X X X X X 

Tableau 4.3 -The J-tYPe shock models grid. The magnetic field is set b = 0.1 ; investigated 
initial shock velocities are given in km s-1 for pre-shock density of nH = 104 , 105 cm-3 . 
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Chapitre 4. The test case of L1157B1 

The square data correspond to the L1157B1 knot as observed by ISO (pixel 1 and pixel 
2) , and t he other points are the results of all the different models. As stated, this dia-
gram allows to visualize the global comparison between all the models results and the 
observations in one sight. 

10'1 42 10'1 42 
observations 45 km a1 

observations ";; ...... 
40 >._ 40 104 • 104 

' • "; • 
'l'E l1o• cm~l 38 

:; 
'l'E 38 :; 

10~ 10~ u t u • z 

I e' plx2 b = 0.30 ! b • 0.45 38 

"' 
.!. ba0.45 38 

"' )( 10-4 b=0.60 ..... i 10-4 b &0.60 ...... 
i b = 0.75 .p b :0.75 .JG 
in b = 1.00 34 in b = 1.00 34 
(/) ur b = 1.25 i1i 10 .. b •1.25 

b •1.50 b= 1.50 
~ 15 km a'1 b :o: 1.75 32 ~ 10 kma'1 b= 1.75 32 

1~ 10 .. 
500 1000 1500 500 1000 1500 

Trot(K) Trot(K) 

Figure 4.3 - Compact rotational diagrams for C-type shock models with nH = 
104 ,105 cm- 3 (respectively left and right hand side panels). The corresponding magne­
tic field parameter is given on the panels. Each col or corresponds to a pair of ( nH , b) 
parameters, each point corresponds to a velocity, with different limits indicated on t he 
panels for each pre-shock density. The list of velocities for each pre-shock density is given 
in Subsection 4.2.2. The black squares are the observed data. 

The first comment on Figure 4.3 is that no stationary C-type shock model seems to be 
able to fit t he observed data for t he L1157B1 region, for the shown pre-shock densities. 
Denser C-type shock models (nH = 106 cm- 3) are not displayed but do not provide 
satisfying results either. For low magnetic field parameters, the critical velocities, that 
is the velocities above which no shock can propagate in the medium (see Flower and 
Pineau des Forets (2003) , Le Bourlot et al. (2002)) , are very low and limit our range 
of investigation. For each density and each value of the magnetic field parameter, the 
rotational temperature of the slowest shock model is only indicative, and can not be fully 
trusted, as these models are too cold to exhibit a near-LTE behaviour (see for examples 
the critical densities evolution with temperature in Table 3.1). Apart from this restriction, 
two general trends also emerge from this figure : 
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• when the shock velocity increases, the maximum temperature increases. This ac­
counts for the rise of the rotational temperature with the shock velocity, and also 
generates a greater emission from molecular hydrogen, which explains the increase 
of the 0-0 S(5) line intensity ; 

• when the magnetic field parameter increases, as can be seen on Figure 4.4 for 
nH = 104 cm-3 , and V8 = 20, 35 km s-1 (respectively lhs and rhs panels) , the 
maximum temperature decreases, which similarly explains the decrease of the rota­
tional temperature and line intensity. However, this trend is fading at higher shock 
velocities. In fact , the high velocity ensures that the maximum shock temperature 
is high enough to excite molecular hydrogen whatever the magnetic field parameter 



4.3. CJ shocks grids comparisons 
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Figure 4.4 - Neutral temperature and ln(Nv=O,J=d g7 ) profiles for C-type shock models 
with nH = 104 cm-3 and Vs = 20, 35 km s-1 (respectively left and right hand side panels , 
for various magnetic field parameters values). 

Similarly, J-shock models do not produce satisfying levels of rotational emission, except 
in the case of nH = 105 cm-3 , and Vs = 12 km s- 1 . In the case of the J-type shock models, 
the rotational emission is not sufficient to account for the observations. To resolve this 
major discrepancy, we consequently have to consider the computation of a grid of CJ 
shock models. 

4.3 CJ shocks grids comparisons 

4.3.1 Non stationary models and molecular hydrogen emission 

In fact, we have seen on Figures 2.4 and 3.3 that owing to the temperature profile 
of the different types of shock (and hence thanks to the different types of H2 excitation 
temperatures) , a CJ-type shock model can provide the appropriate answer to the rotatio­
nal discrepancy : their rotational excitation is weaker than in stationary C-shock models, 
but higher than the J-type ones, making them likely to fulfill the requirements raised by 
Figure 4.3. 

Figure 4.5 illustrates the necessity to focus on CJ-type shock models. The C-type 
shock models are displayed for nH = 104 cm - 3 , b = 1, and shock velocities from 10 to 
55 km s-1 , with 5 km s- 1 increments, and J-type shock models with nH = 104 cm-3 , 

b = 0.1 , and shock velocities 20, 25, and 30 km s-1 . Also shown are the results for an 
evolutionary sequence of non-stationary CJ-type shock models for nH = 104 cm-3 , b = 1, 
and shock velocity of 25 km s-1 . The age of two non stationary models that were already 
used in the left hand side panels of template Figures 2.4 and 3.3 are indicated (175 and 
500 yr) , and the observational results are given for 11157 B1 , as observed by ISO (two 
separate pixels, pix1 and pix2) under the form of the black square. 

The evolution of J-type models into C-type, through CJ-type of increasing ages, is 
well represented in this Figure. It is clear that only CJ-type models can provide a fit to 
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Chapitre 4. The test case of L1157B1 
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Figure 4.5 - Comparative compact excitation diagrams of C-, J-, and CJ-type shock 
models. The C-type shock models (red) are displayed for nH = 104 cm-3 , b = 1, and 
shock velocities from 10 to 55 km s-1 , with 5 km s-1 increments, and J-type shock models 
(blue) with nH = 104 cm-3 , b = 0.1, and shock velocities 20, 25, and 30 km s- 1. Also 
shown are the results for an evolutionary sequence (various ages) of non-stationary CJ­
type shock models (green) for nH = 104 cm-3 , b = 1, and shock velocity of 25 km s- 1

. 

The observed data are the black pixels. 
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4.3. CJ shocks grids comparisons 

the observations, a result which is consistent with earlier studies of ouflows, cited above, 
and which will receive further confirmation below. This figure is il'h:~strative. Of course, 
the same work has been done for the whole gria of C-type shock models, that is for all the 
models displayea on Figure 4.3. The steady-state C-type models consistently overestimate 
the intensity of the 0-0 8(5) transition, whatever value of b or nH is adopted. Whilst the 
discrepancy might be resolved by assuming a small filling factor, this assumption woulQ 
result in the intensities of lines from vibrational levels v > 0 being underestimated. When 
optimizing the values of the CJ-type model parameters, we shaH make use of the entire 
H2 excitation diagram, incorporating the emission observed fFOm vibrationally excited 
levels. As previously stated, previous studies (Flower et al. (2003), Giannini et al. (2004), 
Giannini et al. (2006)) have already demonstrated the validity of this conclusion, extending 
it to the rovibrational part of the spectrum. Accordingly, we concentrate on CJ-type shock 
models for which the parameters to be varied include nH, Vs, b, and the age of the shock 
wave. 

A natural solution would be to run a grid of CJ shock models within the same parame­
ters ranges as in the C shock models, and to add the shock age to the varied parameters 
list. Unfortun.ately, such an investigation is not sensible in computational time terms : the 
shock age range is too wide. As can be seen on Figure 4.5, the number of evolutionary ages 
investigated per (nH, Vs, b) set makes a procedure which restricts the range of the search 
of parameters space is desirable, even essential. If the shock age is not pre-constrained, 
the numbers of CJ shock models to run would simply make the task impossible. 

4.3.2 Our CJ shock model grid 

On Figure 4.5, we see that from young CJ-type shock models (near the location of 
J4ype shock models on the Figure) to older ones (asymptoting towards the C-type shock 
models), a wide range ·of rotational temperatures and 0-(i) 8(5) flux are covered, sweeping 
the observed values in the process. We consequently restrict our study to parameters sets 
for which the CJ-type shock models wHl be able to match the observed rotational exci­
tation temperature (cf. Table 4.1) or 0-0 8(5) emission, to within a reasonable tolerance. 
On the example of the Figure 4.5, low velocity models are excluded because thay faH to 
generate enough 0-0 8(5) flux, and high velocity ones are excluded because the rotational 
temperature they generate is too high under the assumption of a filling factor of the unity. 
Following these principles, the parameters ranges restrict as : 

• for nH = 104 cm-3 , 20 km s-1 :S; Vs~ 35 km s-I, and 0A5 ~ b ~ 2.00; 
• for nH = 105 cm-3

, 10 km s-1 ~ Vs ~ 20 km s-1
, and 0.30 $ b $ 2.00. 

In both cases, the magnetic field parameter is not well constrained. For nH = 1'06 cm-3 , 

even low velocity C-type shock models generate too high rotational temperatures and 0-0 
8(5) flux, and this whole aensity value is excluded of our further studies. As seen in the 
previous Subsection, lower magnetic field parameters yield lower critical velocities, hence 
limiting our range of investigation. 

The shock age stili has to be constrained. As it is unrealistic to compute a blind grid 
of CJ shock models without guessing it, we have to get a first guess of its value. Again 
we use the compact excitation diagram. Indeed, considering the temperatures that are 
respectively reached in different kinds of shock models, we have seen on Figures 3.3 and 
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Chapitre 4. The test case of L1157B1 

Tableau 4.4 ~ Best m0lecular hydr0gen fits parameters fm L1157 B1 : non stati0nary 
shock models. 

104 cm,::a 105 cm-a 
20 km s-1 22 km s-1 25 km s-1 12 km s-1 15 km s-1 

b == 0.30 - - - 50 yr -

b = 0.45 600 yr 375 yr 225 yr 75 yr -
b = 0.60 550 yr 450 yr 725yr 75 yr -
b = 0.75 700 yr 625 yr 325 yr 100 yr -
b = 1.00 850 yr 1000 yr 500 yr 235 yr -
b == 1.25 1100 yr 625 yr 750 yr 305 yr -

b = 1.50 1400 yr 1100 yr 850 yr - -
b = 1.75 1750 yr 1450 yr 825 yr - 515 
b = 2.00 2000 yr 1700 yr 1400 yr - 515 

4.5 that the rotational ln(NvJ /gJ) values are greater in a C-type shock than in a non 
stationary shock model. In fact, the H2 mtati0nal emissi0n arising in a CJ shock model 
almost entirely comes from its magnetic precursor : the C-type contribution to this part 
of the spectrum emissi0n is much larger than the J-type one. As previously stated, the 
ln(NvJ/gJ) value is computed through the whole shock, and its value is calculated by our 
shock code at each p0int of the shock. To buHd a CJ sh0ck model that reproduces the 
observational compact excitati0n diagram, we then have to add the J contribution to the 
G shock at the point where its contribution t0 the 0-0 S~5) ln(NvJ /gJ) value is already 
cl0se to that of the observational value. This provides a first guess of the computed shock 
age, whose surrounding values we also investigate to make sure we are not missing any 
eligible CJ shock model. This deduced sh0ck age can then be compared to the dynamical 
age pr0vided by the observations (amund 2000 years for L1157B1, see Gueth et al. (1998)), 
providing another constraint. 

We finally computed a grid of CJ (non stationary) shock models, using this criterion 
to get a first guess of the shock age for each of the above set of parameters, and then 
investigated the surrounding ages l'ange t0 make sure we could not miss any satisfying 
fit of the H2 observations. With nH = 106 cm-3 , only models with evolutionary ages less 
than a few hundred years are able to fit the observed rotational temperature. We excluded 
such models on the grounds that the dynamical age deduced empirically is in the range 
2000-3000 years Gueth et al. (1998). 

4.4 Fitting molecular hydrogen observations for L1157Bl 

4.4.1 Best resalts 

For each model of the shock grid (stationary and non stationary types), we generated 
a complete molecular excitation diagram similar as the ones introduced on Fig11re 3.3, 
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that we the compared to the observational ones (Figure 4.2). We find numerous CJ-type 
shock models whose parameters are indicated on Table 4.4.We also found a J shock model 
that provides satisfying comparisons with the observations in terms of molecular hydrogen 
excitation diagram, for a pre-shock density of nH = 105 cm-3 , and a shock velocity of 
12 km s-1 . 

4.4.2 Comments 

In Figure 4.6, we compare the H2 excitation diagram derived from t he observations 
of L1157 B1 with the predictions of two representative satisfying CJ-type shock models 
with pre-shock densities nH = 104 and 105 cm- 3 . For the higher density, we also show the 
results from the J-type (stationary) shock model mentioned above. None of the models 
provides a completely satisfactory fit to the observations. As the shock evolves towards 
stationary C-type, i.e. as its age increases, the intensities of the rovibrational transit ions 
decrease, relative to the pure rotational transitions within the vibrational ground state, 
v = 0. Thus, the J-type shock underestimates substantially the column densities of the 
v = 0 rotational levels. As these levels contribute most of the H2 column density, we 
eliminate the J-type model from further consideration. On the other hand, the CJ-type 
shocks tend to underestimate the column densities of some of the vibrationally excited 
rotational levels. 
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Figure 4.6 - Three models of the H2 excitation diagram of the L1157 B1 : CJ-type 
nH = 104 cm- 3 , b = 1, Vs = 20 km s- 1

, age 850 years old (left hand side panel) ; CJ­
type nH = 105 cm-3 , b = 1, Vs = 12 km s-1, age 230 years old (middle panel); J-type 
nH = 105 cm-3 , b = 0.1, Vs = 12 km s-1 (right hand side panel). 

The partial conclusion associated to this molecular hydrogen study is that it corrobo­
rates that of Flower et al. (2003), Giannini et al. (2004), and Giannini et al. (2006) : non 
stationary shock models provide the most satisfactory fits to H2 rotational and rovibra­
tional emission. It is also interesting to mention that the first guess t hat we determined 
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with the criterion described earlier in this section is genera1ly providing the best fits, all 
other parameters remaining equal (nH, V8 , and b). 
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5 

Theoretical aspects 

5.1 CO and SiO in shock regions 

5.1.1 The case of CO 

Thanks to its strong binding energy, CO is widely distributed in the interstellar me­
dium, with a roughly constant abundance (at least where most hydrogen is molecular). 
In fact, apart from molecular hydrogen, CO is the most abundant and thus observed mo­
lecule in the interstellar medium. Furthermore, CO is abundantly seen in shock regions : 
the first observed molecular outflows (see Snell et al. (1980)) was detected in the first 
rotational lines of CO, and CO is of major use to determine the wind dynamics and its 
interaction with the ambient gas (see for example Cabrit (2000)). 

In addition to its large abundance, CO has many advantages over other molecules for 
studies matters of the shock regions : 

• in such regions, CO exists in the gas phase. Furthermore CO also exists in the form 
of solid 'ice' in the grain mantles, These grain mantles are sputtered by the shock 
front, hence releasing extra CO in the gas phase ; 

• CO has a small but finite (see Table 6.1) permanent dipole moment so that its pure 
rotational and rovibrational transitions are relatively strong; 

• its long wavelength transitions occur in reasonably good positions of the spectrum, 
i.e. in the near infrared and mm bands (J = 6 rotational level lies 116.2 K above 
the ground state). CO is widely observed also because its rotational transitions are 
readily detectable with ground-based telescopes. 

With all these advantages, CO is expected to be an efficient diagnostic and an impor­
tant molecular coolant for cold clouds or regions with T ~ 1()-100 K. Indeed, molecular 
outflows are often mapped in rotational transitions of CO. Figures 3.2 and 4.1 the map 
of 1115 display the example of the 11157 region map, as seen thanks to the CO (2-1) 
transition. 

5.1.2 The case of SiO 

The silicon monoxide molecule SiO is the most widespread silicon-bearing molecule in 
the interstellar medium. It was first detected in the Galactic centre (Sgr B2, Wilson et al. 

103 



Chapitre 5. Theoretical aspects 

(1971) and Ori A, Dickinson (19.72)) at low fractional abundances of 2 x 10~ 12 . However, 
its fractional abundance largely depends on the differing physical conditions of interstellar 
object. 

Its lowest fractional abundance < 3 x 10-12 was deduced from ob>servations of dense 
clouds such as TMC1 and L183 (Ziurys et al. (1989), Martin-Pintado et al. (1992)). In 
these c0ld and quiescent surroundings, SiO is quickly generated by reaction between Si and 
0 2 , before strong depletion on to grains takes place {as much as six orders of magnitude 
relative to the solar value}. Silicon is thus believed to be present in the solid phase, in the 
form of refractory cores of siHcate grains, or in the ice mantles around such grains. 

In photodissociation regions, photodesorption, thmugh UV radiation from nearby stars 
('Furner (1998), Walmsley et al. (1999}), brings silicon back in the gas phase, where its 
reaction with OH makes the SiO fractional abundance vary with the depth. Schilke et al. 
(2001) thus measured intermediate values of around 10-10 . Similar detections have b>een 
made in translucent molecular cl0uds (Turner (1998)) and spiral arm clouds (Greaves 
et al. (1996)). 

SiO largest fractional abundances have been detected in dynamically active regi0ns 
of the ISM, such as molecular outflows (around 10-7 , Gueth et al. (1998)), Supernovae 
remnants (:::=; 5 x 10-9 , van Dishoeck et al. (1993) ). Even greater abundances were observed 
in star forming regions (2 x 10-6 , Martin-Pintado et al. (1992)), yielding the theory that 
in such dynamical regions, the grains are partially destroyed, releasing silicon in the gas 
phase. This assumption is also supported by the observation of large enhancements of 
elemental silicon in the gas phase in high velocity components of diffuse clouds (Sofia 
et al. (1993), Gry et al. (1998)). In favorable envimnments (as shocked regions), the 
silicon is later processed int0 SiO through reactions with OH and 0 2 . 

It has been since firmly established that in regions of shocks, interstellar grains undergo 
destruction processes among which : 

• sputtering of the grains mantles (Draine et al. (1983), Flower and Pineau des Forets 
(1994)'), which arises through impacts with the most abundant neutral species (H, 
H2 , He~. In fact, a majority of grains are charged and thus have a drift velocity with 
respect to such neutral molecules, which cause the impacts ; 

• erosion of the grains cores, believed to be made of Si-bearing materials like forsterite 
(Mg2Si04), fayalite (Fe2Si04 ), or olivine (MgFeSi04), under the impact with neutral 
molecules such as He, C, N, 0, H20, N2 , CO, and 0 2 . This erosion was stressed out 
by the works of Flower and Pineau des Forets (1!995) and Flower et al. (1996). Field 
et al. (1997) computed sputtering yields for carbonaceous grains, and May et al. 
(2000) provided sputtering prdba:bilities for the above materials to determine the 
rate of erosi0n of Si by neutral particles. 

A more complete description of grain processes in shock waves is given by Guillet et al. 
(2007). 

Once released in the gas phase, silicon is then processed by the chemistry, undergoing 
sequences of reactions to form hydrosilicon bearing species, and, more interestingly, SiO 
(see Herbst et al. (1!989), Langer and Glassgold (1;990)). Of particular interest from the 
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point of view of SiO c:veation are the two following reactions : 

Si+02 ~ SiO+O 

Si+OH ~ SiO+H 

(5.1) 

(5.2) 

In the chemical models aiming to describe interstellar medium chemistry, reaction rates 
usually adopted for these reactions are respectively 2.7 x 1'0 -Io exp (-111/T) and 1.7 
x 10 - 10 exp (-111/T), the numerator 111 of the exponential argument standing for the 
difference in ene:vgy between the first two spin-orbit levels of the silicon ground state (see 
Langer and Glassgold (1i990)). In this study, we preferentially use the reaction rates that 
were experimentally determined by Le Picard et al. (200[). The experimental value mea­
sured for the fiirst reaction. is 1.7 x lQ-10 (T/300)-0·53 exp (-17/T). The same expression 
is implemented for the second reaction :vate. This choice and its consequences are further 
discussed and studied in Subsection 6.5.2. 

Once SiO has been formed in the gas phase, numerous reactions are likely to destroy 
it, among which : 

SiO +OH ~ Si02 +H (5.3~ 

whose importance relies on the large fractional abundance of OH in the post-shock gas. In 
the cooling phase of the shock, adsorption of SiO onto grains determines its abundance in 
the gas phase, even if it is not the most realistic fashion to model the post-shock regions. 

Being specifically observed in shocked regions, SiO is the perfect tracer for shocked 
gas in the interstellar medium (see also Nisini et al. (2005), Schilke et al. (1997), Martin­
Pintado et al. (1992), ... ). Figure 5.1 provides a map of the L1157 outflow in the (3-2) 
transition of SiO and methanol, which is another shock tracer, making the coincidence of 
their emission region with those of CO or H2 (see Figure 4.1) clear. 

5.2 The escape probabiHty concept 

In this section, we present the analytical considerations that allow to simplify the 
radiative transfer in the LVG (Large Velocity Gradient) approximation, which prevails for 
expanding medium with a large velocity gradient. By 'large' velocity g:vadient, one means a 
sufficient gradient so that the distance on which the considered matter is opaque is largely 
inferior to i,ts typical dimensions. In fact, during its travel through the matter, the photon, 
emitted with a frequency v, undergoes a strong Doppler effect on short distances, because 
of the large velocity gradient that exists within the shock region. When the Doppler shift 
is larger than the local width of the line in which it was emitted, the photon can no longer 
be absorbed by ambient atoms or molecules : the matter has become transparent for the 
photon. 

5.2.1 Useful quantities 

We start by introducing some useful quantities when it comes to radiative t:vansfer 
problems. The absorption and emission coefficient per volume of emission unit for a spec­
tral line corresponding to a j ---+ i transition at the frequency vii are respectively given 
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Figure 5.1- The L1157 outflow as seen in the SiO and methanol {3-:2) transition integrated 
intensity; taken from Bachiller et al. {2001). 
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by 

aii _ niBijhvii ( 1 _ gini) 
47r gini 

(5.4) 

niAiihVij 

411" 
(5.5) 

where ni and ni are the populations of levels i (inferior level) and j (superior level), gi and 
gi being their statistical weight. Bii and Aii denote the associated Einstein coefficients, 
and h is Planck's constant. 

The source function Sii of a line associated to the transition j --+ i in the frame of the 
atom is 

_ Eij 
sij ...:..._ ~ 

O:ij 

Substituting aii and Eij by their value (equations 5.4 and 5.5), we then obtain 

2hv~ 1 -z;:- gjn; _ 1 
g;nj 

2hv~- 1 
t} 

- ~ -.-;-h-v;
1
-· --

ekTexc = 1 

(5.6) 

(5 . .7) 

(5.8) 

(5.9) 

where Bv(T) is the Planck's function associated to the frequency v, and where Tex.c (defined 
by this relation) is called the excitation temperature associated to the transition j ---+ i. 

5.2.2 Escape probability of a photon emitted at a given freqllency 
v, in a given direction 

We now can introduce the concept of escape probability, first developed by Sobolev 
{1947, 1957, 1958) when studying the radiative transfer of a stellar envelope in fast and 
radial expansion. The assumption made by Sobolev is the following : a photon emitted 
at a point of the envelope can either be absorbed in the vicinity of this point, either 
escape because of the impmtant Doppler shifts along the envelope. A necessary condition 
is obviously that the expansion velocity must be much larger than the thermal velocity 
of the atoms. In this section, we present a way to estimate the escape pmbability for the 
photon via the Doppler shift, following the method presented in Surdej (1977). 

We thus consider an expanding envelope, in which the level populations of the atoms 
have reached a stationary state. We also assume a complete redistribution over the fre­
quency range and direction for the emitted photon, in the frame of the moving atom. 

Let ci>(v ~ Vij) be the arbitrary function that describes the local profile of a line, 
normalized to unity, equal to zero out of the range [vij- (~v/2), vii + (~v/2)], where 
Vij is the central line frequency, and ~v is the maximum width of the line profile due to 
chaotic movements of atoms. We assume 

-=-- (5.10) 
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cZ> (V- V ij) --------

V VI}+ 6V 
2 

Figure 5.2 ~Normalized line profile associated to the transition j --"-+ i, in the fFame of the 
atom. Taken from Surdej (1977). 

where Vth is the thermal velocity of atoms, and c is the light velocity. 
Because of the impmtant velocity gradients along the envelope, the distance tl.S 

through which the Doppler shift of the frequency reaches the thermal width of the liae 
is smaH compared to the typical scales of variations of the physical parameters of the en­
velope. Consequently, a:long such a distance, we can assume that the volumic coefficients 
of absorption a:if, emission Eij, as well as the velocity gradient are constant, and that the 
local profile of the line remains the same. If avsl as stands for the velocity gradient along 
a given direction and at a given point, we then have 

(5.11) 

We now derive the expression for the escape pFobability f3ii, defined as the probability 
for a photon created thr01:1gh the transition j --+ i can escape the emission region in any 
direction. For more clarity, we'll forget the index 'ij' (and substitute it by '0' in the case 
of frequency) in the following developments. 

Figure 5.3 - Arbitrary direction in the envelope, along which the radiative transfer is 
considered. Taken from Surdej (19.77). 
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Let P0 be a given point in the expanding envelope, whose abscissa is s = 0 (see 
Figure 5.3). The abscissa axis s is positively oriented from P0 towards Q. Let us assume 
that a photon is emitted at P0 in this direction, at the frequency v in the local frame. 
Because of the large velocity gradient 8vs/8s, the photon has a probability PR(P0Q) 
to be absorbed between P0 and P11 whose respective abscissae are s = 0 and s = s(v). 
Beyond P1, the medium becomes totaHy transparent to photons at frequency v because 
of the Doppler shift between P0 and P1. 

Absorption probability for the photon, PR(P0Q) can then be expressed 

PRv(PoQ) = 1s(v) exp ( ~ 1s a<I> (v- Vo- ~ ~~ s') ds') a<I> (v ~ Vo- ~ ~~ s) ds 

(5.12) 
In this integral, the expression is the product of two terms whose physical interpretation 
is the following : 

• a<I> (v- v0 - ~*:s) ds stands for the probability that a photon emitted at a fre­
quency vis absorbed in the vicinity of P, between abscissae s and s + ds; 

• -~&;;s' accounts for the Doppler shift of the photon in the frame of P(s), emitted 
at the frequency vat P0 , due to the velocity difference between P0 and P(s); 

• exp (- J; a<I> (v- v0 - ~*:s') ds') is the probability that the photon emitted at 
frequency vis not absorbed between P0 and P(s); 

• a<I> (v- v0 - ~*:s') is the opaqueness of the medium for the considered photon. 

We can .simplify the equation 5.12 thanks to the following variables transformations 

X - lJ - IJo - 1/o 8vs s' ; dx = Vo 8vs ds' 
c 8s c as 

Vo 8v8 Vo 8v8 y - v-vo- --s; dy= --ds 
c 8s c 8s 

Equation 5.12 then writes 

J.v-vo (1Y a c ) a c PRv(PoQ) = exp - ~ <I>(x)dx . ~ !l!ii<I>(y)dy 
y(s(v)) . v-v0 Vo as llo as 

(5.13) 

(5.14) 

(5.15) 

We have seen that under the LVG assumptions a and 8vs/ 8s can be treated as constant 
in the integrates. We then can define the constant quantity 

(5.16) 

sometimes called Sobolev optical depth, thanks to which 5.15 simplifies 

P Rv ( PoQ) = 1v-vo dd (exp (-rs 1Y <I> (X )dx) ) dy 
y(s(v)) Y v-vo 

(5.17) 

- 1- exp (r;; {~~)) ~(x)dx) (5.18) 
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5.2.3 Escape probabHity of a photon emitted at any frequency, 
in a given direction 

The absorption probability PR( P0Q) of a photon emitted at any frequency of the line 
profile of the atom at P0 , in the direction P0Q is given by 

vo+~v 

PR(PoQ) = 1
0

_
6
; cp(v - vo)P Rv(PoQ)dv (5.19) 

Through th variable transformation: l = v-v0 , dl = dv and thanks to equation 5.r7, 
we obtain 

~v ( ( y(s(v)) ) ) 
PR(PoQ) = l~v cp(l) · 1- exp T8 1 cp(x)dx · dl (5.20) 

Then the normalization condition for cp(v), J~:~~2 cp(x)dx = 1, allows us to write 

PR(P0Q) - 1 + [~! (exp (r, t'(v)) il>(x)dx)) ~ dl (5.21) 

- 1 + [exp( Ts J;y(s(v)) cp(y)dy)] t:..v/2 (5.22) 

rs 
-Av/2 

If along P0Q the velocity gradient avs/ as is positive, the photon is reddened (at the 
loca:lline frequency of v0 - ( b:.v )/2) at P1 . Similarly, if the velocity gradient is negative, the 
photon is bluened (at the local line frequency v0 + (b:.v)/2) at P1. The 5.14 transformation 
shows that 

.f avs O 
1 -> as 

llo OV8 y(s(v)) = v- v0 ~ ~-s(v) c as 
and since the Doppler shift between P1, and P0 is given by (see Figure 5.3) 

Equation 5.23 writes 

SimHarly 

no 

~-· s(v = v- Vo--Vo avs ). ( Av) 
c as 2 

b:.v 
y(s(v)) = --· 

2 

. avs 
if- <0 as 

b:.v 
y(s( v)) = -

2 

(5.23) 

(5.24) 

(5.25) 

(5.26) 
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We can the simplify equation 5.21, using results obtained in 5.25 and 5.26 

"f OV8 O PR(PoQ) 1- (exp ( -r·1~ $(x)dx) -I):, 1 ->' -
os 

1-
exp(-Ts) -1 

-
Ts 

"f OV8 O PR(P0Q) I+ ( 1- exp ( -r, 1~ $(x)dx)) ~' 1 -<. -
os 

- 1 
+ 1- exp(-Ts) 

rs 

that is, independently of the sign of ovs/ os 

1 
PR(PoQ) = 1- (1- exp(-1 Ts I)) I 

78 
I 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

(5.31) 

The probability /30 for a photon created in the transition j ---+ i to escape the medium 
in the given direction P0Q is eventually given by 

(5.32) 

5.2.4 Average over all directions 

• 

Figure 5.4 ~ The geometrical inclination parameter : (). 

ActuaHy, optical depth Ts depends on the escape direction of the considered photon. 
Indeed, we have seen that Sobolev optical depth is inversely proportional to the vel(}­
city gradient in the escape direction. Generally, this velocity gradient depends on the 
considered direction. We can express this dependence via a geometrical parameter, () (see 
Figure 5.4 for an example of such a parameter in our geometry). Consequently, in the 
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most general case, the escape probability depends on this parameter through the quantity 
11 = cos(O) 

(5.33) 

We now derive the average value of the escape probability over all directions, in two 
simple cases. 

The situation of Surdej (1977). In the case of the stellar envelope studied by Surdej, 
the expansion is both radial and isotropic. In other terms, the velocity gradient is the 
same in all directions. Consequently, Sobolev optical depth is also identical, whatever the 
direction may be. The probability (3 for a photon created in the transition j ---t i to escape 
the medium in any direction is then given by 

f3ij = [ (1 _ PR(PoQ)) dJ..V = [ 1 = exp( ~ I rs I) dJ..V 
Jn=47r 47T Jn=47r rs 41T 

(5.34) 

where the integration is done over all direction (solid angle 0 = 47r). In this very specific 
case, the escape probability averaged on all directions is thus equal to the one in a given 
direction. 

Our situation. The second case corresponds to our situation of a plane parallel shock. 
We have seen that the optical depth is inversely proportional to the velocity gradient in the 
considered direction. If one choose a reference direction z, for instance the perpendicular 
direction to the plane parallel shock, and if one name 11 = cosO the geometrical parameter 
corresponding to the angle between this perpendicular direction and the escape direction 
of a given photon (see Figure 5.4}, then r(J.L) <X 8v8 f8s <X 112 l(dvzldz). In this case, the 
average of the escape probabNity over all directions writes 

f3ij = { 1 - exp(- I rs I I J.L2
) dJ..V 

J fl.=47r I rsl 112 I 47T 
(5.35) 

where rs is defined with respect to the reference direction z. With such a coordinate 
system, one can write : dJ..V = 21Tsin(O)d0 = 27TdJ.L. Equation 5.35 then becomes 

(Jij = { 1 - exp(- I rs I I J.L2
) 

11
2 dJ.L 

Jn=47r I Ts I 2 
(5.36) 

In 1993, Neufeld and Kaufman have proposed an approximation of this expression avera­
ged over all directions (see Neufeld and Kaufman (1993)) 

1 
f3ij = 1 +3 lrsl (5.37) 

This expression exhibits major advantages : 
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• the maximum discrepancy with exact expression (gi:ven in Hummer and Rybicki 
(1982)} is 15 %; 

• it is exact for large and small values of 'ts; 
• it doesn't introduce any singularity from a numerical point of view. 



5.3. Calculation of radiation field 

5.3 Calculation of radiation field 

The mean intensity of the radiation field Jii at a given point of the medium (for ins­
tance the point P0 on Figure 5.3) is defined as the intensity of the radiation likely to 
interact with an atom at P0 in a:H directions and on all the frequency range covered by 
the transition j ---+ i. This quantity is of major interest when one studies the statistical 
equilibrium equations, that allow to derive the populations of the rotational levels (see 
Section 5.4). Additionnally to a 'local contribution' Ji} caused by the radiation emitted 
by neighbour atoms in P0 , the mean intensity of the rad.iation field Jii includ.es ano­
ther contribution Jt, due to the existence of a cosmic background, which behaves like a 
black body at a temperature of T BB = 2. 7 K. 

We start with the evaluation of the local contribution JA. 'Fo do so, let us consider the 
point P0 and the direction QP0 on Figure 5.3. The abscissa axis is now positively oriented 
from Q to P0 • The radiation intensity Iii(QP0 ) at the local frequency 11 at P0 is given by 

v ( ) _ 1° ( 110 8vs ) (1° ( . 110 8v8 
') ') . Iii QP0 = t:<l> 11- 110 - ----s exp -a<I> 11- v0 - --s ds ds 

s((v) c as 8 c as 
(5.38) 

In this integrate : 

• t:<l>(v- v0 - (v0 jc)(avsfas)s)ds is the amount of energy emitted at the frequency v 
at point P whose abscissa is s and by the length element ds towards the point P0 ; 

• exp ( t -a<I> (v = v0 - ~ ~s') ds') stands for the attenuation undergone by the 
photons at frequency v between points P and P0 ; 

• s'(v) is the abscissa of the point P2 beyond which the frequency of the radiation 
emitted in the transition is too much shifted to contribute to the local frequency v 
at P0 • 

The intensity of the radiation integrated over the line width in the frame of the atom 
in P0 can be expressed 

(5.39) 

Following the same way of thinking than in the previous section, we can simplify this 
expression. By substituting expression 5.38 in equation 5.39, and by using the variable 
transformations defined in Subsection 5.2.3, relations 5.25 and 5.26 respectively become 

avB tl.v 
(5.40) if 

as > 0 y(s(11)) = T 
a vs !:111 

~5.41) if 
as < 0 y(s(v)) = --

2 

and one obtain : 

(5.42) 
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where Sii is the source function as defined by Equation 5.6. 
Eventually, the local contribution Ji~ to the mean intensity of the radiation field in Po 

is obtained by averaging equation 5.42 over all directions. Thanks to equation 5.34 

(5.43) 

(5.44) 

In the case where the continuum comes from the cosmic background, radiated without 
attenuation and with an intensity of le constant over the frequency range of the transition, 
the radiation intensity le(SP0 ) emitted at any point S of the medium and appearing at 
the frequency v to an atom at P0 is given by 

e ( . ) . . ( 1° ( 1/ij &vs ') ') lv SPo = leexp - . O:ijcl> v- Vij- --.-s ds 
s(v) C OS 

(5.45) 

The exponential term expresses the radiation continuum extinction between points S1 

and P0 , abscissa axis s being positively oriented from S to P0 • The atoms at points of 
abscissa s < s(v) are too much distant of P0 (that is, their Doppler shift is too large) to 
be a:ble to absorb at the local frequency of the line v defined at P0 . Integrating equation 
5.45 over the line width in the frame bmmd to the atom at P0 , and using the variable 
transformations of Subsection 5.2.3, from the general expression 

we obtain the equation 

le(SPo) = le~ -:- exp(- I Tij I) 
I Tij I 

(5.46) 

(5.47) 

The contribution of the continuum caused by the cosmic background to the mean 
intensity of the radiation field at P0 is then given by 

(5.48) 

that is by 
Ji~ = lef3ij (5.49) 

where /3ij stil!l corresponds to the averaged escape probability over all directions, which 
can be calculated ar approximated in both cases already studied (see 5.2.4'). 

One can now pay more attention to the continuum we have to take into account in 
the case of our study. The corresponding intensity is not due to the core of the star, 
but to the ambient radiation field, that is to the cosmic background at 2. 7 K. Becal:lse 
of its temperature value, this radiation belongs to the millimetric and submiHimetric 
wave ranges. Consequently, it plays a major role in the equilibrium of rotational levels 

11!4 



5.4. Statistical equilibrium equations 

populations of the molecules (see section 5.4). For a line of central frequency 1/ij, the term 
le defined in the previous section then writes 

(5.50) 

where Bv;i (T88) is the Planck's function at the frequency vij and black body temperature 
T88 of the universe (T88 = 2. 7K) 

2hv?. 1 
Bv;J·(TBB) = -··213--:-h..,---. --

C ..:..::.:..!l.. 
ekTaa - 1 

(5.51) 

where his Planck's constant, k is Boltzmann's constant, and c is the light velocity in the 
vacuum. 

Finally, the global radiation field can be expressed using both local and background 
contributions (Equations 5.44 and 5.49) 

(5.52) 

5.4 Statistical equilibrium equations 

In order to calculate the level populations ni of a molecule, statistical equilibrium 
equations must be solved. In a stationary state, these equations are, for each level i 

(5.53~ 

where R;_ and Ci stand respectively for the volumic racliative and collisiona;l rates of 
population for the level i. More explicitly 

(5.54) 

where Aji, Bji, Bij are respectively Einstein's coefficients for spontaneous emission, sti­
mulated emission, and absorption, where Cii denotes the collisional coefficient rate from 
level i to level j, and where Jij is the mean radiation field intensity at a point where the 
calculation is done. 

Moreover, in the case of rotational transitions of diatomic molecules with an electric 
dipolar moment, quantum mechanics selection rules only authorize transitions between i 
and j levels for which the difference between rotational quantum number verifies jj.J = ±1, 
which allows us to write the evolution equation 

- ni+1A+l,i + (ni-HBi+l,i ~ niBi,i+1)Ji;i+1 

niAi i-1 + (ni-1Bz-1 i - niBi i=1)Ji-1 i ' ' , , 

+ I: nH2 (niCii- niCij) 
#i 

(5.55) 
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1n addtion to this, we have shown in the previous section (5.3) 

(5.56) 

where Sij is the source function as defined by 5.6, f3ij is the escape proba:bility of a photon 
created in the transition j - i, and le is the mean intensity of the continuum radiation 
field. 

Combining this expression with eqMation 5.55, and knowing that giBij ~ gjBji and 
Ajd Bji = aiJ> and with Uij::::::::: 2hvtfc? , we finally get 

- f3i,i+I (ni+lAi+I,i + (ni+IBi+I,i ~ niBi,i+I)lc) 

f3i-l,i(niAi,i-I + (niBi,i-I - ni-IBi~I,i)lc) 

+ L nH2 (njCji- niCij) 
f-l'i 

(5.57) 

Eventually, we obtain an equation very similar to 5.55, except that Einstein coeffi­
cients are multiplied by f3ij, and that Jij has been substituted by le. In a matrix friendly 
formulation, this equation also writes 

dt ni (f3i,i+'1Bi,i+Ile + f3i-I,iAi,i-I + f3i-I,iBi,i-Ile + L nH2 Cij) 

#i 

+ ni-I(f3i-I,iBi-l,ile + nH2 Ci-l,i) 

+ ni+I (f3i,i+1Ai+l,i + f3i,i+1Bi+l,ile + nH2 Ci+l,i 

+ L nH2 njCji 
j-l'i~I,i,i+l 

(5.58) 

In the statistical equilibrium equations, the photons generated in the transitions are 
likely to escape the medium in any direction. Consequently the escape probability formula 
must correspond to an average escape probability over all directions. Nevertheless in our 
shock model, the expansion is not radial nor isotropic : the geometry that we use is plane 
para:Hel. Consequently we use the fmmula 5.37 in this set of equations, that cmresponds 
to Neufeld and Kaufman's approximation. 

Eventually, we have a set of evolution equations for each level that we want to take into 
account. To calculate level populations is equivalent to resolve a set of equations. These 
equations clearly indicate the key role of the escape probabHity f3ij, which itself include 
superior and inferior levels via Sobolev optical depth (see 5.16). The set of equations to 
be solved is thus non linear, which raises a computer problem. We'll see how to resolve 
such a problem in section 6.1. 

5.5 The final observable : integrated intensity 

Once the statistical equilibrium equations are solved, it is possible to compute the 
integrated intensity of each transition, which is the observational quantity to which we'll 
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be able to compare the results of our models. In other terms, now that we lrnow the 
level populations and the escape probabilities associated to the transitions between these 
levels, for each point of the shock, we can determine the radiated flux over all directions 
by the shock region for each considered line, given by 

n ·+1A ·+I ·!3· ·+1Az J J ,J J,J (5.59) 
shock region 

that is, by frequency and solid angle unit, we can now derive the integrated intensity 

(5.60) 

for a given transition j -t 1-+ j, where ni+l is the population of the level j + 1, ll.v is the 
spectral width associated to the layer of spatial width ll.z, Ai+l,j, vJ,i+l• /3j,J+l respectively 
Einstein coefficient, frequency, and escape probability associated to the transition and 
h is Planck's constant. The sum is done over all the layers (or points) of the shock, 
and one must be aware of the fact that the escape probability formula used here is no 
longer averaged over all directions, but corresponds only to the escape probability in the 
observer's direction. We consequently use the following formula 

1 - exp( ~ I 7),i+I I) /3],j+l = ___ ...:..____;__..::..:::..._;;_-'-'-
7j,j+l 

(5.61) 

From a rigorous point of view, dependance on p of this expression should be included 
(see Formula 5.35, in which the integrate's argument corresponds to an escape probability 
in a given direction). We'~l study later in the project how to overcome this geometrical 
difficulty and accurately model the shape of the flows. Nevertheless, the 11sual expression 
of hHI is not this one, but the one that we are going to derive now in the case of pure 
rotational transitions j + 1 -+ j. In this case, the escape probability writes 

_ 1 - exp(- I Tj,j+l I) 
/3j,j+l - ---_-'-_ ____.:--=..:::...---..:.;;.. 

Tj,j+l 
('5.62) 

where Sobolev optical depth can be written in terms of quantities of Subsection 5.2.1 

Tj,j+l = 
O!j,j+l c 

Vj,j+l OV8 jfJs 

(5.63) 

This allows us to write 

1 L ll.z -lr·. 11 )47rl 8vs/8s ·1 1 13·,3·+1 = ----hv3· 3·+·I n3·+1A3·+1 3·-(1- e J.J+ · · g·n· 
47r ' ' ll.v hen B · · 1 1 - !!l.:2.±!. 

shockregion · J J,J+ Yi+lni 

L AJ+l,j ni+l 1 I 8vs/8s I . . ·(1 _ ~irJ;HI I) ll.z (5.64) 
- - 1 - Yini+l C VJ,J'+l' e A " B· ·+t n· uv shockregion J,J J Yi+Inj 
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We can then use the Einstein coefficient's relations 

l6hB3 . 3 
Ai+l,i == 2 (J + 1) Bi+1,i c 

(5.65) 

where B is the rotational constant, characteristic of the considered molecule, and 

(5.66) 

Furthermore, we know the expression of the frequency of the considered transition 

hvi.i+1 = 2hB(j + 1) (5.67) 

These last three relations allow us to write 

A '+1 . g. 2hv~ .+1 _l___d = _J_ J,J 

Bi,i+1 gi+l c2 
(5.68) 

thanks to which we now can express 

""' 2hvJ.i+1 . 1 Vj,j+l 11Jvs I (1 _ e-h+I,il)~z 
~ c2 Yi+!nj - 1 c as t:J.v 

shockregion 9jnj+! 

(5.69) 

Finally, we can re-write this equation, using the excitation temperature Texc of the consi­
dered transition 

where B,_,(T) is Planck's function at temperature T and frequency v, given by 

2hv3 1 
B,_,(T) = (? ehvfkT _ 1 

(5. 70) 

(5.71) 

(5.72) 

ln radioastronomy, the integrated intensity is often expressed in K km s-1 . The 
intensity-temperature conversion is based on the following relations 

c2 
T= 2kv2I 

with I in erg cm-2 Hz~1 sterad - 1 s-1, and 

l/ c 

which allow us to express the integrated flux over the transition 

T_j,j+1!:1v = L c2 ( ) avs ( - . . ) ---B T.. - 1 - e-T3+1·3 t:J.z 2kv2 V eXC as 
shock regiol! 
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Eventually, for aims of comparisons with available observations, we must subtract the 
cosmic background contribution (at 2.7 K) to this quantity. We c0nsequently calculate 
the previol18 quantity, corrected from this contribution 

~ _!_B (T. )avs (1 ~ e-Ti+I,j) ( 1 _ Bv(TBackground)) ~z 
L....t . 2kv2 11 

· exc OS . Bv(Texc) 
shock regiOn 

L 2~2 ~; (1- e-Tj+I,j) (Bv(Texc)- Bv(TBackground)) ~Z (5.76) 
shock region 

This quantity being likely to be compared to the observations, it is the one that we 
calculate in the LVG code. 

119 



Chapitre 5. Theoretical aspects 

120 



6 

Computational aspects 

6.1 Programming 

In Chapters 2 and 3, the shock code that was used to simulate bipolar outflows and 
jets processes was presented. In Chapter 5, the way the radiati:ve transfer is handled was 
introduced. The purpose of this chapter is to present the computational implementation 
of the LVG treatment, that runs as a independent program, using a series of molecular 
data that are made a:vailable in reference articles or appropriate databases, and also 
using a series of inputs that are provided by the output files of the shock code. The 
LVG program principles are described in the following Subsection, that also includes a 
schematic structure of the program. 

6.1.1 The LVG code requirement and outputs 

Various molecular data. Of crucial importance are two molecular parameters relative 
to their internal structure to c0mpute their emission in the LVG context : the rotational 
constant B, and the dipolar moment J.t, whose tabulated values are given in Table 6.1, 
as provided by the NIST database (www.nist.gov/data/). In fact, the energy separation 
between the rotational levels depends on the rotational constant, and appear in the ex­
pression of the optical depth, integrated intensity, and in the expression of the equations of 
statistical equilibrium. The dipolar moment is usefuJ to compute the Einstein coefficients 
for the molecule. 

In fact, regarding these coefficients, that also appear in the expression of the equa­
tions of statistical equilibrium and in the writing of the integrated intensity, an option is 
available for the user, who can choose to use the ones provided in the Leiden Atomic and 

I Molecule I CO SiO 

B (MHz) 57635.96828 21787.453 
J.l (debye) 3.0982 0.11011 

Tableau 6.1 -Useful quantities for CO and SiO : B is the rotational constant, and f..l is 
the dipolar moment. All values come from NIST. 1 debye = 10-18 cgs. 
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I molecule I reference article I code I 
8i0 Turner et al. ( 1992) T92 
8i0 8choier et al. ( 2005) 805 
8i0 Dayou and Balanc;a (2006) D06 
CO Flower ( 2001) F01 
CO Balakrishnan et al. (2002) B02 
CO Cecchi-Pestellini et al. (2002) C02 
CO 8choier et al. ( 2005) 805 

Tableau 6.2 - Reference table for the various available sets of rate coefficients. for the 
collisional excitation of CO and 8i0 in our LVG program. 

I Characteristics I Jmax I Tmin I Tmax I Number ofT I Collision partners I 
~ 

8i0, T92 20 20 300 8 H2 
8i0, 805 40 20 2000 11 H2 
8i0, D06 20 10 300 30 H2 
CO, F01 30 5 400 41 o- and p- H2 
CO, B02 8 5 100 11 H 
CO, B02 16 100 3000 11 H 
CO, C02 14 5 500 10 He 
CO, 805 40 5 2000 14 o- and p- H2 

Tableau 6.3 - Input files characteristics for the different collisional data. 

Molecular Database (www.strw.leidenuniv.nl/moldata/), or let the LVG code calculate 
them by means of the following expressions : 

16hB3 

AJ+l,J - 2 (J + 1)3
BJ+l J (6.1) 

c ' 

BJ+l;J 
3271"4 J-L 2 J + 1 

(6.2) -
3h2c 2J+3 

9JBJ;J+l - 9J+1BJ+l,J (6.3) 

where AJ+l,J is Einstein coefficient for spontaneous emission, BJ+l,J the one for stimulated 
emission, and BJ,J+l is the absorption coefficient between levels of quantum rotational 
number J and J + 1. In these expressions, c is the light velocity in the vacuum, h is 
Planck's constant, and J-L is the dipolar moment of the considered molecule (see Table 6.1}. 

Non less important are the set of rate coefficients data sets that are used to compute 
an accurate collisional excitation of the molecules. The Table 6.2 provides the references 
that provided the data set that we chose to implement in our LVG code. The Table 6.3 
gives the corresponding input files characteristics for theses different data sets, referred 
to as their code in it. Our LVG program contains an option that allows for the user to 
choose the appropriate data set. 

LVG input parameters. To compute molecular emission quantities at each point of 
the shock, the LVG code requires some physical quantities computed by the shock code 
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at these points : 
• necessary position parameters such as the arbitrary distance z (cm), the correspon­

ding neutral and ionic flow times timeN and timel (s); 
• physical parameters essential for the comp1:1tation of the equations of statistical 

equilibrium and for the calculation of molecular emission quantities : the neutral 
velocity Vn (cm s~ 1 ), the neutral temperature Tn (K), and the velocity gradient 
dvn/ dz ~s-1) ; 

• fractional abundance parameters for SiO and colliding species He and H2 x(SiO), 
x(He), and x(H2), and the associated density nH (cm-3}. 

For the purposes of the output files of the LVG code, some other useful parameters are 
also called by the LVG code : 

• ionic flow parameters s1:1ch as the ionic temperature 1i (K) and the ionic velocity vi 

(cm s-1); 

• fractional abundances of other species related to SiO like OH, 0 2 (that partner with 
Si to produce SiO), Si, Si02 and SiH4. 

LVG output quantities. Thanks to ali these data, the LVG code is designed to com­
pute every useful emission quantity at each point of the shock : 

• the level population distribution, and the corresponding Boltzmann distribution for 
them; 

• the optical depth, given by : 

7 
= 87r_

3
p. 

2 
X n(Si0) X (J 1) X ( fp(J) _ fp(J+ 1)) 

J,J+l 3h grad_v + 2J + 1 2J + 3 
(6.4) 

where p is the dipolar moment of the molec1:1le, h is Planck's constant, n(SiO) is 
the abundance of SiO, grad_v is the velocity gradient, and fp(J) is the fractional 
population of the rotational level J. 

• the excitation temperature, that writes : 

T. (J J + 1) = 2hB x J + 1 
exc ' ka ( (2J+3)fp(J) ). 

ln (2J+I)fp(J+l) 

(6.5) 

where k8 is Boltzmann's constant, and B is the molecular rotational constant; 
• the line temperature, that is computed in two different fashions : 

I(J,J+1) 2~: (J + 1)(1- e-lrJ,J+Ii)(BOLE(J)- BOLB(J + 1)) (6.6) 

_ he A n(SiO)fp(J + I),BJ,J+l ( 1 _ BOLB(J + 1))(6 7) 
8k8 1r J+l,J (2B(J + 1))2 BOLE(J) . 

where c is the vacuum speed of light, f3J,J+I is the escape probability in a given 
direction (see 5.61), AJ,J+I is the Einstein coefficient for spontaneous emission, and 
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BOLE(J) and BOL:B(J) are two convenient quantities expressed as : 

BOLE(J) ( fp(J)j(2J ~ 3) - 1) -
1 

(6.8) -
fp(J + 1)/(2J + 1) 

BOLB(J) ( (2JhB) ) -
1 

(6.9) - exp -·- -1 
kBTBB 

(6.10) 

where TBB is the background temperature; set to 2. 7 K. 
Eventually the LVG program also computes integrated quantities through the whole 

shock, such as the integr:ated intensity, based on the two different calculations on the 
intensity, and the integrated intensity relative to that of the SiO (5-4) transition (for 
observationa:l comparisons purposes). 

6.1.2 Solving the statistical equilibrium equations 

The whole complexity of the LVG program lies in the method used for the calculation of 
level populations, through the solving of the equations of statistical equilibrium. Various 
expressions for this set of equations have been introduced in Subsection 5.4, starting 
from 5.55: 
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+ ni-1Bi-1,Ji=I,i 

+ ni+1 (Ai+1,i + Bi+1,Ji,i+l) 

+ L L ncou(niCii- niCij) 
coli i'l-i 

leading to the final 5.58 formulation : 

ni (/3i,i+lBi,i+llc + !3i-1,iAi,i-1 + !3i-1,iBi,i~1Ic + L nH2 Cii) 
jt-i 

+ ni-1(!3i-1,iBi-1,Jc + nH2 Ci-1,i) 

+ ni+l(f3i,i+1Ai+1,i +.!3i;i+1Bi+1,ilc + nH2Ci+l,i 

+ L nH2 niCii 
it-i-1;i,i+ 1 

Two approaches to solving for the level populations may be taken : 

(6.11) 

(6.12) 

• integrate the set of Equations 6.11 or 6.12 in parallel with the dynamical, thermal, 
and chemical rate equations of the shock wave, as is done currently for the H2 

molecule (Le Bourlot et al. (2002), see Section 3.2). 
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• assume loca:l statistical equilibuium, i.e. set the lhs of Equations 6.11 or 6.12 to zero, 
and solve a posteriori the resulting algebraic equations by matrix inversion, using 
the physical structure provided by the MHD shock code. Since the radiative terms 
J depend indirectly on the level populations through the escape probabilities and 
excitation temperatures (Equation 5.56), the p:wcedure must be iterated, updating 
J with values of (3 and Texc obtainecl from the previous iteration. 

The former approach is preferable, particularly when the molecule under consideration 
is an important shock coolant (e.g. H2 ) - which is not the case of SiO. Furthermore, 
the flow time in the SiO emission zone is sufficiently long that the assumption of local 
stat~stical equilibrium is justified. Accordingly, we adopted the latter approach in the 
present w0rk. It is common to most applications of the LVG method to astrophysical 
problems (e.g. Schilke et al. (1997), Neufeld and Kaufman (1993)) and has the advantage 
of being less demanding in CPU time. For more significant coolants, S'Uch as CO, 13CO, 
and H20, the rate of cooling was computed in parallel with the shock dynamics, using 
the cooling functions calculated by Neufeld and Kaufman (1993), by means of the LVG 
method. 

Although the two form1:Ilations are equivalent and converge to the same solution, 
we have found that inversion of the latter matrix encounters numerical instabilities and 
convergence problems at high optical depths, possibly due to round-off errors in the 
(vanishingly small) f3 terms. In the first formulation, the radiative elements of the matrix 
are never zero, even at high opacity, ancl we obtain much better convergence and accuracy. 
Hence we have adopted (6.11) in the present calculations. In our program, the convergence 
criterion is the following : the relative difference between successively computed level 
population must be less than 10~4 ' for every comp'Uted level. 

Eventually, the zero order estimate of the level populations (i.e. their first guess) at 
each point of the shock must be specified. Two cases are considered : 

• at the first point of the shock, this first estimate is provided by Boltzman's distri­
bution of the level pop'Ulations (LTE situation) ; 

• at any other point of the shock, the zero order is chosen equa:l to the result of the 
calculation at the previous point of the shock. Indeed, (for a reasonable choice of the 
step) physical conditions are quite continuous along the shock, and level populations 
of two neighbour points are expected not to be too different. The objective of this 
method is to gain CPU time. 

6.1.3 Algorithm diag,ram 

The program then runs the following way : 

1. Declaration of the variables : the number of rotational levels taken into account is 
an input parameter of the program. J level has the energy 

EJ = hBJ(J + 1) (6.13) 

where B denotes the rotational constant of the considered molecule, whose value is 
given in Table 6.1. 
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2. Reading of the files paths : specification of the location of the directmies where the 
input files (that is the output :files of the MHO code) and the output :files of the 
LVG code. 

3. Opening of the input files, and of the output files where the Fesults are about to be 
written. 

4. Reading of the number of points taken into account in the MHD code. 

5. Calls: 
• reading of the collisional coefficients : the number of levels and tempef>ature for 

which the collisional coefficient rates are available, and the availa:bl'e collision 
partners depend on the sources, and are summarized in Table 6.3 ; 

• calculation (based on Equations 6.1, 6.2, and 6.3) or direct reading of the Einstein 
coefficients of the considered molecule ; 

6. First point of the shock : 
• reading of the shock parameters (specified in Subsection 6.l.l)at this point; 
• statistical initialization of the level popu:lations of the considered molecule (Boltz­

man's distribution at the read temperature, see above); 
• writing of these values in the output :files. 

7. Entry in the loop on the number of points in the shock : 
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• reading of the physical and chemical parameters at the given point ; 
• calculation of the coHisional coefficient rates at the temperature of the considered 

point of the shock ; this calculation is done via a linear interpolation routine that 
uses the tabulated values. We can summarize the run of the routine the following 
sequence of steps : 

reading of the input temperature, and depending on the case : 

bracketting between two values of temperatures of the collisional excitation rate 
coefficients array, and linear interpolation of these coefficients; 

attribution of the collision rate coefficients if the temperature belongs to the set 
of temperatures for which the data is tabulated ; 

attribution of the colHsion rate coefficient of the lowest temperature of the array, 
if the neutral temperature is inferior to this value, and attribution of the 
collision rate coefficients of the highest temperature of the array, if the neutral 
temperature is superior to this value ; 

calculation of the corresponding de-excitation rate coefficients via the detailed 
balance. 

• entry in the lambda iteration : 

first guess of the iteration : populations calculated at the previous point ; 

calculation of the escape probability (see Section 5.2); 

filling of the radiative and collisional matrixes (see Formula 6.11, on which ap­
pears the possibility to sum a coHisional matrix added to a radiative matrix 
multiplied by the escape probability); 

inversion of the total matrix, populations calculation ; 
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test of the convergence, and exit of the loop if the convergence criterion is verified, 
that is (see above), if the maximal relative difference between populations 
calculated in two successive iterations is not greater than ro-4 . 

• calculation of intensity and excitation temperatures for the considered transitions 
by means of two formulas (both in kelvins) 6.6 and 6.7, and writing in the output 
files of Texc, TJ,J+l, intensity, populations, J, ... ; exit of the loop at the last point 
of the shock ; 

8. Implementation of the integrated intensity in the output files until the truncation 
point (see Subsection 6.5.1). 
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I variables declarations I 
I reading of the paths I 
I opening ofthe files I 

·········--·············--·~--····················· ·················-································· ' ' 

~~~~~-~~~--=~~-~=~-~~~--: - calls 
i collision rates i 
:. ................................................ : 

I first point of the shock : parameters initialization I 
+ I first point of the shock: populations calculation at LTE I 

entering of the loop on the number of points of the shock I 
I reading/writing of the shock parameters I 

··················-----···························· ' ' ' ' ' ' : interpolation : 
' ' h··························;·~-------;; .......... . 

calls I 

entering the populations calculation loop I 
········--······························-··-,----~· ' ' 

calls 
i collisional matrix ! 
! ................................................ .! 

··········-----··---------------··················· ' ' 

!.=~=~~~--~~~~-~-~-~~~-~-~-~ 
:·---~~d~~~~~~ .. ~~~;~----1 
!!················---~~---"·-------~----~-~-------! 

I populations calculation : matrix inversion I 
_..!. 
T 

cflculation of the excitation temperatures and .line intensiti s ... 
T 

I integrated illtensities calculations I 
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I level 0 1 5 10 15 
fracpop 4.12 11.38 12.94 0.87 5.59 X 10 -::s 

fracpop ETL 4.12 11.38 12.94 0.87 5.59 X 10 ~::s 

err 0.01 0.005 0.02 0.04 0.001 
Texc(K) 25.00 25.00 25.00 25.00 25.00 

!level 20 25 30 35 40 

fracpop 3.97 x w-9 3.28 x Io-10 3.22 · x w- 15 3.80 x w-21 5.42 x lo-28 

fracpop ETL 3.97 x w-9 3.28 X 10-10 3.22 x w- 15 3.80 x w-21 5.42 x J.lo-28 

err 0.009 0.006 0.004 0.01 0.007 
.. 

Texc (K) 25.00 25.00 25.00 25.00 25.00 

Tableau 6.4 - Comparisons of the fractional populations to the LTE situation, in the 
collision dominated meclium case. 'err' stands for the relative uncertainties between the 
corresponding results. All results are in %, except the excitation temperatures (in K) : 
these ones are given for the transition for which 'level' is the lower state. For instance, the 
excitation temperatme in the same column as the '0' level is the excitation temperature 
of the line 1 - 0. 

6.2 Very basic tests 

Before running our LVG code on the output files of the MHD code, we test in a few 
simple situations on single point conditions. In order to simplify, all the tests that are 
presented here are conducted with the SiO code. The CO code has been tested linder 
exactly the same conditions, and the results of the comparisons are the same for both 
species. 

6.2.1 Collision dominated medium 

We first run the LVG code under the limit conditions of a collision dominated medium. 
In such an hypothetical medium, n82 = 106 cm-3 , n(SiO) = 10-2 cm-3 , the temperature 
Tn = 25 K, and an arbitrary velocity gradient is chosen, corresponding to 30 km s-1 over 
5 pc. To perfect the concept of a purely collisional medium, all the matrix elements of the 
radiative matrix are set to zero. 

Under these assumptions, the Local Thermal Equilibrium conditions are expectecl to 
take place, generating a Boltzmann distribution for the level populations. Additionally, 
the excitation temperature of each transition are also expected to equal the kinetic tem­
perature of the gas. 

The Table 6.4 shows the results of such a computation. the fractional population and 
the equivalent LTE fractional population are provided on the first two lines for a samle 
of representative levels, showing no significant discrepancy : the maximum relative error 
is 0.04%. The excitation temperature is also displayed, and appear to perfectly meet our 
expectations, being equal to the value of the kinetic temperature of the gas for every 
transition, even at very low values of the fractional populations, for which computational 
uncertainties might have tainted the results. 
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I level 0 1 5 10 15 

Texc (K) 2.70 2.70 2.70 2.70 2.70 
fracpop 33.97 46.97 3.36 X 10 ~;j 2.25 X 10 -lo 4.54 X 10 -;j1S 

I level 20 1 25 1 30 35 40 

I Texc (K) 1 2. 70 2.70 2.70 2.70 I 2.70 
I fracpop 1 o.oo o,oo 0.00 0.00 I 0.00 

Tableau 6.5 - Excitation temperatures and fractional populations, in the case of a radiative 
dominated medium. fracpop are in%, and excitation temperatures inK : these ones are 
given for the transition for which 'level' is the lower state. For instance, the excitatic~m 
temperature in the same column as the '0' level is the excitation temperature of the 
line 1 - 0. 

6.2.2 Radiation dominated medium 

We then consider the limit situation of a medium entirely dominated by radiation. The 
temperature and velocity gradient are the same as in the previous subsection. But the 
density of molecular hydrogen is nJ:t2 = 106 cm-3 , and that of SiO n(SiO) = l(i)~2 cm-3 . 

The medium lies in the radiation field of a black body at a temperature of 2. 70 K. In order 
to make sure that no collisional process is possible, the collisiona:l matrix elements are 
set to zero. Eventually the escape probaJbility is set equal to one, ensuring the medium to 
be totaHy transparent to any emitted photon. Under such assumptions, the excitation of 
every transition is expected to match the value of the background temperature. 

The results can be seen in Table 6.5 : every excitation temperatu.re is perfectly equal 
to that of the background, even when the associated level populations are very low. 

6.3 Other computational tests 

The next step is to compare the results of our LVG code to previous calculations, 
available in reference articles s1:1ch as the molecular clouds study of Goldreich and Kwan 
(1974). We also tested our program against codes available online, such as the RADEX one 
(www.sron.rug.nl/vdta:k/radex/radex.php). Again, we only present SiO results, but such 
thorough examinations for CO were conducted, with similar levels of satisfying agreement. 

6.3.1 Test of the level populations calculation 

The third test that we run consists on a comparison with previo1:1sly established results, 
provided by Goldreich and Kwan (1974). In this article, the authors consider a medium 
with the same characteristics as in the previous subsection : n82 == 106 cm-3 , n(SiO) = 
10-2 cm-3 , the temperature Tn = 25 K, and an arbitrary velocity gradient is chosen, 
corresponding to 30 km s-1 over 5 pc. Under these assumptions, the authors give a table 
of results,for the first six levels of SiO (and CO). 

The authors also provide their own set of collisional de-excitation rate coefficient, that 
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I level 0 1 2 3 4 5 6 

I n J(GK) I 0.1895 0.1316 0.0590 0.0148 0.0018 0.00012 0.000002 
lnJ 1 o.2158 0.1303 0.0554 0.0139 0.0018 0.00016 0.000004 

Tableau 6.6- Comparisons of level populations: results of Goldreich and Kwan (1974) are 
on the first line, ours on the second (no unit). nJ corresponds to the fractional population 
of the level divided by its statistical weight. 

is the same for every considered rotational level, given by 

(6.14) 

where< avT >is the so-called 'reduced rate coefficient' : < avT >=7 x 10~12 T112 cm3 s-1 , 

and where his Planck's constant, B is the rotational constant of SiO, and k is Boltzmann's 
constant. Excitation rate coefficients are calculated using the detailed balance. We have 
adopted the same collisional rate coefficients in order to produce efficient comparisons. 
The 'spherical' expression of the es@pe probability is also implemen.ted, both for the sol­
ving of the equations of statistical equilibrium and for the derivation of the corresponding 
line temperatures (equation 5.61). The molecular data that are used are the same as the 
ones mentioned in the article. 

Comparisons to Goldreich and Kwan's results are provided in the Tables 6.6 (level 
fractional populations divided by their statistical weight) and 6. 7 (optical depth, excita­
tion temperature, and .line temperature). We can see that for every computed quantity 
the order of magnitude of the results are the same, and that the values do not differ 
very much. Still some discrepancies remain, which can be accounted for by a mixture of 
uncertainties : Goldreich and Kwan (1974) provide results for the 7 first rotational levels, 
but might have used more for the computation's purposes, and no details are given about 
the escape probability approximations that were used in limit cases, nor concerning the 
computational method that was used to solve the statistical equilibrium equations. A few 
decades of computer science progresses also might explain some differences in the results. 

6.3.2 Test of the excitation temperature calculation 

Eventually we compare our results in terms of excitation temperatures with those of 
similar LVG code. The first one is the code that was used in Schilke et al. (1997) article, ni­
cely provided by Malcolm Walmsley, and which is based on the same matrix inversion rou­
tine. The second one is the RADEX online code (www.sron.rug.nl/vdtak/radex/radex.php). 

When comparing our results to those computed with the same code that was used ten 
years ago, we proceed in the same fashion on the following questions : 

• the Einstein coefficients are calculated inside the code, 1:1sing the 6.1, 6.2, and 6.3 
equations with the same values for the rotational constant and dipolar moment ; 
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I transition 1 1-o 2-1 3-2 4-3 5-4 6-5 
T (GK) 7.16 17.95 16.40 6.44 1.01 0.07 
T 10.78 18.89 15.71 6.07 1.04 0.09 

Texc(GK)(K) 5.72 5.20 4.52 3.92 3.85 6.54 
T exc(K) 4.15 4.89 4.53 4.12 4.36 8.79 
.J(GK)(K) 2.95 2.26 1.41 0.73 0.33 0.15 
.J(K) 1.40 1.96 1.41 0.86 0.53 0.35 

Tableall 6. 7 -Comparisons of optical depths (no unit), excitation temperatures (K), and 
intensities (K) of the first transitions. 'GK' refers to the results of Goldreich and Kwan 
(1974). Data with no suscripts are our results. 

I physical parameter I 1st point (a) I 2nd point (b) I 3rd point (c) I 
Tb (K) 2.7 2.7 2.7 
Tn (K). 467.08 50 300 
nu2 (cm -3 ) 3.71 X 105 105 f04 
n(SiO) (cm-3) 4.78 ro-3 ro-3 

dvn/dz (s 1
) 9.1 X 10 11 10-13 10~12 

Tableau 6.8- Physical parameters for our three reference points : background temperature, 
neutral gas temperature, density, SiO abundance, and velocity gradient. 

• the collisional rate coefficients are implemented following Thrner et al. {1992), to 
match this former program's treatment; 

• the 'spherical' expression of the escape probability, both for the solving of the equa­
tions of statistical equilibrium and for the derivation of the corresponding line tem­
peratures (equation 5.61), in accordance with this former code. Particularly the 
same developments are used for limit values of the optical depth. 

Simitarly, when comparing our results to those computed with the RADEX code, we 
proceed in the same fashion on the following questions : 

• the Einstein coefficients and collisional rate coefficients are directly taJken from the 
Leiden Atomic and Molecular Database (www.strw.leidenuniv.nl/moldata/), as it 
is the case in the RADEX code; 

• the expression of the escape probability follows that of the RADEX code, that is 

EP(-r) = - 1 - - + - + - e . 3 ( 2 ( 2 2 ) -T) 
2T T 2 T T 2 

(6.15) 

with simple maximum second order approximations in limit cases, aJlthough the ones 
used by RADEX remain unknown. 

Three single point calcU!lations, with parameters provided in the Table:6.8: background 
temperature, neutral gas temperature, density, SiO abundance, and velocity gradient. 
Figure 6.1 presents the results in terms of excitation temperature at these three points. 
Comparisons were made between our LVG code (red data points, 'G08') and the code that 
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6. 3. Other computational tests 
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Figure 6.1 - Single point comparisons for the excitation temperature comparison at the 
three points specified in Table 6.8. Top, middle, and bottom panels respectively correspond 
to the 1st, 2nd and 3rd point of the table. The left hand side panels present comparisons 
with the LVG code that was used in Schilke et al. (1997), whereas the right hand side 
ones compare our results wit h RADEX ones. 
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was used by Schilke et al. (1997) (left hand side panel, blue data points, 'Schilke et al. 
(1997) '), and with the RADEX results (right hand side panels, green data points, 'radex'). 
The agreement between the results is very satisfying in both cases, and only exceeds a few 
percents in tough conditions (first transition excitation temperature for the first point) , 
or on the '(b ')' panel, for which the RADEX results show an unexpected behaviour for 
Jiow > 30. Nevertheless, such excitation temperature concern poorly populated levels that 
are not likely to significantely take part to the emission results. 

6.4 Consistency of the LVG approach 

A priori, the use of the LVG approach is justified by the values of the molecules critical 
densities with the different collision partners considered in the present study. 

In this Section, we study the relevance a posteriori of the use of a LVG code to model 
the emission from the shock region. We make use of a C-type reference shock model with 
the following characteristics : the pre-shock density nH = 105 cm-3 , the shock velocity 
Vs= 30 km s-1, and the magnetic field parameter b = 1. 

6.4.1 Optical depth evolution through the shock 
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Figure 6.2- Optical depth (left hand side panel , dashed curves) and integrated intensity 
(right hand side panel, continuous curves) evolution through the C-type reference shock 
model specified in Section 6.4, for the three representative rotational transitions (1-0), 
(5-4), and (10-9) of SiO. For each panel, the neutral temperature profile is also indicated 
in black. 

The relevance of the use of an elaborate LVG method must be checked first . In fact, 
a simpler code with simpler assumptions and approximations might have been efficient 
enough to model the emission in the considered shocked regions. 

The Figure 6.2 partially dispels this doubt, on the example of the above reference 
shock model. On the left hand side panel, the neutral temperature profile is plotted along 
with the optical depth evolution of three representative rotational SiO transitions : (1-0) , 
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(5-4), and (10-9), against an arbitrary distance parameter. On the right hand side panel, 
t he same neutral temperature profile is superposed with the integrated intensity profiles 
of the same transitions. The spread of the values range covered by the optical depth in 
t he corresponding emission region confirms that no simpler code would have allowed for 
a better treatment of the radiative transfer. For example a program based on optically 
thin modelling only would have been irrelevant in this context. 

6.4.2 LVG criterion 

Another 'test of consistency' consists on the checking of the LVG criterion validity 
along the shock, as the LVG approximation has been done and the program has been 
built on it. 
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Figure 6.3- Consistency of the LVG method for the C-type reference shock model indi­
cated in Section 6.4. 

We have seen in Section 5.2 that the LVG approximation is justified when the Doppler 
shift induced by the velocity gradient and estimated over a characteristic length of the 
shock, overcomes the thermal width of the considered line. Then, line photons are re­
absorbed only within a region of size< L, where physical conditions and SiO excitation 
are uniform. This criterion may be rewritten as 

~V = ( ~~ ) L > Vth (6.16) 

where Vth is the thermal velocity (corresponding to half the FWHM of the considered 
line), and where ~v denotes the velocity variation (associated to the Doppler shift) over 
the characteristic length L. dvjdz stands for the velocity gradient. In terms of velocity 
gradients, this criterion writes 

(6.17) 

135 



Chapitre 6. Computational aspects 

Vth can be computed in each point of the shock thanks to its definition 

Vth = (6.18) 

where J.Lmn is the mass of one SiO molecule, ka is Boltzmann's constaat, and Tn is the 
ne.utral temperature, evaluated in each point of the shock. 

Finally the characteristic length that we use is the one of neutral temperature varia­
tions, and we calculate it in each point of the shock 

L= Tn 
- dTn/dz 

(6.19) 

Figure 6.3 shows the comparison of the quantities of equation 6.17 for each point of 
the shock. The LVG criterion may be seen to be verified throughout the cooling flow of 
the shock wave, where the bulk of the SiO emission arises. It is not verified in the far 
post-shock region, where the comp11ted velocity gradient tends to zero ; but this region 
makes a negligible contribution to the line flux, owing to the low escape probabilities. 
On this figure, Vth/ L is very simply estimated, since dTn/ dz is calculated between two 
successive points. This explains the non smooth aspect of t1le corresponding curve. 

6.5 Influence of some parameters relative to LVG and 
MHD codes 

For the purposes of this section, we make only use of the so.-called reference model, 
already used by Schilke et al. (1997) for which : nH = l(i)5 cm~3 , Vs = 30 km s-I, and 
b = 0.63, corresponding to B = 200J.LG. In this Section, we study the influence ofimportant 
parameters on the SiO modelled emission. These parameters can appear either in the shock 
or in the LVG program. 

6.5.1 Influence of the trHncation of the calculation of integrated 
intensity 

In the shock program, the post-shock processes are not taken into account a very rea­
Listic fashion. Because of the plane parallel geometry of the model, the species accumulate 
themselves in the post-shock region. In practice, such an accumulation is never observed, 
the shocked gas being able to flow along the shock. This problem raises the question of 
the point at which the LVG ca:lculations are stopped in the post-shock regions. In other 
teFms, the width of the shock, over which the integrated intensity is calculated has to be 
decided, which also means the influence of the shock age on the LVG calculations has to 
be reviewed. 

In this Subsection, we investigate the influence of the choice of the truncation point, 
i.e. the point at which the LVG calculations are stopped in the post-shock, on the C-type 
reference model mentioned above. On the top panel of Figure 6.4, the neutral temperature 
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Figure 6.4 - Top panel : temperature (neutral) and (ionic and neutral) velocity profiles of 
the reference shock model specified in Section 6.5. Middle panel : corresponding Si-bearing 
species fractional abundance profiles. Bottom panel : corresponding integrated intensity 
evolut ion for three representative transitions (1-0) , (5-4) , and (10-9). 
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and fluid velocity profiles are plotted against the distance. The corresponding Si-bearing 
species fractional abundances profiles are plotted on the middle panel of the same Figure, 
whereas the bottom one shows the evolution of the integrated intensity of three repre­
sentative SiO rotational transitions ((1-0) , (5-4) , (10-9)) through the shock. On all these 
curves, four points are highlighted, corresponding to evolutionary ages of 10, 100, 1000, 
and 10000 years in terms of neutral flow time. 

The truncation effects on the integrated intensity can be seen on the bottom panel of 
Figure 6.4: 

• if the calculation is stopped after 1000 years, the integrated intensity has already 
reached a plateau, and the taking into account of further layers of the post-shock 
region won't modify its value ; 

• before 1000 years, the integrated intensity value strongly depends on the truncation 
time, as SiO is still emitting in this part of the shock. 

These trends can be interpreted by means of the top panel of the same Figure : after 
1000 years, the medium is cold, and the velocity gradient tends to zero, thus generating 
no further SiO emission. SiO fractional abundance has no effect here, being almost the 
same at 100 and 1000 years, as can be seen on the middle panel. On the contrary, at 
100 years, the temperature and velocity gradients are significant enough to account for 
SiO emission. 
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Figure 6.5 - Absolute integrated intensity diagram for the reference model, obtained with 
various truncation times : 100, 1000, and 105 years. 

Nevertheless, the necessary time to reach its final integrated intensity value depends 
on the considered line, as can again be seen on the bottom panel of Figure 6.4 : the (10-9) 
transition seems to be the first line to reach its final value, soon followed by the (5-4) line, 
and the (1-0) transition. This is explained by the fact that the higher the transition is, the 
higher the temperature must be to generate its collisional excitation. At the temperatures 
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existing between 100 and 1000 years, the (1-0) transition radiates more intensity than the 
(10-9) one. 

This also explains why higher transitions are less affected by the truncation of the 
calculation of their integrated intensity, which can be seen on the integrated intensity 
diagram shown on Figure 6.5. The reaching of a plateau after 1000 years can also be 
seen on this Figure, as the diagrams corresponding to this value and to a truncation of 
10000 years are exactly the same, whereas a shorter truncation generates lower emission. 
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Figure 6.6- Line profiles for the reference model, for three selected transitions (1-0), (5-4) , 
and (10-9). 

The line profiles corresponding to the transitions shown on Figure 6.5 are plotted on 
Figure 6.6, and also illustrate these results. On the X-axis of this Figure is the neutral 
velocity in the reference frame of the shock, whose lower values correspond to the pre­
shock region. Through the shock, the neutral velocity in this frame increases, as can be 
seen thanks to the ages indication points on the curves. On the right hand side, the line 
temperature curve becomes a vertical line, corresponding to the accumulation of SiO in 
the post-shock gas phase at constant neutral velocity. This emission no longer contributes 
to the integrated intensity (there is no surface under the curve), and corresponds to the 
integrated intensity plateau. This Figure also shows the effects of the truncation on the 
shape of the considered profile, its influence decreasing for higher transitions that require 
higher temperatures to generate emission. 

In the following studies, when investigating C-type shock models, the truncation time 
is the one necessary for the integrated intensity to reach the plateau. When simulating 
non-stationary shock models, the problem is simpler : the calculation time is taken equal 
as the evolutionary shock age. 
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6.5.2 SiO formation reaction rates 

We have seen in Subsection 5.1.2 the importance of the reaction rates of formation 
of SiO from Si, which is released into the gas phase by the sputter~ng of the grains, namely 

Si + 0 2 ~ SiO + 0 

Si+OH ~ SiO+H 

for which the following rate coefficients (cm3 s-1) 

2.7 x 10-10 exp( -111/T) 

1.0 x 10~ 10 exp( -111/T) 

(6.20) 

(6.21) 

(6.22) 

(6.23) 

were adopted by Schi!lke et al. (1997) from the compilation of Langer and Glassgold 
(!990). The exponential factor in equation 6.22 derives from the argument Graff (1989) 
that the reactions proceed only with the fine-structure states of Si (3p2 3P J) with J > 0, 
of which J = 1, whiCh lies 111 K above the J = 0 ground state, is the more significantly 
populated at low temperatures. Mm;e recently, the rate coefficient for reaction (6.20) has 
been measured at low temperatures (15 ::; T ::; 30(!) K) by Le Picard et al. (2001) and 
found to be given by 

k1 = 1.72 x 10-10(T/300)-0
·
53 exp(-17/T}. (6.24) 

We have adopted (6.24) and the same expY:ession for k2 • Evidently, the differences 
between the present and previous values of these rate coefficients are most significant for 
temperatures T ;S :nlO K, i.e. in the cooling flow of the shocked gas. 

In this Subsection, we st11dy the influence of the choice of the reaction rates for reac­
tions 6.20 and 6.2'1 on the results in terms of SiO emission, thanks to the refeY:ence model 
specified above. We investigate two different implementations, the first one correspon­
ding to the compilation og Langer and Glassgold (1:990), as expressed in Equations 6.22 
and 6.23, the second one to that of Le Picard et al. (2001) measurements (6.24 for both 
reactions). 

Th Figure 6 .. 7 shows the characteristic shock profiles obtained with both scenarios. 
As SiO is not very abundant in the gas phase, the molecular cooling it generates is not 
significant, and does not modify the temperature profile of the shock, which is the same 
in both situations (top panel'). On the contrary, Si-bearing species fractional abundance 
profiles are different in the two considered cases : before 3 x 1015 cm, mme SiO is produced 
with Langer and Glassgold (1990) reaction rates, before the situation inverts itself. After 
this arbitrary distance, not only Le Picard et al. (2001) reaction rates generate more SiO 
production in the gas phase, the maximum is reached for both SiO fractional abundances 
shortly after, which means that the maximum value obtained with Le Pi card et al. (2001) 
is slightly higher than the one obtained with Langer and Glassgold (1990) ones. 

The bottom panel of Figure 6.7 shows the integrated intensity evolution in both cases 
for three representative rotational transitions (1-0}, (5-4), and (10,.9). With Langer and 
Glassgold (1990) rates, the integrated intensity is clearly greater than with Le Picard et al. 
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Figure 6. 7 - Top panel : temperature profile of the reference shock model. Middle panel : 
corresponding Si-bearing species fractional abundance profiles, obtained with respectively 
Le Picard et al. (2001) (continuous curves) and Langer and Glassgold (1990) (dotted 
curves) SiO formation reaction rates. Bottom panel : corresponding integrated intensity 
evolution for three representative transitions (1-0) , (5-4) , and (10-9). 
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Figure 6.8- Absolute integrated intensity diagram for the reference model, obtained with 
respectively Le Picard et al. (2001) (continuous curves) and Langer and Glassgold (1990) 
(dotted curves) Si 0 formation reaction rates. 

(20~H) ones until 3 x 1015 cm because of the higher abundance of SiO mentioned above. Af­
ter this arbitrary distance, the difference between the two integrated intensities decreases 
when the SiO fractional abundance and the velocity gradients are still high eno1:1gh to ge­
nerate a significant emission, without vanishing. In fact, the plateau is reached soon after 
for the integrated intensity, due to the physical conditions : the temperature, fractional 
abundance and velocity gradients are not sufficient to generate significant emission for the 
two scenarios to tend towards the same values. This is less true for the lower transitions, 
that stil'l can be excited despite low temperatures conditions, and for higher transitions, 
whose excitation remain low anyway, as can be seen on the integrated intensity diagram 
on Figure 6.8. 

Again, line profiles also iUustrate these coBdusions, on Figure 6.9. In the case of Langer 
and Glassgold (1990) reaction rates, the profiles are broader towards the beginning of the 
shock, because more SiO is produced earlier, hence excited in this case. This is not true 
though for the (1-0) transition owing to the high temperatures at which SiO is produced, 
which tend to favor higher tr:ansitions. The maximum line temperatures that are reached 
are slightly larger with Le Picard et al. (200[) rates, owing to the fact that SiO maximum 
fractional abundances are also slightly higher in this case. 
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Figure 6.9 - Line profiles for the reference model, obtained with respectively Le Picard 
et al. (2001) (continuous curves) and Langer and Glassgold (1990) (dotted curves) SiO 
formation reaction rates, for three selected transitions (1-0), (5-4) , and (10-9). 
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Schilke et al's reference model studies 

7.1 Differences wi~th SchHke et al.'s methods 

7 .1.1 Differences in the shock code 

The ways the physics of shocks are handled and general processes are taken into 
account by the shock code are described in the Chapter 2. The fashion in which the 
processes related to molecular hydrogen are treated is detailed in Section 3.2. 

In these Chapters, the way the shocks are treated (Section 2.1) and their equations 
are written down (Section 2.2), as well as the handling of the source terms for these 
equations are common to the version of the shock code that was used by Schilke et al. 
(1997). Similarly, their version of the shock code already made use of an extensive chemical 
network including about a hundred species bound by approximately a thousand reactions 
(see for example Subsection 2.3.1. 

On the contrary, the treatment of molecular hydrogen as presented in Section 3.2 is 
the result of revisions that have taken place since Schilke et al. (1997)'s article (see the 
references listed in this Section). In addition to this, the present work uses the state-of­
the-art calculation of Wrathmall et al. (2007) for the H-H2 collisional rate coefficients set 
(see Section 3.4). Another important update of the shock code concerns the treatment of 
the charge and of the dynamical effects of the grains, as introduced in Subsection 2.3.2. 
The problem of critical velocities has a:lso been investigated (following the references cited 
in Subsections 2.3.3 and 2.3.4), leading to the settings of new upper limits for the possible 
C-type shock velocities. 

7.1.2 Differences in the LVG code 

The implementation of the radiative transfer is presented in Chapter 6. In particular, 
the choice of the molecular constants (rotational constant and dipolar moment) for SiO 
is given in Table 6.1, and is fairly the same as that of Schilke et al. (J:997)'s study. The 
choice of two additional sets of molecular data differs between our study and the one of 
Schilke et aJl. (1997), leading to minor discrepancies (a few percents) in the results of the 
LVG code (for example in terms of excitation temperatures) : 
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• in Schilke et al. (1997)'s investigation, the Einstein coefficients were calculated in situ 
by the LVG code, using the expressions 6.1, 6.2, and 6.3, whereas we use the list re-
cently provided by the Leiden Atomic ancl Molecular Database (www.strw.leidenuniv.nl/molda:ta/); 

• in Schilke et al. (l997)'s investigation, the Turner et a:l. (1992) set of collisional rate 
coefficients with H2 as a unique collision partner were implemented, for Jup ~ 20, ancl 
for eight given temperatures between 20 and 300 K. We use the more recent work of 
Dayou and Balan~a (2006), with the same mtmber of rotational levels being taken 
into account, but with more working temperatures available (30) between fairly the 
same limits (10 to 300 K). Again the influence of this choice is not significant in 
terms of excitation temperatures for example. Furthermore, we included collisions 
with Helium thanks to the work of Dayou and Balan~a (2006) in our equations of 
statistical equilibrium (see 6.2 and 6.3 for the details of these references). 

More important is the choice of the escape probability expression that is used in the 
solving of the set of equations of statistical equilibrium. We favored the use of the approxi­
mation of Neufeld .and Kaufman (1993~ (Expression 5.37), simpler and more convenient 
in our plane parallel geometry, whereas Expression 5.61 was used by Schilke et al. (1997). 
The influence of such a choice has been studied thoroughly, and is presented in Subec­
tion 6.5.1. 

7.1.3 Other differences : chemistry 

This Subsection can be found in Gusdorf et al. (2008a). 

SiO formation. As specified in Subsection 6.5.2, the two reactions 6.20 and 6.21 are of 
crucial importance for the formation of SiO. While Schilke et al. (Ji997) implemented Lan­
ger and Glassgold (1990) rate for those, we take benefit from the experimental work of Le 
Picard et al. (2QOi) that has taken place in the meantime. The influence and consequences 
of such a choice are studied in Subsection 6.5.2. 

SiO destruction. The abundance of SiO is limited by its conversion to Si02 in the 
reaction with OH 

SiO -+ OH =---? Si02 + H (7.1) 

whose rate coefficient remains subject to considerable uncertainty. We adopt the same 
expression as SchHke et al. (1997), viz. 

k6 = 1.0 x 10-11 (T /300)-0·7 (7.2) 

in units of cm3 s-1 . However, we note that Zachariah and Tsang (1995) calculated a barrier 
of 433 K to reaction (7.1}, and a rate coefficient 

k6 = 2.5 X w-12 (T /300)0
·
78 exp( -613/T); 

see the discussion of Le Picard et al. (2001). At T = 300 K, the latter rate coefficient is 30 
times smaller than the former. In the ambient (pre-shock) and the post-shock gas, where 
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T ~ 10 K, the existence of an activation energy of several hundred kelvin would prevent 
the oxidation of SiO in reaction (7.1) from occurring. The rate coefficient fm reaction (7.1) 
in the UMIST data base (Le Teuff et al. (2000)) is 

k6 = 2.0 x 10-12 

in cm.3 s-1 , which is 50 times smaller than (7.2) at T = 110 K. Fortunately, the conversion 
of SiO into Si02 occurs in a Fegion which is too cold and optically thick to contribute to 
the SiO line intensities, and so the uncertainty in the rate eoeffieient for reaction 7.1 is 
not significant in the present context. 

The oxygen scenario. Schilke et al. (1997) made the implicit assumption of a che­
mical equiilibrium to simulate the initial state of the gas. In such an equilibrium, the 
initial fractional abundance of 0 2 is approximately :uo-5 , whereas observations with the 
Odin satellite (Pagani et al. (2003}, Larsson et a:l. (2007)) have placed upper limits of 
n(02)/n(H2) ;S 10-7. In view of these measurements, we have considered two scenarios, 
both with an initial ga.•.;-phase fractional abm'ldanee n(02)/nH = 1.0 x 10-7 , as a conse­
quence of the freeze-out of oxygen on to grains, but with differing assumptions regarding 
its chemical form in the grain mantles. 

• the molecular oxygen which formed in the gas phase was adsorbed on to the grains, 
where it remained as 0 2 ice in the pre-shock medium, with a fractional abundance 
of 1.3 x 10-5 , relative to nH. The initial fractional abundance of H20 ice is an order 
of magnitude larger than that the fractional abundance of 0 2 ice ; 

• atomic oxygen was adsorbed on to the grains before 0 2 was synthesized and subse­
quently hydrogenated to H20 ice in the grain mantles of the cold pre-shock medium. 
The fractional abundance of H20 ice increases by only 25% as a consequence, to 
1.3 X 10-4. 

7. 2 Reference model 

This Section can be found in Gusdorf et al. (2008a). 

7.2.1 The shock structure 

First, we compaFe the computed shock structure with that of Schilke et al. (l997), for 
a reference C-type shock model, in which the pre-shock density nH = 105 cm~3 and the 
magnetic field strength B = 200 J.LG, and the shock velocity Vs = 30 km s-1

. The most 
striking difference between the current and the previous model is that the width of the 
shock wave decreases by a factor of approximately 4, to 5 x 101'5 cm, from 2 x 1016 cm in the 
study of Schilke et al. {1997); see Figure 7.1a. This difference is attributable to the more 
accurate treatment of the coupling between the neutral fluid and the charged grains in 
the current model and is an indication of the significance of the inertia of the (negatively) 
charged grains in dark clouds, in which the degree of ionization is low. With the narrower 
shock wave is associated a higher maximum temperature of the neutral fluid, as there is 
less time for the initial energy flux, Pnv:/2, associated with the bulk flow, to be converted 
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into internal energy of the H2 molecules or to be radiated away. Thus, Tn ~ 4000 K here, 
compared with Tn ~ 2000 Kin the model of Schilke et al. (1997). 

There are chemical differences between the models also, which are related in part to 
the changes in the shock structure ; these differences :may be summarized as follows : 

• the fraction of the Si in the grain cores which is released into the gas phase by 
sputtering is approximately ten times smaller in the current model than in the 
model of Schilke et al. (1997). This reduction is attributable partly to the sputtering 
yields, which have higher thresholds and are smaller for olivine (MgFeSi04) than 
for the amorphous silica (Si02 ) considered by SchHke et al. (1997); but the main 
reason for the decrease is the enhanced coupling between the neutral fluid and the 
charged grains, which reduces the shock width and hence the time available to 
erode the grains. On the other hand, the magnitude of the ion-neutral drift speed is 
similar in both calculations. As a consequence of the reduction in the shock width, 
the integrated SiO line intensities predicted by the current model are smaller, in 
general, than calculated by Schilke et al. ( 1997) ; see the following Sections ; 

• the displacement of the maximum fractional abundance of SiO, which forms in the 
gas-phase reactions 6.20 and 6.21, from that of Si, which is eroded from the grains, is 
a more significant fraction of the shock width in the current model; cf. Figure 7.1b. 
The initial fractional abundance of 0 2 in the pre-shock medium is lower here, by 
a factor of approximately 10, than in the model of Schilke et al. (1997), delaying 
the initial formation of SiO. The 0 2 is assumed to be predominantly in the form of 
ice, which is sputtered rapidly from the grains in the early stages of developme:nt 
of the shock wave, as may be seen from the two orders of magnitude increase in 
the fractional abundance of gas-phase 0 2 , apparent in Figure 7.1c. The fractional 
abundances of 0 2 and OH decrease subsequently, at high kinetic temperatures, 
owing to their dissociation by H in the chemical reactions 0 2(H, O)OH and OH(H, 
O)H2 . The former reaction, which is endothermic by over 8000 K, proves to be less 
effective in destroying 0 2 over the smaller width of the current shock model (see 
F,igure 7.1c) than was the case in the calculations of Schilke et al. (199,7). On the 
other hand, the lower energy threshold of 17 K in reaction (6.24) allows oxidatio:n 
reactions to proceed further into the post-shock region, compared with Schilke et al. 
(1997), whose adopted threshold was 111 K. As a consequence, conversion of Si into 
SiO is slower initially but more complete eventually than predicted by Schilke et al. 
(1997); 

• Si02 is removed more rapidly from the gas phase in the current model. The com­
pression is more rapid than in the model of Schilke et al. (1997), and so the rate 
of adsorption of molecules to grains ("freeze-out") is higher. If the oxidatio:n of SiQ 
in the reaction SiO(OH, H)Si02 has an activation energy of several hundred kel­
vin (Zachariah and Tsang (1995); see Subsection 6.5.2), the maximum fractional 
abundance of Si02 would be reduced still further. 

Regarding the initial 0 2 scenario, it turns out that the first scenario (in which 0 2 is 
initially adsorbed on to grains) is practically eqB.ivalent to assuming that the 0 2 is initially 
in the gas-phase (see Figure 7.1c), as its release from the grain mantles occurs early and 
rapidly (on a timescale of a few years for the model in Figure 7.1) in the shock wave. On 
the other hand, the second scenario can result in reduced levels of oxidation of Si to SiO 
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Figure 7. 1 - (a) Temperature of the neutral fluid and velocity profiles of the neutral and charged fluids , 
predicted by the present C-type shock model. The shock parameters are nH = 105 cm-3 and B = 200 p,G 
in the pre-shock gas, and Vs= 30 km s- 1 , ( = 5 x w- 17 s-1 . The fractional abundances of selected (b) 
Si-bearing and (c) 0 -bearing species are plotted also (cf. Schilke et al. (1997), fig. 2) . On the bottom 
figure, t he dotted line corresponds to the ice H20 scenario, and the semi-dotted ones to the 0 2 scenario. 
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in the gas-phase (cf. Fig. 7.1), depending on the relative importance of reaction.s 6.20 and 
6.21 in the oxidation process. In what follows, we present results corresponding principally 
to the first scenario, with the second being considered mainly in Section 8.3. 

The observable quantities are the intensities of the rotational transitions of SiO and 
the velocity-profiles of these emission lines. Having computed the shock structure, we 
evaluate the line intensities and profiles as described in Chapters 5 and 6, assuming that 
the shock is viewed face-on. 

7.2.2 Physical cenditions in the SiO emission region 

Figure 7.2 illustrates the variation of physical conditions throughout the formation 
region of the SiO 5-4 rotational line for our reference model with nH = 105 cm - 3 , Vs = 
3(i) km s-1 , and b = 0.63. It may be seen that the line is optically thin through most of the 
hot precursor (where the flow speeds of the charged and neutral fluids differ), due to both 
the low SiO abundance and the large velocity gradient there. Therefore· the l,ine intensity 
is low despite a high kinetic temperature. At the rear of the shock wave, approaching 
maximum compression, the synthesis of SiO and the steady decrease in velocity gradient 
eventually raise the optical depth in the line, and the 5-4 intensity peaks, with the line 
temperature attaining values close to the local kinetic temperature of the neutral fluid, Tn ; 
that is, the line approaches LTE. The intensity then declines rapidly as the gas cools; the 
decline occurs in 500 years for the model shown here. This behaviour is insensitive to the 
rate of re-adsorption of SiO on to the grains, which occurs over much longer timescales. 

7.2.3 The reference model's line profiles 

In Figure 7,3, we compare the intensity profiles of various rotational lines, as functions 
of the flow speed of the neutral fluid, expressed in the frame of the pre-shock gas, for our 
reference model: nH::::::;: 105 cm-3 , Vs= 30 km s-1, and b = 0.63. The profiles are seen to be 
narrow (widths of 1-2 km s-1 ), with similar shapes and peaking within 2 km s~1 of Vs, as 
expected for compressed material at the rear of the shock wave.1 Note that the transition 
2-1 peaks fl:lrther into the cooling flow, because the lower j-levels are repopulated from 
the higher levels as the temperature falls. 

The general shape and centroid velocities are globally simHar to those found by Schilke 
et al. (1997) (their Figure 3b where the profiles were plotted in the shock frame), although 
the differences between the various lines are less significant in the present calculations. 
Also, the emission wing from the fast precursor, at the start of the shock wave, is weaker 
in the current models, owing to the delay in SiO formation (see Subsection 7.2.1), making 
our line profiles narrower than in Schilke et al. (1997). Note that including local thermal 
broadening in our profile calculations would not significantly change our predicted SiO line 

1The maximum compression of the post-shock relative to the pre-shock gas, ../2v./vA, where v. is the 
shock speed and VA is the Alfvlm speed in the pre-shock gas, occurs when the magnetic pressure in the 
post-shock gas is equal to the initial ram pressure. It follows that the flow speed in the post-shock gas 
cannot fall below Vmin = VA/../2 = l.3b km s- 1 in the shock frame, where b is the scaling parameter of 
the magnetic field, defined in Subsection 2.1.3. 
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Figure 7.2 - (a) The temperature of the neutral fluid, Tn , the brightness temperature, 
T(5 - 4), in the j = 5-4 line, and the compression factor, nH/nH(initial) ; (b) the the 
optical depth, T5_ 4 in the 5- 4 transition and the fractional abundance of SiO, n(SiO)/nH , 
as functions of the flow time of the neutral fluid, tn· The model parameters are nH 

105 cm-3 , Vs = 30 km s-1 , and b = 0.63. 
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Figure 7.3 - The velocity profiles of transitions from rotational levels j ---t j - 1 of 
SiO, computed for our refeence model, viewed face--on. Only those lines detectable from 
the ground are shown. The model parameters are nH = 105 cm-3 , B = 200 J-tG , and 
V s = 30 km s- 1

. The flow speed is in the reference frame of the pre-shock gas. The neutral 
temperature profile, Tn , is shown also, as are indicative values of the flow time of the 
neutral fluid . 

width of 1-2 km s-1 , because the SiO emission peaks at low temperatures, Tn ~ 100 K, 
where the Doppler width is JkT /44mH ~ 0.1 km s- 1 . 

7.3 Influence of physical parameters 

The results of this Section can be found in Gusdorf et al. (2008a). 

7.3.1 Influence of the transverse magnetic field strength 

The existence of a magnetic field transverse to the direction of propagation is a ne­
cessary condition for a C-type shock wave to form, and it is instructive to consider the 
variation of the structure of the shock wave with the strength of the magnetic field. Energy 
equipartition arguments, applied to the magnetic and thermal energy densities in the pre­
shock molecular gas, of particle density n(H2 ) + n(He) = 0.6nH and kinetic temperature 
T , suggest that B2 j(81r) ~ nHksT and hence that B = bn~5 , where b is a scaling parame­
ter (cf. Subsection 2.1.3) such that B is in J-tG when nH is in cm-3 . In gas ofT= 10 K, 
equipartition with the thermal energy implies b = 0.18. However, we note that such a low 
value of b is inconsistent with the existence of a steady- state C-type shock wave when 
nH = 105 cm-3 and Vs :;::: 10 km s-t, as the corresponding ion magnetosonic speed in the 
pre-shock gas (9.7 km s-1) is lower than the shock speed. 

In Figure 7.4, we present results as a function of the transverse magnetic field strength, 
for the parameters of the model of Schilke et al. (1997) : nH = 105 cm-3 , Vs = 30 km s- 1 , 

and a magnetic field scaling parameter bin the range 0.5 ~ b ~ 5. We recall that Schilke 
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Figure 7.4- (a) The ion-neutral velocity difference, ~v = lvi- vnl, and (b) the fractions 
of Mg, Si and Fe eroded from olivine (MgFeSi04 ) grains, computed as functions of the 
transverse magnetic field strength, B , in t he pre-shock gas; nH = 105 cm-3 and Vs = 
30 km s-1 . 

et al. (1997) adopted B = 200 ~-tG , corresponding to b = 0.63. This value of b is consistent 
with the analysis of Zeeman measurements by Crutcher (1999), who concluded that there 
was an approximate equipart ition of the magnetic and kinetic energy densities in the 
molecular clouds that he had observed. It may be seen from Figure 7.4 that increasing 
the magnetic field inhibits the release of Si from refractory grain cores in the shock wave, 
owing to the reduction in the maximum ion- neutral velocity difference, ~v. 

The effect of varying the scaling parameter, b, on the emergent SiO line intensit ies is 
shown in Figure 7.5, for our reference model. 

In panels (a) and (b) of Figure 7.5 are plotted the predicted line profiles, peak tempe­
ratures, and integrated intensities of the SiO 5-4 line, for various values of b. It may be 
seen that the maximum intensity is reached for intermediate values of 0.63 ;S b ;S 1. At 
smaller b, SiO is less abundant : the shock wave is narrower and hotter, and so 0 2 is more 
readily destroyed by H, resulting in incomplete oxidation of Si into SiO. At larger b, the 
SiO emission decreases owing to less efficient sputtering of Si (see Figure 7.4b) at the lower 
ion- neutral drift speeds. In particular, the predicted intensity drops from Tpeak = 10 K at 
b = 2 to practically zero at b = 3. 

Panels (c) and (d) of Figure 7. 5 show the relat ive peak and integrated line tempera­
tures, as functions of )up, for various values of b ::; 2 (curves for b > 2 are not shown as 
they lead to negligible SiO emission). It may be seen that the values 0.63 ;S b ;S 1, which 
give rise to the strongest 5-4 emission, also yield the highest relative intensities of lines 
from Jup ~ 7. For example, the intensity of the 11- 10 line, relative to 5-4, is 3 to 4 times 
larger than when b = 0.5 or b = 1.5. Comparison with Figure 8.5 will suggest that this 
dependence on b may be difficult to distinguish observationally from variations in shock 
speed. A less ambiguous indication of the value of b might be obtained from the width of 
t he cooling zone, which increases as b2 , from 1015 cm for b = 0.4 to 2 x 1016 cm for b = 2 
and for the parameters of our reference model (see Figure 7 .4a). 
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Figure 7.5 - (a) The SiO 5-4 line temperature, as a function of the flow speed of the 
neutral fluid , in the reference frame of the pre-shock gas, for the specified values of the 
magnetic field parameter, b; {b) the peak and integrated intensities of the 5-4 line, as 
functions of b ; (c) the integrated and (d) the peak intensi ties of rotational emission lines 
Jup --t Jup - 1 of SiO, relative to the 5-4 transition, for the specified values of b. All 
calculations for Vs= 30 km s-1 and nH = 105 cm-3 . 

156 



7.3. Influence of physical parameters 

7.3.2 Influence of the viewing angle 
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Figure 7.6 - Effect of the inclination angle, 0, on the integrated and peak intensities of 
the 5'-4 line. 

Statistically, there is a low probability that a planar shock should happen to be viewed 
face-on. Accordingly, we have explored the effects on the SiO rotational line intensities of 
varying the viewing angle, for the case of our reference model. 

The variations of Tpeak(5- 4) and TdV(5 ~ 4) with viewing angle, 0, are plotted in 
Figure 7.6. The peak intensity is almost unaffected by the inclination, as the line is already 
optically thick for a face-on view. On the other hand, the velocity projection reduces the 
line width, and the integrated intensity, TdV, declines steadily with increasing viewing 
angle - by ap to a factor of 2 at 75°. However, such a variation would be difficult to 
deduce from observatians, given the typical uncertainties in beam filling factors. 

Panels ('a) and (b) of Figure 7.7 illustrate the changes in the (relative to 5-4) peak 
and integrated SiO line temperatures. Significant changes, compared with viewing face­
an, are seen only for inclinations greater than 60° from the normal, and they affect only 
the optically thin lines iup ~ 3 and jup 2:: 12. The main change in the curves for the relative 
integrated line temperatures (panel (b) af Figure 7. 7) is that the maximum occurs at lower 
jl!P as 0 increases ; this effect could be easily confused with a face-on shock of slightly lower 
pre-shock density (cf. Figure 8.5). The relative peak temperature (panel (a)) is even more 
strongly modified, with an upward turn of the curve at iup ~ 4. The latter characteristic 
appears to be the only unambiguous signature of a viewing angle > 60° in the context of 
our one-dimensional models. 
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Comparisons with observations 

The results of this Chapter are presented in Gusdorf et al. (2008a). 

8.1 A grid of C-type shock models 

8.1.1 SiO production in C-type shock models 

We have computed a grid of shock models with the following parameters : 
• nH = 104 cm-3 , Vs = 20, 25, 30, 35, 40, 45,. 50 km s-1 

; 

• nH = 105 cm~3 , Vs = 20, 25, 30, 35, 40, 45 km s=1 ; 

• nH = 106 cm-3 , Vs= 20, 25, 27, 30, 32,34 km s-1
. 

The maximum shock speed for nH ;::: 104 cm~3 is determined by the collisional disso­
ciation of H2 , the main coolant, which leads to a thermal runaway and a J-discontinuity 
(Le Bourlot et al. (2002), Flower et al. (2003~). 

In fact, we computed two grids, one for each of the scenarios concerning the initial 
distribution of oxygen between 0 2 and H20 ices, as specified towards the end of Subsec­
tion 7.1.3. We concentrate on the first of these two scenarios, but some additional Figures 
for the second scenario are given in Section 8.3. 

Because of the sharply defined sputtering threshold energy of approximately 50 eV, 
there is negligible sputtering of Si from the olivine (MgFeSi04 ) for shock speeds of 
20 km s-1 or less. The fractions of the Mg, Si and Fe which are released from the olivine 
into the gas phase are shown in Figure 8.1. Comparing Figure 8.1 with the corresponding 
Figure 4 of May et al. (2000}, whose sputtering yields are used in the present calcula­
tions, shows that the fractions of Mg, Si and Fe which are sputtered from olivine have 
decreased by an order of magnitude. As the same sputtering yields have been used in both 
studies, this change is attributable to the reduction in the shock width, resulting from the 
improved treatment of grain-neutral coupling. We note that CO is the principal eroding 
partner (cf. May et al. (2000)). 

Figure 8.1 shows that the degree of sputtering is, in fact, insensi·tive to the pre-shock 
gas density (cf. Caselli et al. (1997)); it depends essentially on the shock speed. Polynomia:l 
fits of the sputtered fractions of Fe, Si and Mg, as functions of the shock speed, are given 
in the article Gusdorf et al. (2008a). 
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Figure 8.1 - The fractions of Mg, Si and Fe, initially in the form of olivine (MgFeSi04 ) , 

which are released into the gas phase by sputtering within a steady-state C-type shock 
wave. 

In Figure 8.2, we display the fractional gas-phase abundances of Si and SiO, as func­
tions of the relevant flow time. Silicon is produced by erosion of the charged grains by 
collisions, principally with molecules, at t he ion-neutral drift speed. Once the drift speed 
exceeds the sputtering threshold velocity, the erosion of Si occurs rapidly, as Figure 8.2 
shows. Thus, the flow time which is directly relevant to the release of Si into the gas 
phase is that of the charged fluid , rather than that of the neutrals, which is the appro­
priate measure of the total t ime for formation of SiO. As noted in the second point of the 
comparison in Subsection 7.2.1 , there is an additional, chemical delay to the conversion of 
Si into SiO, in reactions (6.20) and (6.21) , which is apparent in our Figure 8.2, owing to 
the low abundance and partial destruction of 0 2 . The magnitude of this delay depends on 
the parameters of the model, notably the shock speed, Vs , and the pre-shock gas density, 
nH. Conversion is almost instantaneous for Vs~ 30 km s- 1 , nH = 106 cm-3 , when OH is 
formed abundantly at the start of the shock and reaction (6.21) dominates t he oxidation 
process. 

Figure 8.3 shows the variation with shock speed and pre-shock gas density of the 
fractional abundance of SiO, computed through the entire shock wave. It is evident from 
Figure 8.3 that the duration of the C-type shock wave, as measured by the temperature 
profile, is of the order of 104

, 103 and 102 years for pre-shock gas densities nH = 104
, 105 

and 106 cm- 3
, respectively. The peak SiO abundance is reached over similar timescales. It 

may be seen that the highest fractional abundances of SiO are attained for the lowest pre­
shock density, nH = 104 cm-3 . At higher densities, both 0 2 and OH, which are reactants 
in (6.20) and (6.21) , are destroyed by the atomic hydrogen which is produced in the shock 
wave. Thus, the conversion of Si into SiO becomes incomplete at high density, and the 
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Figure 8.2 - The fractional abundances of Si, released into the gas phase by the sputtering 
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8.1. A grid of C-type shock models 

gas-phase SiO abundance depends on nH even though the Si sputtered fraction does not 
(cf. Figure 8.1). 

8.1.2 Physical conditions studies in the SiO emission region 

·Physical conditions. In order to illustrate the dependence of conditions in the SiO 
emission region on the shock parameters, we present, in Figure 8.4, the important physical 
quantities, evaluated at the peak of the SiO 5-4 line, for all models in our grid. We have 
verified that this is equivalent to computing intensity~weighted geometric means of the 
same quantities over the region where the 5-4 line intensity is more than 50% of its 
maximum value. 2 Hence, it provides a good indication of the mean characteristics of the 
region producing the peak of the emission. 

Figure 8.4 shows that the SiO emission peak always occurs in the cool and dense post­
shock region : Tn ~50 K (Figure 8.4a) and a density of lQ-40 times the pre-shock value, 
close to maximum compression (Figure 8.4b). 'Fhe SiO fractional abundance, n(SiO)/nH, 
is also approximately equal to its maximum value in the shock wave (compare Figure 8.4c 
with Figure 8.3~. The trend to lower SiO abundance at higher nH, noted in Subsec­
tion 8.1.1, is clearly visible here. Finally, the "LVG parameter", n(SiO)/(dvzfdz), lies 
typically in the range 1014 

= 1016 cm-2 km-1 s, implying that the 5-4 line is optically 
thick at its pea:k for most models of our grid. 

Peak line temperatures. In the left column of Figure 8.5, we show the predicted peak 
temperature of the SiO 5-4 line for the grid of models considered in Subsection 8.1.1, as 
well as the variation with ]up of the peak brightness temperatures of various lines, relative 
to that of 5-4. The relative intensities have the advantage of being independent of the 
beam filling factor, and thus they are comparable directly to observations, without prior 
knowledge of the source size. 

The relative peak intensities are within 20% of uni,ty for iup S 7 over a broad range 
of model parameters (vs 2: 30 km s-1 and nH < 106 cm-3}, owing to the large opacity 
and near-LTE excitation conditions. For larger values of iup, the relative intensities are 
more dependent on the shock speed and ~ 1 only when the limiting speed is approached. 
The absolute peak brightness temperature in the 5-4 line is typically lQ-50 K for Vs 2: 
30 km s-1, similar to the kinetic temperature in the emission region, but drops sharply 
at lower shock speeds, for which the SiO abundance (and opacity) is small. The broken 
curves in Figs. 8.5d and h are the results obtained assuming that the initial abundance 
of 0 2 ice is negligible, i.e. the second of the two scenarios described in Subsection 7.1.3. 

Integrated line intensities. In the right column of Figure 8.5 are presented the inte­
gvated intensities (denoted TdV) of the rotational emission lines of SiO, relative to the 
5~4 line; computed for the grid of models considered in Subsection 8.1.1. There are si­
gnificant differences between the relative integrated and peak (Tpeak) line temperatures 
(right and left columns, respectively, of Figure 8.5), owing to systematic variations in 

2Values evaluated at the peak also differ by less than a factor 2 from the same parameters ev-,duated 
at the "median" point where the integrated line intensity, TdV(5 ~ 4), reaches half of its total. 
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Figure 8.4 - Physical conditions at the position of the peak in the SiO 5-4 line intensity 
[Tpeak(5 - 4)] as functions of the shock speed, v8 , for all models of the grid : (a) neutral 
temperature , Tn; (b) total density, nH ; (c) the LVG parameter, n(SiO) /(dvz/dz), and the 
fractional abundance of SiO, x(SiO) = n(SiO)/nH. 
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8. 1. A grid of C-type shock models 
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Figure 8.5 - a-c) The peak line temperatures, Tpeak, of the rotational emission lines of SiO, relative 
to the 5-4 line, as functions of the rotational quantum number of the upper level of the transition, iup , 
for the grid of models in Section 8.1. The value of density, nH, of the pre-shock gas is indicated in each 
panel. d) The absolute peak brightness temperature of the 5-4 line, Tpeak(5- 4), as a function of shock 
speed, v5 , for all three values of t he pre-shock gas density, nH. Shock speeds in excess of 34 km s-1 are 
absent when nH = 106 cm-3 , as they give rise to a J- type discontinuity, and the shock wave is no longer 
C-type; see Section 8.1. The right- hand panels e)- h) show the corresponding values of the integrated 
line intensities, TdV . The values of TdV(5 - 4) observed in L1157 and Ll448 are indicated. ~n panels 
d) and h) , the broken curves show the results obtained assuming that the initial abundance of 0 2 ice is 
negligible, i.e. t he second scenario described in Subection 7.1.3. 
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1inewidth with Jup, i.e. in the extent of the region where the line is significantly excited. 
The relative integrated intensities of lines with ]up 2:: 7 remain the most sensitive to the 
shock speed. As may be seen in Schilke et al. (1997), the maximum value of TdV occurs 
at higher values of the rotational quantum number, Jup, for higher nH• Although the shock 
temperature varies only weakly with nH (see Figure 8.3), a higher density enhances the 
rates of collisional excitation of the high-j levels, for any gi·ven value of the shock speed, 
Vs· In Section 8.2, we explore the usefulness of this effect for constraining the pre-shock 
density, based on a comparison with actual observations. 

The variation of the absolute integrated intensity of the 5-4 rotational emission line 
with the shock parameters is shown also in Figure 8.5h. The bump in TdV of the 5-4 
transition, for 30 ::::; Vs :::;; 40 km s-1 and 104 ::; nH ::; 105 cm-3 is caused by incomplete 0 2 

destruction in the shock wave, resulting in more rapid SiO formation and warmer emission 
zones (cf. Figure 8.4). As the broken cu:rves in Figure 8.5d and h show, this "bump" is 
absent in our second scenario, where 0 2 is never abundant in the gas phase. At higher 
shock speeds, the results from the two scenarios become identical, as OH dominates the 
oxidation of Si in both cases. 

8.2 Comparisons with observations 

8.2.1 Line profiles 

Rotational line profiles. As Schilke et al. {1997) first noted, the generic SiO line profile 
predicted by steady planar C-type shock waves, with a peak at high velocity (in the post­
shock gas) and a tail at lower velocity (in the accelerating precursor), is reminiscent of 
the SiO line profiles in the L1448 molecular jet (BachHler et al. {1991)). Similarly, we 
note that the reversed shape of SiO profiles in the L1157 bowshocks, with a peak at low 
velocity and a high velocity tail (Zhang et al. (1995)), could arise if the post-shock gas 
is stationary in the cloud frame, i.e. if one observes the reverse shock, in which the jet 
is being decelerated. However, in either case, the SiO profiles predicted by our models 
remain narrower than those observed, with widths of 0.5-2 km s- 1, as compared to the 
observed widths of 5-20 km s-1 in 3"-10" beams. 

Broader line profiles from steady C-type shocks could arise if Si was sputtered not 
only from grain cores, as assumed here, but also from SiO-containing grain mantles, with 
lower binding energy. Then, the SiO abundance would be much enhanced at intermediate 
velocities, in the precursor (see Schilke et al. (1997)). However, owing to the steep tempe­
rature decline across the shock wave, this situation results in large variations of the line 
widths and velocity centroids with the emitting rotational level, ]up (cf. Figme 5 of Schilke 
et al. (1997)). Indeed, the observed profiles are very similar from line to line, with the 
(8-7)/(2-1) intensity ratio showing only modest variations with velocity (see, for example, 
fig. 9 of Nisini et al. (2007)). These observations suggest that the broad SiO lines are not 
attributable entirely to intrinsic velocity gradients through a single, planar C-type shock 
wave. There may be several shock-cooling zones inside the beam, each with a narrow 
intrinsic profile, which appear spread out in radial velocity owing to a range of inclination 
angles or propagation speeds, in the observer's frame. This conclusion is supported by 
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interferometric observations of L1157 and L1448 (Guilloteau et al. (1992), Gueth et al. 
(1998), Benedettini et al. (2007)), which reveal systematic velocity gradients across the 
SiO emitting knots (reminiscent, in some cases, of a bowshock geometry; Dutrey et al. 
(1997)) down to 2"-3" resolution; at the distances of L1157 and L1448, the angular di­
mensions of the SiO emitting regions in Figure 7.3, for example, are a few tenths of an 
arcsec. Such complex two-dimensional modelling lies outside the scope of the present 
paper. However, we augue in Subsection 8.2.2 that we may still perform a meaningful 
comparison of our predicted SiO line intensities with observations of knots in outflows, 
without ueproducing in detail the line profiles, provided that the shock conditions do not 
vary too much across the beam. 

Narrow SiO lines near ambient velocity. In addition to the typically broad SiO line 
profiles mentioned above, some outflow regions such as NGC1333 and L1448 exhibit ex­
tremely narrow SiO emission lines, with ~v ~ 0.5 km s-1 , near rest velocity (Lefloch et al. 
(1998), Codella et al. (1999); J.imenez-Serra et al. (2004), Jimenez-Serra et al. (2005)). 
The corresponding SiO abundance of 10-11-10-10 is two to three orders of magnitude 
smaller than in the broad SiO components (CodeNa et al. (1999); Jimenez-Serua et al. 
(2005)). Jimenez-Serra et al. (2005) proposed that this feature in L1448 traces a magnetic 
precursor, where neutral gas is just beginning to accelerate and grain species are starting 
to be released into the gas phase. However, as we now explain, detailed multifl.uid shock 
models do not support this interpretation. 

Our SiO line puofile calculations show that emission from a magnetic precursor does 
not give rise to a narrow feature near the speed of the pr~shock gas. The line intensity 
increases as the neutral fluid is accelerated, heated, and enriched in SiO - by orders of 
magnitude by the time that grain-sputtering is complete. In fact, this deduction could 
have been made already, on the basis of Figures 3 and 5 of Schilke et al. (1997), which 
cover the entire velocity range relevant to predicting the SiO line profiles. Truncation 
of the precursor when the neutral fluid has been accelerated to only Vn = 0.5 km s-1 

would imply a very finely-tuned shock age, a circumstance which appears to us to be 
improbable. Furthermore, an ion-neutral drift speed of at least 5 km s-1 is needed to 
start releasing species from grain mantles, where binding energies are a few tenths of an 
eV (Flower and Pineau des Forets (I.:994)), and of at least 20 km s- 1 to start sputtering 
grain cores (May et al. (2000)). However, the H13CQ+ line does not show evidence of this 
predicted acceleration : its emission peak is shifted by only +0.5 km s-1 from the velocity 
of the ambient gas, like the narrow SiO feature (Jimenez-Serra et al. (2004)). 

We believe that a more likely explanation of the narrow SiO feature in L1448 is that it 
traces Si:....enriched post-shock material that has been decelerated by and mixed with the 
ambient gas, as proposed originally by Lefloch et al. ( 1998) and Codella et al. ( 1999) in 
connection with other regions. Given a shock speed Vs ~ 30 km s~ 1 and the high ambient 
density characteuistic of Class 0 protostellar envelopes, deceleration could be achieved 
readily within the L1448 flow age of approximately 3560 years. The low SiO fractional 
abundance would then be a consequence of mixing with SiO-poor ambient gas. Alterna­
tively, the narrow featlire n1ight arise in. a reverse C-type shock, where outflow material 
at v < 20 km s-1 is brought almost to rest by the much denser ambient medium, and 
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the shock speed is too low to produce abundant SiO. Both interpretations are consistent 
with NH3 observations of dense gas in the envelope of the L1448 protostar, with radial 
velocity and spatial extent similar to that of the narrow SiO feature and signs of heating 
near the path of the fast L1448 jet (Curiel et al. (1999)). 

8.2.2 Integrated line intensities 

If our explanation of SiO profile broadening is correct, one could in principle recover the 
parameters of each individual emission zone in the beam by analysing the relative intensity 
ratios as functions of velocity. Unfortunately, such data are currently quite noisy and not 
yet available for a wide range of values of jup· Furthermore, knowledge of the beam­
filling factor as a function of velocity would be necessary to obtain a:bsolute intensities 
and remove ambiguity in the shock parameters ; but this would require sub-arcsecond 
angular resolution, which is not yet available. Nevertheless, one may still derive some 
approximate beam-averaged shock properties, if all of the shock components have similar 
excitation conditions, as is suggested by singlE7-dish data, which show the line ratios to be 
insensitive to velocity, v. In this case, the observed profile will be simply a convolution of 
the individual, narrow shock profiles with the (unknown) filling-factor, 1J.( v). The observed 
absolt~.te TdV is simply that for a single shock, multiplied by the total beam filling factor 
of the SiO-emitting region in the beam, f = J 1J(v)dv, as inferred from its overall size 
in single-dish maps. The values of TdV for different iup, relative to the 5-4 transition, 
remain unchanged compared to a single shock, becat~.se f cancels out in the ratios, thereby 
enabling direct comparison with our models. In the following, we assume that this situation 
prevails. 

By way of illustration of the applicability of the shock models, we show in Figure 8.6 the 
relative integrated intensities of the rotational transitions of SiO observed in the outflow 
sources L1157 and L1448 (Nisini et a:l. (2007)) and predicted by the grid of models, 
whose parameters are specified ; in all cases, the magnetic field scaling parameter b = 1. 
As noted in Subsection 7.3.1, this value of b yields the largest relative intensities of the 
high-j lines and hence will yield a lower limit to the shock speed required to reproduce 
the observations (except at nH :::;:: 105 cm - 3 , where high-j excitation is a non-monotonic 
function of Vs ; see Figure 8.5f). We assume also that the shock wave is viewed face-on ; 
if the true inclination exceeds 60°, this assumption results in the pre-shock density being 
slightly underestimated (see Subsection 7.3.2). The models shown as the full curves are 
those which provide the best fits to the observations. In order to Hlt~.strate how weB the 
shock parameters are constrained, we plot as dashed curves "near-miss" models that fit 
most of the data points, or fit all points bt~.t do not reproduce the absolute intensity of 
the 5-4 line (see below). 

Figure 8.6 demonstrates that steady=State C-type shocks with Si-sputtering from grain 
cores can reproduce successfully the relative integrated intensities of SiO lines in these 
molecular outflows. Furthermore, Fig. 8.5h shows that the models can reproduce also the 
absolute integrated intensity of SiO 5~4 with the estimated beam fiHing factors f ~ 1 in 
L1157 and L1448-R4 an.d f ~ 1/4 in LM48 R1 and B1 (cf. Nisini et al. (2007)). Alternative 
fits with higher density and lower shock speeds (nH == 106 cm-3 and 27 ;S Vs ;S 30 km s-1 ; 

nH = 1@5 cm-3 and Vs = 25 km s-1) underestimate TdV(5- 4) and are thus ruled out. 
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Figure 8.6 - The relative intensities of the rotational emission lines of SiO observed in 
the outflow sources 11157 and 11448 (Nisini et al. (2007) : points with error bars) and 
predicted by the C-type shock models (curves) with the parameters (nH , v5 ) indicated; see 
text, Subsection 8.2.2. The data points which are plotted include a correction for differing 
beam sizes, which is significant for low-j lines. Full curves denote the best-fitting models 
of our grid. Broken curves show "near- miss" models with a different value of nH, which 
either yield a worse fit to the data points or do not reproduce the absolute TdV of the 
5- 4 line. 
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Face-on C-type shock tnodelsa,b Slafu LVG modelsa,c 
SiO knot ninit 

U Vs Tkin nu LVG xsio Tkin n:H LVG XSiO 

LH48B1 1(5) 30,45 9Q--70 1Q--30 2-4 0.5-2 >500 8 0.1 1 
L1448 R1 1(5) 45 70 30 4 0.5 >500 10 0.1 1 
Vl448 R4 1(4) 35-50 45-55 1.5-4 7-100 3-7 200 2.5 0.03 0.3 
Ll1!57 B1 1{4) 50 55 4 100 3 15Q--300 3 0.08 0.8 
LU57 B2 1<(4) 30 35 1.5 4 2 20()--:300 2 0.05 
LH57R 1'(4) 30---40 35-30 1.5-2 4-10 2-3 50-100 1-5 0.02 0.6 .. 

aumts: n~~ut lS the pre-shock denstty, m cm 3 ; Vs the shock speed, m km s 1 ; Tkin lS the local gas kmettc 
temperature, in K; nH is the local gas density, in 105 cm-3 ; "LVG'' is the local LVG parameter, 
n(SiO)/(dvn/dz), in 1014 cm-2 km- 1 s; and xsio is the local fractional abundance, in units 
of w-7 • 

bBest grid model from Fig. 8.6 and physical parameters at the SiO 5-4 line peak from Fig. 8.4. 
cvalues taken from Tables 4 and 5 of Nisini et al. (2007). The LVG parameter is given by N(SiO)/ ~V, 
with ~V= 10 km s-1 . 

Tableau 8.1 - Properties of SiO--emission regions deduced from face-on C-type shock 
models or homogeneous~slab LVG models. 

The shock speed, V8 , is constrained to within 15 km s- 1 and the pre-shock density to 
within a factor of 10, with one of our grid values of nu yielding a clear best fit in all cases. 

It is instructive to compare the physical parameters at the SiO peak of our best-fit, 
steady-state C-type shock models to those previously inferred from an LVG analysis, 
assuming a slab of constant density, temperature, and velocity gradient a:long the line of 
sight (Nisini et al. (2007)). From Table 8.1, it may be seen that the 'slab LVG' approach 
yields similar values of the density to our shock models but overestimates by a factor 5~ 10 
the kinetic temperature and underestimates by several orders of magnitude the Sobolev 
LVG opacity parameter. The cool post-shock layer emits over a narrow velocity range and 
needs to be more optically thick in SiO to produce the same TdV as a hot slab with a 
large velocity gradient along the line of sight. On the other hand, similar SiO abundances 
are deduced 11sing both approaches, to within typically a factor of 3 .. 

8.3 An alternate 0 2 scenario 

We now consider equivalent results as in Sections 8.1 and 8.2, only under the alternate 
0 2 assumption described in Section 7.1.3, where atomic oxygen was adsorbed on to the 
grains before 0 2 was synthesized and subsequently hydrogenated to H20 ice in the grain 
mantles of the cold pre-shock medium. 

8.3.1 A grid of C-type shock models 

Figure 8. 7 shows the equivalent of Figure 8.2. H20 ice undergoes immedaite and quick 
sputtering from the grain mantles due to collisions H, H2 and He, as 0 2 did in the first 
scenario described in Section '7.1.3. Once in the gas phase, and again similarly to 0 2 , H20 
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is available to generate erosi0n of the silicon material ·0f the grain c0res. The difference 
in efficacy 0f this process as generated by these two different species is only noticeable at 
the lowest displayed velocities (25 km s-1 ). At these temperatures, the sputtering rates 
have yet to reach a plateau and the weight difference between 0:~ and H20 makes the 
sputtering generated by the f0rmer more efficient than the latter. 

Once in the .gas phase, Si combines with either 0 2 or OH to form SiO (Reactions 6.20 
and 6.21). In the scenario where ice water is sputtered from the grains instead of molecular 
oxygen, mu.ch less 0 2 is present in the gas phase, and 01'1 c0mbines with Si t0 form SiO. 
In the present scenario, OH is less abundant than 0 2 is in the first case scenario, hence the 
slight shift of the SiO peak fractional abundance t0wards the post-shock regi0n compared 
t0 the first case oxygen scenario, where 0 2 is abundant en0ugh thmugh the whole width 
of the shock in the gas phase. This also explains the very slighter values for the SiO peak 
fractional abundance in the present case. At high shock velocities, both these effects are 
l,imited by the dissociation of 0 2 that arise in the first case scenario. Again at 25 km s-1, 

the SiO abundance is l0w due to the poor amount of Si that is sputtered from the grain 
cores. 

These effects can also be seen On Figure 8.8, which is the equivalent of Figure 8.3, 
only for the assumptions made under the J)ressent 0 2 scenario. 

Figure 8.9 shows similar results as its equivalent for the first case oxygen scenario, 
that is the Figure 8.4. The most important difference is the absence or the less important 
breaks of the m0notony of the curves, that can be accounted fm by the fact that in the 
present oxygen scenari0, the results are not dependent on the abundance of 0 2 , that can 
undergo dissociation from 35 km s=I in the '[)reviously studied scenario. 

8.3.2 Comparisons with observatiens 

The variation of the peak temperature and the absolute integrated intensity of the 5~4 
rotational emissi0n line with the shock parameters is shown also in Figure 8.5 d and h. 
As already explained, the bumps that are observed in the first case scenario disappear in 
the second case, as 0 2 is never abundant in the gas phase. At higher shock speeds, the 
results from the two scenarios become identical, as OH dominates the 0xidation of Si in 
both cases. 

Figure 8. Hl is the equivalent of Figure 8.6 for the current 0 2 scenario considered. 
Again, the relative intensities can be wel1l reproduced by steady-state C·type shocks. 
The absolute SiO TdV(5- 4) favour the low nH, high Vs cases (cf. the dashed curved 
in Fig. 8.5h). The best~fit shock parameters and the inferred physical conditions at the 
(5~4) line peak are almost unchanged, as the range of shock speeds is such that oxidation 
of Si by OH is d0minant. 
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Figure 8.7- As Figure 8.2, but assuming that the initial abundance of 0 2 ice is negligible 
(the second scenario described in Subsection 7.1.3). 
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Figure 8.8 - As Figure 8.3, but assuming that the initial abundance of 0 2 ice is negligible 
(the second scenario described in Subsection 7.1.3). 
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Figure 8.10 - As Figure 8.6, but assuming that the initial abundance of 0 2 ice is negligible 
(the second scenario described in Subsection 7.1.3) . 
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9 

Alternate Si initial repartition scenarios 

In the previous chapter, a grid ofC-type shock models are computed and the calculated 
SiO line intensities and pFofiles are compared with observations. With respect to the line 
intensities, the agreement with the observations is satisfactory, for rotational transitions 
up to Si0(11-10). However, the line profiles predicted under these assumptions were 
narrower than observed, with predicted widths of 0.5-2 km s-1 , as compared with the 
observed widths of 5=20 km s-1 , in 3"-10" beams. Partly with this discrepancy in mind, 
we consider now the possibility that elemental Si may be present in the grain mantles, 
where the corresponding binding energy is much lower than that of the Si in the silicate 
grain cores. 

9.1 SiO in the grain.s mantles 

This Section can be found in Gusdorf et al. (2008b). 
In this Section, we consider the presence of Si in the grain mantles in the form of SiO, 

and hence transfer a small percentage (1%, 5%, or 10%) of the Si, and the correspon­
ding amounts of oxygen, from the cores to the mantles. If this process is mediated by 
the passage of shock waves, our calculations indicate that the dominant form of silicon 
in the mantle is likely to be SiO; see, for example, Figure 1 of Gusdorf et al. (2008a) or 
Figure 7.1. The SiO is then released directly into the gas phase, through sputtering by 
the most abundant neutrals, H, H2 and He in a subsequent shock wave. Such sputtering 
processes were incorporated already for known mantle constituents, such as water and 
carbon monoxide. The sputtering rate of SiO was ca:lculated using the same parameters 
as for CO. Adopting the parameters appropriate to a more polar species, such as H20, 
has no significant influence on the results, as the mantle species are, in either case, sput­
tered rapidly (in the magnetic precursor). In addition to this, the study of C-type shocks 
presented in the previous chapter shows that the res1:tlts are not sensitive to the molecular 
oxygen scenario (discussed in Subsection 7.1.3), particularly at high shock speeds, as Si 
can be oxidized in the gas phase by both 0 2 and OH. The infuence of the 0 2 scenario is 
all the more reduced in this section as an important part of the gas phase SiO is directly 
released as such from the grain mantles. 
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9.1.1 SiO production 

In the previous chapter, Si is assumed to be present in grains in the form of silicates, 
contained in the cores, with an initial fractional abundance of 3.37 x 10- 5 , relative to 
elemental H. We consider now two particular C-type shock models , for which the pre­
shock density nH = 104 cm-3 , the shock velocity Vs = 25 and 50 km s-1, respectively, and 
b = 1. At 25 km s- 1

, the velocity of the C-type shock model is inadequate for significant 
erosion of the grain cores to take place, and this model failed to produce enough SiO to 
account for the observations. On the other hand, the higher velocity (50 km s-1) shock 
yielded good agreement with the SiO observations of L1157 B1 , in terms of the integrated 
line intensities. In both cases, Si is released into the gas phase through erosion of the grain 
cores. Because of t he t ime required to oxidize Si in the gas phase, the SiO emission peaks 
in the post-shock region. When Vs = 50 km s-1 , the fractional abundance of SiO attains 
7 x 10- 7

, before decreasing, owing to adsorption on to the grains. Vve introduce now an 
alternative scenario, in which 5% of the silicon is initially in the mantles, in the form of 
SiO. 
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Figure 9.1 - The temperature of the neutral fluid , Tn, and the fractional abundances of 
OH and 0 2 (top panels) and of Si , SiO, and total amount of silicon in the grain mantles, 
:E Si* (bottom panels) , as functions of the flow time of the charged fluid , for two reference 
C-type shock models : nH = 104 cm- 3 , b = 1, Vs = 25 km s-1 (left-hand panels) and 
50 km s- 1 (right- hand panels). In both models, it is assumed that 5% of the elemental 
silicon is initially in the mantles, in the form of SiO. 
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9.1. SiO in the grains mantles 

Figure 9.1 shows the neutral temperature profiles and the fractional abundances of Si­
containing species, for the models with Vs = 25 and 50 km s-1. In both cases, essentially 
all of the SiO which is initially in the mantles is released into the gas phase by sputtering, 
subsequently freezing back on to grains in the cold, post-shock gas. The more SiO is 
initially present in the grain mantles, the higher is the maximum fractional abundance of 
SiO in the gas phase. At the lower shock speed, the SiO produced following erosion of Si 
from the grain cores is negligible, compared with SiO sputtered directly from the mantles. 
Even at the higher shock speed of Vs= 50 km s- 1 , only about 5% of the silicon is released 
from the grain cores : see Gusdorf et al. (2008a), Figure 2 (or 8.1). 

9.1.2 SiO emission 

When comparing the models with the observations of SiO, we consider first the in­
tegrated intensity of the Si0(5-4) line, J Tdv (5 - 4) K km s-1 , and then the integrated 
intensities of rotational transitions up to (11-10) , expressed relative to Si0(5-4) . 
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Figure 9.2 - The integrated intensity of the Si0(5-4) line, J Tdv(5 - 4), as a function of 
the percentage of SiO initially in the grain mantles, for both of the C-type shock models : 
nH = 104 cm-3 , b = 1, Vs= 25 km s-1 (lower curve) and 50 km s- 1 (upper curve). At the 
lower shock speed, the erosion of Si from the grain cores is negligible compared with the 
release of SiO from the mantles. The Si0(5-4) intensities observed in L1157 and L1448 
are indicated by the horizontal lines. 

The variation of the integrated intensity of the Si0(5-4) line with the percentage of 
SiO initially in the mantles is shown in Figure 9.2. Observational data relating to L1448 
and L1157, compiled by Nisini et al. (2007) , are displayed also. Our calculations show 
that the observed line intensities can be reproduced when only of the order of 1% of the 
elemental silicon is initially in the grain mantles, as SiO. Core erosion alone is sufficient 
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only at the higher shock speed, 50 km s-1
; Figure 9.2 confirms the efficacy of mantle 

sputtering at lower speeds. 
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Figure 9.3 - The integrated intensities of rotational transitions of SiO, relative to the 
(5-4) line : nH = 104 cm- 3 , b = 1, v5 = 25 km s- 1 (upper panel) and 50 km s- 1 (lower 
panel) . The observational data relate to 11157 Bl. The initial fraction of silicon in the 
form of SiO in the grain mantles varies from 0% to 10%, as indicated. 

Figure 9.3 presents the integrated intensities of other rotational transitions , relative 
to the (5-4) line ; observational data relating to 11157 B1 are shown also. At the lower 
shock speed, only the SiO sputtered from the mantles contributes significantly to the 
line emission. Furthermore, as the SiO is released into regions of high temperature, the 
emission in the high rotational transitions becomes stronger as the amount of SiO in the 
mantles increases. At the lower shock speed, 5% seems adequate to fit the relative line 
intensities ; but this model predicts a value of the (5- 4) line intensity which is 3- 10 times 
higher than observed in 11448-11157 (cf. Figure 9.2) . A low effective surface filling factor 
of 0.3-Q.1 would then be required to reconcile this model with the observations, and this 
is incompatible with the typical sizes of the SiO knots observed by Nisini et al. (2007) , 
which are comparable with the thickness of the SiO emitting layer in the model. On the 
other hand, at the higher speed, models with less than 1% of silicon in the mantles fit 
satisfactorily both the relative and the absolute line intensities. 

9.1.3 line profiles 

The motivation for considering SiO being present in grain mantles was its possible 
consequences for the widths of the emission lines. Figure 9.4 displays the line profiles 
obtained when 5% of elemental silicon is initially in the mantles. As SiO is now present 
in the gas phase over the full width of the shock wave, the lines are much broader than 
predicted when assuming that Si is released by erosion of the grain cores only ; cf. Gusdorf 
et al. (2008a) , Figure 8 (or 7.3). However, the computed profiles vary considerably from 
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line to line, whereas they are observed to be similar (see, for example, Figure 9 of Nisini 
et al. ( 2007)). 
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Figure 9.4- Profiles of t he SiO rotational t ransit ions (2- 1) , (3-2) , (5-4), (6-5), (8-7) , and 
(lD-9) computed for nH = 104 cm-3 , b = 1, Vs = 25 km s-1 (left panel) and 50 km s-1 

(right panel). 5% of t he elemental silicon is assumed to be init ially in the grain mantles, 
in the form of SiO. 

9.2 Neutral Si in the grains mantles 

In this section, we investigate the possibility for elemental Si to be sputtered from the 
grain mantles. To do so, we t ransfer the same amount of Si from the init ial grain cores 
repartit ion to the init ial grain mantles repartit ion. Unlike what is done in the previous 
Section, we don't have to correct t he elemental oxygen init ial repart it ion, as only Si is 
initially transferred from the cores to the mantles. 

9.2.1 SiO production 

Respective amounts of 0, 1, 5, and 10% of the init ial silicon present in t he cores are 
transferred to the mantles, where the sputtering occurs at rates equal to the ones of CO, 
with H, H2 and He as collisions partners. As the sputtering is quick and very efficient, this 
assumption is not of crucial importance in t he context of our study. As Si is released in the 
gas phase, instead of SiO , we expect the 0 2 scenario (as described in Subsection 7.1.3) 
to play a role, and decide to investigate it. We stick wit h the reference C-type shock 
models used in the previous Section, that is the ones for which n H = 104 cm-3 , b = 1, 
V5 = 25 km s- 1 and 50 km s- 1 . 

Figures 9.5 and 9.6 are the equivalent Figures as Figure 9. 1, obtained with the present 
init ial repart ition scenario for Si, and respectively for each of the oxygen scenarios as 
int roduced in Subsection 7.1.3. On t he left panels of t hese Figures are t he results obtained 
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for the low-velocity model (at 25 km s-1 
) , whereas the right panels show the results of 

the higher velocity model, (at 50 km s- 1 ). In these Figures, 5% of the silicon is assumed 
to be initially in the form of Si in the mantles. 
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Figure 9.5 - As Figure 9.1, assuming 5% of the elemental silicon is initially in the mantles 
in its neutral form. 

When most of the oxygen is initially located on the grain mantles under the form of 0 2 

(Figure 9.5), the conversion of Si into SiO is more efficient at 25 km s-1 than at 50 km s- 1. 

In fact , molecular oxygen is destroyed by dissociation at higher velocities, whereas it 
remains under the form of 0 2 through the whole shock at lower shock velocities. On the 
contrary, in the case of an initial repartition of the oxygen on the grains mantles under 
the forma of water ice (Figure 9.6), the conversion of Si into SiO is given a boost by the 
higher abundance of OH through the shock at high velocity. Thanks to the reaction with 
gas phase molecular hydrogen, the SiO fractional abundance profiles are slightly wider 
than in the second oxygen scenario. At high velocity, this difference is only noticeable in 
the warmest part of the shock when 0 2 is not yet dissociated. 

9.2.2 SiO emission 

We compare our reference models to observations in the same fashion as in Sub­
section 9.1.2, considering first the integrated intensity of the Si0(5-4) line, J Tdv(5 -
4) K km s-1 (Figure 9.7, as equivalent to the Figure 9.2), and then the integrated inten-
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Figure 9.6- As Figure 9. 1, assuming 5% of the elemental silicon is init ially in the mantles 
in its neutral form, and assuming that the init ial abundance of 0 2 ice is negligible (the 
second scenario described in Subsection 7.1.3). 
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sities of rotational transitions up to (11-10), expressed relative to Si0(5-4) (Figures 9.8 
and 9.9, equivalent to 9.3). 
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Figure 9.7 - As Figure 9.2, assuming the elemental silicon is initially in the mantles in 
its neutral form. Left : assuming a high initial fractional abundance of 0 2 ice, and right : 
assuming that the initial abundance of 0 2 ice is negligible (the second scenario described 
in Subsection 7. 1.3) . 

The variation of the integrated intensity of the Si0(5-4) line with the percentage of 
SiO initially in the mantles is shown in Figure 9.7. Observational data relating to L1448 
and L1157, compiled by Nisini et al. (2007), are displayed again. Our calculations show 
that the observed line intensities can be reproduced when some elemental silicon is initially 
in the grain mantles, whatever the oxygen initial repartition scenario. The exact initial 
Si proportion determination remains subject to that of the observational filling factor . As 
previously stated , core erosion alone is sufficient only at the higher shock speed, 50 km s- 1, 

and the Figure confirms the efficacy of mantle sputtering at lower shock velocities. 
Figures 9.8 and 9.9 present the integrated intensities of other rotational transitions, 

relative to the (5-4) line, respectively in the case of the first and second initial oxygen 
repartition scenario presented in Subsection 7.1.3; observational data relating to L1157 B1 
are shown also. 

On Figure 9.8, the case where oxygen is initially present on the grain mantles under the 
form of molecular oxygen is considered. At the lower shock speed, only the Si sputtered 
from the mantles generate the SiO that contributes significantly to the line emission. 
Furthermore, as the SiO is formed into regions of high temperature, the emission in the 
high rotational transitions becomes stronger as the amount of SiO in the mantles increases. 
At the lower shock speed, 5 and 10% seem adequate to fit the relative line intensities; 
but these models would imply a low effective surface filling factor of 0.05-0.6 to reconcile 
this model with the observations, and this is incompatible with the typical sizes of the 
SiO knots observed by Nisini et al. (2007), which are comparable with the thickness of 
the SiO emitting layer in the model. On the other hand, at the higher speed, models with 
less than 1% of silicon in the mantles fit satisfactorily both the relative and the absolute 
line intensities. 
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Figure 9.8- As Figure 9.3, assuming 5% of the elemental silicon is initially in the mantles 
in its neutral form . 
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Figure 9.9- As Figure 9.3, assuming 5% of the elemental silicon is initially in the mantles 
in its neutral form, assuming that the initial abundance of 0 2 ice is negligible (the second 
scenario described in Subsection 7.1.3). 
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The same study is shown on the case where oxygen is init ially present on the grain 
mantles under the form of ice water. At the lower shock speed, only t he Si sputtered 
from the mantles generate the SiO that contributes significantly to the line emission. 
Furthermore, as the SiO is formed into regions of high temperature, the emission in the 
high rotational transitions becomes stronger as the amount of SiO in the mantles increases. 
However, no match seems to be found with the observations from the point of view of 
relative line integrated intensities. Again, at the higher speed, models with less than 1% of 
silicon in the mantles fit satisfactorily both the relative and the absolute line intensities. 

9. 2. 3 line profiles 

As in the previous Section, the motivation for investigating the presence of Si in grain 
mantles was its possible consequences for the widths of the emission lines. Figures 9.10 
and 9.11 display the line profiles obtained when 5% of elemental silicon is init ially in the 
mantles, respectively in the case of the first and second initial oxygen repartition scenario 
presented in Subsection 7. 1.3. 
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Figure 9.10 - As Figure 9.4, assuming 5% of t he elemental silicon is initially in the mantles 
in its neutral form. 

The most successful model in terms of broadening of the line profiles is the low velocity 
one combined with the oxygen scenario where oxygen exists on grain mantles under the 
form of molecular oxygen ice. Indeed, as can be seen on Figures 9.5 and 9.6, the SiO 
abundance profile is the broadest in this case : SiO forms significantly owing to the 
presence of OH and mainly 0 2 over the whole width of the shock. This is less true at low 
velocity in the other case of oxygen init ial repartition scenario, as there is not as much 
as 0 2 in the gas phase. Eventually at higher shock velocities, SiO is only significantly 
formed in the cooling region of the shock, where the neutral velocity tends to zero. The 
line profiles at high shock velocity are consequently narrower than the ones obtained at 
lower shock velocities. However, the computed profiles vary considerably from line to line, 
whereas they are observed to be similar (see, for example, Figure 9 ofNisini et al. (2007)). 
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Figure 9.11 - As Figure 9.4, assuming 5% of the elemental silicon is init ially in t he mantles 
in its neutral form, and assuming t hat t he init ial abundance of 0 2 ice is negligible (the 
second scenario described in Subsect ion 7. 1.3). 
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10 

Simultaneous fitting with molecular 
hydrogen observations 

In the case of the SiO emission, stationary C-type shock waves have been shown to be 
able to account for the observed rotational line intensities in the previous chapters (see 
also Gusdorf et aL (2008a), Gusdorf et al. (2008b)). In this Section, we investigate the 
possibility for other kinds of shocks to account for these observations, in an attempt to 
simultaneously fit SiO and H2 observations. Indeed, the successful fitting of H2 by J-type, 
and also by CJ-type of shock models has been demonstrated in Subsection 4.4.1. 

10.1 SiO emission in J-type shocks 

In this section, we consider two particular J-type shock models, for which the pre­
shock density nH = 1@4 crn-3 , the shock velocity Vs = 25 and 50 km s-1, respectively, 
and b = 0.1. We do not make any a priori assumption about the 0 2 initial repartition 
scenario. 

10.1.1 No silicon material in the grain mantles 

ln a J-type shock model, as stated in Subsection 2.1.2, there is no magnetic field 
component, and aH the particles hence belong to the same fluid. A crucial consequence of 
this single fluid state is the absence of drift velocity between neutral and charged species, 
and the much reduced probability of collisions between those two kinds of species. In 
particular, large neutral molecules or atoms do not collide with charged grains, and only 
negligible sputtering of the grain mantles and erosion of the grain cores occur. 

The direct consequence is that no silicon material is stripped from the grains nor 
released in the gas phase, leading to a much lower expected fractional abundance for 
Si-bearing species, specially SiO. The Figure 10.1 shows the production of SiO from the 
two J-type shock models. Whatever the velocity, the SiO fractiona:l abundance does not 
exceed 10-15 . Indeed in those shock conditions, even when SiO is likely to be formed in 
the gas phase, the gas temperature is so high that it undergoes dissociation. 
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Figure 10.1 -The temperature of t he neutral fluid, Tn, and the fractional abundances of 
OH and 0 2 (top panels) and of Si, SiO, and total amount of silicon in the grain mantles, 
:E Si* (bottom panels) , as functions of the flow time of the fluid, for two reference J-type 
shock models : nH = 104 cm-3, b = 1, v8 = 25 km s-1 (left- hand panels) and 50 km s-1 

(right-hand panels). In both models, it is assumed that no elemental silicon is initially in 
the mantles ; the oxygen scenario is the first one of those described in the Subsection 7.1.3, 
in which part of the oxygen is initially in the grain mantles under the form of 0 2 . 
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1 0.1. SiO emission in J-type shocks 

Tableau JIO.l- Predicted SiO (5 ~ 4) line integrated intensity for the two reference J-type 
shock models mentioned in Section :t:0.1, for each 0 2 scenario descr~bed in Subsection 7.1.3. 

I fTdv(5 = 4}rKkms 1]j ice 02 I ice H20 I 
25 km S l ,7.1 X 10 8 ,6.7 X 10 8

1 

50 km S- 1 . 9.6 X 10~9 9.7 X 10-9 

The first conclusion from Figure 10.1 is that this low production of SiO is n.ot de­
pendent on the considered 0 2 scenario. In fact, 0 2 and OH are always available in the 
medium in much larger amoun.ts than Si, to form SiO through Reactions 6.20 and 6.21. 
Whatever the assumption on the initial repartition of 0 2, the amount of Si in the gas phase 
is not sufficient to generate relevant formation of SiO. In addition to this, the levels of SiO 
emission are nowhere near the observations made for example around L1157 Bl. Table 10.1 
provides the predicted SiO {5 - 4) line integrated intensity for the two reference J-type 
shock models, showing a huge discrepancies with the values shown in Subsections 9.1.2 
or 9.2.2. To make up for these discrepancies, we study the inclusion of silicon in the grain 
mantles, in a similar fashion as what is done in Sections 9.1 and 9.2 for the C-type shock 
models. As such, J-type shock models are no good candidate to match SiO observations. 

10.1.2 SiO in the grain mantles 

In fact, in a J~type shock, the absence of drift velocity between neutral and charged 
particles prevents the erosion of the grain core through collisions between those species. 
Nevertheless, some thermal sputtering of the grain mantles does occur owing to the very 
high temperatures that are reached in the single considered fluid. This sputtering is the 
only grain process taken into account in our version of the code, though GuiHet et al. 
{2007) demonstrated other grain reactions could be of non negligible influence in J-type 
shock modelling. 

Such asputtering can be visualized on Figure 10.2: on the bottom panels, the fractional 
abundance of Si and SiO are displayed against the flow time. The blue curve corresponds 
almost exactly to that of the SiO that belongs to the grain mantles (whose initial reparti­
tion is 5% the initial equilibrium repartition of Si in the grain cores), and is progressively 
depleted to be released in the gas phase through the sputtering, whatever the shock ve­
locity. However, at high velocity, the high temperatures that are reached also generate 
dissociation and ionization of the species, which complicates their fractional abundance 
profiles. The comparison of these panels with those of the Figure 10.1 shows that the 
gas phase SiO is here solely and directly generated by the sputtering of the mantles. The 
choice of the oxygen scen.ario (initially partly present in the grain mantles under the form 
of 0 2) as described in Subsection 7.1.3 has consequently no influence on the results. 

Similarly to what was done in Subsections 9.1.2 and 9.2.2, we compare our models with 
observations, considering first the integrated intensity of the Si0(5-4) line, J Tdv(5 -
4) K km s- 1 . The variation of the integrated intensity of the Si0(5-4) line with the 
percentage of SiO initially in the mantles is shown in Figure 10.3, along with observational 
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Figure 10.2 - As Figure 10.1, assuming 5% of the elemental silicon is initially in the 
mantles under the form of SiO. The oxygen scenario is the first one of those described in 
the Subsection 7.1.3. 
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Figure 10.3- The integrated intensity of the Si0(5-4) line, J Tdv(5- 4) , as a function of 
the percentage of SiO initially in the grain mantles, for both of the J-type shock models : 
nH = 104 cm-3 , b = 1, V 8 = 25 km s-1 (lower curve) and 50 km s-1 (upper curve). The 
Si0(5-4) intensities observed in L1157 and L1448 are indicated by the horizontal lines. 
The oxygen scenario is the first one of those described in the Subsection 7.1.3. 
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Figure 10.4 - The integrated intensities of rotational t ransitions of SiO, relative to the 
(5-4) line : n H = 104 cm- 3 , b = 1, Vs = 25 km s-1 (upper panel) and 50 km s-1 (lower 
panel) . The observational data relate to L1157 Bl. The init ial fraction of silicon in the 
form of SiO in the grain mant les varies from 0% to 10%, as indicated. The oxygen scenario 
is the first one of those described in the Subsection 7.1.3. 

data relating to L1448 and L1157, compiled by Nisini et al. (2007) . Our calculations 
show that the observed line intensit ies can be reproduced when only of the order of 1 
to 10% of the elemental silicon is initially in the grain mantles, as SiO , in the case of 
the low velocity reference model. At the higher shock speed , the dissociation of SiO and 
subsequent ionization of its component (see Figure 10.2) prevents an efficient emission 
whatever the init ial amount of SiO placed in the grain mantles. 

St ill following our previous way of comparing model results to observations, Figure 10.4 
is displayed , present ing t he integrated intensit ies of other rotational transit ions, relative 
to the (5-4) line; observational data relating to L1157 Bl are shown also. The very high 
temperatures at which SiO is released in the gas phase in both cases (see Figure 10.3) 
generates a much higher relative emission in the highest rotational transit ions, making 
them unlikely to fit the observational data, whatever the amount of SiO in the grain 
mantles . Again under these assumptions, J-type shock models do not account for the 
observations. 

10.1.3 Neutral Si in the grain mantles 

We consequent ly study the possibility for Si to be present under its neutral form in the 
grain mantles, as was done for t he C-type shock models in Section 9.2. Again, Figure 10.5 
shows the production of SiO through our reference J-type models, when init ially including 
5% of Si in t he grain mant les. In both models, Si is released from these mantles exactly 
the same way as SiO was in the previous Subsection, confirming the lack of influence of 
the sputtering rates at t hese very high temperatures. Once in the gas phase, Si then reacts 
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with 0 2 but mostly OH to form SiO. As the most abundant formation reaction partner 
is OH, there is once again no dependence on the choice of the 0 2 scenario as presented 
in Subsection 7.1.3. In addition to this, the temperature is so high in both cases that the 
conversion of Si into SiO is almost immediate. Combined with the fractional abundance 
profile of Si, this explains why SiO fractional abundance profile then closely follows that 
of OH. This dependence on the OH abundance leads to very narrow fractional abundance 
profiles for SiO, yielding consequently narrow emission zone for this molecule. 
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Figure 10.5- As Figure 10.1, assuming 5% of the elemental silicon is initially in the mantles 
under the form of neutral Si. The oxygen scenario is the first one of those described in 
the Subsection 7.1.3. 

The effect of such small emission region can be seen on Figure 10.6, which shows the 
integrated intensity of the Si0(5-4) line, J Tdv(5 - 4) K km s- 1. The variation of the 
integrated intensity of the Si0(5-4) line with the percentage of Si initially in the mantles 
is shown in Figure 10.3, along with observational data relating to 11448 and 11157, 
compiled by Nisini et al. (2007). Under the current assumptions of this Subsection, our 
reference models need a large amount of Si to be placed in the mantles to account for 
the observational data, at low shock velocity. At the higher shock speed, the dissociation 
of SiO and subsequent ionization of its component (see Figure 10.5) prevents an efficient 
emission whatever the initial amount of Si placed in the grain mantles. Only the lowest 
shock velocity model combined with the scenario where a maximum amount of Si (10%) 
is placed in the mantles seems to be likely to fit the data in terms of absolute Si0(5-4) 
integrated intensity for 11157 Bl. 
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Figure 10.6- As Figure 10.3, assuming a small fraction (1 to 10 %) of the elemental silicon 
is initially in the mantles under the form of neutral Si. The oxygen scenario is the first 
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197 



Chapitre 10. Simultaneous fitting with molecular hydrogen observations 

Unfortunately, the Figure W. 7 shows the impossibility to account for the observational 
data in terms of integrated intensities of other rotational transitions, relative to the (5-
4) line. Again, the very high temperatures at which SiO is formed in the gas phase in 
both cases (see Figure 10.5) generates too much relative emission in the highest rotational 
transitions, making them unlikely to fit the observational data, whatever the amount of Si 
in the grain mantles; Again under these assumptions, J-type shock models do not account 
for the observations. 

10.2 SiO em,ission in non stationary shock models 

The results of this Section are presented in Gusdorf et al. (2008b ). 
In the case of the SiO emission, stationary C-type shock waves have then been shown 

to be able to account for the observed rotational line intensities in Chapters 8 and 9 
(see also Gusdorf et al. (2008a), Gusdorf et al. (2008b)}, whereas J-type shock waves 
seem not to be able to reproduce the observations (see the previous Section). However, 
the dynamical age of the blue lobe of the L1157 outflow, inferred from observations (see 
Gueth et al. (1998)), is 200(}--3000 years, which is less than the time (of the order of 
104 years) required for a typical C-type shock wave to attain a steady state. Furthermore, 
previous studies (see, for example, Flower et al. (2003), Giannini et al. (2004) and Giannini 
et al. (2006)) have demonstrated the necessity of considering non-stationary shock waves 
in order to account successfully for both the pure rotational and the rovibrational emission 
of molecular hydrogen observed in molecular outflows. In the case of LU57 Bl, such non 
stationary shock waves have been shown to provide the best rovibrational emission fits 
for molecular hydrogen in Chapter 4. Accordingly, we proceed to consider SiO emission 
in non-stationary shock waves in order to investigate the possibility for our models to 
simultaneously simulate both SiO and molecular hydrogen observations. As presented in 
Section 2.4, we simulate such shock waves by introducing a discontinuity into the flow at 
a given value of the fluid flow time, which becomes a parameter of the model. In practice, 
we introduce the discontinuity at one half the age of the shock wave, taken to be the flow 
time of the charged fluid at the point at which the flow is terminated. We refer to such 
models as "CJ-type", as they possess both C- and J-type characteristics. 

10.2.1 No silicon material in the grain mantles 

Our aim is to find a model that accounts for the observational data pertaining to 
both SiO and H2 , on the assumption that their emission is generated by the same non­
stationary shock wave(s). The predictions of the SiO line intensities are not affected by 
our choice of shock termination point, which is taken to be twice the flow time at the 
J-discontinuity. The highly compressed gas behind the J-discontinuity does not contribute 
significantly to the line intensities. We discuss first the emission from SiO which occurs 
following the erosion of Si from the grain cores. 

SiO production and the Influence of the 0 2 scenario. The erosion of Si from 
the grain cores occurs in the magnetic precursor of the CJ-type shock, where there is a 
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Figure 10.8 - The temperature of the neutral fluid , Tn , and the fractional abundances of OH 
and 02 (left-hand panels) and of Si, SiO, and silicon in the grain mantles, L: Si* (right-hand 
panels) , as functions of the flow time of the charged fluid , for the CJ-type shock model in which 
nH = 104 cm-3 , b = 1, and Vs= 50 km s- 1. The shock age increases from top to bottom: 500, 
1800, 3800 years, and steady-state. In these calculations, there is no SiO in the grain mantles, 
and the gas-phase silicon is produced solely by erosion of the silicate grain cores. 
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non-zero drift velocity between charged and neutral species. We have noted already in 
Section 9.1 that core erosion is significant only in the case of the high~velocity shock, 
v8 = 50 km s-1 , and so this is the model which we consider. In order to enhance the 
extent of the region in which the flow velocities of the charged and the neutral fluids are 
decoupled, we consider evolved shock waves, with ages ~ 500 years. We recall that the 
pre-shock parameters are nH = 104 cm-3 and b = 1. 

Figure 10.8 illustrates the production of SiO in CJ-type shock waves with ages of 
500, 18m} and 3800 years ; the corresponding stationary shock is shown also. There is a 
chemical delay to the formation of SiO, following the release of Si into the gas phase, due 
to the time required for oxidation to take place ; this delay is significant in the case of 
non-stationary models, as it is comparable with the evolutionary ages being considered, 
i.e. of the order of 1t03 years. Consequently, the maximum fractional abundance of SiO 
tends to increase with the shock age. In the CJ-type models, the flow speed becomes 
almost constant behind the J-discontinuity; this has consequences for the predicted SiO 
emission, as willl be seen below. 

Figure 10.8 has been generated under the first assumption described in Subsection 7.1.3, 
in which the oxygen exists under its molecular form on the grain mantles in the pre-shock 
medium. In our shock models, 0 2 is quickly sputtered from these grain mantles in the 
magnetic part of the shock, as can be seen on the left panels of the Figure 10.8. These 
panels also show the strong dissociation undergone by molecular oxygen in the shock, 
that occurs because of the high shock velocity and the high temperatures generated. OH 
is consequently more abundant than 0 2 in the region where Si is available to react to 
form SiO, and is then the preferential partner for this reaction. The choice of the initial 
repartition of 0 2 is hence of no importance in this case : under the second assumption 
introduced in Subsection 7.1.3, the abundance of molecular oxygen in the gas phase is also 
lower than that of OH, which is again the preferential reaction partner in the formation 
reaction of SiO. 

SiO emission and comparisons with observations. Figure 10.9 shows the contri­
butions to the intensities of three lines of SiO, (2-1), {5-4), and {lG--9), as f1:mctions of 
the flow time of the charged fluid, for the CJ-type model specified above. In the magnetic 
precursor, Si is eroded from the grain cores and then oxidized to SiO in the gas phase, 
resulting in rotational line emission whose intensity increases through the shock wave. 
The emission saturates behind the discontinuity, owing to the low fluid velocity gradient. 
In the CJ-type models (top three panels of Figure 10.9), the populations of excited rota­
tional levels, and the intensity of, in particular, the {10-9) line, are given a boost whose 
significance increases with the temperatme jump at the J-discontinuity, i.e. towards lower 
evolutionary ages ; this explains the variations ofthe relative line intensities with the shock 
age, seen in Figure 10.10. The younger the CJ-type shock, the larger is the temperature 
jump and the stronger are the lines from high rotational levels, relative to low levels. 

In the case of the stationary ( C-type} shock model, emission arises over almost the full 
width of the shock wave, including the SiO fractional abundance peak; this explains why 
all the lines have higher final integrated intensities. In addition, as the j = 10 level lies 
only 115 K above the ground state, it can be excited right through to the point where the 
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Figure 10.9- The integrated intensities, fTdv, of the SiO (2-1), (5-4) and (10-9) rotational 
transitions, as functions of the flow time of the charged fluid, for the CJ-type shock model in 
which nH = 104 cm-3 , b = 1, and v5 = 50 km s- 1 . The shock age increases from top to bottom: 
500, 1800, 3800 years, and steady-state. The temperature of the neutral fluid , Tn , is plotted also. 
In these calculations, there is no SiO in the grain mantles, and the gas-phase silicon is produced 
solely by erosion of the silicate grain cores. 201 
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Figure 10.10 - Integrated SiO line intensities, relative to the (5-4) transition, for the 
CJ-type shock model in which nH = 104 cm-3 , b = 1, and V8 = 50 km s-1. The shock 
ages are 500, 1800, 3800 years, and the corresponding steady-state results are plotted 
also. In these calculations, there is no SiO in the grain mantles, and the gas-phase silicon 
is produced solely by erosion of the silicate grain cores. The observed points, with error 
bars, relate to L1157 Bl. 

fluid velocity reaches its (constant) post-shock value, which accounts for the high relative 
integrated intensity of the (10-9) transition in the stationary shock model. 

Figure 10.10 shows that either a stationary C-type shock or young CJ-type shocks 
provide the best fits to the observations of L1157 Bl. However , the lower panel of Fi­
gure 10.12 shows that the absolute Si0(5-4) line intensity is substantially underestimated 
by the young CJ-type shock models, if it is assumed that there is no SiO in the grain 
mantles and the gas-phase silicon is produced exclusively by erosion of the silicate grain 
cores. In this case, only the stationary shock model is a good candidate to fit the SiO 
observations. 

10.2.2 SiO in the grains mantles 

SiO production and the influence of the 0 2 scenario. Still looking for non sta­
tionary shock models likely to fit the SiO observations, we now turn to non-stationary 
shock models in which SiO is supposed to be present in the grain mantles ; the fraction 
of the elemental silicon which is initially in the mantles is varied from 0% to 10%3 . As in 
Section 9.1 , we consider the following model parameters: nH = 104 cm- 3 , b = 1, Vs= 25 
and 50 km s-1. 

The production of SiO in such shock models under such assumptions is shown on 
Figure 10.11. On both panels, it appears t hat the amount of SiO released from the grain 
mantles is higher t han the one generated following the grain cores erosion, except in one 

3The possibility that solid SiO at the higher concentrations might be detectable in t he infrared needs 
careful evaluation. 
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Figure 10.11- SiO fractional abundance when directly released from the grain mantles in 
C-type shock reference models (nH = 104 cm-3 , b = 1, Vs = 25 and 50 km s-1, respectively 
left and right panel. Various amounts of SiO are init ially placed in the grain mant les . 

case, for t he higher shock velocity, when only 1% of the Si is init ially placed in the grain 
mantles. At such high velocity, molecular oxygen is dissociat ed , and SiO forms through 
the reaction of Si with OH, making the influence of the oxygen scenario negligible. For all 
the other cases presented on the panels of Figure 10.11, the emitting SiO is originating 
from the direct sputtering of the grain mantles, and the choice of the oxygen scenario has 
consequently no influence on this emission. 

SiO emission and comparisons with observations. First , we compare the com­
puted values of the integrated Si0(5-4) line intensity with those observed in L1157 and 
L1448; see Figure 10.12. As expected , the line emission increases with t he amount of 
SiO in the grains mantles. We see also that the line intensity tends to increase with the 
evolut ionary age of the shock, owing to the greater velocity extent of the emitting region. 
Exceptions to this general trend are young, high- velocity CJ-type shocks (cf. lower panel 
of Figure 10.12) , for which the t emperature rise at the J-discontinuity is sufficient to cause 
partial dissociation of molecular hydrogen. Consequent to the reduction in t he efficiency 
of H2 cooling, the widt h of t he cooling zone, behind the discont inuity, is greater and the 
SiO line intensity is enhanced. 

Figure 10.12 shows that agreement can be found between the observed and calcula­
ted (5- 4) line intensity for almost every model in which there is some SiO in the grain 
mantles. With a view to finding a means of discriminating between the models, we plot , 
in Figure 10.13, the integrated SiO line intensities, relative to the (5-4) transition. In the 
calculations shown in this Figure, it was assumed that 5% of the elemental silicon was 
init ially in t he form of SiO in the grain mantles. 

At the lower shock speed, the populations of t he high rotational levels are greater 
when the shock is young, owing to the larger jump in temperature at the J-discont inuity. 
The oldest shock ( 4000 years) remains far from the steady-state limit. On the other hand, 
at the higher shock speed , t he 3800 years-old CJ-type shock has almost attained steady 
state. The cooling efficiency behind the J-discontinuity in the youngest shock (with an 

203 



Chapitre 10. Simultaneous fitting with molecular hydrogen observations 

-':'(I) 
E 
~ 

~ -;;:-
• 

U') -

-':' 
(I) 

E 
~ 

~ -;;:-
• 

U') -

10° 

102 

·1 25kms 

0% 

+ 
SOkms ·1 

10% 

0% 

10"1 __ .._ ............ .-.._._.. ..... ..._.....,_.._ ............... 

0 1000 2000 3000 4000 5000 

shock age (yr) 
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Figure 10.13- Integrated SiO line intensities, relative to the (5-4) transition, for the CJ­
type shock models in which nH = 104 cm- 3 , b = 1, and Vs = 25 km s-1 (upper panel) 
and Vs = 50 km s- 1 (lower panel). The evolutionary ages of the shocks are indicated , 
and t he corresponding steady-state results are plotted also. In t hese calculat ions, 5% of 
the elemental silicon is assumed to be initially in the grain mantles, in the form of SiO. 
The observed points, with error bars, relate to 11157 Bl. The highest rotational level for 
which observations are available, )up = 10, lies 115 K above the ground state. 
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age of 500 years) is reduced by the partial dissociation of molecular hydrogen. Reasonable 
agreement with the observations is found for evolutionary ages of a few thousand years. 

Owing to the presence of the embedded J-discontinuity, the profiles of the SiO lines 
predicted by CJ-type models are compressed in velocity space, as compared with the 
steady-state C-type models discussed in Section 9.1. The younger the shock wave, the 
greater is the fraction of the emission that is contributed by the gas immediately behind 
the discontinuity. As the flow velocity of this gas becomes approximately constant; the 
lines become much narrower than in the steady-state limit : the predicted widths decFease 
to 0.1-0.2 km s-·1 , which is much smaller than the observed widths of 5-20 km s-1 , in 
3"~10" beams. In this respect, the CJ-type models face a p:wblem which is analogous 
to that encountered by Gusdorf et al. (2008a), and for which, in the concluding remarks 
Section of Gusd0rf et al. (2008b), we advance the same tentative explanation. 

10.2.3 Neutral Si in the grains m.andes 

In this section, we investigate the possibility for CJ-type shock models to fit the 
observations when Si is placed in the grain mantles in various amounts ranging from 1 to 
10%. To do so, we study different evolutionary ages for two non stationary shock models 
whose steady-state C-type models have already been used along with the same Si and 0 2 

repartition in Section 9.2. 

SiO production and influence of the 0 2 scenario. Figure 9.5 and 9.6 show the 
production of SiO in two reference C-type shock models for which: nH = 104 cm-3, b = 1, 
Vs = 25 and 50 km s-1 , 5% of Si being initially placed in the grain mantles, within the 
two initial repartition of oxygen scenarios introduced in Subsection 7.1.3. Unlike the low 
velocity reference shock model, the high velocity is insensitive to the choice of the oxygen 
scenario, owing to the dissociation of molecular oxygen that occurs because of the high 
temperatures that are reached. We then study the production of SiO and the influence 
of the choice of the oxygen scenario on the example the non stationary shock models 
corresponding to the lowest velocity one. 

Figure 10.14 hence shows the production of SiO for CJ-type shock wodels of varying 
evolutionary stages (500, 2300, and 4000 years), with the followiNg parameters : nH = 
104 cm-3 , b = 1, Vs = 25 km s-1

, 5% of Si being initially placed in the grain mantles. The 
left-ha11d side panels show the results under the assumption that the oxygen is initially 
frozen on to the grain mantles under the form of 0 2 , whereas the right-hand side ones 
show the same results when the oxygen is present under the form of ice water on the 
surface of these grains. The production of SiO follows the same progression in every case : 
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• Si is first sputtered from the grai11 mantles in the C part of the shock, and is released 
in the gas phase where it reaches a constant abundance (in a similar fashion as SiO 
in Figure 10.11); 

• Si then reacts in the C part of the shock to form SiO. In the first case of oxygen 
scenario (left panels), 0 2 is the preferential reaction partner, and its high abundance 
in the gas phase guarantees a more efficient production of SiO than in the second 
case (right panels) where OH is the less abundant preferential reaction partner for 
the formation of SiO; 
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Figure 10.14 - Production of SiO in a CJ-type reference shock model for which nH -
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, b = 1, V8 = 25 km s-1, for different evolutionary ages (500, 2300, and 

4000 years), and associated steady-state C-type shock model. 5% of Si is initially placed 
in the grain mantles. Left : with the first oxygen scenario as described in Subsection 7.1.3. 
Right : with the second assumption regarding the oxygen scenario. 
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• the higher temperatures reached in the J contribution largely enhance SiO produc­
tion in every case; 

• SiO production goes on in the post-shock region if the temperatare conditions allow 
for it. 

Figure 10.14 consequently shows the dependence of SiO formation for this reference model 
on the choice of the oxygen scenario. 

SiO em1ssmn and comparisons with observations. As already done in Subsec­
tions 9.1.2, 9.2.2, 10.2.1, and 10.2.2, we now study the SiO emission in our reference 
CJ-type shock models (various amouNts of Si initially in the grain mantles for various 
evolutionary stages of shocks with nH = 104 cm-3, b ~ 1, V8 = 25 and 50 km s-1) through 
the computed values of the integrated Si0(5-4) line intensity with those observed in L1157 
and 11448. The results are showB on Figures 10.15 and 10.1:6, respectively assuming that 
oxygen is initially present in the grain maBtles under the form of molecular oxygen or 
water. 

As expected, whatever the choice of the oxygen scenario, the line emission globally 
increases with the amount of Si in the grains mantles. More delicate is the interpretation of 
the variation of the emission of SiO with the evolutionary age of the shock. This emission 
depends on the abundance of SiO in the gas phase, as well as OR the corresponding gas 
temperature, and also on the velocity gradient. As an example, the low velocity reference 
shock model can be analyzed ander the assumption that oxygen is initially present in the 
grain mantles under the form of water ice (top panel of Figure 10.16), and for example 
when 5% of Si is initially placed in the grain mantles. The drop of the integrated Si0(5-
4) line value from the youngest shock to the oldest ones can be interpreted thanks to 
the Figure 10.14. For the 500 years old shock, the amount of SiO that is formed is less 
important than in the wider 2300 years old one. Nevertheless, in the former case, the 
temperature at which SiO is present in the gas phase is much larger, and in the post­
shock region SiO is still emitting because the velocity gradient are still important. On the 
contrary the highest temperature generated in the latter case is much smaller, and the 
velocity gradieBt quickly decrease towards zero in the post-shock regioB. The difference 
in temperature with older shock models is less important, whereas more SiO is generated 
in the larger, older CJ-type shock models. This explains why the emission increases again 
after 2300 years. 

Figures 10.15 and 10.16 also confirm the independence of the results to the choice of 
the initial repartition of oxygen for the high velocity shock models, and that agreement 
can be found between observations and models when large amounts (5-10%) of Si are 
initiaHy present in the grain mantles, and for large evolutionary ages (except for the low 
velocity case when 0 2 initially exists under the form of water ice in the grain mantles~. 

With a view to finding a means of discriminating between the models, we plot, in 
Figure 10.17, the integrated SiO line intensities, relative to the (5-4) transition. In the 
calculations shown in this Figure, it was assumed that 5% of the elemental silicon was 
initially in the form of SiO in the grain mantles. We interpret the right panel of this Figure 
with the help of Figure 10.14. The youngest shock presents weak low lying lines emissioB 
due to the high temperatures that are reached through the J-discontinuity and in the post-
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Figure 10.17- As Figure 10.13, assuming the elemental silicon is initially in the mantles 
in its neutral form. 

shock. For the 2300 years old shock, the peak temperature is very high and the C-type 
part of the shock is rather wide and warm, which explains the emission spreading towards 
the high energy levels. The oldest shock has a wide and warm C-type part, but its peak 
temperature is not as high as the previous one. The high energy emission consequently 
drops compared to that of the 2300 years old, though still far from the steady state case. 

At the lower shock speed, satisfying agreement can be found with the observations 
for older shocks ( 4000-4800 years old) when a large amount of Si is initially placed in 
the grain mantles (5-10%) in terms of integrated intensities relative to the Si0(5-4) line, 
in accordance with the results of Figure 10.15. Unfortunately, these ages do not range 
in the observational values of 2000-3000 years inferred by Gueth et al. (1998). At the 
highest shock velocity, Figure 10.15 also indicates a good fit of the observational data for 
old shocks with large amounts of Si in the grain mantles, but this good agreement is not 
confirmed in terms of integrated intensities relative to the Si0(5-4) line, as can be seen 
on the left panel of Figure 10.17. 

10.3 The case of L1157 Bl 

After an initial selection of model parameters, based on H2 observations, and detailed 
in Chapter 4, we proceed to comparisons with the observed SiO rotational line intensities. 
There is now an additional parameter, namely, the fraction of silicon present as SiO in 
the grain mantles. 

10.3.1 SiO in the grains mantles 

The result of this Subsection are introduced in Gusdorf et al. (2008b) . 
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As in Sections 10.1 and 10.2, we consider first the integrated intensity of the Si0(5-4) 
line. It is clear that, for the low shock speeds which were derived from the analysis of the 
H2 rovibrational spectrum, some silicon must be present in the grain mantles : grain-core 
erosion alone would not give rise to a sufficient amount of gas- phase SiO to account for 
the observations of its rotational lines. We assume that either 1% or 10% of the silicon is 
SiO in the mantles. 
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Figure 10.18- The integrated intensity of the Si0(5-4) line, fTdv(5- 4), against the 
magnetic field parameter, b, for models in which the pre-shock density nH = 104 cm - 3, 

the shock velocity Vs= 20, 22, and 25 km s- 1 (upper panel) , and nH = 105 cm-3 , V s = 12 
and 15 km s- 1 (lower panel). Results were obtained assuming either 10% (full curves) or 
1% (broken curves) of the silicon is initially SiO in the grain mantles. 

In Figure 10.18 is plotted the Si0(5-4) integrated line intensity against the magnetic 
field parameter, b, for CJ-type shocks with a pre-shock density nH = 104 cm-3 , shock 
velocities Vs = 20, 22, and 25 km s- 1 (in the left-hand side panel), and nH = 105 cm-3 , 

Vs = 12 and 15 km s- 1 (in the right-hand side panel). We recall that these models were 
found to give acceptable fits to the H2 observations. We note that the evolutionary age was 
varied simultaneously with b, in order to optimize the fits to the observed H2 excitation 
diagram, giving rise to the variations which are seen in the (5-4) line intensity. This 
variation is particularly striking in the results for a pre-shock density of 105 cm-3 and 
shock velocity of 12 km s-1 : the model for which b = 0.45 (age 75 years) incorporates 
a significant magnetic precursor, whereas, when b = 0.6 (age 75 years) , the precursor is 
negligible. In the latter case, there is much less sputtering of SiO from the grain mantles, 
and the SiO emission is correspondingly weaker. The results in Figure 10.11 may be seen 
to support the higher percentage (10%) of silicon being present in the mantles. 

Finally, we compare the integrated line intensities, relative to the (5-4) transition, 
with the observations. This comparison eliminates the models with nH = 105 cm-3 , which 
are found to overestimate the intensities of the lines from high rotational levels. On the 
other hand, as may be seen from Figure 10.19, a range of combinations of b and the 
shock age remains compatible with the relative line intensities for nH = 104 cm-3 and 
the optimal shock speed is Vs = 20 km s-1• The only observational point that is not well 
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Figure 10.19- The best-fitting models of the H2 and SiO observations of L1157 B1 : CJ­
type shocks for which nH = 104 cm-3 and Vs= 20 km s-1 ; the magnetic field parameter, 
b and the evolutionary age are varied simultaneously. 10% of the silicon is initially SiO in 
the grain mantles. 

fitted by the models (the (1G-9) transition) could be more closely approached by reducing 
the amount of SiO assumed to be initially in the mantles. The evolutionary ages of the 
models in Figure 10.19 lie in the range 500-2000 years, as compared with the dynamical 
age estimate of 200G-3000 years, derived empirically (Gueth et al. (1998)). 

10.3.2 Neutral Si in the grains mantles 

We now proceed to comparisons with the observed SiO rotational line intensities with 
the grid of models that were selected based on H2 observations (and detailed in Chapter 4). 
The additional parameter is now the fraction of silicon present as Si in the grain mantles. 

One more time, we consider first the integrated intensity of the Si0(5-4) line. Similarly 
to the previous Subsection, for the low shock speeds which were derived from the analysis 
of the H2 rovibrational spectrum, some silicon must be present in the grain mantles : 
grain-core erosion alone would not give rise to a sufficient amount of gas- phase SiO to 
account for the observations of its rotational lines. We assume that either 1% or 10% of 
the silicon is initially in the mantles. In accordance with the results of Subsection 10.2.3, 
and given the low shock speeds models that we study, we have to consider the influence 
of the oxygen scenario on the results. 

In Figures 10.20 and 10.21 are plotted the Si0(5-4) integrated line intensity against the 
magnetic field parameter, b, for CJ-type shocks with a pre-shock density nH = 104 cm-3 , 

shock velocities Vs = 20, 22, and 25 km s-1 (in the left-hand side panel) , and nH = 
105 cm-3 , Vs = 12 and 15 km s-1 (in the right-hand side panel), respectively for each 
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Figure 10.20 - As Figure 10.18, assuming the elemental silicon is initially in the mantles 
in its neutral form. 

oxygen init ial repartition presented in Subsection 7.1.3. 
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Figure 10.21 - As Figure 10.18, assuming the elemental silicon is initially in the mantles 
in its neutral form, and assuming t hat the initial abundance of 0 2 ice is negligible (the 
second scenario described in Subsection 7.1.3). 

As already stated in the previous section, these models were found to give acceptable 
fits to the H2 observations, and their evolutionary age was varied simultaneously with 
b in order to optimize the fits to the observed H2 excitation diagram. Similarly as in 
the previous section, this age variation generates that of the SiO (5-4) line integrated 
intensity, and this variation spectacularly shows in the results for a pre-shock density of 
105 cm- 3 and shock velocity of 12 km s-1 : the model for which b = 0.45 (age 75 years) 
incorporates a significant magnetic precursor, whereas, when b = 0.6 (age 75 years), t he 
precursor is negligible. In the latter case, there is much less sputtering of Si and consequent 
formation of SiO, whose emission is correspondingly weaker. 

The main difference with the results of the previous section also shows on Figures 10.20 
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and 10.21 : no model with elemental Si in the grain mantles seems to be able to fit the 
SiO observations in terms of absolute integrated SiO line inte:nsities. The origin of these 
discrepancies can be found on Figures 10.15 and 10.16 : with models with Si initially 
included in the grain mantles instead of SiO, the formation of SiO is delayed with respect 
to the sputtering of Si thanks to the reaction rates of Equations 6.20 and 6.21. To generate 
enough SiO to account for the observations, a sufficiently wide C-type part is necessary, 
that is an old CJ-type shock models, at least older than the ones selected to match H2 

observational data in the case of L1157 B1 region. CJ-type shock models that fit molecular 
hydrogen observations, combined with the inclusion of Si in the grain mantles, are not 
eligible to fit the SiO observations, at least in the range of Si amount that we consider in 
this study. 
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11 

Simultaneous fitting with CO 

In this chapter, we present the CO production and emission in all different kinds of 
shocks: stationary (C- and J-type), and non stationary (CJ-type). We study the emission 
of CO with th same means as for SiO, although a comparative article is in the submission 
process, focused on the significance of the departures from an equilibrium state when 
solving the CO rotational level population within the shock code or externally, as it has 
been done during this study (Flower and Gusdorf (2008)). We compare our results to 
the observations compiled by Giannini et al. (2001) in the case of the 11157 B1 region. 
As anticipated, the initial distribution of elemental oxygen (see Subsection 7.1.3), and of 
elemental silicon have no influence on the CO emission from the shock wave. 

11.1 C'O emission iN stationary sh.ocks 

11.1.1 CO emission in c .. type shocks 

We begin with the interpretation of CO emission in C-type shock models through the 
examples of two reference models already studied in terms of SiO emission, for which : 
nH = 104 cm-3 , b = 1, Vs= 25 and 50 km s-1

• 

CO production in those reference shock models can be visualized on Figure 11.1. The 
rise in temperature characteristic of the compression is accompanied with the sputteiCing 
of the grain mantles, that initially contain CO. CO is then released in the gas phase, where 
its stability makes its fractional abundance constant until the post-shock region, where 
the cold temperatures generate the adsorption on to the grains. This balance between 
the release of CO in the gas phase and re-adsorption on to the grain mantles is the same 
whatever the shock velocity. 

Figure 11.2 shows the emission of CO in those reference shock models, through the 
CO lines integrated intensity diagram. The results as obtained by Giannini et al. (2001) 
are displayed also for the 11157 B1 region. Direct comparison between models and obser­
vations tend to iHdicate the necessity of an observational filling factor in order to obtain a 
satisfying match, although the shape of the observational curve seems to be well reprodu­
ced by our models. At higher shock velocity, the temperatures that are reached are higher 
than in the low velocity case, as can be seen on Figure 11.1, hence a wider integrated 
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Figure 11.1 - CO production in C-type reference shock models : nH = 104 cm-3 , b = 1, 
Vs= 25 (left panel) and 50 km s-1 (right panel). CO fractional abundance and temperature 
profiles. 

Figure 11.2 - CO emission in C-type reference shock models : nH = 104 cm-3
, b = 1, 

Vs = 25 (red curve) and 50 km s- 1 (blue curve) : absolute integrated intensity diagram. 
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11.1. CO emission in stationary shocks 

intensity diagram profile, and higher excitation for higher lying rotational levels. 

11.1.2 CO emission in J-type shocks 

In the case of J-type shock models, t he production of SiO is shown on Figure 11.3, 
for two reference shock models with the following parameters : nH = 104 cm-3 , b = 0.1 , 
Vs = 25 and 50 km s- 1. 

104 101 104 101 

10"' 10"' CO T 

104 105 

~ 10 .. 8 10 .. 
0 .. c 

1Q4 I .a 104 
103 3 .a 104 

c c i j 1 :I c 10'7 ,Q 1(f7 1o' i1 • • • 
1 102 

;: "i ;: 
10 .. ; 10 .. 

~ c et 
0 0 

10Z ~ ~ 10 .. 
~ ~ 10 .. ! 

101 ! - 101 
10·10 

v •25 kms' 
10'10 

10'11 I 
10° 10'11 10° 

10 .. 10 .. 0.0001 0.01 1 100 104 10 .. 10 .. 0.0001 0.01 1 100 104 

flow time (yr) flow time (yr) 

Figure 11.3- CO production in J-type reference shock models : nH = 104 cm-3 , b = 1, 
Vs = 25 (left panel) and 50 km s- 1 (right panel). C, 0 , CO, C02 fractional abundance 
and temperature profiles. 

Unlike in the case of C-type shock models , the sputtering of the grain mantles is 
negligible. Indeed, there is no drift velocity between the neutral and charged fluid (all the 
species belong to the same fluid , as there is no magnetic field), and hence no possibility 
of collision between the generally charged grains and the abundant neutral species such 
as H2 likely to generate this sputtering. The carbon monoxide that is available in the gas 
phase comes integrally from its initial repartition in this gas phase. 

The other striking difference with C-type shock cases comes from t he higher tem­
peratures that are reached in J-type shock models. As can be seen on Figure 11.3, the 
temperatures that are reached are greater than 104 K whatever the shock velocity. Such 
temperatures trigger the dissociation of molecular hydrogen. Elemental hydrogen is conse­
quently present in the gas phase, and is likely to provoke CO dissociation through the 
reaction : 

CO+ H ---7 OH+ C (11.1) 

whose activation barrier is of 77700 K, and which is consequently favored by these high 
temperatures. In the post-shock regions, where the temperature drops , CO reforms and 
is then re-adsorbed on to the grain mantles. 

The CO lines integrated intensity diagrams can be interpreted accordingly, and is 
plotted on Figure 11.4. Because of its dissociation, the CO emission is less important than 
in the C-type shock cases. However, when it is present in the gas phase, the temperature 
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Figure 11.4 - CO emission in J-type reference shock models : nH = 104 cm-3 , b = 1, 
Vs = 25 (red curve) and 50 km s-1 (blue curve) : absolute integrated intensity diagram. 

conditions are much warmer in the J-type case, which generates broader line integrated 
intensity diagram profiles. The dissociation being more important at higher velocity, the 
integrated intensity is even smaller in this case, and excludes this model from being a 
possible fit for the observations. Again, the low velocity model shape of the diagram seems 
to be a satisfying match to that of the observed one, though a definitive conclusion could 
only be reached through the knowledge of the exact filling factor. A possible discrimination 
between C-type and J-type shock models could also be achieved through the comparison 
of the low lying levels emission with the observations that have yet to be done. 

11.2 CO emission in non stationary shocks 

We finally consider the production and emission of SiO in CJ-type shock models, again 
based on the analysis of two reference shock parameters sets, to which we now add another 
parameter : the evolutionary shock age. Our selection of reference CJ-type shock models 
is the same as during the SiO analysis , namely : 

• nH = 104 cm-3
, b = 1, Vs = 25 km s-1 at 500, 2300, and 4000 years; 

• nH = 104 cm-3 , b = 1, Vs = 50 km s-1 at 500, 1800, and 3800 years. 

11.2.1 CO production in non stationary shock models 

CO production is shown for these reference models on Figure 11.6, for the respective 
low and high velocity (left and right panels) , and for the corresponding C-type shock 
models. In every case, the shock starts with its magnetic, C-type part, in which CO is 
sputtered from the grain mantles and released in the gas phase. Except in the youngest 
shock models for each velocity, the temperature that are reached are not high enough to 
generate H2 dissociation, and the consequent CO one through Reaction 11.1. Apart from 
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Figure 11.5- CO production in CJ-type reference shock models: nH = 104 cm-3 , b = 1, 
Vs = 25 (left panel, evolutionary ages 500, 2300, and 4000 years) and 50 km s- 1 (right 
panel, evolutionary ages 500, 1800, 3800 years) , and corresponding steady-state C-type 
shock models. CO fractional abundance and temperature profiles. 
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Chapitre 11. Simultaneous fitting with CO 

these young cases, in the cold , post-shock gas, CO get adsorbed on the grain mantles 
again, which explains the relatively slow decrease of its gas phase abundance. On the 
other hand, when the temperature is sufficient, H2 gets dissociated, and so can be CO 
through the reaction 11.1 . This is what happens for the youngest low and high velocity 
shock models , which accounts for the fast decrease of the gas phase CO abundance. 

11.2.2 CO emission in non stationary shock models 

The CO emission trends can be visualized on Figure 11.6 that shows the absolute CO 
lines integrated intensity diagram in each case, low velocity (left hand side panels) or 
faster one (right hand side) , for the already considered evolutionary ages. 
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Figure 11.6- CO emission in CJ-type reference shock models : nH = 104 cm-3 , b = 1, 
V s = 25 (left panel , evolutionary ages 500, 2300, and 4000 years) and 50 km s-1 (right 
panel, evolutionary ages 500, 1800, 3800 years) , and corresponding steady-state C-type 
shock models : absolute integrated intensity diagram. 

Both diagrams present a mixture of C- and J-type emission characteristics : 
• high integrated intensity values, owing to the C-type component in which CO un­

dergoes no dissociation or adsorption and can consequently emit : 
• broad integrated intensity diagram profiles because of the high temperatures reached 

in the J-type contribution of the non stationary shock models. 
The older the shock, the wider the magnetic component, and hence the higher the ex­

citation at low temperature is, which explains the evolut ion of the emission value with the 
shock age for the low lying rotational levels. For the older shock model at high velocity, 
the results are almost identical to that of the steady-state C-type shock models, as the 
difference in the temperature profiles between those two models is minimal. The younger 
the shock, the higher the temperature in the J-type contribution, and the broader the 
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11.3. The case of L11.57 Bl 

integrated intensity diagram profile becomes. Eventual1ly, the comparison with observa­
tions seem to exclude high velocity models. Concerning the low shock speed ones, the 
shock age does not seem to be strongly constrained by the comparison with observations, 
due to the lack of information we have about the filling factor value. AU ages seem to 
provide decent shape comparison with the observational data, but it appears again that 
constraining efficacy could be gained from comparisons with low lying levels observations. 

11.3 The case of L1157 Bl 

The result of this Section are introduced in Gusdorf et al. (2Q08b). 
As in the case of SiO, we computed the Cd integrated line intensities for all models 

which simulated the H2 emission satisfactorily. Models for which nH .:._ 105 cm-3 generated 
too much emission from the high rotational levels, relative to the low levels. CJ~type shock 
models with a pre-shock density nH = 104 cm-3 provided better fits to the observations. 
Figm:e 11.7 shows a comparison between observed and calculated (absolute) integrated line 
intensities; the observations were compiled by Giannini et al. (2001). The model for which 
results are dis~layed is the same as in Figure 110.12 and corresponds to nH = 104 cm=3 and 
Vs = 20 km s-1 ; there are various combinations of the magnetic field strength parametef, 
b, and the shock age. The shape of the theoretical curves ill this Figure 11.7 is in good 
agreement with that observed, although there remains a discrepancy in the absolute values 
which may in.dicate an overestimation of the beam filling factor, for which we adopted 
a value of 1/16, correspon.din.g to a beam diameter of 80 11 and a source diameter of 
20" . Figure 11.7 shows that the rotational transitions which are observed are not ideal 
discriminants of the models : observations of -lines from lower or higher rotational levels 
would be desirable, in this regard. 
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12 

Improving our methods of exp~loration 

12.1 Improving the inputs of the LVG code 

Precise radiative and collisional d.ata are of crucial importance when it comes to ra­
diative transfer modeHing. In fact, equations of statistical equilibrium must be solved to 
determine the integrated intensities of each transition. Thanks to progress in terms of 
computation time aRd manpower, more precise or complete sets of data are regularly 
published. 

Such computations are one of the work aims of the Molecular Universe Research and 
Training Network. We can cite for example the obtention of rotational and rovibrational 
cross section of H20+H/He/H2., or the ones of CH+ +H2 , or N2H+ +H2/He. The collisions 
of SiO with H2 are also being ac::curately studied. SM.ch data are then compiled. on internet 
databases such as the Paris Observatory one (http :/ /basecol.obspm.fr/). 

Available data can a:lso be extended by means of approximations (like the Infinite 
Order Sudden Approximation, see Schoier et aJl. (2005)), and a:llow to benefit from data 
that are adapted to the physical parameters of our studies in terms of range temperatures 
or quantum numbers. These data are also compiled on internet databases, among which 
the Leiden one (http :/ jwww.strw.leidenuniv.nl/ moldataj). 

12.2 Improving our computational methods 

Implementing mare reliable LVG techniques. Another computational challenge 
and. update of the LVG code consists of the implementation of new techniques to solve 
the equations of statistical equilibrium. Indeed, in certain cases, robust routines are re­
quired to avoid some computational instabilities that can easily arise in such conditions 
of temperatures and densities. 

Among the techniques that have already proved to be more efficient than a simple 
A~iteration, one can cite : 

• the accelerated A-iteration, based on. the use of an approximate lambda operator 
combined with the preconditioning of the equations of statistical equilibirum (see 
Rybicki an.d Hummer (1991)) ; 
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Chapitre 12. Improving our methods of exploration 

• the Coupled Escape ProbabHity for exact calculation 0f line emission fmm muLti­
level systems, s0lv:ing only algebraic equati0ns for the level populations (see Elitzur 
and Asensio Ramos (2006)). 

Improving the shock code's accuracy. Following the recent works(Guillet et al. 
(2007)), a more accurate treatment of grains processing is always possible, though the 
cost in CPU time of these refined treatment make them a target for a non immediate 
future. 

Another refinement 0f the shock code could be simply to include a LVG module in it, 
thus benefiting from the strong VODE method of solving non linear multiple differential 
equations. Attempts have been made to do so during this study, without success yet. 

12.3 Improving the outputs of the LVG code 

Extending the models grid. 'lb perform accm:ate comparisons with 0bservations, the 
number of models can be extended, by widening the ranges of various parameters, and 
by reducing the steps between the grids values for these parameters. Shock velocities 
range can be extended to the limits set by the different critica:l velocities in the pre-shock 
regions. The magnetic field parameter can be varied to the limits of the known situations 
(although there is a lack of observations for magnetic field strength). The density range 
cannot be extended, but smaller grid steps can be considered. In the case of CJ shocks, 
the age of the shock can be wider varied as well. Finally the angle of view of the shock 
or the flow has never been extensively investigated yet. The method to include this new 
parameter has been presented in Gusdorf et al. (2008a), and a brief study of its effects 
was also made available. 

Implementing precise comparisons procedures. Once all these grids improvements 
are performed, it will be necessary for us to implement a rigorous procedure to compare 
observations to models results. This can be achieved by mean.s of statistical tools, such as 
x2 methods over the sample of observations/models. 

12.4 ModeHing the spatial structure of th.e sh.ock 

U n.til now, the shocks have been considered as planar parallel, and viewed face on. 
A more accurate description requires to take the effects of inclination into account (in 
the escape probability and in the integrated intensity formula}, which has already been 
done in our LVG code. In addition to this, the spatial structure of the shock could also 
be modelled more precisely. 

In fact, the structure of the outflows are far from being planar parallel, but present 
an elllipsoidal shape : such objects are called bow-shocks. An extensive 3D modelling of 
such a structure would be impossible to perform in terms of CPU time, but it could be 
approximated by a continuous sum of planar parallel shocks, with shock velocities corres­
ponding to the projection. of the bow-shock velocity along the direction perpendicular to 
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12.4. Modelling the spatial structure of the shock 

the structure. Once again, the effects of inclination of the shock with respect to the line 
of sight or the axis of the bow-shock must be ta:ken into account : the surface brightness, 
brilliance temperature, and integrated intensity formula must be re-written. 

These modifications have been made, and relations between those characteristic quan­
tity for diHerent inclinations (face oH or with an inclination angle 0 with /L = cos(O)) have 
been calculated, obtained for brilliance temperature and integrated intensity. The code 
to actually compute the sum of plane paraHel shocks and its inferred emission quantity 
such as the integrated intensity remains to be written, but the method has already been 
tested by Kristensen et al. (2008) for H2 simulations. 
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13 

Towards new fields of exploration 

13.1 Predicting other molecules emission 

L1157 is the best example of a chemically active outflow, many observations being 
available, in other molecular lines than CO, SiO, or H2 • Generall~ speaking, objects of 
interest are often been observed in various molecular species, whether they are related to 
star formation or to supernovae remnants. Amongst these observations, some molecules 
present a mod.elling interest, as their importance as a probe for interstellar shock regions 
has been demonstrated, and also because their collisional rate coefficients have already 
been computed. These two last conditions ensure that their emission can be computed 
over a grid of models, and that the comparison between models and observations will 
provide further constraints on the physical conditions of the shocked region. 

The case ef H 20, HDO and CO. From these points of view, H20 is the most interes­
ting molecule. It plays an important role in the thermal balance of the gas, and is the main 
repository of oxygen not to be locked up in CO. But even more important is its correlation 
with temperature. Indeed, it is frozen onto grains mantles at low temperatures ( < 100 
K), and is mostly in the gas phase at high temperatures (> 100 ~ 300 K), thanks to the 
sputtering the mantles undergo in such physical conditions. Its emission comparison with 
other shock tracers is stressed in Nisini et al. (2007). In addition to this, the eXistence of 
collisional data with He (Green et al. (1993)) and H2 (Phillips et al. (1996), Dubernet and 
Grosjean (2002), and Grosjean et al. (2003)) made its modelling possible by Faure et al. 
(2007). Thanks to the work engaged in the Molecular Universe Network, improved. data 
sets should soon be available. ISO observations have been made, only for a couple of lines, 
by Giannini et al. (2001). H20 has been made a priority target for Herschel observations, 
with specific emphasis in star formation and Supernovae Remnants programs, and also in 
the extra-galactic key project. Similarly, HDO should be studied extensively by Herschel, 
as well as CO, for which ground obtained data are already available, and the LVG code 
ready. 

The shock tracers aimed at by Herschel. Other than SiO, one can cite CH+ and 
H2S, for which collisional data have yet to be calculated. 
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Other shock tracers in Star forming regions. To a smaller extent, being similarly at­
tached to grains mantles at low temperatures, ammonia can also be st1:1died. Regarding 
11157, observations were compiled in Bachiller et al. (1993), and collisional data with col­
lision partners He (Machin and Roueff (2005)) and H2 (Danby et al. (1986)) are available. 
Another candidate for models-observations comparisons is OH. Although not systema­
tically observed in outflow regions, this radicaJl is known to be widespread in molecular 
clouds and to thermalize at densities lower than CO. It is thus expected to provide in­
formations on the possible presence of low density gas in the outflow, difficult to detect 
even in CO. Again, concerning 11157, bservational data are available in Giannini et al. 
(2001) and collisional data have been computed with H2 as a collision partner by Offer 
and van Dishoeck (1992). Similarly, HCN is a tracer of dense regions, as it has a high 
critical density. It has been observed in 11157 by Bachiller and Perez Gutierrez (1997), 
and its collisional rate coefficients have been computed by Green and Thaddeus (W74). 
SO and HCO+ have also been known as a tracer of shocks. SO has been known as a tracer 
of shoeks since Pineau des Forets et al. (1993). Consequently it is also a good target for 
models-observations comparisons, since its collisional rate coefficients were published by 
Green (1994), and because of its detection in 11157 ~see Bachill'er and Perez Gutierrez 
(1997) ). Of similar interest is HCO+, as its emission excess in bipolar outflows has been 
modelled by Rawlings et al. (2004), and as both collisional (Flower (1999)) and observa­
tional data (Bachiller and Perez Gutierrez ( 1997)) are available. For all these species, both 
collisional and observational data are available, and they have been rated as "prioritary" 
by the Herschel program (except for OH). 

The list of potential molecules is much longer than the one that is s1:1ggested here. 
In the f1:1ture, observations of numerous molecules such as S02 , CH30H, H2CO, CS, CN, 
HNC, and C3H2 will be available, as well as their collisional rate coefficients (some of 
them being already published). 

13.2 Investigating more star forming regions 

The comparison protocole can also be extended to new outflows regions, before or 
after adapting it to new molecular species. 

The most logical candidate for such an extension of the study is 11448. Indeed, its 
SiO emission has been investigated as accurately as it has been for 11157 (see Nisini et al. 
(2007)). Unfortunately, no extensive excitation diagram for H2 has been published to date. 
However, rotational transitions were observed by Nisini et al. (2000), and two rovibrational 
lines were also studied by Davis and Eisloeffel (1995). CO and H~O measurements have 
also been performed on this outflow, and made available by Nisini et al. (2000). SWAS 
measurements for the water transition at 557 GHz are also being published ill Franklin 
et al. (2008). 

Unfortunately, rare are the outflows to have been placed under such a meticulous scru­
tiny as 11157 and 11448 in terms of SiO line measurements. Nevertheless, articles such 
as Caratti o Garatti et al. (2006) and Giannini et al. (2001) provide enough observatio­
nal data to perform cross comparisons between H2 , CO, H20 and OH observations on 
NGC1333 IRAS 4, HH211, and IRAS18273+0113. 
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13.3. Using the new generation's instruments 

Larger samples with focuses on H2 onl~ for example can also be examiBed, using the 
available rotational or rovibrational data such as the ones compiled in Caratti o Garatti 
et al. (2006) over a large number of active jets. Such statistical sampling would provide 
a wider view on physical conditions in regions of molecular outflows, and hence on star 
formation. 

13.3 Using the new gen.eration's instruments 

In a longer term future, the new generation of instruments will also play an important 
role in the surveys of spectral lines whose emission can already be predicted by models, 
aiming for the above molecules and/or regions. Among these future instruments, two are 
of particular importance : 

• Herschel (under development, due for launch in 2008) is the fourth cornerstone mis­
sion in the horizon 2000 ESA science program : it's a 3.5 m class sate~lite telescope, 
with high angular resolution (11 ".3 at 157 J.Lm), and high signal to noise. The em­
b>arked HIFI spect:uometer is expected to yield very high (R = >..j ~>.. ,....., 106 - 107 ) 

spectral resolution in the range 0.48-1.25THz and 1.41-1.91 THz, making HIFI the 
perfect instrument dedicated to the st11dy of molecular emission. For example, this 
range covers 14 transitions of ortho-H20, when considering the first 25 energy levels 
ranging from 34 K to"" 1090 K above the ground state; 

• the Attacama Large Millimeter Array (ALMA), which consists of 64 12-m diameter 
antennas, with a surface accuracy of 20 J.lm, fo a total collecting area of 7238 m2 

with an aBgular resolution of 0.2". The receivers are designed to operate in 4 bands 
ranging from 86 to 720 GHz. ALMA should be able of achieving good brightness 
sensitivity for protostellar outflows, that are usually generated at a distam:e of se­
veral hundreds of pc, on scales smaller than l0 UA, allowing to study the detailed 
spatial distribution of the gas and dust. It should thus provide images in molecular 
lines at very high spatial and spectral resolution that are needed to disentangle the 
detailed velocity field within the envelopes, or to separate the disk/infall structure 
of the protostar. Thanks to multiline observations with such angular resolution and 
sensitivity, steps will thus be made forward detailed physical conditions and chemi­
cal structure of the shocks. Finally, ALMA wil11 also be used through polarization 
measurements contributing to resolve the magnetic field structure, which is believed 
to play a fundamental role in the generation of bipolar outflows. 

In the meantime, of course, the classical instn1meBts can sWl be used to produce 
quality molec11lar emission observations, such as the JCMT, the 30-m antenna of IRAM, 
or APEX. 

13.4 Broadening the field of applications 

Beyond star-forming regions, various regions in the intersteHar medium can be mo­
delled by means of a shock code similar to the one that was made use of during this 
study. 
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Supernovae remnants. The MHD code can also be used to study supernovae rem­
nants. From this point of view, IC 443 is the prime example of a SN blast wave with 
an ambient molecular cloud. Its interaction with this surrounding gas can be studied, 
and lead to useful information on the state of the shocked gas, also providing support for 
investigations of the chemistry across the shocked gas layer. Large amounts of H2 observa­
tional data, both rotational and rovibrational are already avaHable and can immediately 
lead to preliminary constraints on the physical conditions of the pre-shock region. Such a 
study has been initiated in the past by Cesarsky et al. (1999). CO observations are also 
available. Finally IC443 is a target for OH and H20 studies which will help completing 
and refining the obtained constraints (see also Snell et al. (2005)). 

w28 and w44 are other interesting candidates for models/observations comparisons. 
Integrated intensities values for a few CO lines are already available, some atomic lines 
have also been measured, and OH and lihO future observations should also be likely to 
help a better modelling and understanding of their interaction with the surrounding gas. 

Bright H 2 emitting galaxies. A new field of investigation has been recently opened 
with the discovery of strong mid-infrared emission lines of molecular hydrogen in extra­
galactic objects. Added to the lack of PAH features and low excitation gas tracers, the 
observers suggested that the H2 emission could be generated by the shock wave caused 
by galactic interactions and collisions. Investigations are ongoing at the Institut d'Astro­
physique Spatiale in an attempt to model these episodes using the very same shock code 
as ran to study bipolar outflows. 
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