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Abstract 

This thesis presents research into the properties and features of the complex sine-

Gordon theory. The CSG theory is a 1 + 1 dimensional integrable field theory that 

admits sohton solutions which carry a Noether charge due to the U{1) invariance of 

the theory. Integrable CSG defects and boundaries are constructed and interactions 

between solitons, defects and boundaries are analysed at the classical and quantum 

level. 

The introduction of defects into the theory is facilitated by a new Backlund 

transformation involving two parameters. Defect conditions, constructed so they 

maintain the integrability of the theory and found to be exactly the BT, are used to 

sew two CSG theories together. How solitons interact with the defect is investigated, 

in particular whether as in the SG theory solitons can be absorbed and emitted by 

the defect. The classical time-delay and phase-shift are calculated for soliton-defect 

and particle-defect scattering. 

Using the CSG defect to dress the Dirichlet boundary a new CSG boundary 

theory is produced. Its integrability is checked by the expUcit construction of con­

served charges. The various interactions between solitons and the boundary are 

analysed, compared and contrasted with the defect theory. Finally aspects of the 

quantum CSG boundary theory are examined, culminating in a conjecture for the 

quantum reflection matrix for a Q = -1-1 sohton reflecting from an unexcited bound­

ary. Reflection and boundary bootstrap procedures are used to generate the general 

reflection matrix for any charged soliton reflecting from any excited boundary. 
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Chapter 1 

Introduction 

This thesis continues the research into integrable field theories on restricted do­

mains [4-8]. Specifically we investigate whether defects and dressed boundaries can 

be introduced into the complex sine-Gordon theory while preserving the classical 

integrability of the original theory. The complex sine-Gordon theory is a quantum 

field theory of a complex field in 1-1-1 dimensions which like many other integrable 

models exhibits sohton solutions. Solitons in the CSG theory carry a Noether charge 

due to the U{1) invariance of the theory, this leads to additional interesting phe­

nomena in the interactions between solitons, defects and boundaries, beyond those 

found in the well studied sine-Gordon theory. 

Solitons or solitary waves were first observed by John Scott Russell on the 

Edinburgh-Glasgow canal in 1834 and reported on in his "Report on waves" [9 

in 1844, including the passage 

"I was observing the motion of a boat which was rapidly drawn along a narrow 

channel by a pair of horses, when the boat suddenly stopped - not so the mass of water 

in the channel which it had put in motion; it accumulated round the prow of the vessel 

in a state of violent agitation, then suddenly leaving it behind, rolled forward with 

great velocity, assuming the form of a large solitary elevation, a rounded, smooth and 

well-defined heap of water, which continued its course along the channel apparently 

without change of form or diminution of speed. I followed it on horseback, and 

overtook it still rolling on at a rate of some eight or nine miles an hour, preserving 

its original figure some thirty feet long and a foot to a foot and a half in height. Its 

1 



Chapter 1. Introduction 

height gradually diminished, and after a chase of one or two miles I lost it in the 

windings of the channel. Such, in the month of August 1834, ^^^5 my first chance 

interview with that singular and beautiful phenomenon which I have called the Wave 

of Translation". 

Russell's "wave of translation" became known as the soliton which plays an 

important part in the study of non-linear systems. They are dispersionless localised 

solutions which retain their form when they scatter with other solitons. Solitons were 

first studied in the KdV equation and then found to be present in many non-hnear 

theories, including the sine-Gordon theory and complex sine-Gordon theory. 

The integrabihty of the complex sine-Gordon theory adds further interest to the 

theory. Quantum field theories that are integrable have been an extensive area of 

study over the past 25 years since Zamolodchikov and Zamolodchikov [10] showed 

in the case of the sine-Gordon model that the 5-matrices can be found exactly. The 

5-matrix of a theory governs the particle scattering in the theory. It was realised 

that the integrability, which we define as the existence of an infinite number of 

conserved charges, simplifies the 5-matrix in l -h l dimensions. The 5-matrix in H - l 

dimensions has the following properties: 

• no particle production 

• the sets of incoming and outgoing momenta are equal 

• n ^ n S'-matrix can be factorised into 2—^2 5-matrices. 

These properties mean that the scattering in the theory is totally determined once 

the S'-matrix governing 2 —> 2 scattering is known. The factorisability and integra­

bility of the n n S-matrix also gives added constraints on the 2 —> 2 S-matrices 

through the Yang-Baxter equation. We illustrate the factorisability of the 3 —> 3 

S'-matrix in figure 1.1 where the integrability allows the world lines of the particles 

to be shifted, so the 3 —> 3 scattering can be factorised into three 2 - ^ 2 scatterings. 

The Yang-Baxter equation is the equality of figures 1.1(b) and 1.1(c), which gives 

the constraint 

ssf(^.-^,) s:2{ea-ec) s^.j{e,-e,) = si^{e,-e,) s:{(^„-^,) s:^{e,-9,), (i.o.i) 
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I m n I m 

(a) (b) (c) 

F i g . 1.1: Factorisability of 5-matrix and Yang-Baxter equation, with time flowing up the 

diagrams. 

i f the 5-matr ix is non-diagonal. I f the S-matrix is diagonal then the Yang-Baxter 

equation is t r iv ia l ly satisfied. The Yang-Baxter equation along w i t h unitarity, ana-

ly t ic i ty and crossing constraints mean that the 5-matrix is exactly solvable (see [11 

for a review). 

I n 1993 Ghoshal and Zamolodchikov [4] ini t iated the study into integrable field 

theories on restricted domains when they considered the sine-Gordon theory on the 

halfiine. They found that the integrability of the theory could be preserved in the 

boundary theory i f the boundary conditions at a; = 0 were carefully chosen. The 

study of boundaries is relevant in condensed matter physics and also in string theory. 

A generalisation of the Yang-Baxter equation exists describing the scattering f rom a 

boundary and the reflection matrices K can be solved for. In theories w i t h solitons, 

asking how they interact w i th the boundary is an interesting question. 

Progressing on f rom the study of boundary theories Bowcock, Corrigan and 

Zambon [8] first considered the possibility of studying an internal boundary or defect 

between two integrable field theories f rom a Lagrangian point of view. Again i t 

was found that if the defect conditions used to sew the two theories together are 

carefully chosen, the defect theories are able to maintain the classical integrability 

of the original theory. Defects allow impurities to be studied, but in the context of 

integrable models the conditions on the defect are chosen specifically to maintain 

the mathematical properties of the model. 
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The complex sine-Gordon theory exhibits many of the same interesting proper­

ties of the sine-Gordon theory, integrability and the existence of sohton solutions, 

while adding more complexity. I t is a theory of complex fields and exhibits a [ / ( I ) 

symmetry which generates a Noether charge. The solitons carry this extra internal 

degree of freedom. The study of the complex sine-Gordon theory w i t h boundary 

and defect provides a testing ground to see whether properties found in the sine-

Gordon and other theories are general to all integrable boundary and defect theories, 

and whether the richness of the complex sine-Gordon theory adds to the previously 

witnessed phenomena. The examination of the interactions between the charged 

complex sine-Gordon solitons and the boundary and defect is of particular interest. 

This thesis w i l l be structured as follows, in the next chapter we use the sine-

Gordon and sinh-Gordon theories to introduce common properties and techniques 

prevalent in the study of all 1-1-1 dimensional field theories in preparation for the 

study into the more complicated complex sine-Gordon theory. Chapter 3 w i l l con­

tinue the introduction by describing the sine-Gordon boundary and defect theories, 

including a brief overview of the soliton interactions w i t h defect and boundary. The 

sinh-Gordon defect theory is introduced and we present new analysis on classical 

solutions to the field equations. 

Chapter 4 starts the main body of research wi th an introduction into the bulk 

complex sine-Gordon theory. A new description of the theory is presented allowing 

new Backlund transformation and two-sohton solution to be formulated. In chapter 

5 we construct the complex sine-Gordon defect theory, generate defect conditions 

so the lower spin Lorentz charges are conserved. We thoroughly analyse the defect 

theory in the original ' two field ' description and the new description introduced in 

the chapter 4. Soliton and particle interactions wi th the defect are studied. 

In chapter 6 a new complex sine-Gordon boundary theory is constructed by using 

the defect to dress the Dirichlet boundary. We formulate boundary conditions and 

lower spin conserved charges. Similarly to the defect theory, soliton and particle 

interactions wi th the boundary are analysed. 

Chapter 7 covers the study of quantum aspects of the dressed boundary theory 

after properties of the quantum complex sine-Gordon theory are introduced. We 
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use semi-classical methods to approximate the quantum boundary spectrum, before 

providing a conjecture for the fu l ly quantum reflection matrices. We check our 

conjecture wi th classical results and give a preliminary analysis of the pole structure 

present in the reflection matrices. 

The final chapter summarises the findings of this thesis and comments on possible 

avenues of research leading on fi-om the work presented. 



Chapter 2 

Sine and sinh-Gordon theories 

Two examples of 1+1 dimensional integrable quantum field theories are the sine-

Gordon theory (SG) and its sister theory the sinh-Gordon theory (ShG), recovered 

by analytically continuing the couphng constant in the SG theory. In this chapter 

we use both theories to introduce features displayed by the complex sine-Gordon 

theory and techniques which we use in later chapters. The two theories, despite 

being described by vir tual ly the same Lagrangian, have very different properties 

and features. 

2.1 Sine-Gordon theory 

The SG theory exhibits the more interesting properties due to the topological nature 

of the vacuum. These include the existence of soliton solutions that carry topological 

charge. The starting point i n the overview for the SG theory is the Lagrangian 

density 

where 0 is a real scalar field, m the mass parameter and /3 the coupling constant. 

The presence of the cos{\/2P(p) term introduces the interactions into the theory. 

Expanding the cosine as a sum shows that as well as the standard mass term ~ cj)'^, 

there are an infinite number of interaction terms cj)^, <P^, • • • • Varying the action 



2.1. S i n e - G o r d o n theory 

S = J dt J dx C w i t h respect to the field gives the equation of motion 

0 = -sin(\/2;50). (2.1.2) 

From the Lagrangian, formulae for the energy and momentum can be constructed 

E 

P 

-L OO 
oo 

dx 

2\dtJ ' 2\dxJ /?2 

dt dx • 
(2.1.3) 

The osciUating nature of the cosine funct ion present in the energy leads to multiple 

vacuum solutions, namely (f) = n G Z, w i t h energy E = 0. 

2.1.1 Classical integrability 

The SG theory is classically integrable. That means that as well as having conserved 

energy and momentum, there are infinitely many related higher spin charges that 

are also conserved. The energy and momentum satisfy the condition 

dt dx 
(2.1.4) 

where E = J dx £, P = J dx V. Using this condition we show that the energy is 

conserved 

dE d£ p ^ dV 

Similarly the condition 

= 0 

dV dS* _ 
dt ~ • 

where 
1 / a 0 2w? 

(1 - cosiVipcj))), 

(2.1.5) 

(2.1.6) 

(2.1.7) 
2\dxJ /?2 

can be used to show that the momentum is conserved. As well as the energy and 

momentum there are higher spin versions, so called due to the how their light-cone 

co-ordinate versions transform under a Lorentz boost, which are also conserved. 
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Scalar field theories, the class of field theories SG and ShG belong to, are described 
by the Lagrangian 

We show that for the next higher spin versions to be conserved there is a restriction 

on the potential term in the scalar field theory and that the SG theory is one of the 

allowed theories. For any scalar field theory the next charge related to the energy-

has the form 

+ ^{{du4>f + 2du(pd,,(P + A{dt:,ci>f + id,,(f>)^) . (2.1.9) 

Similarly the next momentum-like charge is 

V2 = X' {di(i>id:r(p)' + d,4>{dt4>?)+d,:,4>idu4> + d,,(P) + l ^ d ^ c p dt(i>. (2.1.10) 

Using the scalar field theory equation of motion 

d v 
0 t t - 0 x x + ^ = O , (2.1.11) 

they can be shown to satisfy the conditions 

§ _ ^ = 0 , ^ - f i = 0 , ( 2 , 1 . 2 ) 
dt dx dt dx 

where 

£*2 = j ( ( 5 , 0 ) ^ + 6 ( a , 0 ) W ) ' + ( 5 . 0 n - 4 ^ ( W ) ' + ( 5 x 0 ) ' ) 

^2* = (5 t0 (a ,0 )3 +5^,0 ( 3 ^ 0 ) ^ ) + 5 ^ , 0 ( a « 0 + a,,0)-^05,(pat(/), 

(2.1.13) 

i f the potential is such that 

As before for the energy the conditions (2.1.12) are used to show that E2 = J dx £2 

and P2 = f dx V2 are conserved. We note that the starred quantities are not 
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conserved. The condition (2.1.14) shows that there are only certain scalar field 

theories for which the higher spin energy and momentum are conserved. SO is one 

of the few theories w i t h [4 

A ' = - y , V{<t>) = ^ ( l - cos(y2/?<^)) . (2.1.15) 

There are infinite more quantities like the ones displayed above involving higher 

derivative terms, i t is the conservation of all these charges that make the SO theory 

integrable and give i t many of its remarkable properties. 

2.1.2 SG soliton solutions 

Rewriting the energy formula (2.1.3) as a sum of squares we generate a Bogomolny 

bound on the energy of the field configurations 

1 fd(f>Y 1 f d4> 2^/2m [ d f 4m f ^ l f d ( j > Y I d4> 2^/2m . d / 4m f p ( p \ \ 

> -
4m 

cos (2.1.16) 

The bound is satisfied when the squares are identically zero, explicitly when 

0t = O, 0 , = ^ s i n ( ^ ^ j , (2.1.17) 

which are solved by the stationary solution 

(pkink = ^ arctan(e2™(--'^)) , (2.1.18) 

w i t h energy E = ^ and momentum P = 0. This solution is the famous sine-

Gordon kink solution connecting two of the vacua w i t h 0 as a; —> oo and 

0 ^ 0 at X ^ - o o . This kink solution has topological charge -h i which is defined 

by Qtop = 4> There is another solution 

(l>anu-Hnk = ^ arctan(e-2-(^-^)), (2.1.19) 

the anti-kink solution w i t h the same energy and topological charge - 1 . In figure 2.1 

we illustrate both the kink and anti-kink solutions. These soliton solutions can be 

Lorentz boosted so that they are moving wi th rapidity 9. The kink solution becomes 

<p = ^ arctan(e2"'("°''^(^''^-'^'-""''^(^)''), (2.1.20) 

wi th the increased energy E = ^ c o s h ( ^ ) and momentum P = - ^ s i n h ( 6 ) . 
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••6-

\ 
T 
.1 

3 • 

2 -

1 
1 • \ 

\ \ 

(a) (b) 

F i g . 2.1: Sine-Gordon (a) kink and (b) anti-kink solution. 

2.1.3 Backlund transformation 

I n SG theory there exists Backlund transformation (BT) 

2m _^ . f P i l - j P ) 

(2.1.21) 

a pair of coupled first order differential equations in the fields 4> and ijj. Wri t ten 

here in light-cone co-ordinates where d+ = '^i^t + dx), <9_ = -^{dt - d^). In these 

co-ordinates the SG equation becomes 

V2m^ 
(2.1.22) 

These B T (2.1.21) imply that both the fields satisfy the SG equation, this can be 

explicitly seen, first we cross-differentiate the B T 

d_d+{4> + iP) = v/2me-^a_((/ .- t^;)cos f ^ ^ ^ ^ ^ 
\ v 2 

d + d . { ( P - ^ ) = - y 2 m e ^ a + ( 0 + ^)cos f ^ ^ ^ i ^ V (2.1.23) 

V V 2 / 

We remove the first order derivative terms in these resultant equations by again 

using the B T 
,2 2 \ / 2 m ' 

2V2m' 

c o s . f c ^ ^ s m ^ ^ ^ ^ ^ ^ ^ 

P 

V2 

cos I ^ — ^ — ^ 1 sm 
v/2 

V2 

P{(p-^) 

V2 
(2.1.24) 
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Adding these equations together and expanding the cosine and sine functions and 
using the double angle formula for sine gives the famihar SG equation in (j), while 
subtracting one equation f rom the other and performing similar manipulation gives 
the SG equation in tp. This property that there exists coupled first order equations 
that imply the equation of motions makes these B T a remarkable pair of equations 
and very useful for finding soUtonic solutions to the SG equation. I n fact starting 
wi th the vacuum solution 0 = 0 means that tp satisfies the simplified B T 

dttp = —r— [e ^ - e^) sm —= , 
P V v 2 / 

S,^, = 4 ! i ( e - « + e » ) s i n f ^ V ( 2 , h 2 5 ) 

I t can be checked that these equations are satisfied by the kink solution (2.1.20) w i t h 

6 = X- The B T have therefore allowed a one-soliton solution to be produced f rom 

the vacuum wi th the rapidity of the soliton governed by the parameter that appears 

in the BT. This is a general property of B T and as we shall now show provides 

a way to generate multi-soliton solutions algebraically via Bianchi's Theorem of 

Permutabihty [12 . 

2.1.4 Theorem of Permutability 

The Theorem of Permutability (ToP) [13] states that the process using B T to gener­

ate higher soliton solutions is commutative. W i t h the original theory proved for the 

SG theory, where the proof involves computing the two-soliton solution and then 

shows that i t is indeed a solution to the equation of motion. This allows a two-

soliton solution to be formulated by solving no further differential equations and 

only algebraic ones. The diagram in figure 2.2 shows schematically the process used 

to generate a two-soliton solution 4>i2- The two-sohton solution generated by the 

two routes can be made identical by the free choices on the constants of integration 

which are generated when solving the first order BT . 

The result of the ToP is that the same two-soliton solution is generated if either 

route on the diagram is used. Explicit ly, i f first a one-soliton is made from the 

vacuum using the B T w i t h parameter e '̂ and then this soliton is used as the input 

to the B T w i t h parameter ê ^ q j - j f the BTs are used w i t h their parameters reversed. 
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BJ A=exp(d^)y^ \ BTA^=exp(e^) 

B T A , = e x p ( e ^ ) \ , ^ B T A , = e x p ( e , ) 

F i g . 2.2: Theorem of Permutability used to generate a two-soliton solution. The theorem 

states that the order in which B T are applied to generate muiti-soliton solutions 

is commutative. So either route on the diagram (from left to right) results in the 

same two-soliton solution. 

i.e. a one-soliton is generated w i t h parameter ê ^ an^j then e^^ is used, then the same 

two-sohton solution is produced. In practice that gives eight equations, two for each 

B T on all four legs of the ToP diamond, but in fact only four of these equations are 

needed, one f rom each leg of the diamond. These four equations l ink the vacuum 

solution 00 = 0, the two one-soliton solutions 0, = (pi{9i) and the two-soliton solution 

012 

o / , , N 2m //?(0o - 0 i ) \ 

P V V2 / 

The idea is to combine these four equations to produce the fo rm of the two-sohton 

solution. We simphfy by eliminating the derivatives of the one-solitons by subtract-



2.1. S i n e - G o r d o n theory 13 

ing the first equation f rom the th i rd and the second f rom the four th 

. , , 2 m / / / 3 ( 0 2 - 0 i 2 ) \ - 6 3 . / / 3 ( 0 o - 0 2 ) 
<9+ 0i2 + 0o = - 5 - e "^sm ^= - e ''̂  sm ^= 

(2.1.27) 

As the left hand sides of both equations are the same derivative term, we are able 

to ehminate all the derivatives to give a sole algebraic equation. Af ter s implifying 

the trigonometric functions this becomes 

tan 

We rearrange this to give a formula for the two-soliton solution in terms of the two 

B T parameters and the constituent one-soliton solutions 

012 = ^ a r c t a n Q t a n (0i - 0 2 ) ^ ^ , (2.1.29) 

where = tanh(^^~^^). I n a similar way to this construction of the two-soliton 

solution another B T can be added to the ToP to construct a three-sohton solution 

and similarly for higher soliton solutions. 

2.1.5 Soliton-soliton scattering 

The two-soliton solution models the elastic scattering of two SG sohton solutions, 

one moving w i t h rapidity and the other w i t h 62- We can re-express the one and 

two soliton solutions, the one-soliton as 

. « * . = i ± | ! , ( - . 30 ) 

where ^ = 2m(cosh(^)x — sinh(^)i) and the two-sohton solution in the form 

1 - i (e€i - e«2) + e«i+«2 ^^''^ = . 1 : ( 2 . 1 - 3 1 ) 

The scattering process of two SG solitons described by the two-soliton solution 

is shown in figure 2.3. I t shows the world lines of two solitons wi th positive rapidity 

coming together, experience a non-zero time interaction before continuing through 



2.1. S ine -Gordon theory 14 

F i g . 2.3: World lines of soiitons involved in soliton-soliton scattering illustrating the time-

delay A i ] and time-advance Ato experienced by the solitons. 

each other at the same rapidities as before the scattering. To analyse the properties 

of the scattering we need to examine the solution around the constituent one-solitons 

at the temporal infinities. For example to examine the solution around the faster 

soliton (pi (setting 9i > 60 wi thout loss of generality) as ^ —> — 00 , we constrain x 

and t by setting 

X = t-Anh{0i)t + x', 

which sends 

,̂ 1 = 2m cosh(6'i)2;' 

and 

cosh(^i) 

collapsing the two-soliton solution to 

6 = 2 m ( ^ ^ ^ ^ i f e ^ t - c o s h ( ^ , ) ( x ' - d ) - c o , 

(2.1.32) 

(2.1.33) 

(2.1.34) 

1 + t^'' 
1 - ^e?i 

(2.1.35) 

In 0 j , the subscript and superscript denotes that we are examining soliton 0 ] in the 

far past. Similarly in the other temporal l imits the two-soliton solution reduces to 

1 — z^e^i 1 - I - ^ ^ e S 2 • 1 + ^e«^ 
(2.1.36) 
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As expected in these l imits the two-soliton solution reduces to the form of a one-

soliton solution, w i th additional multiphcative factors. We note that by choosing 

the constituent sohtons to have the fo rm of a kink solution, the scattering process 

described is actually kink-anti-kink scattering. When we examine around solution 

4>\ the two-soliton solution results in a kink solution, while when we examine around 

(j)2 i t reduces to an anti-kink solution. We re-express these factors as time-delays 

and phase shifts 

ln(M) _ 
m sinh(^i) ' m sinh(^2) 

(2.1.37) 

experienced by the two solitons during the scattering process. A n example of this 

kink-anti-kink scattering is illustrated in figure 2.4, the time-delays experienced are 

not easy to gather f rom the figures but i t does show the elastic nature of soliton-

soliton scattering. 

-20 -10 0 ID » SO 40 -ZO -10 0 10 10 30 40 - » 10 M JO 40 -70 10 10 JO 40 

(a) (b) (c) (d) 

-W -10 0 JO JO 4 0 - 1 0 -10 , 30 / JO 

1 ' I 

I I 

10 '. » JO'' 40 -20 -10 0 

1 I 

10 ZO JO 40 

(e) (f) ( g ) (h) 

F i g . 2.4: SG kink and anti-kink scattering, with parameters set m. = \, (3 = Oi — I, 

$2 = 0.2, c = - 4 , d = 10 with the time evolving from t= (a) - 1 5 , (b ) -5 , (c)5, 

(d)15, (e)25, (f)35, (g)45, (h)55. 

The two-sohton solution describes kink-kink scattering if we make the constituent 

02 soliton an anti-kink, by the transformation ^2 —E,2- In this case the temporal 
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l imits of the solution become 

= —— 
1 — z/ie^i 

1 + 
1 - ^e«2 ' 

1 - ^e€i 

02" _ (2.1.38) 1 - z^e^2 • 

Figure 2.5 illustrates this kink-kink scattering process. The two solitons connect 

adjacent vacua, ini t ia l ly the faster soliton — 27r to 0 and the slower soliton 0 to 27r. 

Af te r the scattering the kink solutions remain unchanged but the faster sohton now 

connects the vacua 0 to 27r. 

-10 , 'ID 0 

( 
I 

10 10 30 40 -ZO -10 10 70 30 40 -20 -ID 0 10 » JO 40 -30 ->0 0| 10 10 30 40 

(a) (b) (c) (d) 

-10 -10 0, n 30 40 -10 -10 " 30 40 -10 -10 0 10 70/' 30 40 -20 -10 0 to 70 30 40 

(e) (f) ( g ) (h) 

F i g . 2.5: SG kink and kink scattering, with parameters set m = i , ^ = = 1, 

62 = 0.2, c = - 4 , d = 10 with the time evolving from t = (a) -15 , (b) -5 , (c)5, 

(d)15, (e)25, (f)35, (g)45, (h)55. 

2,1.6 Breather solution 

The two-sohton solution can demonstrate quite different behaviour to the soliton-

soliton scattering described above. By setting the constituent solitons rapidities 

very carefully the two-soliton solution can be transformed into a breather solution. 
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I f we set the rapidities of the two constituent solitons to be the complex conjugate of 

each other = i! + i6, do = iJ — tO, then the two-soliton solution becomes a solution 

that breathes. Unlike in the scattering processes where the constituent solitons start 

and finish infinitely separated, in the breather solution the solitons remain finitely 

separated for all t ime. The breather solution is a bound state of two solitons and 

appears as such in the quantum S-matrix. 

Figure 2.6 illustrates the nature of a breather solution. I t shows a stationary 

breather soliton [tp = 0) composed of a kink and anti-kink solution. The process 

starts similarly to scattering w i t h the solitons approaching each other (2.6(b) 

2.6(c)), they move through each other 2.6(d) and away f rom each other 2.6(e). 

Unlike during scattering they do not move away to inf ini ty but slow and change 

direction to repeat the process in the opposite direction (2.6(f) —>• 2.6(h)), before 

returning to their starting configuration 2.6(a). This breathing process is periodic 

and continues forever. The breather solution can be given its own rapidi ty by setting 

ip to be non-zero. This concludes the introduction into the SG theory. 

(b) (c) (d) 

\ 

(e) (f) (h) 

F i g . 2.6: SG two-soliton breather solution, with parameters set m = ^, /3 = 9i = i, 

02 = -I, c = 0, d = 0 with the time evolving from t=(a) t - 10, (b ) -9 , ( c ) - 8 , 

(d ) -7 , (e ) -6 , ( f ) - 5 , (g)-4 , ( h ) - 3 . 
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2.2 Sinh-Gordon theory 

The sinh-Gordon (ShG) theory is recovered f rom the SG theory by analytically 

continuing the coupling constant (3 ShG theory describes a real scalar field in 

1 - f l D w i t h exponential interaction terms. I t is described by the Lagrangian density 

CsHG = \{dt4>f - \{d.cj^)- - ^ ( c o s h ( v / 2 ^ 0 ) - 1 ) , (2.2.1) 

when the cosh term is expanded it produces the standard kinetic term then every 

even point interaction. Again we vary the action in the normal way to produce the 

ShG equation of motion 

dtt4> - 5 x x 0 + ^ ^ ^ s i n h ( x / 2 ^ 0 ) = 0 . (2.2.2) 

The formula for the energy 

E = dx \{d,ct>f + \[dAf + ^ ( c o s h ( y 2 / ? ( ^ ) - 1) (2.2.3) 

follows f rom the Lagrangian. Using the Bogomolny energy bound, as before, gives 

the form of the solution which in the SG theory would be the static soliton solution, 

however in the ShG theory this solution does not really exist since i t is not a finite 

energy solution. We remark upon i t here as i t we use i t when we move away f rom 

the bulk theory to the defect theory. The static ShG 'soliton' is given by 

0 = ^ arctanh(e2'"(^-'=)). (2.2.4) 

Figure 2.7 illustrates the form of the ShG 'soliton' solutions, explicitly showing the 

field going to infinite ruining the possibility of energy finiteness. Since the spectrum 

of the bulk theory contains no soliton solution and only the massive scalar field, i t 

is uninteresting to study. In the next chapter we show that adding a boundary or 

defect to the theory does allow the existence of solitonic objects. 

2.3 Summary 

This concludes the brief overview of the SG and ShG theories. We have introduced 

the Lagrangian of both theories and generated the equations of motion. General 
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(a) (b) 

F i g . 2.7: Sinh-Gordon (a) 'soliton' and (b) anti-'soliton' solution. 

techniques to generate solitons solutions were covered, explicitly using the B T and 

the ToP in the SG theory to give the one and two-soliton solutions. The topological 

nature of SG solitons and the different processes that the two-soliton solution can 

model have been shown. In the ShG theory we have seen that no soliton solution 

exists in the bulk. In the next chapter we use the same two theories to introduce 

the ideas of adding boundaries and defects into 1+1 D integrable field theories. 



Chapter 3 

Introducing boundaries and 

defects 

I n this chapter we introduce the idea of boundaries and defects in integrable field 

theories using the sine-Gordon and sinh-Gordon theories. We show that the clas­

sical integrability of the bulk theories can be maintained w i t h the introduction of 

boundaries and defects and comment on the different features and properties of the 

models. Wha t we learn is used in the analysis of the complex sine-Gordon theory 

in chapters 5 and 6. The work presented here on the SG theory is a review but the 

analysis of finite energy field configurations in the ShG defect theory is new research. 

The first theory we explore is the SG theory w i t h boundary, this was historically 

the first 1+1 D integrable field theory to be studied. Ghoshal and Zamolodchikov 

conjectured [4] the form of the quantum reflection matrix and this work led to 

various other research into the theory [5,14,15]. The next section concentrates on 

introducing the set up of a boundary theory and shows the construction of the SG 

boundary theory Lagrangian. 

3.1 Sine-Gordon theory with boundary 

The motivation to study theories w i th boundaries has many guises: to help in the 

understanding of boundary statistical systems near crit icality: to get a handle on 

the boundary interactions in open string theory. However the mathematical ele-

20 
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gance that integrability brings to the theories and the presence of non-perturbative 

effects are motivation enough to make the study into integrable field theories w i t h 

boundaries both interesting and rewarding. 

The general idea for a boundary theory is to restrict the theory to the halfline 

X < 0. In the case of integrable field theories the boundary conditions at a; = 0 are 

constructed so that they preserve the integrability of the theory. I t is of interest to 

investigate how solitons interact w i t h the boundary. The set up for the SG boundary 

theory is illustrated in figure 3.1, w i th the SG field (p restricted to the bulk region 

X < 0 and satisfying to be determined boundary conditions at a: = 0. 

BOUNDARY 

x<0 

x=0 

F i g . 3.1: The set up for a theory with boundary. 

We show how the boundary Lagrangian is constructed for a general scalar field 

theory, starting by hypothesising the boundary Lagrangian to have the form 

L 1 / ( 0 ) - 5 ( 0 ) 
1=0 

(3.1.1) 

w i th the standard Lagrangian restricted to the halfline and a term 5 ( 0 ) added at 

the boundary. The minimal choice for the form of the boundary potential is chosen 

purely for simplicity, i.e. i t is assumed to be only a funct ion of the field and no 

field derivatives. I t is possible to add more complicated boundary terms and in this 

thesis we describe a way of introducing boundary theories wi th such terms. Varying 
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the action S = J dt L 

5S = / dt dxl dt(f>5{dtcl>) - d,(PS{d^(P) - —5(1) -
1=0 

dt / dx —du(p + dxx<t> 
•oo J —oo \ 

dV_ 

d(j) 
5(j)-

1=0 

(3.1.2) 

w i t h respect to the field and field derivatives generates the Euler-Lagrange type 

equations that the field satisfies. This shows that the scalar field 0 does indeed 

satisfy the standard equation of motion in the bulk region x < 0 

and the boundary condition 

dV 
(3.1.3) 

(3.1.4) 

B{4>) 
1=0 

(3.1.5) 

at a; = 0. The form of the boundary energy 

E = J' dx ^{dtcpy + ^{d^cPf + V{cP) + 

can be read f rom the Lagrangian and we check that i t is conserved ^ = 0 w i t h no 

added restriction on B{(p). Exphcit ly 

dV dE 

'dt oo 
0 

r f dv \ 
= dx { dicf) dtt4> + <9x0 (9xx0 + ^ d t d + 

z=0 

dx — {d^(^di4)) + 
ax 

( 9B\ 

= 0. 

d(t) 

x=0 

(3.1.6) 

As the introduction of the boundary breaks the spatial translational invariance of 

the theory there is no conserved momentum. Therefore to derive the form of the 

boundary potential that maintains integrability, we have to consider a higher spin 

generalisation of the energy. In the bulk this has the form £2 (2.1.9). For classi­

cal integrability to be maintained in the boundary theory this charge w i t h added 

boundary contribution should be conserved ^ = 0 where 

= I dx £2 + 
J-co 

B 2 ( 0 ) 
1=0 

(3.1.7) 
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Exphcit ly 

dt • r 

d_ 
dt 

52(0) 
1=0 

dB2{4>) 

dt (3.1.8) 
1=0 

w i t h V2 (2.1.13). Using the scalar field theory equation of motion (3.1.3) and bound­

ary condition (3.1.4) along w i t h the bulk constraint on the potential term (2.1.14), 

we f ind the fo rm of Bo to be 

B2 = X^B {dt4>Y + 
dB_ 

d(t> 

2A^ 
+ 

Bd^V 

2 502 
dB_dV_ 

d(t) d(f) 
' (3-1-9) 

wi th the constraint on the boundary potential [4 

d'^B 
y B = (3.1.10) 

I n the specific case of the SG theory 

(3.1.11) 

Similar expressions exist for the ShG theory [16,17]. Therefore i t is possible to 

adapt the bulk energy and next energy-like conserved charge so that they are also 

conserved in the boundary theory. A l l the infinitely many higher spin energy-like 

charges present in the bulk can similarly be adapted and so the boundary theories 

for both the SG and ShG constructed in this way are classically integrable. Both 

boundary theories have subsequently been thoroughly analysed. Wi thou t present­

ing any detail, their interesting characteristics include SG solitons being reflected 

f rom the boundary and the existence of boundary ShG breather states. The above 

derivation of the boundary theories provides a sufficient introduction into integrable 

boundary theories for the work on complex sine-Gordon boundary theory in chapter 

6. 

3.2 Scalar field theory with defect 

The idea of studying an internal boundary or defect in l - l - l D integrable field the­

ories was reintroduced in [8] following an earlier exploration by Delfino et al. [7 . 
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Other early work on the study of impurities and defects include [18,19]. Similar tech­

niques have been used in spin chains [20] and conformal field theories [21], while the 

connection between defects and boundaries has previously been commented on [22 . 

We reproduce the method used by Bowcock et al. [8] to derive the defect conditions 

required to maintain the classical integrability for a scalar field theory. 

The defect is introduced as an internal boundary between two separate field 

theories w i t h defect conditions at x = 0 governing any interaction between the 

fields of the left and right theories. Figure 3.2 shows the defect set up. As in the 

DEFECT 

x<0 x>0 

x=0 

F i g . 3.2: The set up for a theory with defect. 

boundary case, the starting point for the construction of an integrable defect theory 

is to conjecture the form of the Lagrangian 

r-O 

(3.2.1) 
1=0 

I n this case we have two bulk Lagrangians restricted to their respective bulk regions 

(a; < 0 and x > 0) where two different fields 0 , ip reside and two types of defect 

term at x = 0, a defect potential term which depends on the left and right fields 

and a term anti-symmetric in the first order time derivatives of the fields. Varying 
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the action w i t h respect to the field and field derivatives gives 

roo rO / 

5S = / dt dx [dt(t>5{dt4>)-d^4>5{d^(t)) 
J-oo J-oo \ d(j) 

+ dtp 

+ ( y^i; - ^ ^ p - Q 5 , 0 + 5V + \<l>S{d^tP) - SidtP) 

As in the boundary calculation we continue by integrating by parts to get 

x=0 
(3.2.2) 

roc rO / 

5S = dt dx ( - a t t 0 + (9xx0 
J —oo J —oo \ 

roo / 

+ / dx -dtt 
Jo V 

5 0 

tip + d^^ij -

+ [dtip- - 50 - (̂ <9,0 -d,tP + ^)SiP , (3.2.3) 
1=0 

which implies the standard scalar field theory equation of motion (3.1.3) in the bulk 

regions and the defect conditions 

a . ^ - a . 0 = — , dt4) - d^ip = - — , 
Oil) 

(3.2.4) 

which hold on the defect. We notice that the defect conditions are not symmetric in 0 

and ip and therefore the defect theory is not invariant under a parity transformation. 

We read the energy straight f rom the Lagrangian to be 

E = J" dx i ( a , 0 ) 2 + 1 ( 5 , 0 ) 2 + 1/^(0) 

+ i ( a , ^ ) 2 + i ( a . V ' r - + V ^ ( ^ ) + [Di<P.i^)]l^, . (3.2.5) 

Using the equations of motion and defect conditions we see that i t is conserved 

5 0 / V d^J . x=0 
= dtipdip - dtpdtip 

= 0 . (3.2.6) 

without any restriction on D{p,tb). Despite the fact that the defect breaks the 

translational invariance of the theory, i t is possible to add a defect term to the bulk 
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momentum to make i t conserved in the defect theory. The property that the defect 
conditions hold at all points not just x = 0 allows this to be possible [8,23]. The 
defect momentum has the form 

= dx dt(f)dx(p+ / dx dti!d:^ii + 
J-oo Jo 

'Pdefi4>,'>P) , (3.2.7) 
1=0 

where we choose Vdef{(p, "0) so that the defect momentum is conserved. To explicitly 

see this we differentiate the momentum w i t h respect to t and use the equations of 

motion to simplify 

(3.2.8) 
x=0 

we continue by integrating the bulk expressions and use the defect conditions to give 

dt \ d(j) di> J \ dip d(p J 

1 ( f d D \ - f d o V X 

Demanding that the defect momentum is conserved results in the conditions 

We cross-differentiate the first two conditions to give d^(i,D - d^^D = 0, which is 

solved by the ansatz D = fi{(t) + ip) + f2{4> - '^)- Substituting this ansatz into the 

th i rd condition gives 2/{/2 = V^- V^, which further implies 

rill rill 

^-jr = i r = ^\ (3.2.11) 

where / ( = d^+^fi and f'^ = 8^-^/2- This is solved by 

^ = 0 / ( = 7 i ( 0 + !/>), /^ = 7 2 ( 0 - V ' ) - (3.2.12) 

These solutions cover the whole set of defect conditions that allow the conservation 

of the defect momentum. We now explore the different possibihties. 
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3.2.1 Free massive - free massive 

First we consider the case when k = 0, this forces the bulk potentials to have the 

fo rm 

= 27172 0 ' , V^ = 27172 V^' , (3.2.13) 

which means both bulk theories are free and massive, w i th the same mass. The 

defect term and the momentum defect contribution are calculated to be 

D = ( 7 1 + 7 2 ) ^ 0 - + (71-72) 0 V ' + (71 + 72)^^- , 

Vdef = (7 i -72)^<^ ' + ( 7 i + 7 2 ) 0 ^ + ( 7 i - 7 2 ) ^ ^ / ' ' . (3.2.14) 

3.2.2 Free massless / Liouville - free massless / Liouville 

The case when k; 0 is shghtly more comphcated w i t h the bulk potentials having 

the form 

14 = 2aia2e'"^ + 2/?i/?2e~'"* , = -2ai/?2e'"'^ - 2/?ia2e"'"^ , (3.2.15) 

which unlike the previous case stil l leaves a freedom over the bulk theories. Different 

bulk theories result f rom different choices of the parameters a^, Pi. By setting 

Oi = Pi = 0, both bulk theories are free and massless 

V^ = V^ = 0, (3.2.16) 

while i f G!] = /?2 = 0 then remains zero but 

V^^O, V^ = - 2 / ? i Q 2 e " ' " ' ^ , (3.2.17) 

which gives a massless free field theory on the left hand side of the defect and 

Liouville theory on the right. Similarly the reverse set up wi th Liouville on the left 

and free massless on the right can be obtained, as can Liouville theory on both sides 

of the defect, for example by setting = 0. 

3.2.3 Sine-Gordon - sine-Gordon 

The parameter choice of 

Qi = ^ , a2 = — 7 ^ . A = ^ — • 02 = (3.2.18) 
tV2p5' iV2p' iV2p6' zV2P ^ ' 
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with 1^ = gives the sine-Gordon theory on both sides of the defect 

^'P = - ^ c o s ( y 2 / ? 0 ) , = - ^ c o s ( V 2 / 3 ^ ) , (3.2.19) 

wi th both theories forced to have the same mass and couphng constant. The defect 

term in the Lagrangian and the term in the momentum become 

Vaef = - | ^ Q c o s ( A ( 0 + ^ ) ^ _ 5 c o s ( ^ A ( 0 _ ^ ) ^ ^ . (3.2.20) 

3.2.4 Sinh-Gordon - sinh-Gordon 

Similarly the parameter choice of 

m m5 ^ 'm „ rn6 

with 1^ = gives the sinh-Gordon theory on both sides of the defect 

= ^ c o s h ( % / 2 / ? 0 ) , = '^cosh{s/2P^), (3.2.22) 

again w i t h the same mass and coupling constant. The defect term in the Lagrangian 

and the term in the momentum become 

) V V 2 / / 

2m / I f 15 

2rn ( \ 
- cosh i l = (0 + V') - 5cosh 4 = - ^ ) - (3.2.23) 
^ Vv2 / Vv2 / / 

This concludes all the scalar field theory choices on either side of the defect 

for which the defect momentum is conserved. The conservation of momentum is 

sufficient to fu l ly determine the form of the defect Lagrangian, but as for the bulk 

and boundary theories the conservation of energy and momentum is not sufficient to 

claim integrabihty of the theory. In [8] the next energy-like charge has been shown 

to be conserved in these theories. I n the next section we analyse the properties of 

the defect SG theory. 
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3.3 Sine-Gordon theory with defect 

In the previous chapter we presented the derivation of the defect SG Lagrangian 

(3.2.1) where the bulk potentials are the standard (3.2.19) and defect potential 

(3.2.20) is chosen specifically to ensure the integrability of the theory. The con­

served energy has the fo rm (3.2.5) and the conserved momentum (3.2.7) w i t h the 

momentum defect term (3.2.20) chosen to ensure the defect momentum is conserved. 

This Lagrangian means the defect conditions (DC) (3.2.4) take the form 

v/2m . / ( 0 H ^ \ y 2 m [{(p-iP)f5 
dttp - 5 i 0 = -^r^ sm ( ^ — ) + - ^ 6 sm ' 

= s m ^ - - ^ j + — 5 s m ( ^ — ^ j . (3.3.1) 

I t is noted by Bowcock et al. [24] that these defect conditions are exactly the SG 

auto-Backlund transformation (2.1.21). As we see later in this thesis, this seems 

to be a general feature of integrable defect theories and i t plays an important role 

in determining the properties of the defect theory. Using this complete description 

of the defect SG theory we analyse its properties. The defect SG theory has been 

thoroughly analysed [24-26] since the construction of the model [8 . 

3.3.1 Vacuum 

The defect vacuum is the t r iv ia l 0 = 0. •0 = 0 when 6 > 0, w i t h energy and 

momentum 

_ \/27r 

to the half angles that appear in the defect term has different energy and momentum 

There is another t r iv ia l solution 0 = 0, ip = ^ to the defect conditions which due 

These two field configurations are shown in figure 3.3, w i t h figure 3.3(a) showing 

the zero topological vacuum and figure 3.3(b) showing the defect w i t h topological 

charge Q = +1. The topologically charged defect has positive energy if 5 > 0 and is 

called an excited defect, while the defect vacuum has negative energy and is called 
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(a) (b) 

F i g . 3.3: (a) Unexcited defect and (b) excited defect when S > 0. 

an unexcited defect, the opposite is true for 5 < 0. The reason for these labels 

w i l l become clear when we examine the interaction between solitons and defects 

and discover that the sign of the energy and the momentum determines how they 

interact. 

3.3.2 Soliton absorption and emission 

The realisation that the defect conditions and Backlund transformation are one 

and the same thing prompts the idea that solitons can be absorbed and emitted 

by the the defect. Since B T allow the construction of higher soliton solutions and 

specifically f rom the vacuum a one-soliton solution can be produced. This suggests 

that the defect conditions should be satisfied by the vacuum on one side of the defect 

and a one-soliton solution on the other. 

First we solve the defect conditions w i t h a one-sohton solution 

2y/2 
0 = 

P 
-arctan(e-'"(^°^'^(^)^-^'"^(^)')) (3.3.4) 

on the left hand side of the defect and the vacuum -0 = 0 on the right hand side. 

Substituting the above values for the fields into the DC, we find that the condition 

6 = — i s required for the DC to be satisfied. By assuming that the one-soliton 

solution describes a right-moving kink solution ^ > 0 then this set up describes a 

kink being absorbed by a defect w i th parameter ^ < — 1. Figure 3.4 illustrates this 

scenario w i t h time progressing f rom t —+ —oo in figure 3.4(a) through to t +oo 

in figure 3.4(d). 
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(a) (b) (c) (d) 

F i g . 3.4: SG kink absorbed by a defect, with time progressing from (a) to (d). 

Similarly for the set up of a right-moving anti-kink solution on the left 

2^2 
0 = -arctan(e-2"^(^°^'^(^)^-^'"^(^)')) (3.3.5) 

and = 0 on the right hand side, the defect conditions are satisfied when 5 = . 

This describes a defect w i t h parameter ^ > 1 absorbing a right-moving anti-kink. 

Figure 3.5 illustrates this scenario wi th time progressing f rom t —oo in figure 

3.5(a) through to t +oo in figure 3.5(d). 

1 

(a) (b) (c) (d) 

F i g . 3.5: SG anti-kink absorbed by a defect, with time progressing from (a) to (d). 

In both of these absorption processes the energy of the original defect configura­

t ion is negative and the momentum positive. This has to be the case for the defect 

to be able to absorb a right-moving soliton which has positive energy and negative 

momentum. The absorption leaves the final defect configuration w i t h positive en­

ergy and negative momentum. In fact the energy of the soliton is twice the energy 

of the final defect state when the parameters are matched as to allow absorption, so 

the final energy is the equal and opposite of the in i t i a l energy. The conservation of 
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the total energy is schematically shown 

E total TTi I Tpdef nrp 77 £7 Tpdej rptotal /o o c^ 
befcyre " ^sol + J^before - ^tj - - t j = t^^ji^^ = • (^.3 .b j 

We have described that an unexcited defect can absorb a soliton and become 

excited, the reverse process is also possible w i t h an excited defect decaying to an 

unexcited one by emit t ing a soliton. The defect conditions are satisfied by a right-

moving kink solution on the right hand side of the defect and 0 = 0 on the left w i t h 

the condition 5 = e^. So a defect w i t h topological charge -1-1 described by parameter 

S > 1 can decay to a defect w i t h no topological charge. Figure 3.6 illustrates this 

process w i t h the in i t ia l defect shown in figure 3.6(a) and time evolving through the 

diagrams to the right w i t h the figure 3.6(d) showing the final defect state. 

(a) (b) (c) (d) 

F i g . 3.6: SG kink emitted by a defect, with time progressing from (a) to (d). 

As expected a defect can also emit an anti-kink, in fact a defect w i th zero topo­

logical charge can decay into a defect w i t h topological charge -1-1 by emit t ing an 

anti-kink (topological charge - 1 ) . The defect conditions are satisfied when 6 = —e^ 

wi th a right moving anti-kink solution on the right of the defect and 0 = 0 on the 

left. Figure 3.7 shows this process where time flows f rom figure 3.7(a) to figure 

3.7(d). 

In all four examples illustrated the cj) = 0 or i/j = 0 solution has been taken 

opposite the one-soliton solution, but (j) = or ij; = also satisfies the SG 

equation. Therefore we can also analyse absorption and emission processes w i t h 

these values. Figure 3.8 shows a SG kink being absorbed by a defect w i t h S > 1 and 

zero topological charge. This scenario of 0 being a right-moving kink solution and 

•0 = ^ satisfies the defect conditions when 5 = e^. Analysing the energies more 
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(a) (b) (c) (d) 

F i g . 3.7: SG anti-kink emitted by a defect, with time progressing from (a) to (d). 

-20 - I D 10 10 -10 10 -30 -10 to 20 

(a) (b) (c) (d) 

F i g . 3.8: SG kink absorbed by a zero topological charge defect, with time progressing from 

(a) to (d). 

explicitly, the in i t ia l defect state (figure 3.8(a)) has energy and momentum 

(3.3.7) 

and the final defect state (figure 3.8(d)) has energy and momentum 

^ 2m f ^ 1 . ^ 
(3.3.8) 

which fits consistently w i t h energy and momentum conservation since the SG kink 

that is absorbed has energy and momentum 

8m 
EsoL = ^ c o s h ( ^ ) Psol - -sinh(^) (3.3.9) 

Topological charge is also conserved, ini t ia l ly the defect has charge zero and the 

incoming soliton has charge Q = +1 and the final defect state has topological 

charge Q = -h i . 
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3.3.3 Soliton - defect scattering 

I n the previous section we showed that solitons w i t h specific rapidi ty can be ab­

sorbed or emitted by a defect, but what happens to solitons travelling at a rapidity 

other than this specific rapidity? These solitons scatter through the defect and by 

analysing a one-soliton solution on each side of the defect we can find the relationship 

between the incoming and outgoing soliton. 

For a right-moving kink solution on each side of the defect w i t h the same rapidity 

^ > 0, which is necessary for any chance of energy and momentum to be conserved, 

w i t h the position of the left kink shifted by a; —> x — c and the right kink's position 

hy x ^ X — d 

0 = ^a j - C t g^n ( g 2 r n ( c o s h (e ) ( x - c ) - s i n h ( f l ) t ) - ) _ ^ ^ ^ ^ j . ^ ^ ^ ^ ^ g 2 m ( c o s h ( e ) ( x - r f ) - s i n h ( 9 ) ) ̂  

(3.3.10) 

the defect conditions are satisfied when 

^2m(d-c)cosh(e) _ " ~ ^ 3 
S + e^ ' \ • • J 

We convert this condition into a time-delay 

2msinh(^) \5 - J ' 

on the outgoing soliton where 

0 = ^arctan(e2"'(=°^^(^)^-^'"'^(^'^)), ^ = ^arc tan (e2 - ( -^^>W--^ ' "hW ( i -At) ) ) 

(3.3.13) 

Analysing the time-delay formula, assuming ^ > 0 and the incoming soliton is a 

kink solution, shows that when 5 > then the outgoing solution is a kink wi th 

a positive time-delay A t > 0. Figure 3.9 shows this process, figure 3.9(a) shows 

ini t ia l ly the left soliton far f rom the defect and the fields at the defect taking the 

values (p — ip = The left kink approaches and is absorbed by the defect before 

the right kink is emitted after a time-delay. The final state shown in figure 3.9(e) is 

again a zero topological charge defect but now wi th (p = ijj = 0. The energy of the 

in i t ia l and final defect states are the same, as are the energy of the absorbed and 

emitted soHtons. I t is therefore t r iv ia l to see that the energy is conserved wi th the 
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(a) (b) (c) (d) (e) 

F i g . 3.9: SG kink scattering through a defect, time flowing from (a) to (e). 

to ta l energy of the system being 

E,ot = Esoi{e) + ^^,{5) = ^coshie) -"^(^S + ^ y (3.3.14) 

Different scattering processes are possible when the S the parameter on the defect 

takes different values. Figure 3.10 shows the process when 0 < S < where the 

outgoing soliton st i l l experiences a time-delay but also the incoming kink gets flipped 

to an anti-kink. Topological charge is s t i l l conserved as the in i t ia l defect state has 

charge —2 and the f inal defect state has zero topological charge. 

(b) (c) (e) 

F i g . 3.10: SG kink scattering through a defect and changing into an anti-kink, time flowing 

(a) to (e). 

As well as the right hand side soUton being time-delayed i t is possible for i t to be 

time-advanced. Figure 3.11 shows the kink-kink scattering process where 6 < -e~^ 

and the right kink is time-advanced. This time-advancement is shown in figure 

3.11(b) where the right kink is being emitted f rom the defect before the left kink 

has been absorbed. We note that in all processes where the scattering soliton is 

time-advanced the in i t ia l defect state has positive energy, this is necessary so that 

the defect can transfer energy to the right soliton before i t gains energy f rom the 
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the left soliton. Likewise processes where the right sohton is time-delayed the ini t ia l 

defect state has negative energy. 

Comparing the SG soliton-defect time-delay (3.3.12) wi th the SG sohton-soliton 

time-delay (2.1.37) shows that i f we match the parameters between the defect and 

soliton then the time-delay experienced when scattering through the defect is exactly 

half of that experienced when scattering through another soliton. This might point 

towards defects actually being the fundamental objects of the theory and somehow 

two defects are equal to a soliton [24 . 

(a) (b) (c) (d) (e) 

F i g . 3.11: SG kink scattering through a defect with time-advance, time flowing (a) to (e). 

3.3.4 Particle - defect scattering 

The particle of the theory is taken to be linearised fluctuations around the vacuum 

and therefore the particle-defect scattering factor is found by solving the hnearised 

defect conditions. The linearised SG equation of motion is solved by the usual plane 

wave solution wi th mass shell condition uj'^ = k'^ + Am?. For the zero topologically 

charged defect 0 = 0, ip = 0 the hnearised defect conditions are 

dtipe - d^(l), = me~^{(p, + A)+me^{(t)c-ilJe), 

dt(t>,-d,^, = - m e - - ^ ( 0 , + ^ , ) + m e ^ - ( ( ^ , - V ^ J , (3.3.15) 

which has solutions (strictly speaking the real part of these expressions) 

0^ = ê '̂ ê-̂ '̂ ' + i?e-^*^^e ikx —iu}t ikx -iut 

where 

i? = 0, T = 
wi + m{e^ — e~^) 

-ki -\- m{e^ + e''^) 

(3.3.16) 

(3.3.17) 
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Similarly for the topologically chaxged defect 4> = 0, ip — ^ the linearised SG 
equation remains the same but the linearised defect conditions become 

dtA - dj^cp, = -m e~^{<p, + ip^) - m 6^ (4 - ipe), 

dt(l>e-d,A = me->^(0, + ^ , ) - m e ^ ( 0 , - ^ J , (3.3.18) 

which has the same solution (3.3.16), this time w i t h 

R = 0. r = - ° " + " " ^ ' - ^ " ' ' . (3.3.19) 

Both of these solutions have the property that the reflection factor is zero and 

therefore the defect is purely transmitt ing. 

This concludes the introduction of the defect SG theory, after the derivation of 

the theory we have concentrated on the classical properties of the theory. We have 

shown that the defect can store energy, momentum and topological charge and can 

have these charges transferred to and away f rom i t during absorption, emission and 

scattering processes w i t h SG solitons. Solitons w i t h specific rapidity can be absorbed 

or emitted by the defect and during scattering the rapidity of the incoming soliton 

in reference w i t h the defect rapidi ty parameter governs whether the soliton changes 

flavour or not. We have seen that a k ink can either remain a kink or swap to an 

anti-kink. I t has been commented that this property could allow the SG defect to be 

used as a logic gate [26]. The property that the particle transmission factor is purely 

transmit t ing is startling and is a result of integrability. Further analysis has been 

completed on aspects of the quantum theory [25] which are not mentioned here. 

Other field theories w i t h defects have since been studied including the non-

hnear Schrodinger model [27,28] and some supersymmetric theories [29]. In the 

next section we introduce the sinh-Gordon theory wi th defect. 

3.4 Sinh-Gordon theory with defect 

I n section 3.2.4 we showed that i t is possible to construct a defect theory w i t h ShG 

theory on both sides so that the defect conditions preserve the integrability of the 

ShG theory. The ShG defect Lagrangian has the form (3.2.1) w i th the defect term 
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(3.2.23) and the standard bulk Lagrangian pieces (2.2.1) restricted to x < 0 and 
X > 0. The conserved defect energy (3.2.5) and defect momentum (3.2.7) w i th 
defect term (3.2.23) have contributions f rom the bulk regions and the defect. The 
ShG defect conditions are 

. 4 ! ! f ^ s m h f ^ V ^ s m h ^ ^ ^ ^ - ^ ) 
P V ^/2 ; • - V ^/2 

5 x ' 0 - 5 t 0 = —r— - - s m h + 5 s m h ' ' . 3 .4 .1 ) 

This model was derived along w i t h the other scalar field defect theories [8] but the 

analysis that follows here is new work. 

In the earlier introduction into the bulk sinh-Gordon theory in section 2.2, we 

showed that the 'soliton' solutions in the ShG theory are not finite energy configura­

tions in the bulk theory. This makes the bulk theory uninteresting as i t is a theory 

of just a scalar particle. This property certainly imphes that 'solitons' moving w i t h 

real rapidity wi l l s t i l l have infinite energy in the defect theory. However as we show, 

i t is possible to hide the infinities present in the 'sohton' solution behind the defect 

allowing a finite energy field configuration to be constructed using ShG 'soliton' 

solutions. 

3.4.1 Defect bound states 

The vacuum of the ShG defect theory is the t r iv ia l (p = 0., •0 = 0 w i t h energy and 

momentum 
2m / A „ 2m 1 \ , , 

We analyse the field configuration w i t h a static one-'sohton' solution (2.2.4) on both 

sides of the defect 

0 = ^ a r c t a n h ( e 2 ' " ( " - ^ ' ) , ^ = ^ a r c t a n h ( e ' " ^ ( - ^ - ' ' ^ ) . (3.4.3) 

Due to the asymptotic behaviour of the 'soliton' solution, the two solutions are taken 

to be the parity inverse of each other. This is achieved by flipping the sign of x in 

the •0 solution, meaning that the 0 solution tends to zero as x ^ — oo and the TJJ 

solution tends to zero as x —> +oo. This choice at least allows the possibility of 
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hiding the infinities f rom both solutions behind the defect and therefore achieving 
the aim of creating a finite energy field configuration. 

We substitute these solutions into the ShG defect conditions (3.4.1) and simplify 

them to give the constraint 

on the parameters c and d which govern the position of the two solutions. We 

calculate the energy and momentum of this configuration to be 

^ 2 m / 1 \ 8m ^ 2 m / l \ . ^ . 

although the energy is only this value i f both infinities are absent f rom their respec­

tive bulk regions. The position of the infinities are at a; = c and x — —d giving the 

range of finite energies to be 

1 < e''"'' < f r i , for <5 > 1 , 

- 1 < ê "̂ '' < f ± | , for 0 < 5 < 1 . (3.4.6) 

I n figure 3.12 we show that the ShG defect bound state does have greater energy 

than the vacuum for ^ > 0, the range where the defect bound state exists. For the 

particular value oi 5 = 1, the energies of the two configurations coincide. 

Figures 3.13 and 3.14 each show three examples of the static 'solitons' in positions 

where the energy of the configuration is finite. Figures 3.13(a), 3.14(a) are where 

the left 'soliton' has its inf in i ty at 2; = 0, which coincides wi th e^™'' = Figures 

3.13(c), 3.14(c) show when the right 'soliton' has its inf ini ty at x = 0, where d = 0 

(actually ior5<l,d= ^ ) . Figures 3.13(b), 3.14(b) show the 'sohtons' where ê '"'̂  

hes in the internal region of the range (3.4.6). When 8 > \ then the right 'soliton' 

is the same fiavour as the left, i llustrated in figure 3.13, while i f 0 < 5 < 1 then the 

'solitons' are the opposite flavour, shown in figure 3.14. 

Unlike the bulk ShG theory there are finite energy configurations involving ShG 

'solitons' in the defect theory, as there are in the boundary theory [16,17]. The 

straightforward extension to this result is to ask whether higher soliton solutions 

can fo rm other finite energy configurations. 
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F i g . 3.12: Energy of the defect states for different values of S {m. = ^, P = -^). Solid 

line = energy of the (j) = ip = 0 state, dotted line = energy of ShG defect bound 

state. 

(a) (b) (c) 

F i g . 3.13: Defect static 'soliton' solution with 5 = 2 with the positions of the 'soiitons' at 

the extremal values and one in the middle of the range. 

As in the SG theory (section 2.1.6) there exists a ShG breather solution, similarly 

constructed by giving the two constituent one-'solitons' in the two-'soliton' solution 

rapidities the complex conjugate of each other. As for the 'soliton' this breather 

solution is not a finite energy solution in the bulk theory. I f the breather solution 

is moving, when the rapidities are not purely imaginary, then this automatically 

rules out the chance of the energy being finite in the defect theory. Therefore we 
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(a) (b) (c) 

F i g . 3.14: Defect static 'soliton' solution with S = 0.5 with the positions of the 'solitons' 

at the extremal values and one in the middle of the range. 

consider the stationary breather solution. We illustrate the ShG breather solution in 

figure 3.15, where similarly to the SG breather the constituent 'solitons' are bound 

to each other, moving through each other periodically and never escaping to infini te 

separation. 

i 10 -10 -i S 10 -10 -1 0 10 -10 0 

(a) (b) (c) (d) 

F i g . 3.15: ShG breather solution, time flowing (a) to (d). 

The most useful way to write down a ShG breather solution is 

(j) = — I n - , 
P 

(3.4.7) 

w /•here 

T i = 1 - - + - - / 5 

and 

(3.4.8) 

f _ p2m((x-c)cos(e)-itsin(e)) _ 2m((x-c)cos(0)+i tsin(e)) _ (3.4.9) 
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I n this breather solution we have made i t stationary by giving the constituent 'soli­
tons' rapidities ±i9. We place this solution on the left hand side of the defect and 
a similar one for -0 

^ = ^ l n f ^ y (3.4.10) 

where 

and 

V P V a 
ao = l + - - - - p q , ai = l - - + ^ - p q 3.4.11 

p = g2m((i -d)cos(f l ) - i ( t - to)sm(e)) ^ ^ ^ g2m(( i -d )cos (9 )+ i (t-to)sin(e)) ^ _ 

(3.4.12) 

on the right hand side of the defect. We find that the defect conditions (3.4.1) are 

satisfied by 

w c - d ) _ cosh(x) - cos(g) 
4mto _ ^ i^h(x) ~ zsin(^) 

~ cosh(x) + cos(6') ' " sinh(x) + zsin(6') ' ' 

where 5 = e^. Generating these conditions is not a t r iv ia l matter due to the com­

plexity of the breather solutions and the defect conditions themselves. However 

by realising that the conditions must hold for all time, a Taylor series i n an expo­

nentiated time variable can be made leaving equations proportional to each term 

that can be individually solved. As in the static 'soliton' configuration the impor­

tant question is whether there is a range of the parameters where the energy of a 

breather-breather solution is finite? Once again i t is necessary to "hide" the inf ini ­

ties behind the defect, after extensive analysis i t is thought that this is impossible 

although we offer no formal proof. 

Continuing to the next possible defect solution, we consider a three-'sohton' 

solution on each side of the defect. Again the three-'soliton' solutions are best 

wri t ten in the same form as for the breathers (3.4.7), (3.4.10) this time w i t h 
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We choose the constituent 'soiitons' so that two of the 'soiitons' form a breather and 
the th i rd is a stationary 'soliton' w i t h flavour to ensure that 0 ^ 0 as - o o and 
•0 —> 0 as X -l-oo. These choices mean the solution has the form 

/ — g2m(x-6 ) g _ g2m(cos(e)( i -a)- i ts in(e)) ^ _ ^2m{cos{e)[x-a)+itsm{e)) 

p = g 2 m ( - i - c ) q _ g2m(cos(0) ( -x-d)- i ( t -e )s in{e)) ^ _ g2m{cos{e)(-x-d)+i {t-e)sm{e)) 

(3.4.15) 

and 

gie _ g-io 1 — ê ^ 1 — e~̂ ^ 

We solve the defect conditions (3.4.1) for these breather plus static 'soliton' config­

urations and find they are satisfied when 

g2m(a+d) ^ /cosh(x) + C 0 S ( ^ ) 2me ^ /s inh(x) + ^ sin(g) 

Y cosh(x) - cos(^) ' Y sinh(x) - i sin(^) ' 

g2m(c+6) ^ coth (I) . (3.4.17) 

Af te r more analysis we found that for no range of the parameters is i t possible to 

hide all the infinities of this configuration behind the defect and we conjecture that 

there are no non-static finite energy defect states in the defect ShG theory. 

3.4.2 Particle - defect scattering 

In the previous section we analysed different field configurations in the ShG de­

fect theory, despite being able to solve the defect conditions for complicated time-

dependent solutions only the t r iv ia l vacuum and static solution were found to be 

finite energy. I n this section linearised calculations are performed on both of these 

configurations which models the scattering of the ShG particle through the two de­

fect states. Strict ly speaking the fields are the real parts of the plane wave type 

solutions which follow. The ShG equation linearises to the Klein-Gordon equation 

which has the standard plane wave solution 

0 , = a i e'̂ ^^e-'"' + e^^'^e"^', (3.4.18) 
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w i t h the mass-shell condition u? — k'^ = 4m^. The linearised defect conditions around 
the vacuum = 0, tp = 0 are 

= me-^{4>, + ^,)-me^cP,-^,). (3.4.19) 

We solve the defect conditions for a plane wave solution moving in f rom left inf in i ty 

^ g i f c z g - i ^ t ^ ^ ^ikx^iwt ^ ^^ = T e^'^^e-'"'', (3.4.20) 

which we find are satisfied when 

w + im[S — ^) 
Rvac = 0 ; Tyac = ; ! 77 TV " (3.4.21) 

-k + im[d + | j 

As in the SG defect theory, the plane wave (ShG particle) is purely transmitted 

through the defect. 

To find the transmission factor for the particle scattering through the static 

'soliton' defect state needs more work, first we need to find the linearised equation 

of motion around the static configuration. The solutions have the form 

0 = ^ a r c t a n h ( e ' ' " ( ^ - ^ ' ) + </.,, ^ = ^ a r c t a n h ( e 2 ™ ( - ^ - ' ^ ) ) + (3.4.22) 

and the linearised equations of motion become 

/ 2 \ 

V smh^(2m(a: - c ) ) / 

2 
0 = ^ . - ^ . > 4 m - ^ l + ^ ^ ^ ^ , ^ ^ ^ ^ _ ^ _ ^ ^ J ^ . . (3.4.23) 

To solve the (p equation we use the ansatz (p^ = e~'^'^*-f(x) to eliminate the t ime 

dependence, this reduces the equation to a Schrodinger type equation 

- / " + 4m^ ( l + . , ^ - ) f = w ' f . (3.4.24) 
V smh (2m(x - c ) ) / 

We rewrite this in the fo rm A'^ Af = nP'f 

d 2m \ f d 2m 
dx ^ tanh(2m(x - c))) [dxtanh(2m(x - c)) j ~ ^ ' ^^'^-^^^ 

where 

A — ^ 
dx tanh(2m(a; — c)) ' \ • • ) 
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By considering the related equation AA'^g = w'^g and noticing that i f g{x) is a 

solution to this equation then f { x ) = A'^g{x) is a solution to the original equation. 

This reduces the problem to solving the related equation. Expanding out the related 

equation AA'^g = w'^g, we find that i t has the simple form 

-g" +4m^g = w'^g, (3.4.27) 

which is solved by g{x) = ê '̂*'̂  w i t h w'^ - = 4m^. Therefore f{x) = A'^g{x) is a 

solution to the original equation (3.4.24) and has the exphcit form 

2m 
f{x) = [^ik + ,±ikx (3.4.28) 

tanh(2m(x — c))^ 

We solve the similar linearised ijj equation of motion (3.4.23) by the same method 

and find 
2m 

A = Tik - t a n h ( 2 m ( - z - 6)) y ^ ^ ' (3.4.29) 

We have the solutions in the bulk and to proceed we find the form of the linearised 

form of the defect conditions 
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(3.4.30) 

where C(c) = cosh(2mc) , 5(c) = sinh(2mc). This is before we have applied the 

constraint between the positions of the two 'sohtons' (3.4.4) bound to the defect. 

Solving the Unearised defect conditions for an incoming particle f rom left inf in i ty 

and allowing the defect to both reflect and transmit 

2m \ _ / . 2m 
0e = -ik + Jkx 

A = T { - i k -

tanh(2m(x - c)) 
2m 

t a n h ( 2 m ( - x - d)) 

+ R\ik + 
tanh(2m(x - c)) 

-ikx -iwt 

^ikx^-iwt (3.4.31) 
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we find 
_ —w + im(5 — \ ) 

Rbs = 0, = — j i — # • 3.4.32) 

Again the scattering is reflectionless so the particle is purely transmitted through 

the defect bound state. 

3.4.3 Transmission factor analysis 

We have calculated the particle-defect transmission factor for the vacuum Tyac 

(3.4.21) and the defect bound state T^g (3.4.32), finding in both cases that they 

have modulus one, another way of saying that the defects are reflectionless. 

There exists a pole in T^ac aX k = im{5 -\- 5~^) which corresponds to the config­

uration 

0 - 0 , ^ ^ Q±MS-i-')t^-m[s+6-')x ^ (3.4.33) 

this is normalisable in x which suggests the existence of a defect bound state but 

damped in t, except when 6 = \ where i t is static. This corresponds to the defect 

bound state found in the previous section, since the bound state was static and in the 

hmit (5 —> 1 the solution is small as the left and right bound 'soiitons' are positioned 

far behind the defect. Similar analysis of T^s should help to confirm whether or not 

we are correct in conjecturing that there are no higher bound states. T^^ has a pole 

at A; = —im{5 -h 6~^) which corresponds to the configuration 

0 ~ 0 , ~ g-ia.tgm(5+5-')x ^ (3.4.34) 

this is non-normalisable for J > 0 suggesting that there are no higher bound states. 

We can rewxite the transmission factors in the form 

sinh + f ) _ sinh ( g ^ - f ) 

Using the classical formula for particle-particle scattering in ShG theory [25 

S n i e ) ^ - ^ ^ ^ ^ - ' ^ . (3.4.36) 
' s i n h ( f ) s i n h ( | + f ) ^ ' 

we check that the transmission factors satisfy the classical defect bootstrap equation, 

illustrated in figure 3.16, 
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s(e-e,) 

F i g . 3.16: Defect Bootstrap from vacuum to bound state. 

(3.4.37) 

where 6bs = X + Y P ° ' ^ ^^^^ appears in Ty, 

3.5 Summary 

This concludes the introductory part of this thesis, i n the past two chapters we have 

introduced and analysed some aspects of 1-1-1 D field theories. Using SG and ShG 

theories to describe properties of the integrable field theories and general techniques 

which are common place in this area of research. We have concentrated purely 

on the classical aspects of the theory which dominates the analysis of the complex 

sine-Gordon theory to come. 

We reviewed the topological solitons solutions present in the SG theory, both by 

using the Bogomolny energy bound and the Backlund transformation. Using the 

Theorem of Permutability we have generated a two-soliton solution and described 

how higher soliton solutions could in principle be generated. The two-soliton solution 

can describe soliton-sohton scattering, where the sohtons experience a time-delay or 

time-advance, or a breather solution where the two constituent sohtons are bound 

in periodic motion. Unlike the SG soliton, the ShG 'soliton' does not have finite 

energy, meaning the spectrum of the model is a sole scalar particle. For the SG 

theory the conservation of higher spin charges was shown which is the first step on 

the way to proving the integrability of the theory, which is responsible for many of 
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its interesting properties. 

Moving on f r o m the bulk theory we have introduced boundaries and defects in 

scalar field theories in such a way as to maintain their integrability. The boundary 

potential was determined by the conservation of the higher spin energj^-like charges 

and the defect potential was similarly determined by the, perhaps unexpected, con­

servation of a defect momentum. Constructing the defect theory in the case of single 

scalar field theories gave constraints on which bulk theories are allowed on each side 

of the defect. 

In the SG defect theory the defect conditions are exactly the B T . We found 

soUtons can be bo th absorbed and emitted by a defect i f they are travelling at specific 

rapidities. More general sohtons scatter through the defect, either experiencing a 

time-delay or time-advance w i t h the process being either flavour conserving or not. 

That is, depending on the rapidity of the scattering soliton, a kink solution can 

remain a kink or flip to an anti-kink solution. During all these processes energy, 

momentum and topological charge are transferred to and f rom the defect. The time-

delay for soliton-defect scattering is found to be exactly half of that for soliton-sohton 

scattering and the SG particle is found to be purely transmitted by the defect. 

In the defect ShG theory, we found the existence of a static defect bound state, 

but no higher bound states involving ShG breather solutions. We showed that the 

energy of this bound state is always higher than the vacuum in the parameter range 

where the bound state exists. We calculated the classical particle transmission factor 

through both the vacuum and bound state, again finding both states reflectionless. 

Analysis of the transmission factors backs up the conjecture that no more defect 

bound states exist and the transmission factors were checked to satisfy the classical 

defect bootstrap equation. In the literature there are two different suggestions for the 

quantum transmission matr ix [25,30], one which depends on the couphng constant 

and one that does not, and both of which agree wi th T-^ac in the classical l imi t . The 

discovery of a previously unknown classical bound state provides an explanation 

for the pole that appears in T^ac and also the pole that appears in the candidate 

quantum transmission matrices. 

We w i l l now use the ideas presented in these introductory chapters in the analysis 
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of the more complicated complex sine-Gordon theory and compare and contrast the 
properties of the CSG theory wi th the properties of the SG and ShG theories. 



Chapter 4 

Complex sine-Gordon theory 

This chapter starts the main section of work of this thesis on the complex sine-

Gordon (CSG) theory. We begin w i t h an overview of the bulk theory before in the 

subsequent chapters we introduce defects and dressed boundaries into the theory. 

The work in chapters 4, 5 and 6 covers the material in the paper "Defects and dressed 

boundaries in complex sme-Gordon theory" [I]. I n chapter 7 we investigate quantum 

aspects of the CSG dressed boundary theory, the work appears in "Quantum complex 

sine-Gordon dressed boundaries" [2 . 

The complex sine-Gordon model, like the sine-Gordon and sinh-Gordon models 

covered in the introductory chapters 2 and 3, is an integrable field theory in 1-1-1 

dimensions. Unlike the other two models where the fields are real, CSG is a theory 

of complex fields. The CSG theory has many properties in common w i t h the SG 

and ShG theories due to their shared integrability. Like the SG model, we see that 

the CSG model admits soliton solutions. Whereas the SG solitons carry topological 

charge, CSG sohtons carry a Noether charge due to the theory's U{1) invariance. 

The multi-vacua of the SG theory leads to the topological nature of the SG soliton, 

this is absent i n the CSG theory which has an unique vacuum. 

The similarities and differences between the CSG and SG model provide strong 

motivation to undertake fur ther analysis into the CSG model and in particular into 

defect and boundary theories. As we have seen the SG theory has been thoroughly 

analysed both w i t h boundary and defect, which led to the discovery of many inter­

esting phenomena. In these theories the soliton solutions are found to interact w i t h 

50 
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the boundary and defect in various ways. They can be absorbed or emitted by both 
boundary and defect, as well being reflected f rom the boundary and transmitted 
through the defect. 

We find that i t is possible to construct CSG defect and boundary theories that are 

classically integrable. Whether similar interactions to those in SG theory, between 

CSG solitons and CSG boundary and defect are observed is investigated. W i l l there 

be added sophistication due to the sohtons holding a Noether charge? These are 

the questions that make the research presented here an interesting and worthwhile 

study. The CSG theory is the perfect extension to the SG theory to see whether 

certain properties are repeated and are therefore possibly traits of all integrable 

theories and to see whether new properties appear f rom the increased complexity. 

After the introductory material of this chapter, in chapter 5 we investigate the 

possibihty of introducing an integrable defect into the theory. We analyse the prop­

erties of the defect and investigate the nature of the interactions between solitons 

and the defect. In chapter 6 we use the integrable CSG defect to generate a wider 

class of boundary conditions which we similarly examine. 

The CSG theory goes back to the mid 1970's when i t was independently intro­

duced by various people, arriving at the now standard CSG Lagrangian f rom very 

different starting points. Lund and Regge [31,32] found that a model of relativistic 

vortices in a superfluid in 4D, where the strings/vortices interact through a massless 

scalar field, can be reinterpreted as a set of two coupled non-linear equations in 2D. 

These equations admit sohtary wave solutions and are equivalent to today's CSG 

theory. The 4D Lagrangian they started wi th was the same as introduced by Kalb 

and Ramond [33] when generalising the classical action of a distance theory between 

point particles to include I D strings in analogy w i t h Feynman and Wheeler's [34 

description of Maxwell's theory. Lund and Regge d id not know whether the theory 

they had constructed was integrable. 

The answer to this question was given by Pohlmeyer and Rehren [35,36], who 

constructed the CSG Lagrangian as one of a series of relativistically invariant field 

theories in l -Hl D w i t h a one parameter family of B T and an infini te number of 

integrals of motion. These were obtained by a dimensional reduction of the 0 ( n ) 
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non-linear cr-model, w i t h the 0 ( 3 ) and 0 ( 4 ) a-models corresponding to the SG and 
CSG models respectively. 

Getmanov [37,38] constructed the CSG Lagrangian when wr i t ing down all "La­

grange Lorentz-invariant field theory models in 2 dimensional space-time for the 

complex scalar field w i t h an infini te number of conserved currents". He found two 

non-trivial models which he called CSG I and I I , w i th CSG I being the focus of the 

current theses. 

Bakas [39] presented a Lagrangian description of the CSG model in terms of a 

SU{2)/U{1) coset model perturbed by its first thermal operator. This work was buil t 

upon by Park and Chin, who in [40] demonstrated the duali ty between the positive 

and negative coupHng sectors of the theory. I n addition they wrote down the B T 

for the model using the W Z W picture and complex field notation. Using the B T 

to construct one and two-soliton solutions, he showed that the two-soliton solution 

can describe either soliton-sohton scattering or a breather solution depending on 

the choice of the parameters in the B T . Fernandez-Pousa et al. [41,42] carried out 

further investigation into the class of homogeneous sine-Gordon theories of which 

the CSG model is the simplest. 

The first investigations into the quantum regime of the theory were by de Vega 

and Maillet [43, 44] who showed that the theory is renormalisable at 1-loop level 

w i t h just a finite renormalisation of the coupling constant A 

A2 

and calculated the 1-loop 5-matrix. They continued to analyse the theory semi-

classically, constructed sohton solutions by the inverse scattering method, calculated 

the semi-classical mass spectrum, using the method of Dashen et al. [45], and the 

semi-classical S-matrix. These results were bui l t upon by Dorey and Hollowood [46 

who used the Bohr-Sommerfeld quantisation rule to show that the charge of the CSG 

soliton is quantised, calculated the classical time-delay experienced by solitons dur­

ing soliton-soliton scattering before conjecturing f u l l S-matrices for soliton-soliton 

and meson-solitons scattering which were in f u l l agreement to all the previous semi-

classical computations. 
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Following on f rom work on other integrable field theories in restricted domains, 
the CSG model has been studied w i t h a boundary by Bowcock and Tzamtzis [47 . 
They found a one parameter family of boundary conditions that preserve the integra-
bi l i ty in the boundary theory and constructed conserved energy and charge. They 
analysed the CSG boundary model, calculating the soliton and particle classical re­
flection factors and found the existence of boundary bound states. Subsequently [48 
they conjecture the form of the fu l ly quantum reflection matr ix using the bootstrap 
principle. 

The CSG theory has been used in general relativity [49] and more widely in the 

area of optics. McCall and Hahn [50] used the SG theory to model the lossless 

propagation of light pulses, although this was a somewhat over-simplification of the 

the physical reality. Park and Chin [51,52] used the extra phase degree of freedom 

present in the CSG model allowing them to account for frequency modulation effects. 

Most recently the CSG model has attracted some attention in the context of 

magnons in string theory. The CSG equation is equivalent to the equations of motion 

of a string moving on an M x subspace of AdSs, x 5 ° [35,53]. This equivalence is 

used in current work verifying the prediction of the ^ d 5 / C F T correspondence that 

the spectrum of operator dimensions in planar A/" = 4 SUSY Yang-Mills and the 

spectrum of a free strings on AdS^ x are the same [54]. Integrable boundaries 

have already been used in this context [55-57 . 

4.1 C S G Lagrangian description 

The complex sine-Gordon theory is described by the Lagrangian 

CcsG = : —I 4/?uu 4.1.1 

in 1-1-1 dimensions. Here u is a complex field, A is the couphng constant and P 

is related to the mass parameter. The constant A can be absorbed into u and 

u* by scaUng the field, in which case i t appears as an overall factor mult iplying 

the Lagrangian. Unt i l chapter 7 we only consider the classical theory, so we can 

consistently set A = 1. 
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The Lagrangian has a global U(l) symmetry, i.e. i t remains unchanged under 
the transformations u —> e'^°'u, u* —̂  e~^"w*, this leads to a conserved charge by 
Noether's theorem. The Lagrangian looks very similar to that of a massive free 
complex field. The interactions in the model can be thought of as arising when the 
denominator 1 — X'^uu* is expanded in small fluctuations about the vacuum u = 0. 
We derive the CSG equation of motion (and its complex conjugate) 

3 . . u - a „ . + " " " ^ ' " ' ' - < ^ - ' ' » + 4 / ; n ( l - u u - ) = 0, (4.1.2) 
1 — uu* 

by varying the action 5" = / dtL in the usual way. By considering small fluctuations 

we see that P = 

The connection to the SG theory can be exphcitly seen by a change of variables 

u = sin0 e-"'. When 77 is taken to be a constant, the CSG equation becomes 

dttcp-d^^(l) + 4pcos<psind) = 0., (4.1.3) 

which gives the famihar SG equation of motion 

^tt^ - 5 x x 0 + sin0 = 0 , (4.1.4) 

after the rescalings ^ —» | , y/P \. The energy has the fo rm 

E = ax \-ABuu (4.1.5) 
J 1 - uu* 

and the momentum 

P = - [ d x d.ud,u* + d.u*d,u 
J \-uu* ^ ' 

Analogous to the SG theory, their conservation follows f rom the equations 

dte + d^V = {), dtV + d^8* = 0., (4.1.7) 

where 8* = S{P —/?). As in the SG theory and ah integrable theories there 

are infinitely many higher spin charges that are conserved. In [47] a formula for 

some of the higher conserved charges are generated using the Lax pair method, in 

appendix A . l we rewrite the next conserved energy-like and momentum-like charge 
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in notation consistent w i t h the work in this thesis. The extra conserved charge due 
to the U{1) symmetry by Noether's theorem takes the form 

Q ^ J dx f 

J l-uu* ^ ^ 

As w i t h the Lagrangian the expressions for these conserved charges deviate f rom 

those of the free complex field by the denominator factor mul t iplying the derivative 

terms. The theory has two sectors corresponding to the sign of P, in these two 

sectors the vacuum field configurations are different. When P > 0 the vacuum is 

u = 0 and therefore topologically t r iv ia l , while when p < 0 the energy is minimised 

when \u\ = 1, in this regime the vacuum spontaneously breaks the U{1) symmetry 

of the theory. 

4.2 C S G as a Wess-Zumino-Witten model 

As first demonstrated by Bakas [39], the CSG model can be reformulated as a gauged 

Wess-Zumino-Witten ( W Z W ) model [58,59] perturbed by a potential. Consider the 

action 

S = Sgwzw + Spot, (4.2.1) 

where Sgwzw is the standard gauged W Z W action 

Sgwzw = I dzdzl\{g-'dgg-'dg)- ^ [ Tr{g-'dg A ~g-'dg A g~'dg) 
47r JY: 127r 

+ ^ [ Tri-Wdg g'^ + Wg'^dg + WgWg'^ - WW), (4.2.2) 
271 J 

and Spot is the perturbing potential 

Spoi = ^ j T r ( p a 3 5 - V 3 ) . (4.2.3) 

The action is defined in a three-dimensional manifold B whose boundary is our 

normal compactified two-dimensional space E, p is a SU{2) group element wi th g 

its extension to the three-dimensional manifold. W and W are a connection that 
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gauge the anomaly free diagonal subgroup C/(l) of SU{2). The perturbing potential 
breaks the conformal symmetry demonstrated by a W Z W model and gives masses 
to the fields, w i t h the mass parameter /?. 

Varying the action w i t h respect to the field g gives the equation of motion 

~ h jT^id+ia-'dg + g-'Wg + iPXa^), 5+(W - jg-'a^g)] g_, Sg = 0 , (4.2.4) 

which takes zero curvature form [40]. Similarly the variation wi th respect to the 

gauge fields W and W lead to the following constraint equations 

0 = J Ti{dgg-^ - gWg-^+W)SW , 

0 = ^ jTr{g-^dg + g-^Wg-W)SW. (4.2.5) 

Combining the constraint equations (4.2.5) and the diagonal part of the equation of 

motion (4.2.4) results in the flatness condition 

dW -BW = 0, (4.2.6) 

which allows the non-local gauge W = W = Q to he chosen [60]. I n this gauge the 

equation of motion (4.2.4) simplifies to 

[d+ig-'dg + zPXa^), d-jg-'a^g] = Q (4.2.7) 

and the constraint equations (4.2.5), which are only vahd for the diagonal compo­

nent, to 

dgg-' = 0., g-'dg = 0. (4.2.8) 

In this formulation the positive and negative P sectors of the CSG model in the 

complex field notation are treated simultaneously w i t h the connection between the 

SU(2) group element g and the complex fields u and v given by 

u -iv* , 
^ = I | : (4.2.9) 

-iv u* 

where v — - i / l - nii*e~'^ is the dual field to u. The diagonal components corre­

spond to the ,5 > 0 sector, so u satisfies the CSG equation wi th /? > 0 and the 

oflF-diagonal to the ^ < 0 sector w i t h v satisfying the CSG equation wi th /? < 0. 
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6 is to be thought of as an auxiliary field and is defined up to a constant by the 
constraint equations (4.2.8), which in the complex field notation become 

i f udxU* - u*dxU 

2 V l-uW 

2 V 1 - uu* ) 

The vacuum of the two sectors in complex field notation are respectively 

u = 0, v=-^^ (4.2.11) 

and in this notation 

/ n 9>-if2 \ 
(4.2.12) 

As shown previously for the SG theory, B T are extremely useful in the theory of 

integrable models. We used B T to create multi-soliton solutions and found that they 

were exactly the defect conditions required to formulate the integrable SG defect. 

B T exist i n the W Z W notation between two SU(2) mat r ix variables / and g [40] 

dgg-^a^-a^d! + ^ { g r \ o ^ \ = 0. (4.2.13) 

I f the group elements / and g satisfy the B T then i t can be checked that / and g 

both satisfy the gauged W Z W equation of motion and the constraint equations. 

We continue the introduction into the CSG theory by using the B T (4.2.13) as 

the starting point to analyse the sohton solutions in the complex field notation. 

4.3 Complex sine-Gordon solitons I 

We re-express the B T (4.2.13) in complex field notation 

dtw — d^w dtu — dx'LL 
2 * V* 

+ 2^S{wv + uz) = 0^ 

— + - Y^{uz*-wv*) = 0 , (4.3.1) 
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where v = - uu*e~''^ and z = - - y / l - ww*e~''^ are the dual fields of u and w 
respectively. Each dual field introduces an auxiliary field which are determined up 
to a constant by constraint equations, 9 by equations (4.2.10) and ip by 

i f wdxW* - w*dxW 
2 \ 1 - WW" 
i f wdtW - w*diw\ 

dx^ = - - ; . 4.3.2 
2 \ 1 - WW* J 

I t can be checked that i f u, v, w, z satisfy the B T then u and w satisfy the CSG 

equation wi th /? > 0 and v and z satisfy the CSG equation w i t h /? < 0. Therefore 

by knowing one solution to the CSG equation, the B T allow a second solution to 

the CSG equation to be found. This new solution has a soliton-number one higher 

than the original solution. As w i t h the SG model the CSG B T simplify the process 

of f inding soliton solutions, since they are first order differential equations opposed 

to the second order CSG equation. 

Explici t ly f rom the vacuum (u, v) = (0, -e^") we can f ind the one-soliton solu­

t ion. Substituting these vacuum values into the B T (4.3.1) to give 

0 = dtw* - y / p 5e^("-^) ^ wWl-ww\ 
V s J 

0 = d:,w* + ^ (5e''"-'^) + wWl-ww*. (4.3.3) 

which can be rewrit ten in terms of solely the dual field 

d,z' = ^e'"" (^S - - zz*). 

d^z' = - ^ ^ ^ { 5 + - \ { l - zz*). (4.3.4) 

These are simultaneously solved by the following expressions for the one-soliton 

solutions in the two regimes of the theory 

_ _ cos(a)exp(2zV^sin(a)(f cosh(^) - xs inh(^) ) ) 
- cosh(2V;5cos(a)(xcosh(e) - ^sinh(^))) ' 

2 = Vi-sol = -e*" ^cos(a) tanh(2-«/^cos(a) (a ;cosh(^) — f sinh(^))) — zsin(a) j . 

(4.3.5) 

where the phase of the dual field z is given by 

ip = —Q-h arctan ^tan(a)coth(2v^cos(a)(x'cosh(^) — i sinh(^)))^ , 

(4.3.6) 
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a is associated to the charge of the solution and 6 is the rapidity of the solution 

related to the parameter 6 that appears in the B T hy 5 = e^. These solutions were 

originally derived by Getmanov [38] and Lund and Regge [31 . 

(a) Real part of ui-soi (b) Real part of f i-so; (c) Energy Density 

F i g . 4.1: CSG one-soliton with a = f, Cl = 0, 6 = 1 at time, t = 0. 

Figure 4.1 graphically illustrated the CSG one-soliton solution, the energy plot 

shows that the solution is indeed a localised energy solution and figure 4.1(b) shows 

that the dual field v exhibits a SG kink-like nature. 

4.4 Explicit formula for the auxiliary fields 

In this section we present an explicit and general formula for the auxiliary fields, 

which in previous hterature had only being defined up to a constant by constraint 

equations (4.2.10), (4.3.2). The reaUsation that this is possible facihtates the intro­

duction of defects into the theory, which we discuss in chapter 5. 

In Pohlmeyer and Rehren's 1979 paper "Reduction of the two-dimensional 0(n) 

non-linear a-model" [36] where the CSG theory is generated by reducing the 0 ( 4 ) 

non-hnear cr-model. They present an explicit formula for u 

u) - arcsm 
y/l-iP^iP'^/l-iP'b-ij;''' ' ' ^^'^"•^^ 

where (^° , tp^) are related to {u, w) in our notation and uj is related to the difference 

in the auxiliary fields Q and -0. We denote this difference hy a = 6 — ip. 

This formula suggests that i t might be possible to find an explicit formula for a 

in the CSG theory. As 0 and ip only appear in the combination a = ^ — in the B T 
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(4.3.1) this could allow the theory to be fu l ly determined by only considering the 

fields [u, w) of the new function a, as opposed to having to consider both sectors of 

the theory simultaneously. More exphcitly the B T (4.3.1) can be wr i t ten in terms 

of the u and w fields along w i t h a as 

\ / l — uu* \ / l — WW* 
Ut+Ux _ Wt+ Wx 
. , , - , (uv^l - WW* - w^/\ - uu*e''^) . (4.4.2) 

\ / l - uu* yj\ - WW* 5 ^ J \ J 

We continue by cross-differentiating these B T (4.4.2) and make the assumption that 

they imply that u and w satisfy the CSG equation. This allows differential equations 

in Q to be produced 
da 1 u\/l — WW* s in (Q;) — — uu*w 

0 = 

0 = 

du* 2 (1 - uu*)y/l - ww*cos{a) 

da 1 tyvT^^mx* sin(Q)-f zVT^- lmi i*u 

dw* 2 (1 - ww*)y/l - uu* cos{a) 
da da 

(4.4.3) 

and similarly two differential equations for Equations (4.4.3) are respectively 

solved by 

a = arcsm 

Q; = arcsm 

i ( Wyjl — uu* 
+ 

fiu. w, w*) 

2 \Uy/l - WW* \ / l - WW*\/l - UU* 

1 f _uy/l - WW* g{u.u*,w] 
2 ' ^ Wy/l — uu* y/l — WW*y/\ — UU* 

For these solutions to be consistent i t is necessary that 

(4.4.4) 

u 
f{u,w,w*) = [1 - WW*) + h{u,w), 

w 
w 

(4.4.5) g{u,u*,w) = —(l-uu*) + h(u,w). 
u 

Substituting this ansatz for a into the aforementioned equations involving 

results in two simple differential equations for h{u, w) 

d , . , w 1 
— h[u,w) = ^ + - , 
ou u-^ w 

— h[u,w) 
dw w~ u 

(4.4.6) 

which are solved by h{u,v) = ^ - ^ + 2zsin^. This yields an explicit formula for 

alpha 

i ( WyJ\ — uu* W\ / l — WW* 
a — arcsm 

= arcsm 

+ 
^ - ^ + 2zsin^ 

2 Vw-\/l — WW* W\/l — uu* v/1 - WW*y/l — uu* 
i (uw* — wu* -\- 2is\TiA 
2 \ v / l — WW*y/l - uu* 

(4.4.7) 
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This formula for o; involves a new parameter A and reduces to the formula given 
by Pohlmeyer and Rehren (4.4.1) in the case when A = 0. Now the CSG B T (4.4.2) 
depend on two parameters 6 and A. In the next section we use this new description 
to reanalyse the soliton solutions of the theory and generate a new formula for the 
two-sohton solution. 

4.5 Complex sine-Gordon solitons I I 

The explicit formula for a, the difference in the auxiliary fields, presented in the 

previous section allow the B T to be rewritten without using the dual fields (4.4.2). 

As w i t h the previous B T i t can be checked that these B T imply that both u and 

w satisfy the CSG equation. As we have already shown B T are incredibly useful as 

they reduce the task of finding solutions to the CSG equation f rom solving 2nd order 

differential equations to solving 1st order differential equations. I n fact by using the 

Theorem of Permutability, after the one-soliton solution is constructed, to generate 

multi-soliton solutions no more differential equations have to be solved. The B T can 

be thought of as a "soliton producing factory", starting w i t h the vacuum solution 

u = 0 a one-soUton solution can be constructed then a two-soliton solution,... Uyac —^ 

u-i-soi U2-soi- To find the one-soHton solution, we substitute the simplified vacuum 

fx = 0, u* = 0 into the B T (4.4.2) giving 

we''^., (4.5.1) 

\J\ — WW 
Wt + Wx 2yfP 

\ / l — WW* 

which are solved by 

cos(a)e^'^^'"^"'(*''°^^'^'' '^^'"'' '^'^ 

" cosh(2v^cos(a)(xcosh(^) - i s inh(^ ) ) ) ' ^^'^'^^ 

We note that this is the same as the positive P sector soliton solution (4.3.5) pre­

sented earlier. The parameters in the soliton solution are related to the parameters 

in the B T by a = y4, = b. The one-soliton solution has the fo rm of a wave packet 

w i th the phase velocity of the plane wave part coth(^) and group velocity (i.e. the 

velocity at which the localised energy moves) of tanh(^). The external cos(a) gives 
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the height of the solution. I n the l imits cos(a) ~ small the solution reduces to a 

plane wave solution and in the case where sin (a) = 0 the solution becomes real. I t 

is noted that due to the non-topological nature of the vacuum, the soliton is also 

non-topological. Recalling that in the dual field picture, the dual field soliton solu­

t ion had a topological nature. The topological nature of the theory is now hidden 

away in the comphcated behaviour of a. The energy 

Esoi = |cos(a)| cosh(^) 

of the soliton solution is always positive, while the momentum 

Psoi = 8v^ | cos (a ) | s inh (^ ) 

(4.5.3) 

(4.5.4) 

can be positive or negative. They both depend on the charge parameter a and the 

rapidity of the sohton 0. We illustrate the charge of the soliton in figure 4.2 showing 

that the charge Q is 2n periodic in a and is ill-defined at a = 0. 

0 < a < 7r 
2 Qsol — - 4 a + 27T 

1 < a < TT Qsol = -27T + 4a 

- f < a < 0 Qsol = -4a - 27r 

- T T < a < TT 
2 Qsol = 4a-F 27r 

6-

4 ' 

/ 
/ 
/ 
/ 
/ / / 

/ 

/ 
2" 

/ / 
/ 

/ 

- 3 - 2 / \ -1 0 1 2 3 

/ 
/ \ - 2 -

\ - 4 • / 
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\ - 4 • 

/ 

/ / 
/ -6~-

F i g . 4.2: Charge Q(a) of the complex sine-Gordon soliton. 

Section 2.1.4 showed that in the case of the SG theory the B T can be used again in 

conjunction wi th the Theorem of Permutability. We illustrate the ToP specifically 

for the CSG theory in figure 4.5. This provides an elegant way to generate the 

two-soliton solution f rom the one-soliton solution. The ToP states that the use 

of mult iple BTs w i t h different parameters is a commutative process. This allows 

the same two-sohton solution to be constructed by the two different routes in the 

ToP diamond. Combining the four different BTs in a particular way allows the 

two-soliton solution to be constructed by only solving algebraic equations. The 
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u = 0 

B T 2 

B T 2 
( A , . 5̂ ) 

BT1 

F i g . 4.3: Generating multi-soiiton solutions via the Theorem of Permutability. 

two-soliton solution generated 

U2-S01 -
6f — 5\52{uiU2 + U2u\ -\- 2y/\ — uiu\y/\ — U2'U2 cos(ai — 0:2)) + ^2 

^ (axi^2 - U26x){yfl - ui txte '" '^! - y i - U2ur,e'^^62) 
6\ — 5i52{uiU2 + U2U\ -\- 2 y / l — UiU\^l — U 2 U 2 C O s ( a ] - 0:2)) + 62 

(4.5.5) 

is wr i t t en in terms of the two constituent one-solitons in the intermediate steps in 

the To? 

Ui = 

Ui = 

]\J.QQg(^Q^.'^Q'2i\/^sm(ai){cosh{di)L-smh{ei){x-Ci)) 

cosh{2^cos{ai){cosh{ei){x - d ) - sinh(^j) t)) 
]\f*(.Qg(^(j^.'^g-2i^sin{ai){cosh{ei)t-smh{ei)ix-Ci)) 

(4.5.6) 
cosh(2v/;5cos(aj)(cosh(^i)(3; - c,) - sinh(^i) t)) ' 

where iVj = 1, Â 2 = ê .̂ We set A^i = 1 since i t is only the relative phase 

which affects the solution. The solution also depends on the B T parameters where 

Ui = Ai, e '̂ = 5i w i th the At dependence through 

ttj = arcsm 
-s in^ j 

(4.5.7) 
\/l - UiU* 

This form of the two-soliton solution is different to the one previously \^Titten down 

46] as i t depends explicitly on the a parameters and is explicitly checked to satisfy 

the equation of motion. The two-soliton solution describes soliton-soliton scattering 

which we analyse in the next section. 
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4.6 Soliton-soliton scattering 

The two-soliton solution (4.5.5) describes the totally elastic scattering process be­

tween two one-sohton solutions. That is no energy is dissipated during the interac­

t ion but the sohtons do get aifected in a subtle way. As in the SG theory the sohtons 

are time-delayed or time-advanced by the scattering. In addition to this common 

property wi th the SG theory the CSG sohtons are also phase shifted during the 

scattering. UnUke the SG kink and anti-kink, all CSG solitons are topologically 

t r iv ia l . There is no need differentiate between sohtons and anti-solitons, although 

when the charge parameter is in the range - | < a < 0 the solution is sometimes 

referred to as an anti-soliton. In SG sohton scattering the relative signs of the pa­

rameters Si determines whether the scatting is soliton-soliton or soliton-anti-soliton. 

This terminology can be carried through to the CSG soliton scattering, however for 

any choice of the parameters 5i the scattering is topologically the same and i t has 

been shown that by the choice of the charge parameters ai there is a duali ty between 

sohton-soliton and soliton-anti-sohton scattering [47]. Due to this, we always talk 

about soliton-soliton scattering. 

The two-soUton solution is wr i t t en in terms of its two constituent one-solitons, 

constituent as these are the solitons that are involved in the scattering process, albeit 

t ime and phase shifted, and constituent as these are the two one-solitons created by 

the intermediate steps in the ToP. 

To calculate the time-delay and phase shift experienced by the two solitons dur­

ing a scattering process, we analyse the two soliton solution in particular l imits . 

Analogous to the SG calculation in section 2.1.5 we examine the solution along the 

fine of both solitons in the far past and far future. For example to look at soliton 

ui in the far past we set x = tanh{di)t + x' and send t —oo. This has the effect 

of setting U2 = 0 and a2 to one of its extremal values. We assume that 6i > 62 

without loss of generahty and specify C O S ( Q : I ) = cos(/ l i ) at t —»• —00 where the u\ 

soUton to the left of the U2 soliton. For the choices of alpha to be consistent we need 

cos(a2) = -cos (A2) at f - 0 0 and so 0:2 = Ao + TT . The other limits are shown in 

figure 4.4. 

We calculate these four different l imits of the two-soliton solution and compare 
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^ 1 K=A) 

(a =A+7i ) 

K= - A ) ^ 

F i g . 4.4: C S G soliton-soliton scattering in general reference frame with 6i > 62-

them wi th the one-soliton solution 

e'''^?cos(ai)e^'^^'"('''^('=°^^<^')('-^'?'-^'"*'(^')^' 
Ui = 

cosh(2v^cos(ai)(cosh(^i)x - sinh(^i)(^ - ))) ' 

e~''^?cos(aj)e~^'^^'"*"''''^°^^'^')f*~^*?'~^'"*'(^')^) 
(4.6.1) 

cosh(2v/;5cos(ai)(cosh(^i)x - s inh(^i)( i - A t f ) ) ) '' 

which has its time shifted i —> i - Atf and allows a phase factor ê *'*. Comparing the 

hmits of the two-soliton scattering solution w i t h the standard one-soliton solution 

allows the time-delays and phase shifts experienced by the sofitons to be determined. 

First ly in the l imi t of the two-soliton solution around u i in the far past gives 

((5ie'"' - 626'"^){616'"^ - 626'"') • 

These are the phase shift and time-delays between the actual physical incoming 

soliton and the mathematical entity inserted into the two-soliton solution. Similarly 

for the two-soliton solution around U] in the far future 

(4.6.2) 

^4V3cos(a,)sinh(.0Atr ^ ((^le^' - (^^e^^)(^^e^^ - (^^e^"') 
[62 + (5ie'°ie''"2)((5i + 626'"^e'"^) ' 

We combine these to give the actual time-delay 

(4.6.3) 

A i l = A i + - At^ 

jSie'"' - (52e''°^)((^ie'°^ - (^26'°') 
2^/Pcos{ai) s i n h ( ^ i ) V + Sie'"^e'"^){5i + ^ze'"'e^<^2) 

-In (4.6.4) 
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and phase shift 

_g2v/3sinh(e:+iaOAt, f <̂ 2 + ^ l̂ 6^°'e'°^ 

experienced by soliton ui, the sohton moving wi th greater rapidity. Similarly for 

soliton uo in the far past gives 

{52 + (5ie*"ie^"2)(5i + (52ê "iê '̂ 2) 

and in the far future 

ia2 

^4VJScosia2)s.nHe2)Att ^ {62 + S,e"^^ e"^^){S, + 626^"^ e^'^^) 

Again we combine these to obtain the time-delay 

(4.6.6) 

(4.6.7) 

At2 = At^ -

2^/Pcos{a2) sinh(^2) \{Sie'''' - 526''°^){Sie'"^ - ^ae^^i) 

and phase shift 

Q^<P2 

102 = _g2v^sinh(e2+ia2)At2 f '^1^'°' ~ ^2^-
\6i+ 826^"^ e'"-^ 

(4.6.9) 

experienced by the slower moving soliton. We rewrite the time-delays in a more 

elegant form 

s i n h ( g ^ + z ^ ) 
A t , = 

AU = 

1 

\ /^cos(ai)s inh(6 ' i ) 

1 

In 

-In 

cosh ( ^ - f i ^ ) 

cosh ( ^ + i ^ ^ ) 
(4.6.10) 

V^cos (a2) sinh(^2) 

There is a special frame of reference, the centre of momentum (COM) frame, where 

both solitons are delayed by the same amount Ati = Ato, this is when 

>/5cos(a i )s inh(^i ) -h v ^ c o s ( a 2 ) sinh(^2) = 0. (4.6.11) 
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I n this l imi t the time-delays agree w i t h the formula presented in [46]. Scattering 

in the C O M reference frame is shown in figure 4.5. In fact the figure shows a even 

more specialised situation, where 62 = -9i and therefore 02 = Oi due to energy and 

charge conservation constraints. 

U, 

At , 

t t 
"1 

At. 

u . 

F i g . 4.5: CSG soliton-soliton scattering in COM frame, where both solitons experience the 

same time-delay. 

4.7 Particle-soliton scattering 

The CSG particle is taken to be a small fluctuation around the u = 0 vacuum 

solution and can also be thought of as a one-soliton solution in the small charge 

l imi t a = I — e. The anti-particle is similarly the one-soliton solution in a different 

small charge l imi t , one where the charge is small and negative namely a = — | - I - e. 

In these l imits the soliton solution becomes 

"^anti-particle — ^ 
-2̂ /̂3(cosh(ep) t-smh{dp) i ) (4.7.1) 

The non-topological nature of the CSG soliton sector leads to this unusual dual 

description of the CSG particle. Unlike in the SG theory where the soliton and 

particle sectors are distinct. 
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We calculate the transmission factor for a paxticle scattering through a soliton, 
when the particle has greater rapidity than the soliton, by taking the ai = | l imi t 
in the soliton-soliton time-delays and phase factors. This is the meson-soliton scat­
tering described in [46]. We find that the time-delays vanish in these two hmits and 
the phase factors reduce to the particle-soliton transmission factor 

particle/sol " y^^ai _ ^^6^ J ' l^- '-^J 

which we rewrite as 

T = ) { 2 - (4-7.3) 
sinh - | ( a - f ) ) 

This l imi t also confirms that the soliton solution is unchanged during the particle-

soliton scattering process. Similarly by taking the 0-2 — ̂  l imi t in the soliton-soliton 

time-delays and phase factors gives the particle-soliton transmission factor for when 

the particle has less rapidity than the sohton 

Tsol/particle = Tf, • (4.7.4) 
-'•paTticle/sol 

These transmission factors can also be calculated by solving the linearised equa­

tions of motion around a one-soliton solution. We generate these linearised equations 

by substituting a one-soliton solution plus a small perturbation 

u = ui-soi{a,9) + ee{x.,t) (4.7.5) 

into the CSG equation. This produces a differential equation that the small pertur­

bation e{x, t) must satisfy 

, d'' , 4zv^cos^-(a)sin(a) d . . 

' = ^ ^ ( - ' ^ ) - a ^ ^ ( - - ^ ) + c o s h ^ ( 2 X ) - c o s ^ ( a ) r ( " ' ^ ^ 
^ 4x/;gcos-(a)tanh(2X) d 

. . . - 9 / . \ a „ ^ ( ^ ' ^ ) cosh ' (2X) - cos2(a) dx 

4PcosHa){2cosh'{2X) - cos^ja)) ,,^r3s..u^t.... 
cosh2(2X)(cosh ' (2X)-cos2(a) ) ^ ' ^ 

4,g(cos^(a) - 3cosh'(2X)cos2(a) + cosh^(2X)) 

cosh\2X){cosh\2X) - cos2(a)) ^^^ '^^ ' ^ ^ ^ 
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where X = y/Pcos{a){xcosh{9) - tsmh{9)). We find that this is solved by 

(5ê Pe"̂ C0Ŝ (a) e^iv^sina(tcosh(e)-isinh(9)) g-2iv^(tcosh(ep)-isinh(ep)) 
e{x,t) = —i 

where 

cosh'^{2X){5 + e'''e^pi){Se''' - e^pi) 

Cl COSh^(2X) + C2 COSh{2X) Smh{2X) + C3 .̂̂ /g^tcoshfg.̂ -xs.nhf .̂̂ ^ 
cosh ' (2X) 

(4.7.7) 

C2 = 

2{-5i + e^pe°-'){-e^vi + (5e"̂ ) 

ie"'cos{a){e^p - 5)[e^p + 5) 

e"^e^'>5cos2(a) 

To calculate the particle transmission matr ix we examine the asymptotic l imits of 

the fu l l solution (4.7.7). In the case where the particle has greater rapidity than the 

soliton 9p > 6, the l imits we examine are the spatial infinities. Taking cos(a) > 0 

without loss of generality the solution becomes 

e ( x , 0 = + C2) e2'^('^°^h(e'')-^^'"^(^''» 

^ 5 + "e'" ^2tv/g(tcosh(g„)-isinh(e„)) (4 7 9) 

as X 00 and 

e{x,t) = -c2)e2'^( '^°^'^( '-)-^^'"^(^' ' ) ' 

^ 5e°-' - ^e^''^2^^/3(tcosh(e„)-Tsinh(9,)) y •̂Q>, 

as X —* — cx). We calculate the particle-soliton transmission matr ix (where the part i­

cle's rapidity is greater) by combining the phase shifts appearing in the asymptotic 

l imits 

T,arUaelsol = ' ^^^ar _ ,^9,) ' (4.7.11) 

To generate the particle-soliton transmission matr ix where the soliton has greater 

rapidity than the particle, i t is the time infinities of the fu l l solution that we examine. 

As t oo the solution becomes 

e(x , t ) = C1-C2 

6 + te^pe'" 
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aind as i —> —oo 

Combining to give 

e{x,t) = C1 + C2 

~S^^r—^- (4.7.13) 

^sol/particle = Tf, • (4.7.14) 
particle/sol 

4.8 Summary 

In this chapter we introduced the complex sine-Gordon theory starting wi th a his­

torical overview of the development of the theory up to the present day. CSG theory 

can be described by either a Lagrangian of a single complex scalar filed in H - l D 

or as a perturbed W Z W model. In both descriptions B T exist that allow the con­

struction of soliton solutions. The theory has two sectors depending on the sign 

of P, the SU{2) gauge field g in the W Z W model treats both sectors of the the­

ory together. We constructed the one-soliton solution where both the sectors are 

considered simultaneously, w i t h the v field soliton solution exhibiting a kink-like 

nature. 

We have found an exphcit formula for a the difference in the auxiliary fields, 

where the auxiliary fields are introduced in the definition of the dual fields and 

appear in the B T . Previously only constraint equations on these fields were known. 

This allowed us to wxite the B T and soliton solutions without the need for the dual 

fields, therefore allowing the theory to be analysed using only the 0 > 0 sector fields 

and a. 

The CSG soUton solution holds an additional charge due to the U{1) invariance of 

the theory. We analysed the two-soliton solution, showing that i t describes soliton-

sohton scattering where the solitons experience a time-delay and a phase shift. We 

calculated the particle-soliton transmission factor directly and also noted that the 

particle is the low charge l imi t of the soliton solution. The non-topological nature 

of the soliton solution means that unhke in SG theory the sohton and particle 

sectors are not distinct. In the original description the dual field held the topological 
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information of the theory, this is now contained in the complicated definit ion of a. 
Namely that COS(Q:) is defined by a square root, whose argument vanishes for certain 
values of the fields. This means at this point a different branch of the solution is 
needed to keep cos(a) smooth. This behaviour appears in the examination of the 
two-soliton solution in the various temporal l imits. The a description facilitates 
the introduction of defects into the CSG theory in the next chapter, where this 
behaviour of a needs to be carefully treated. 



Chapter 5 

C S G theory with defect 

In chapter 3 we introduced the idea of separating two bulk field theories by an inter­

nal boundary or defect w i t h the purpose of modelling an impuri ty or dis-continuity 

in the theory. We explicitly showed the construction of defect SG and ShG theories 

where classical integrabihty was maintained. Both theories were found to exhibit 

interesting but different properties, due to difference in the topological nature of the 

theories. 

In the analysis of the SG defect i t was discovered that i t can store energy, momen­

t u m and topological charge which permits the emission and absorption of solitons. 

Solitons and particles can also scatter through the SG defect wi th the time-delay 

experienced by the soliton observed to be half of that experienced by a sohton scat­

tering through another soliton. 

The ShG defect has no 'solitons' solutions to emit or decay but there exists a 

classical bound state involving a static ShG 'solitons' on each side of the defect. 

We showed that there are a range of parameters where the 'solitons' infinities axe 

"hidden behind" the defect, allowing the bound state to have finite energy. 

The properties exhibited by these two theories make the construction of a CSG 

defect theory an interesting project. Like the SG theory the CSG has soliton so­

lutions which suggest similar emission and absorption properties may be prevalent. 

The interaction between defect and solitons is expected to be more sophisticated due 

to the CSG sohtons carrying a U{1) Noether charge. Recall that they are described 

by a charge parameter a as well as their rapidity 6. 
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I n this chapter first using the original 'two field' description of the CSG theory 
and secondly using the new description involving a we construct a CSG defect 
theory. The defect theory is constructed by restricting two separate CSG theories 
to the two halflines and by introducing a term in the Lagrangian at x = 0, to 
describe the defect. As in the case of previous studies into integrable field theories 
w i t h defects despite being free to add any defect term, the term used here is carefully 
specified to maintain the classical integrability of the model. Al though by this design 
no specific impuri ty is modelled by the defect, the defect introduced is done so as to 
retain the interesting mathematical properties displayed by the original bulk theory. 

Af te r constructing a classically integrable defect theory, we analyse the various 

solitons solutions permitted by the defect theory. To show that classical integrability 

is preserved we produce explicit formula for conserved defect energy and conserved 

defect momentum and show that the next higher spin charges can be similarly 

modified to be also conserved. 

5.1 C S G defect in the 'two field' description 

I n this section we use the CSG theory described by the complex field u i n the /3 > 0 

sector and its dual field v in the P < 0 sector to construct an integrable defect theory. 

In this description the set up is as shown in figure 5.1, wi th the two CSG complex 

Theory I 

(u.v) 
Theory I 

(w,z) 

Defea 
x=0 

F i g . 5.1: The set up for the CSG defect theory in 'two field' description. 

fields u and v restricted to the halfiine x < 0 and the fields w and z restricted to the 

halfline x > 0. The different sector fields are related by introducing two auxiliary 
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fields 6 and 

V = -y/l-uu'e-'^ ., z = - v ' l - ww*e-''^ (5.1.1) 

recalling that the auxihary fields 6, ip satisfy the constraint equations (4.2.10), 

(4.3.2). The defect is described by terms in the Lagrangian restricted to x = 0, 

which along w i t h contributions f rom the bulk create defect conditions that the left 

and right fields satisfy. Therefore the CSG defect Lagrangian has the form 

/

O rcc 
dxC^^^{u,v)+ dx C^^^{w,z) + [CD{U,V,W,Z)]\^^^ , (5.1.2) 

CXI Jo 

where the bulk Lagrangians C^^^ have the usual form (4.1.1) and the precise fo rm 

of the defect term Co is to be determined. 

The CSG B T (4.3.1) can be expressed involving the P > 0 sector field and the 

auxiliary fields 

V 1 — WW* v 1 — uu* 

(5.1.3) 

+ , ^ - ( e - ' V y / l - WW* - e - ' ^ u ; V l - uu*) = 0, 
\ / l — uu* \ /T— WW' 

(5.1.4) 

recalhng that 5 = ^ = ^ - ^ , Following f rom the previous work 

on SG and ShG theories we expect that these B T are exactly the defect conditions 

required for classical integrability to be preserved. To check this claim, we convert 

the B T into equations that bare resemblance to the SG defect conditions. Taking 

the linear combinations 

(5.1.3)e-^^ + (5.1.4)e^'^ and (5.1.3)6"^^ + (5.1.4)e'^ (5.1.5) 
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give the equations 

diU* _ dtw* zsin(a) dtu* 

1 — uu* cos{a)y/l — uu*\/l — WW* COS(Q)(1 — uu*) 

. ^VP f ia , . 
cos(ci) V y/l 

( ^ \/\ — WW 
cos(a)() V \ / l - uu 

UU' 

u , - e-"^w* 

dxW* zsin(a) dtW* dtU* 

1 - WW* cos(a)(l - WW*) COS(Q!)V'1 - ww*^/! - uu* 

cos(a) V y/l - WW* 

e'°u* - w' 
cos(a)(5 V x/1 - WW* 

(5.1.6) 

where a = 6 — ip, as defined earlier, is the difference in the auxiliary fields and 

governed by the constraint equations 

^ i fudxU*—u*dxU wdxW* — w*dxW^ 
Ota = 

2 \ 1 — uu* 1 — WW* 

^ i fudtu* — u*dtu wdiw* — w*dtw\ 
= - 2 [ - ^ ^ * 1 - ^ ^ - J • ^'-'-'^ 

I f these (5.1.6) are the defect conditions, we should be able to generate them f rom 

the Lagrangian (5.1.2). By examining the fo rm of the projected defect conditions 

and again w i t h comparison w i t h the SG theory, we conjecture a suitable ansatz for 

the defect term in the Lagrangian to be 

CD = AiUt + A2U* + AsWt + A4WI - D{u, w, u*, w*, a). (5.1.8) 

I t has two kinds of term, one linear in the first time derivative of the fields, where 

the coefficients Ai — Ai{u,w,u*,w*a) are assumed to be functions of the fields and 

a, and the defect potential D{u,w,u*,w*,a), which is similarly a function of the 

fields and a. 

Varying the action wi th respect to the fields gives the CSG equations (4.1.2) for 
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u and w in their respective bulk regions and the following conditions 

+ da 
- d . \ 

^dCo 
1 — uu* du 

+ 
da du - d . \ 

V dut 

dCo + dCo da 
-dt\ 

fdCo 
1 — WW* dw 

+ 
da dw 

-dt\ 
V dwt 

(5.1.9) 

and their complex conjugate conditions valid at x = 0. Using the ansatz form of £ 0 

(5.1.8) we rewrite these conditions as 

1 - uu* du da du 
d^w* ^ , „ dD dDda 

, - = -iFi3Ut + F23u: + F,,w;)+ — + — — , (5.1.10) 
1 - WW* dw da dw 

where F,j = | ^ - w i th (j) ^ {u,u*,w.w*) and 

da i f iu* sin(a) ^ w* 

du 2 \ cos{a){l - uu*) cos{a)\/l - uu*\/l - ww' 
da i ( msin(Q;) w 

du* 2 V COS(Q:)(1 - uu*) c o s ( a ) v T ^ ^ m 7 \ / n ^ u n i 7 
da i f iw* sin(Q;) u* 
dw 2 \ Q.os{a){\ - WW*) COS(Q)>/1 - UU*y/\^ 

da _ ( zzi;sin(Q;) ^ u 
WW 

dw* 2 V cos(a)(l - WW*) cos{a)^/l - uu*y/l - ww* 
(5.1.11) 

We obtain these formulae for the derivatives of a by comparing the constraint equa­

t ion for dta (5.1.7) w i t h dta expanded using the chain rule 

da da da . da da , 
= + —ul + —wt + ^ w ' t . 5.1.12 

dt du du* dw dw* 

In the constraint equations we eliminate the spatial derivatives of the fields by using 

the defect conditions (5.1.6), this leaves an expression linear in the time derivatives 

in the same form as (5.1.12). We compare the coefficients of the time derivatives i n 

the two expressions to generate (5.1.11). 

Comparing the different forms of the defect conditions (5.1.6) and (5.1.10) fur-
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ther, gives the equations for the defect potential D 

dP dD_da _ 
du da du 

5y/P ( ia ,s/l-ww*\ s/p ( ^^\-ww* . 
T - r e '^w + U . - — : u , = - e '°'w 

COS(Q) \ V I - uu' J cos{a)d \ y/1 - uu* 
dD dDda _ 

dw da dw 
6y/P ( , V I - uu* • \ yJP ( . . yj\ - uvr 

cos(a) \ V l - WW' J Q,o%[a)b \ V l - "^w* 
(5.1.13) 

and their complex conjugate equations and equations in 

. r n ^ , '^t^* zsin(a) dtu* 

Fi3Ut + F23UI + F43WI = 

cos{a)\/l — uu*y/l - WW* cos{a){l - uu*) 
zsin(a) diw* dtU* 

COS(Q)(1 - WW*) COS(Q)V1 - WW*y/l - UU* '' 
(5.1.14) 

along w i t h their complex conjugates. By inspection we solve (5.1.13) 

D = 6 ^ {Vl-uu*Vl -vy'le'"" + e-"") - uw* - uw) 

+ ^ {Vl -uu*Vl -vv*{e''' + e-^") + uw* + u*w) , (5.1.15) 

which we rewrite in terms of the dual fields 

D = 6y/P {v*Z + VZ* - uw* - U*w) + ^ {v*Z + VZ* + UW* + u*w) 
0 

(5.1.16) 

I t is more comphcated to solve (5.1.14) for first we read off expressions for Fij 

by matching coefficients, giving for example 

ism{a) p _n p _ 1 
COS(Q;)(1 - uu*) '' '' COS(Q;)V1 - uu*^^ - ww* 

_ ismja) p _n p _ 1 
cos{a){l - WW*)'' '' ' COS(Q;)\/1 - ww*\l\ - uu* ' 

(5.1.17) 

I t is observed that the are constructed to take the form of a non-abelian field 

strength tensor. They are automatically anti-symmetric Fij — —Fji and satisfy the 

Bianchi identi tv 
_ d F , dF,, OF,, 
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W i t h this gauge theory interpretation i t allows gauge choices to be made to help solve 
for Ai. We use two separate gauge choices {i)Ai = ^3 = 0, {ii)A2 — A4 = 0 which 
simphfy the differential equations allowing the components of the vector potential 
Ai to be solved for 

A, = - I n ( 2 V r ^ V l - ww'e-^'' - 2(1 - uu*)-\ - , 
u \ u/ 2 u 

A2 = —\n (2v/l - uu*Vl - ww*e''' - 2(1 - uu*) — ] - l l l l i ^ 
u* \ ^ ' u*) 2 u* ' 

= - - I n ( 2 V I - uu*y/l - ww*e"' - 2(1 - ww')-\ + , 
w \ w/ 2 w 

Ai = - — I n (2^/l - uu*Vl - ww*e-'" - 2(1 - ww*) — ] + l l ! ^ 
w* \ ^ 'w*J 2 w* 

(5.1.19) 

which are rewrit ten in the dual fields notation 

A, = i l n ( 2 . ^ * - 2 ( l - u . * ) ^ ) - l i ^ , 
u \ uJ 2 u 

A2 = —lni2v*z-2(l-uu)— 5^—-. 
u* \ ^ ' u*) 2 u* ' 

A, = - l l n ( 2 . * z - 2 ( l - u ; ^ * ) ^ ) + l ^ , 
w \ w/ 2 w 

A, = -^ln(2vz*-2{l-ww*)—)+l-^^^. (.5.1.20) 
w* \ w* J 2 w* 

We now have known formulae for the terms in the CSG defect Lagrangian D and 

Ai and therefore an explicit fo rm of the CSG defect action in the ' two field' picture. 

This action generates the defect conditions (5.1.6) which by construction are the 

CSG B T (4.3.1). 

Whether or not this defect theory constructed maintains the classical integrabil­

i ty of the bulk theory remains to be answered. For the theory to remain integrable 

there should be an infinite number of conserved charges, starting f rom the lowest 

spin charges, the energy and momentum as well as the Noether charge. We produce 

these three charges in the defect theory and show that they are conserved. The 

defect energy can be read straight f rom the Lagrangian to have the form 

/

O r+oc 
dx £^^^ + / dx 8^^^ + [D{u, w, u*, w*, V, z, v*, z*)] . (5.1.21) 

00 Jo 

The conservation of the defect energy = 0 is easily checked. The defect mo­

mentum and charge cannot be read directly f rom the Lagrangian and we determine 
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their form by asking what contribution needs to be added at the defect to ensure 
they are conserved. We conjecture the defect momentum and charge to have the 
form 

f° ^ dxudtu* + dxu*dtu ^ dxwdtw* + dxw'dtw . 
Pdef = - / dx ; / dx ; \- VD n • 

/•° , udtu*-u*dtu . , wdtw*-w*dtw* . 
Qdef = I dx + Z / dx - f QD , 

7_oo l-UU* JQ 1 - WW* ^ J ^ - 0 

(5.1.22) 

where VD, QD are specifically chosen to make the expressions conserved. Demand­

ing the conservation of defect momentum = 0 leads to the following equations 

dVp ^dV^da _ 
du da du 

f ia . W^-WW*\ , VP ( ^^l-WW* . 
—- -e'^w - u . + ——- u , - e '"^ui 

COS(Q;) V \ / l - uu* J COS(Q)(5 V \ / l - uu* 
VD ^dVoda ^ 
dw da dw 

COs{a) \ v/1 - WW* ^ - y • COS(Q)<5 ^ - - , ^ v^ l - WW* 

(5.1.23) 

which are solved by 

= - ^ y ^ {-v*z - vz' + u'w + uw*) - ^ { v * z + vz" + uw -h w"u) . (5.1.24) 
0 

Similarly charge conservation gives the equation 

dQn . f u*dxU - udxU* w'd-xW - wdxW*\ ,r-. 
~ — = z ; . (5.1.25) 

at \ 1 - uu* 1 - WW* J 

which is solved by 

QD = 2 ( ^ - V ) . (5.1.26) 

We have formulated conserved defect energy, momentum and charge and in appendix 

A.3 we show that defect terms can be added to the next higher spin charges making 

them conserved, going along way to show that the CSG defect theory is classically 

integrable. 
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5.2 Soliton solutions in the 'two field' description 

Having constructed a CSG defect theory, in this section we analyse the different 

solutions to the bulk CSG equations and defect conditions. We start w i t h an analysis 

of the vacuum and then investigate how solitons interact w i t h the defect. Placing 

the bulk vacuum on both sides of the defect 

(n ,^) = (0 ,e ' "" ) , ( t i ; ,2) = ( 0 , e ' " - ) , (5.2.1) 

t r iv ia l ly solves the CSG equations in the bulk regions and the defect conditions 

(4.3.1). The energy, momentum and charge for this configuration are 

E = 2 v ^ (5 - f cosiVtu - f 2 ^ ) , P = - 2 y / p (5 - - \ cos(Q„ - Q ^ ) , 

Q =-2{flu - ^w) • (5.2.2) 

The value of the dual field on each side of the defect affects the vacuum energy. The 

degenerate vacuum of the theory w i t h (5 > 0 is when {Qy - Q^) = TT, explicitly 

(ti ,^) = (0 ,e^"-), (T^,z) = (0 , -e^"") , (5.2.3) 

w i t h vacuum energy 

Eyac=-2^(^6+^y (5.2.4) 

The energy is at its maximum w i t h 6 > 0 when {Qy — Qyj) = 0 w i t h the difference 

between these two extremals of the energy being exactly the energy of a soliton w i t h 

rapidity = S and maximum charge a = 0. These extremals swap roles i f the defect 

rapidity is negative 5 < 0. 

Following f r o m the property of the SG defect that i t can both emit and absorb 

soliton solutions, we investigate whether the same phenomena is allowed in the 

CSG defect theory. Naively i t might be thought that defects are unable to absorb 

or emit solitons in the CSG model, since at early/late times the bulk configuration 

would look like the vacuum near the defect and the conserved charges carried by 

the absorbed or emitted soliton would st i l l have to be accounted for. However the 

fact that the defect can have different energies depending on the phase of the dual 

fields, suggests that energy can be transferred to and f r o m the defect and therefore 

allow the possibility of soliton absorption and emission. 
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5.2.1 Soliton emission from the defect 

First we consider the situation where a defect possibly decays by emit t ing a soliton, 

this process is modelled by placing the nul l solution on the left hand side of the 

defect and a right-moving one-sohton solution on the right hand side. Expl ic i t ly the 

field configurations are 

u = 0, 

iCl 
V = e 

w = e*cos(a) 
d i _ r „ ^ exp{2iVpsm{a){coshie)t- (x - c)sinh(^))) 

cosh(2v^cos(a)((a; - c)cosh(^) - t s inh(^)) ) ' 

z = -e'^ ^cos(a) tanh (2v^cos(a) ( (x - c)cosh(^) - t s inh(^)) ) - zsin(a)^ . 

(5.2.5) 

The one-soliton solution has rapidity ^ > 0, charge parameter a and has freedom on 

the phase of the field, phase of the dual field and position of the soliton, governed 

respectively by the parameters c, d, e. The vacuum on the left of the defect is chosen 

wi th the dual phase Q, wi thout loss of generality. I n the far past the soliton is at left 

inf ini ty hidden far behind the defect so the fields are in the vacuum configuration 

around the defect w i th some phase difference between the two dual fields. As time 

evolves the right-moving soliton passes through x = 0 and is emitted by the defect. 

The soliton continues to moves away to right inf in i ty leaving a different vacuum 

configuration around the defect as time approaches positive infinity. The defect 

conditions put a constraint 

6 e" + e^' = 0 (5.2.6) 

on the parameters in the solutions, generated by substituting the solutions into 

the defect conditions and simplifying the expressions. For a defect w i t h S > 1 the 

constraint becomes 

6 = e\ = e^" '̂̂ )^ (5.2.7) 

and for (5 < 1 

5 = - e \ e" = (5.2.8) 

Analysing the 5 > 1 case w i t h cos(a) > 0 then at t —> -t-oo the field configuration is 

(u,^;) = (0, e'"), (^i;,^) = (0, e'("+"±")) (5.2.9) 
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and at i —oo 

{u, v) = (0, e^"), {w, z) = (0, e'("- ' ' ' ) . (5.2.10) 

This shows that the energy of defect before the emission is positive E = 2\/p{6 + 

S~^)cos{a) and after the soliton has been emitted the defect has negative energy 

E = 2y/P{S + 5-^)cos{7r - a). The energy difference is AE = 4^/p{6 + S-^)cos{a), 

which as needs to be the case for total energy conservation is the energy of the 

emitted soliton w i t h rapidi ty — 5 and charge parameter a. The change in energy 

stored on the defect is due to the phase of the dual field of the one-soliton solution 

being different before and after the sohton has been emitted. 

/ 
/ 
/ 

I 
/ \ / 

1 

« n-a 

1 
\ 

,/' 

n+a+7t 

1 
\ • / / " 

n+a+Jt 

(a) (b) (c) 

F i g . 5.2: The evolution of the dual field z during the emission of a soliton. 

Figure 5.2 shows the change in the z-field during the process w i t h the values 

0 < a < Q < ^. Figure 5.2(a) shows the in i t ia l values of the dual fields either side 

of the defect, the f - f i e ld w i t h phase and the z-field w i t h phase ft — a. The ini t ia l 

energy of the defect depends on the difference in these phases and is proportional to 

cos{fl - {Cl - a)) = cos(a) > 0. Figure 5.2(b) shows the final values of the dual fields, 

w i t h the u-field unaltered and the 2-field now at the pure phase a-{- Q + TT. Again 

the energy depends on the difference now proportional to cos{fl — (Q - I - a - I - TT)) = 

cos{7r + a) < 0. The arrow in figure 5.2(c) indicates the path along which the 2-field 

evolves. The modulus of the field does not remain unitary for all t ime and the path 

i t follows is a chord across the unit circle. This is easier to see w i t h the case 0 = 0, 

the 2-field simpUfies to 

= cos(a)tanh(2Y/^cos(a)((x - c)cosh(^) - t sinh(^))) - zsin(a), (5.2.11) 
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where only the real part is now time dependent. Figure 5.3(c) shows the evolution 

/ 
/ 

i 

^ ( 
I 

^ n-a n+a+7t~^^ 

I 

^ n-a n+a+7t~^^ ^ n-a 

(a) (b) (c) 

F i g . 5.3: The evolution of the dual field z during the emission of a soliton, 0 = 0. 

of z w i th Q = 0. Since the imaginary part does not change, the path i t evolves along 

is a horizontal chord f rom one side of the unit circle to the other. The change in 

the dual fields at the defect is also shown in figure 5.4, which plots the real parts 

of the dual field v and z w i t h time evolving f rom the figure 5.4(a) to 5.4(d). They 

I.S I J 
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O.S ' / r 
0 - t 0 
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•0.S ' 
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- I J -

S 10 -10 - t 0 
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-t .o-

-l.S • 

S 10 -10 -S 0 

•0.S ' 

- i j • 
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(a) (b) (c) (d) 

F i g . 5.4: The evolution of the real parts of the dual fields v and z during the emission of a 

soliton with = 0, a = | , time flowing (a) - (d). 

show the kink-like nature of the CSG soliton's dual field which displays the theory's 

topological nature. Before the emission the real part of the 2-field at the defect 

has the value cos(a) = ^ and afterwards cos(7r — a) = — in between i t changes 

smoothly between these two values as the soliton is emitted f rom the defect. Figure 

5.5 also illustrates this emission process by plot t ing the real part of the fields u and 

w, showing the oscillating nature of the CSG soliton moving away f rom the defect 

leaving the fields at the defect the same u = 0, = 0 before and after the emission. 
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(a) 

10 -10 -s 

(b) 

Y 

(c) 

10 ' ID -S Oj 

(d) 

F i g . 5.5: The evolution of the real parts of the fields u and w during the emission of a 

soliton with Q = 0, a = | , time flowing (a) - (d). 

The defect that emits a maximally charged sohton o = 0 is the defect which 

ini t ial ly has the maximum energy. For this the dual fields ini t ia l ly have the same 

phase 

nu = ^w = ^ (5.2.12) 

and after the soliton has been emitted the dual fields are at anti-podal points across 

the unit circle. In the case when f2 = 0 and a = 0 the path of the 2-field is along 

the real axis f rom 1 to — 1. 

As wi th the energy i t is easy to check the conservation of momentum and charge 

during these emission processes, before the emission the defect has the charges 

Ebefore^'^VP S + - ] COs{a) , Pbefare = 2y/P S - - COs(a) , 

Qbefore = - 2 a (5.2.13) 

and after 

Eafter = - 2 y / P (^5 + COs(a) , Pafter = -2^/P (^S - COs(a) , 

Qafter = 2a-2Tr (5.2.14) 

wi th the emitted soliton having 

Esoi = cosh{e)cos{a)., Psoi = 8y^s inh(^)cos (a ) , 

Qsoi = 27r - 4a. (5.2.15) 
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We have shown that the defect w i th maximum energy can decay to the vacuum 
defect by emit t ing a maximally charged soliton a = 0 and that any other defect w i t h 
positive energy can decay to a defect w i t h equal and opposite negative energy. The 
constraints f rom the defect conditions show that for a defect to emit a right-moving 
soliton i t has to be described by \S\ > 1 and this value determines the rapidity of 
the soliton emitted, but what charge does the emitted soliton have? The charge of 
the soliton that is emitted depends on the difference between the phases of the dual 
fields at the defect, explicitly a = flu - There is no restriction on the charge 
of the solitons that can be emitted by a defect as long as the previous relationship 
holds. 

The vacuum defect is a stable object by definition and in fact only positive energy 

defects can emit a soliton. Therefore all negative energy defects are stable. This is 

a consequence of the property that each positive energy defect only decays into a 

defect w i th the equal and opposite negative energy and therefore the energy of the 

emitted soliton is always twice that of original defect. The zero energy defect w i t h 

Qu — iluj = f is also stable as the soliton i t emits has zero charge and i n this l i m i t 

the solution collapses to a null solution. 

5.2.2 Soliton absorption by the defect 

Having thoroughly analysed the emission of a CSG soliton, we now examine the 

possibility of defects absorbing a soliton. The set up to model the absorption is 

a right-moving one-soUton solution on the left side of the defect and the vacuum 

solution on the right 

, , exp(2zy;5sin(a)(cosh(^) t - {x - c)sinh(^))) 
Ui — g COS f Ci) • • 

^ ^ cosh(2\/;9cos(a)((3; - c)cosh{e) -tsmh{9))) ' 

V = -e'^ [cos{a)taxih{2yJ^cos{a){{x - c)cosh(^) - i s inh(^) ) ) - zsin(a)) , 
u; = 0, 

z = e "̂ (5.2.16) 
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wi th freedom on the positions and phases of the one-soliton solution given by c, d, e. 
We substitute these solutions into the defect conditions and generate the constraint 

(5 - e ' e " ^ = 0 , (5.2.17) 

which as for the the emission case does not put any restriction on the in i t ia l position 

of the soliton c and the relative phase of the u-field d. This is expected as the ini t ia l 

position of the soliton solution can be absorbed into a redefinition of time and it is 

the phase difference between the left and right fields that matters and since w = 0 

i t has no phase, d is unrestrained. The constraint separates, i f 5 > 1 then 

S = e\ e = Q, (5.2.18) 

while i f (5 < 1 then 

S = -e^, e = n±TT. (5.2.19) 

The constraint again shows that rapidity of the soliton that can be absorbed is 

determined by the defect rapidity parameter and the phase of the dual field of the 

sohton must be related to the phase of the dual field of the vacuum. Analysing the 

situation w i t h 6 > I, then the fields at the defect ini t ial ly have the values 

(u, v) = (0, e '("- ' '+")), (^i;, z) = (0, e'") (5.2.20) 

and after the absorption 

(u, v) = {0., e^("+")), (u;, z) = (0, e^"). (5.2.21) 

The evolution of the the dual field v for 0 < a ^ Q < ^ is shown in figure 5.6(c). 

Figure 5.7 shows the evolution of the real part of dual fields v and z for the values 

Q = a = I w i t h time progressing f rom figure 5.7(a) to 5.7(d). Figure 5.7 again 

shows the kink-like nature of the dual field of the one-soliton solution. I t illustrates 

the soliton moving towards the defect before being absorbed by the defect, w i th the 

value of the field at the defect changing during the process. The real part of the 

v-field evolves smoothly f rom its in i t ia l value of - 1 to its final value of — ^, w i t h 

the field taking the approximate path of the chord shown in figure 5.6(c). For ^ > 1 

and 0 < a < I the defect before absorption has 

Ebefore = - 2 \ / p (^6 + ̂  j COs(a) , Pbefore = - 2 \ / ^ (^6 - ^ COs(a) , 



5.2. Soliton solutions in the 'two field' description 87 

Cl+a 
n n+a 

ft-a+7i 

(a) (b) (c) 

F i g . 5.6: The evolution of the dual field v during the absorption of a soliton. 

Qbefore = 2a — 2n (5.2.22) 

and after 

Eafter = 2^/p (^6 + cos(a) , Pafter = 2 ^ (^6 - cos(a)., Qafter = -2a, 

(5.2.23) 

w i t h the absorbed soliton having 

£ ^ s o / = 8v^cosh(^)cos(a) , P,o; = 8V^s inh(^)cos (a ) , Q.̂ z = 27r - 4a. (5.2.24) 

These formulae show explicitly the energy, momentum and charge conservation dur­

ing the soliton absorption, w i t h for example Ebefore + Esoi = Eafter when the con­

straint (5.2.18) is used. 

10 -10 -s S 10 

(a) (b) (c) (d) 

F i g . 5.7: The evolution of the real parts of the dual fields v and z during the absorption of 

a soliton with Q = | , a = | . 

Analysing these processes has shown that the defect has different amounts of 

energy, momentum and charge when the dual fields take different values, this allows 
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the CSG defect to absorb and emit solitons. For a defect to emit a soliton the in i t ia l 

energy had to be positive and likewise for a defect to be able to absorb a soliton i t has 

to have negative energy. Tha t completes the analysis of the soliton absorption and 

emission. The next question we investigate is what happens to solitons approaching 

a defect that are not absorbed? 

5.2.3 Soliton scattering with the defect 

To analyse the situation of a soliton scattering through the defect, we consider the 

field configurations of a one-soliton solution on both sides of the defect 

COs(a) e''*'^/3sin(a)(cosh(e) t-sinh{e){x-c)) 

u = 

V = 

w = 

cosh{2^cos{a){{x - c)cosh(^) - i s inh(^) ) ) ' 

- (cos(a)tanh(2v^cos(a)((a; - c)cosh{e) - i s inh(^) ) ) - zsin(a)) , 

e / » c O s ( a ) e2^^/^sin(a)(cosh(e) £-s inh(0)( i -d)) 

cosh(2v/^cos(a)((a; - d)cosh(^) - i s inh(^ ) ) ) ' 

z = - e " ^cos(a) tanh(2 v^cos (a ) ( (x - d)cosh(6l) - t sinh(^))) - i sin(a)) . 

(5.2.25) 

These are not the most general choices of solution as we have set the rapidity and 

charge parameter to be the same on each side of the defect. We make this choice 

to allow the possibility that energy and charge can be conserved. There is freedom 

in the solutions given by the parameters c, d, e, / , which allow phase and spatial 

shifts between the left and r ight solutions. Substituting these solutions into the 

defect conditions and expanding as a time series, we generate the constraints 

— ia) 

,2x/3ccosh(e+ia) 

= - e 

= —e 

. 2 ^ . c o s h ( g - . a ) e - ^ ' ( ^ e ' " e - ^ - e ^ ) 

_p2^/0dcosb{^+ia) e- '̂(^ - e° 'e^e") 
(5.2.26) 

We combine these two constraints 

g4v/3ccosh(0)cos(a) ^ ^ . 

and reinterpret as a time-delay 

1 
At = 

cos(a) 
In 

(5.2.27) 

(5.2.28) 
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and phase shift 

gi<i> _ g2^/3sinh(e+ta) (5.2.29) 

on the right hand side soliton. Therefore a sohton that does not get absorbed by the 

defect scatters through the defect experiencing a time-delay and phase shift. This 

is analogous to the SG theory where a scattering SG soliton experienced a time-

delay. The extra phase freedom means that a phase shif t as well as time-delay is 

experienced by a scattering CSG soliton. In SG theory the soliton-defect scattering 

can be flavour changing, as w i t h the soliton-soliton scattering all CSG sohton-defect 

scattering are topologically the same. 

This scattering process l imits to the previously studied absorption and emission 

cases where the poles and zeroes occur inside the logarithm. Absorption is the l imi t 

where the time-delay At —> -l-oo, which corresponds to where the poles occur, for 

example for 5 > I when 6 = and a = e ± T T . Similarly emission is the l im i t 

when the time-delay At —oo, which corresponds to where the zeroes occur, for 

example for (5 > 1 when 5 = and a = —e. Around these particular values the 

soliton experiences the largest time-delays, positive or negative. Figure 5.8 shows 

(a) (b) (c) (d) (e) 

F i g . 5.8: The evolution of the real parts of the dual fields v and z during the scattering of 

a soliton with 6 = 1. 6 = + 0.01, a = - e = 

the real parts of the dual fields wi th the parameters slightly perturbed away f rom 

the emission scenario, w i t h time progressing f rom figure 5.8(a) to 5.8(e). I t shows 

the in i t ia l set up w i t h the real parts of the dual fields &t vn = - ^ and 2/? = 0 wi th 

a soliton w i t h charge a = f and rapidity 9 = 1 moving in f rom left infinity. The left 

kink moves towards the defect and the right kink bridging different vacua is emitted 

by the defect before the left kink has fu l ly reached the defect. This is an example of 
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scattering w i t h a negative time-delay or equivalently the soliton experiences a time-
advance. The right kink then moves away to right inf in i ty leaving the real part of the 
dual fields a,t vji = ^ and 2 R = 1. The difference in the real part of the dual fields 
at the defect is different before and after the scattering. This is compatible w i th the 
in i t ia l and final defect energies been equal as the phase difference between the dual 
fields at the defect is the same before and after. In this exEimple flu - = The 
defects in i t ia l and final energy have to be the same for energy to be conserved, since 
the time-delayed and phase shifted soliton has the same energy as the original sohton 
Esoi — &\/Pcosh{9)cos{a). The total energy of the whole system in this process is 

E = 8V^cos(a)cosh(^) + 2v/;5cos(e) ^ ( 5 + ^ ^ , (5.2.30) 

which we calculate by substituting the values of the fields (5.2.25) in the energy for­

mula (5.1.21) and simplify using (5.2.26). A less computationally extensive method 

to derive this energy formula is to use the fact that the energy is conserved. This 

allows either the simplified situation of the in i t ia l or final state to be used to cal­

culate the energy. This reduces the calculation to adding the energy of the soliton 

and the energy of the defect, since the soliton and defect are infinitely separated at 

t ±oo. By inspection (5.2.30) can be seen to have this form. The tota l momen­

t u m and charge for the system of a soliton scattering through a defect are similarly 

calculated for 0 < a < | to be 

P = 8^/pcos{a) smh{9) + 2y/Pcos{e) (^^ ' Q =-4a + 2Tr + 2e . (5.2.31) 

Figure 5.9 shows an example of a scattering process where the parameters are 

set near to the absorption l imi t of 5 = and a = e±n. This produces a scattering 

process where the outgoing soliton experiences a positive time-delay. Time evolves 

f rom figure 5.9(a) to 5.9(e). I t shows the in i t ia l state where the real part of the dual 

fields are '^R = and zn = I. A kink solution comes in f rom left inf in i ty and is 

total ly absorbed before the kink on the right is emitted f rom the defect. This moves 

away to right infinity, leaving the fields '^R = ^ and zji = 0 in the final state. The 

phase difference between the dual fields at the defect is the same before and after 

the scattering - n^ .̂ = ^ . Again this is not in conflict wi th figure 5.9 that shows 
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(a) (b) (c) (d) (e) 

F i g . 5.9: The evolution of the real parts of the dual fields v and z during the scattering of 

a soliton with 9 = I, 6 ^ + 0.01, a = e + TT = | . 

the difference in the real parts of the dual field to be diff'erent before and after the 

scattering. 

At At 

(a) (b) 

F i g . 5.10: World line of a soliton experiencing a (a) time-delay (b) time-advance. 

Figure 5.10 illustrates the paths in space-time the soHton takes when experiencing 

a time-delay or time-advance and figure 5.11 displays the progress of the energy 

profile of the soliton, where time flowing f rom 5.11(a) to 5.11(d). I t shows that the 

energy of the soliton remains the same before and after the scattering w i t h the defect 

and that the soliton experiences a time-delay, since the incoming sohton reaches the 

defect before the outgoing soliton leaves the defect. 

Whether the soliton experiences a time-delay or time-advance is determined by 

the energy of the in i t ia l defect. I f the energy of the defect is positive, as in the case 

shown in figure 5.8 where E ~ cos(e) = cos( | ) > 0, then the soHton experiences a 
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(a) (b) (c) (d) 

F i g . 5.11: The evolution of the energy density during the soliton-defect scattering when the 

soliton experiences a time-delay. 

time-advance. Whereas i f the energy of the defect is negative, as i n the case shown 

in figure 5.9 where E ~ cos(e) = c o s ( ^ ) < 0, then the soliton is time-delayed. A 

positive energy defect can time-advance an incoming soliton because i t has energy to 

transfer to the outgoing sohton before i t receives energy f rom the incoming soliton. 

Likewise a negative energy defect needs to receive energy f rom the incoming soliton 

before the outgoing soliton can be released, therefore i t is time-delayed. 

Another l imi t of the soliton-defect scattering process is the stationary soliton or 

^ = 0 l imi t . This simplifies the constraint on the solitons position relative to each 

other to 

(5.2.32) 

and the energy, momentum and charge of this configuration become 

r- ^ / 1 \ ^ / 1 \ 
E = 8y/p cos{a) + cos{e) S + - , P = 2^/Pcos{e) 6 - - . 

Q=-Aa + 27i + 2e, (5.2.33) 

for 0 < a < | . The energy does not depend on the position of the sohtons so i t 

exhibits zero mode behaviour and is not a bound state. The solitons can be moved 

away f rom the defect w i t h no change in the energy. 

We commented earlier that the energy of the defect depends on the diflference in 

the phases of the dual fields at the defect. The way in which we have set up this 

scattering process, this is exactly the phase e on the dual field of the right soliton 

solution. Along w i t h the incoming soliton parameters 0, a and the defect parameter 
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S i t is this phase e that determines how the soliton scatters, i.e. the time-delay and 
phase shift i t experiences. The phase e is a property of the outgoing soliton and 
we suggest that i t would be a nicer situation i f the scattering process was total ly 
determined by the incoming soliton and the defect i t is advancing towards. Al though 
a different viewpoint is that to describe the in i t ia l defect then one needs the value 
of the defect parameter 5 and the phase difference in the dual fields at the defect 
and i t is this in i t i a l description that determines the form of the outgoing sohton. 

This complexity in the description of the soliton-defect scattering in the 'two 

field' picture provides the motivation to find a new description of the CSG defect 

theory. This led us to the realisation that the difference in the auxiliary fields are 

defined by an explicit formula (see section 4.4) and the development of a CSG defect 

theory using a, which we introduce in the next section. 
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5.3 C S G defect in alpha description 

In chapter 4 we presented an explicit formula for a = ^ — 0̂ the difference in the left 

and right auxihary fields (4.4.7) 

i (uw* — wu* + 2is\nA^ 
a = arcsm (5.3.1) 

.2 \^ V^l - WW*^yl — UU* 

This allowed the CSG B T (4.4.2) and two-sohton solution (4.5.5) to be rewritten in 

terms of a instead of the dual fields. The discovery of this explicit form of a was 

prompted by the aim to find a tidier interpretation of the CSG defect theory. 

In this section we use a to reconstruct the CSG defect. The set up has the u-field 

on the left side of the defect and the z/;-field on the right side of the defect w i t h the 

defect now described by parameters <5 and A, via a. 

THEORY I '̂ ^x=0^^ THEORY II 

u 

x < 0 

w 

X > 0 
( A , 5 ) 

F i g . 5.12: The set up for CSG defect theory in alpha description. 

We follow the same method as before to construct the various quantities that 

describe the CSG defect model. Unsurprisingly the quantities have the same form 

as in the 'two field' description wi th the definition of a substituted into them. The 

Lagrangian has the fo rm (5.1.2) w i t h the defect potential 

D - 5y/0 (2 C O S ( Q ) y/l — w u * \ / l — WW* — uw* — u*w) 

+ ^ (2 cos(a) \ / l - uuWl - WW* + uw* + v*w) (5.3.2) 

and the coefficients of the time derivative terms 

A I = A ; = - I n f 2 \ / l - uu*yjl - ww*e"'' - 2(1 - uu*)-\ - , 
u \ uJ 2 u 

Az = A*^ = - - I n (2VI - uuWl - ww'e''' - 2(1 - ww*)-) + . 
w \ wJ 2 w 

(5.3.3) 
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Varying the action gives the defect conditions 

Ut - 'til Wt - W:^ 

y/l — UU* yjl — WW 

Ui Wi + Wa: 2y/^ 
, e -\—, = —— luvi - WW* - w\/l - uu*e ) . (5.3.4) V l - UU* v/1 - WW* 6 ^ > - \ J 

which as expected are exactly the B T (4.4.2). The conserved defect energy (5.1.21), 

momentum and charge (5.1.22) take the same form as in the previous description 

w i t h the defect momentum term 

VD = -S\/p ( - 2 cos{a)Vl - uu*\/l - ww* + uw + uw') 

(2 cos (a ) \ / l - uu*y/l - WW* + u*w + w*u) (5.3.5) 

and charge defect term 

QD = 2a. (5.3.6) 

5.4 Soliton solutions in alpha description 

Using the new description of the CSG defect, in this section we similarly analyse the 

soliton solutions. The previous analysis showed that the CSG defect theory exhibits 

interesting sohton solutions. We repeat all of the solutions covered in the 'two field' 

description and note comparisons and contrasts between the two descriptions. 

Starting as before, we place the bulk vacuum on each side of the defect 

u = 0, u; = 0, (5.4.1) 

which now involves setting the only field on each side of the defect to zero. This 

choice is unique unlike i n the 'two field' description. I t t r iv ia l ly solves the CSG 

equation and the defect conditions (5.3.4). I t has energy, momentum and charge 

E = 2 ^ {5-r\)cos[a"). P = 2y/p [5 - \ ) cos{a")., Q = 2a" , (5.4.2) 

6 d 

where 

a" = a{u = 0,w = 0) = a rcs in ( - s in(A)) . (5.4.3) 

As before the energy, momentum and charge receive no contribution f rom the bulk 

but a non-zero contribution at a; = 0, which is at tr ibuted to the defect. Their values 
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depend on the two defect parameters 6 and A, w i t h the A dependence through the 
definition of a". The non-trivial way in which a" is related to A 

sm{a") = -sm{A), (5.4.4) 

leads to the interesting property that the energy, momentum and charge can take 

different values despite the bulk fields remaining in the vacuum and the defect 

parameters taking the same values. Explici t ly (5.4.4) has the solutions 

a" = - A , A±n, (5.4.5) 

where the two solutions give different values to C O S ( Q : " ) and therefore to the energy 

and momentum. In particular, depending on which solution is taken the energy, 

momentum and charge become either 

E = 2y/p {S + ]) cos{A), P = 2y/p {6 - - ) cos{A). Q = -2A (5.4.6) 
0 0 

or 

E=-2y/p{S + l)cos{A), P=-2y/p{S--)cosiA), Q = 2iA±TT). {5A.7) 
0 0 

Therefore to fu l ly determine the defect, as well as the values of 5 and A, the solution 

to (5.4.4) used needs to be specified. The lowest energy defect for a fixed 5 > 0 is 

when cos(A) = — 1 in (5.4.6) or cos(.4) = 1 in (5.4.7), which has energy 

E,ac=-2VP(^S+1^ (5.4.8) 

and charge 

Q^ac = ± 2 7 7 . (5.4.9) 

This corresponds wi th the lowest energy defect in the 'two field' description (5.2.4). 

The defect has maximum energy 

^ / 1 \ 
E = 2y/p{5 + - ) . (5.4.10) 

\ c»/ 

when C O S ( Q ; " ) = 1 w i t h charge Q = 0. When 6 < 0 the energies of these extremal 

defects are swapped but the charges stay the same. 

In contrast to the 'two field' description of the defect theory, the introduction 

of a has got r id of the need to consider the dual fields. Specifically the roles that 
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the phase of the dual fields played in determining the defect properties has been 

simplified by the use of the extra charge parameter A on the defect. However the 

method by which the defect transfers the conserved charges is now through the 

non-trivial definition of a and its time dependence. 

Through the choice of S and a" there exists defects w i t h positive energy and 

defects w i t h negative energy (wi th either positive or negative momentum). From the 

properties discovered in the 'two field' description, we refer to defects w i t h positive 

energy as excited defects and defects w i th negative energy as unexcited defects. 

We consider the choice a" = — A and examining (5.4.6) shows there are different 

regions of parameters that give excited defects, namely 

5 > 0, cos(^) > 0 and S < 0, cos{A) < 0. (5.4.11) 

I f we also consider the momentum of the defect then the two cases above are further 

split in two. ExpUcitly i f <5 > 1 and cos(A) > 0 then the defect is excited w i t h positive 

momentum, whereas i f 0 < (5 < 1 and cos(>l) > 0 then the defect's momentum is 

negative. There is a similar spl i t t ing for the second parameter range. Taking into 

account the charge of the defect we find there are in fact four defects w i th the same 

positive energy and positive momentum but w i t h different charge. 

These excited defects are displayed in table 5.1. I t lists four defects w i th energy 

0 < A < TV 

2 A = A' 6 = 6' > 1 Q = -2A' G { 0 , - ^ } 

- f < A < 0 A = -A' 6 = 6' > 1 Q = 2A' G {^ ,0} 

f < A < A^TT-A' 6 = -S' < - 1 Q = 2AI - 2-n e { - T T , - 2 7 r } 

- T T < A < ~ 2 A ^ - n + A' 6 = -6' < - 1 Q = 2TT - 2A' e { 2 7 r , 7 r } 

Table 5.1: Four excited defects with the same energy and momentum. 

E = 2y/p\{5' + ji)cos{A')\ and momentum P = 2y/P\{6' - ^ ) c o s ( ^ ' ) | each wi th 

different charge. 

The specific example when A' = ^, 5' = 2 is shown in table 5.2, where the defects 

have energy Edef = ^ and momentum Pdef = The table shows explicitly that 

the defects have different charge. 
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A = 3 5 = 2 Q = 
27r 
3 

A = TT 

3 5 = 2 Q = 3 

A = 27r 
3 5 = - 2 Q = 

In 
3 

A = 27r 
3 5 = - 2 Q = 

47r 
3 

Table 5.2: Four defects with the energy Edef = ^ and momentum P^ef = 

Recalling that the other solution to (5.4.4) gave (5.4.7), we consider the defects 

w i t h positive energy and momentum that this choice describes. These are shown in 

table 5.3. The parameter choice A ' = | , 6' = —2 gives defects w i t h the same energy 

0 < A < -
^ 2 

A = A' 6 = 6' < - 1 Q = 2A' - 277 € { - 7 7 , - 2 ^ } 

- - < 
2 ^ 

A < 0 A = -A' 6 = 6' < - 1 Q = 277 - 2A' e {277,77} 

- < 2 A < 71 A = Tr-A' 6 = -6' > 1 Q = -2A' e { 0 , - 7 7 } 

- T T < A A = -n + A' 6 = -S' > 1 Q = 2A' € {77,0} 

Table 5.3: Four excited defects with the same energy and momentum. 

Edef = ^ and momentum Pdef = ^ as before. The charge of the defects are 

shown in table 5.4. Comparison between tables 5.4 and 5.2 show that using either 

A = TT 

3 5 = - 2 Q = 
2TT 
3 

A = TT 

3 5 = - 2 Q = 
2TT 
3 

A = 2TT 
3 5 = 2 Q = 

4TT 
3 

A = 2TT 
3 6 = 2 Q = 

4TT 
3 

Table 5.4: Four defects with the energy Edej = ^ and momentum Pdej = 

solution to (5.4.4) gives the same four defects. 

Therefore to give a list of the possible CSG defects only one of the solutions 

(5.4.5) has to be considered, as the other simply gives another cover of the same 

defects. From now on we use cos(a") = cos{A) wi thout loss of generality. Similarly 

we find that there are four unexcited defects w i th the same negative energy and 



5.4. Soliton solutions in a lpha description 99 

positive momentum but w i t h different cfiarge. Tfiese are shown in table 5.5. 

0 < A < -
^ 2 

A = A' 6 - 5' < - 1 Q = -2A' e {0, - T T ) 

- - < 
2 ^ 

A < 0 A = -A' 6 = 5' < - 1 Q = 2A' G { 7 r , 0 } 

- < 2 A < TT A = TT - A' 6 = -5' > 1 Q = 2A! - 277 € { - 7 r , - 2 7 r } 

- T T < A < --
^ 2 

A = - • K + A' 6 = -S' > 1 Q = 2n - 2A! G {277, TT} 

Table 5.5: Four unexcited defects with the same energy and momentum. 

Taking the specific parameter choice ^ ' = | , 5' = - 2 gives four defects w i th 

energy E^e/ = and momentum P^^j = ^ and charge Hsted in table 5.6. 

A = IT 

3 6 = - 2 Q = 
2TT 
3 

A = 3 6 = - 2 Q = 3 

A = 3 6 = 2 Q = 
47r 
3 

A = 2n 
3 6 = 2 Q = 

47r 
3 

Table 5.6: Four defects with the energy Edef = and momentum Pje/ = 

The excited and unexcited defects we have listed in the tables above all have 

positive momentum. There are also excited and unexcited defects wi th negative 

momentum when \d\ < 1. Similarly there are four defects w i t h the same energy and 

negative momentum which have four different values of charge. 

This concludes the classification of the different CSG defects. We have shown 

that to ful ly determine the defect, as well as the two defect parameters the value 

of a" has to be specified. However the choice of a" only creates a second cover of 

all the defects, i f we consider the fu l l range of values of the parameters. We have 

shown that defects w i th the same energy and momentum can actually hold four 

different values of charge. The defects can have either positive or negative energy 

and momentum, which we wi l l show determines the way the defect can interact wi th 

CSG solitons. 
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5.4.1 Soliton emission from the defect 

As in the 'two field' description, we analyse soliton emission and absorption in the 

a description. That the CSG defect can hold different amounts of the conserved 

charges, supports the previous results that soliton emission and absorption are pos­

sible. Namely, an unexcited defect can absorb a sohton, thus exciting i t and an 

excited defect can decay into an unexcited defect by emit t ing a soliton. This is 

further suggested by the fact that the energy of a soliton (4.5.3) is exactly twice the 

energy of a defect (5.4.2), when the relevant parameters are matched and defects 

w i t h positive and negative energy of the same magnitude are linked by the solutions 

to equation (5.4.4). Since the defect conditions and B T are one and the same thing 

the properties of the B T also provide evidence for the absorption and emission of 

solitons by the defect. The B T provide a means of generating a one-soliton solution 

f rom the vacuum, the emission of a soliton f rom the defect is exactly this situation 

w i t h the process occurring dynamically. 

To examine the emission of a soliton, we analyse the field configurations to 

replicate a right-moving sohton being emitted f rom the right hand side of the defect. 

The set up required is the vacuum on the left hand side of the defect and a right-

moving one-sohton solution on the right. In this situation a becomes 

a' = . r c s . u ( ^ ^ ^ ) , (5.4.12) 
\ v l — WW* J 

where w — Wi^soi is the specified one-soliton solution. Substituting these into the 

defect conditions (5.3.4), we find that they are satisfied when 

a = A, = 5, 

a = A±n., e ^ ^ - S . (5.4.13) 

I n order to generate these constraint conditions between the defect and soliton pa­

rameters we must make a choice on the starting value of a'. A t both t ime infinities 

the fields at the defect becomes zero so a' reduces to a", this has two solutions (5.4.5). 

We take the solution C O S ( Q : ' ) = cos(i4) at t ^ - o o without loss of generality to gen­

erate the constraints. We can equally use the other solution C O S ( Q : ' ) = —cos{A), i t 

generates sUghtly different constraints but when we analyse the emission processes 

they are found to be identical to what we now describe. 
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We have set up the problem so the emitted soliton is right-moving 9 > 0. The 
constraints (5.4.13) show that for a defect to emit a right-moving sohton then we 
require \5\ > 1. This is explained by a right-moving soliton having positive energy 
and momentum, therefore for total energy and tota l momentum to be conserved the 
ini t ia l excited defect has to have positive energy and momentum, thus |5| > 1. 

To analyse in more detail the process of the CSG defect emit t ing a soliton, we 

examine the decays of two of the four excited defects hsted in table 5.1. Table 5.7 

shows the decay of excited defect I which is described by 0 < A < ^ and 6 > 1 and 

has charge in the region —TT < Qrfe/ < 0- This defect decays by emit t ing a positively 

Excited Defect I Unexcited Defect I 

(0 < A < f , 5>1) Emit ted Soliton ( f < A ' < TT , <5' > 1) 

a = -A (a = A,e^ = 5) a = A — Ti 

E = 2^cos{A){5 + \) Esol = A^cos{A){5 + \) E' = -E 

P^2^cos{A){5-\) Psol = Ay/Pcos{A){5 - \) P' = -P 

Q=-2A Qsol = 2n - 4 A Q' = 2A- 2-K 

Table 5.7: The decay process of excited defect I. 

charged soliton and the resulting defect has negative energy and momentum, the 

same magnitude as the in i t ia l defect, and charge —2TI < Q^ef < - T T . Similarly table 

5.8 shows excited defect I I described by —TT < A < - | and S < -1 w i th charge 

< Qdef < 27r decaying, by emit t ing a positively charged soliton, into an unexcited 

defect wi th equal and opposite energy and momentum. 

The two decays illustrate that each defect w i t h positive energy and momentum 

emits precisely one right-moving soliton. During any emission process the value of 

a' changes w i t h time f rom one solution of (5.4.4) to the other. I t is the non-trivial 

way that a is defined and its time dependence that means the value of a' is different 

before and after the emission process. This property allows the defect to transfer 

energy, momentum and charge to and f rom soliton solutions and therefore make 

sohton emission possible. 

In the analysis of the vacuum we showed that the solutions of (5.4.4) allowed 
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Excited Defect 11 Unexcited Defect I I 

i-TT < A < , 6< - 1 ) Emitted Soliton {0> A' > , 6' < - 1 ) 

a = -A {A - TT, -6) a = A + n 

E = 2y/^cos{A){6 + 1) Esol = iV^cos{A){6 + i ) E' = -E 

P = 2 v / ^ c o s ( ^ ) ( 5 - i ) no/ = 4v/^cos(yl)((5-i) P' = - P 

Q = -2A Q,oi = -2-K - AA Q' = 2A + 2TT 

Table 5.8: The decay process of excited defect II. 

defects w i th either positive and negative energy to be described by the same 5 and 

A. The evolution of a' during the emission is what allows the defect to change 

f rom the ini t ia l defect w i t h positive energy to the final negative energy defect. To 

investigate precisely what is happening during an emission process, we note that 

due to the definition of a (4.4.7), C O S ( Q : ' ) is defined 

cos(a') = Jl-srn\a') = " ; ; ^ ^ ^ ' ^ ( - ^ ) ( 5 . 4 . 1 4 ) 
^ v 1 — WW* 

using a square root. During the emission process 

1 - WW' = 1 - cos'^{a)sech^{2y/pcos{a)i-smh{e)t)) (5.4.15) 

becomes equal to sin^(A). A t this moment the argument in the square root in 

the numerator of cos(a') becomes equal to zero and we need to choose the opposite 

branch of this square root in order to keep the function smooth. I t is this prescription 

that means by the end of the process a' is equal to the other solution of (5.4.4), 

namely a' — A±Ti. 

This evolution of e'*̂ ' in the complex plane is shown in figure 5.13 for the two 

decays illustrated in tables 5.7 and 5.8. I t shows e*"' changing during both emissions 

f rom Q ' = - A to a' = A±n. Figure 5.13(a) shows the evolution for e'^' during the 

decay of excited defect I where 0 < A < ^ and figure 5.13(b) illustrates the progress 

of e '° ' during the decay of excited defect I I where —TT < A < - | . We note that 

in both cases the value of sin(Q!') is the same at the beginning and the end of the 

process, while the value of C O S ( Q ; ' ) is different. 
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sin(a) 

/cos(a; 

4_sin(a) 

/cos(a! 
/ 

(a) (b) 

F i g . 5.13: The evolution of ê "*' during two emission processes, decay of (a) excited defect 

I, (b) excited defect II. 

As mentioned earlier a specific defect emits just one type of soliton but there is 

the interesting phenomena that there are two defects that emit the same soliton. The 

decay of two such defects are shown in tables 5.9 and 5.10. The two excited defects 

EA and EB have the same energy and momentum but different charge, Q — 

and Q = ^ respectively. They emit the same soliton, specifically a sohton w i t h 

energy Esoi = 5y/P, momentum Psoi = 3y/P and charge Qsoi = Y- '^^^ change 

EA UA 

{A = f = ^ = 2) Emit ted Soliton (yl' = f , 5' = 2) 

a = - A (a - ^,e^ = S) A — 77 

E _ 5v^ 
2 Esol = E' = --E 

P _ 3^/^ 
2 Psol = 3y/P P' = --P 

Q 
_ 27r 

3 
D — 27r Wsol — 3 Q' = -' 3 

Table 5.9: The decay of excited defect EA-

in charge f rom the ini t ia l excited defect to the final unexcited defect for the two 

processes are graphically illustrated in figure 5.14. I t shows that the in i t ia l and final 

charge of the defects are symmetrically spaced about Q = ±TV. We find this to be 

the case for any emission. The maximally charged sohton Qso/ = 27r is emitted by 

defects w i t h charge In or 0, while the defects w i t h charge ±TT are stable and do not 

emit any sohton. For any emission the charge of the unexcited defect is never the 
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EB 

[ A = - ^ , 5= - 2 ) Emit ted Soliton { A = - \ , 5 ' = - 2 ) 

Q = - A (>1 - TT, -(5) Q = A + TT 

E - ^ 
^ 2 

F = -E 

p _ 3\/3 
2 Pso/ = 3v/;5 P' = -P 

Q = f D — 277 
^5soi — 3 Q' = f 

Table 5.10: The decay of excited defect EB-

+431/3 

-27C/3 I -

-471/3T. 

+271 

0 

-271 

F i g . 5.14: Charge of defects EA and EB that emit a Q = ^ soliton. 

opposite of the in i t ia l charge. 

Considering the pair of defects that emit the same soliton (for example and 

EB) then the unexcited defect, that the other excited defect of the pair decays 

into, does has the opposite charge of the first excited defect, as well as energy and 

momentum. For example UB has the opposite charge to EA-, as do UA and EB- We 

call this its anti-defect, for example UB is the anti-defect of EA and vice-versa. 
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5.4.2 Soliton absorption by the defect 

The opposite process to a sohton being emitted f rom the defect is for a soliton to be 

absorbed by an unexcited defect. The field configuration we need to describe this 

process is a right-moving one-soliton solution on the left hand side of the defect and 

the vacuum on the right. In this situation a becomes 

a ' = arcsm f ^ i ^ ) , (5.4.16) 
V V l — uu* / 

where u — Ui^soi is the right-moving one-soliton. We find that the defect conditions 

(5.3.4) are satisfied, again we use C O S ( Q ' ) = cos(/l) as t —> —oo, when 

a = -A, e^ = -5, 

a = - A ± 7 r , e^ = 6. (5.4.17) 

These conditions show that i t is required that |5| > 1 for a defect to absorb a right-

moving soliton. This can be explained by noticing that for an unexcited defect to 

absorb a right moving soliton i t has to have negative energy and momentum, which 

requires 6 > 1. 

Unexcited Defect I Excited Defect I 

( f < A < TT , 5 > 1) Absorbed Soliton {0< A' < f , 6' > 1) 

a = -A (a = -A + I T , = S) a = A — IT 

E = 2v^cos(A)( (5+ I ) Esol ^-4,/Pcos{A){S + 1) E' = - E 

P = 2^cosiA){5 - 1) Psol = -4,/Pcos{A)iS - I ) P' = - P 

Q = -2A Qsol = -2n + 4A Q' = 2A- 2n 

Table 5.11: Showing unexcited defect I absorbing a soliton. 

In table 5.11 we show that unexcited defect I described by | < A < TT w i t h 

Q G { — T T , —2TT} absorbs a positively charged sohton becoming excited defect I . 

Similarly table 5.12 shows that unexcited defect I I described by - | < A < 0 w i t h 

Q G {0 , TT} absorbs a positively charged soliton becoming excited defect I I . In both 

absorption processes we check that the total energy, momentum and charge of the 
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Unexcited Defect I I -> Excited Defect I I 

( - f < / I < 0 , 6 < - l ) Absorbed Soliton ( - T T < A' < , 6' < - I ) 

a = - A {-A -5) a — A + TT 

E - 2^cos{A){6 + I ) Esol =-A^cos{A){5 + \) E' = -E 

P = 2y/Pcos{A){6 - Psol = -A^cos{A){6 - i ) P' = -P 

Q = -2A Qsol = 2TT + AA Q' ^2A + 2n 

Table 5.12: Showing unexcited defect II absorbing a soliton. 

system are conserved. For example, the energy of the unexcited defect plus the 

energy of the absorbed soliton is equal to the energy of the excited defect. 

As in the emission process a' varies w i t h time during absorption. As the fields 

at the defect change there is a moment when 

1 - uu* = sin^(A) (5.4.18) 

In order to keep cos(a') smooth, at this point, we take the other branch of the 

square root in the definition of cos(a'). This means that a' changes f rom —A in the 

far past to ^4 ± TT in the far future. Figure 5.15 shows the evolution of e^°' for the 

two absorption processes, figure 5.15(a) shows the evolution of e"*' when unexcited 

defect I absorbs a soliton and figure 5.15(b) for unexcited defect I I similarly. 

t sin(a) i sin(a) 

/cos(a; 

— 
> 

/ 
/ 1 
\ /cos(a; 

• A 

(a) (b) 

F i g . 5.15: The evolution of e^°' during two absorption processes involving (a) unexcited 

defect I and (b) unexcited defect II. 

Tables 5.13 and 5.14 show that there are two unexcited defects that absorb the 

same sohton. The two unexcited defects UA and UB have the same energy and 
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momentum but different charge, Q = and Q = ^ respectively They absorb 

the soliton w i t h Esoi = 5 ^ ^ , Pgoi = 3y/P and Qsoi = y - W i t h comparison wi th the 

emission tables 5.9 and 5.10, we find that defect EA emits a soliton to decay to UA 

and defect UA absorbs the same soliton to become EA-

UA EA 

{ A = ' f , 5 = 2) Absorbed Soliton {A' = f , S' = 2) 

a = -A (a = -A-\-Ti.e^ = 6) a = -- A - n 

^ 2 Esol = ^VP E' = -E 

p _ 3v^ 
^ 2 Psol = 3 v ^ P' = -P 

Q = - T 
n — 2T 
^sol — 3 Q' 

_ 277 
3 

Table 5.13: Showing unexcited defect UA absorbing a soliton with charge Qsoi = Y-

UB EB 

( ^ = - 1 , 6 = -2) Emit ted Soliton {A' = , 5' = - 2 ) 

a = -A ( - A -5) a = ^ -1- TT 

2 Esol = 5 V ? E' = -E 

p _ 3v^ 
2 Psol = SVP P' = -P 

Q = f Qsol = Y Q' = f 

Table 5.14: Showing unexcited defect UB absorbing a soliton with charge Qsoi = ^• 

In this analysis into defects absorbing and emit t ing solitons, we have only con­

sidered right-moving soliton solutions, or at least we have only interpreted them as 

such. I n fact when solving the defect conditions no restrictions on 6 were used so 

the solutions describe both right- and left-moving sohtons. We have solely studied 

solutions involving right-moving solitons, but there axe similarly solutions when left-

moving solitons are emitted and absorbed. The energy and momentum of the ini t ia l 

defect control what process can occur. The sign of the defect energy determines 
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whether a soliton can be absorbed or emitted and the sign of the defect momentum 

determines whether the soliton is left- or right-moving. 

In figures 5.16, 5.17 we show explicitly that the energy and momentum of the 

defect determines whether i t absorbs or emits a soliton and whether the soliton 

is right- or left-moving. We consider the defect w i t h its charge parameter i n the 

range —^<A<^ w i t h o; ini t ia l ly chosen such that C O S ( Q : ) = cos(^). For the four 

different regions of 6 we illustrate how the defect interacts w i t h the soliton. 

I n figure 5.16(a) 6 < - 1 so the energy and momentum of the defect are negative. 

Considering only that the total energy and momentum is conserved, we can deduce 

that this defect can absorb a right-moving soliton. Similarly in figure 5.16(b) w i t h 

— 1 < (5 < 0 the energy of the defect is negative and the momentum is positive, 

therefore the defect can absorb a left-moving soliton. 

( A , 5 ) ( A , 5 ) 

(a=-A, ee=-5) (a=-A, e6=-l/S) 

(a) £ _ P_ (b) P+ 

F i g . 5.16: Defects able to absorb a soliton, - f < ^ < | , {a) 5 < - I , (b) -1 < 6 <0. 

In figure 5.17(a) 0 < 5 < I the defect has positive energy and negative momentum 

and the defect can emit a left-moving soliton. Finally if 5 > 1 as in figure 5.17(b) 

then both the defect energy and momentum are positive and the defect can emit 

a right-moving soliton. The annotation in each of the figures shows the condition 

between the soliton parameters and defect parameters for the defect conditions to 

be satisfied for the particular process illustrated. This concludes the analysis on the 

specific soliton solutions that different defects can emit and absorb. We continue to 

analyse soliton and particle scattering w i t h the CSG defect. 
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(a=A, 09=1/6) 
V 

( A , 5 ) 

(a=A, ee=6) 

( A , 5 ) 

(a) P_ (b) P+ 

F i g . 5.17: Defects able to emit a soliton, - f < < | , (a) 0 < 5 < 1, [h) 6 > 1. 

5.4.3 Soliton scattering with the defect 

As in the first description of the defect theory, we place a one-soliton solution on 

each side of the defect 

u -
COs(a) e2^V^sin(a)(cosh(e) t-smh{6) x) 

cosh(2y^cos(a)(tsinh(e) - xcosh(^))) ' 

w = e 
id) 

g2i^/3sin(a)(cosh(e)(^-A£)-sinh(e)I) 
(5.4.19) 

c o s h ( 2 ^ c o s ( a ) ( ( t - A i ) s i n h ( ^ ) -xcosh{e))) '' 

to model the process of a one-soliton scattering wi th the defect. The soliton solutions 

are not the most general that could be chosen, w i t h the charge parameter a and 

rapidity 9 taken to be the same in the left and right solitons. In fact if we start 

w i t h general soliton solutions, then the defect conditions force the choices made 

above. We interpret that the solitons are right-moving ^ > 0 but again the following 

calculations hold for any 9. Note that we are allowing the outgoing soliton w to differ 

f rom the incoming sohton u by a time-delay At and a phase shift e'*. This fits w i t h 

the result of the analogous calculation in the 'two field' description. 

To calculate how a soliton is affected by travelling through a defect, we solve the 

defect conditions in this situation. The expressions for the defect conditions become 

extremely complicated and are made manageable by expanding the individual terms 

as a power series in the exponentiated time e2v^cos(a)sinh(e)t We then solve the terms 
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of the power series for the time-delay 

1 
A t = 

2v^cos(a)s inh(^) 
In 

s i n h ( ^ + z ^ ) 

C O S h ( ^ + 2 S ± ^ ) 
(5.4.20) 

and phase shift 

gi0 _ g 2 \ / ; 3 s i n h ( e + i a ) A t f _ 3 _ £ _ f _ £ _ (5.4.21) 

where = 6 and again without loss of generahty a = —A at t —oo. We note 

that this time-delay is very similar to the time-delay experienced by a soliton in 

sohton-soliton scattering. I f the parameters are matched between the defect and 

one of the sohtons then the time-delay experienced by a soliton scattering through 

the defect is exactly half of the time-delay experienced when scattering through a 

soHton (4.6.4). This is the same relation as found in the SG model. 

As we found during the analysis in the 'two field' description both the emission 

and absorption processes should appear as l imits in the sohton-defect scattering 

time-delay. To check that the poles and zeros that appear in the logarithm in the 

time-delay are the exact conditions for soliton absorption and emission i t is useful 

to rewrite the time-delay 

At 
1 

-In 
sinh 2 ^ ^ 2 ) 

sinh ( - 2 ^ - I - i 2 a+A±n (5.4.22) 
2^cos{a) sinh(^) 

w i t h only hyperbolic sines inside the logarithm. The emission l imi t is when the time-

delay tends to negative infinity, this coincides wi th the argument of the logarithm 

tending to zero which occurs when the hyperbolic sine in the numerator goes to 

zero. Thus 

9 = x.. a = A, (5.4.23) 

which agrees wi th the S > 0 condition (5.4.13). Similarly the absorption l imi t is 

when the time-delay tends to positive infinity, so when 

0 = X: a= -A±TT . (5.4.24) 

which agrees w i t h (5.4.17). 

In this description i t is obvious that the soliton before and after scattering has 

the same energy, momentum and charge, since a time or phase shift does not affect 
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any of these charges. Therefore for the conservation laws to hold the in i t ia l and final 

defect must hold the same charges. In this scenario a depends on both one-soliton 

solutions and cos (a) has the fo rm 

COS(Q;) = 
1 / 4 (1 - uu*){l - WW*) + {uw* - wu" + 2ism{A)y 

(5.4.25) 
2 \ / l — UU*y/\ — WW* 

Unlike in the emission and absorption processes COS(Q :) never becomes zero during 

the soliton-defect scattering process. In figure 5.18 we show this explicit ly for two 

choices of the parameters. Since the square root never reaches the branch point, the 

solution remains on the same branch and the value of a is ini t ia l ly and finally the 

same. 

F i g . 5.18: Evolution of COS(Q) in soliton-defect scattering with a = | , 0 = 1, X = 1. 

A = ^ ( l i n e ) / f (dots). 

As we commented in the previous analysis the sign of time-delay depends on the 

energy of the in i t ia l defect. We ihustrate this in figure 5.19. Figure 5.19(a) shows 

the case when the in i t ia l defect has positive energy and the time-delay is negative 

for all values of a. This implies that a soliton scattering through a positive energy 

defect always experiences a time-advance. The stalactitic divergences show where 

the emission limits occur. Figure 5.19(b) shows the positive time-delay always expe­

rienced by a soliton scattering through a negative energy defect, w i t h the stalagmitic 

divergences showing the absorption l imits. 

We could continue to analyse more complicated scenarios. For example we could 

study the situation wi th two incoming solitons and one outgoing soliton but essen­

tially this is just a combination of sohton scattering and a sohton being absorbed. 
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- 1 0 1 

(a) ^ = 1, ^ = f , X - l 

F i g . 5.19: Time-delay experienced by soliton in soliton-defect scattering, against the charge 

parameter a of the soliton. 

I t is possible for the behaviour of the solitons in such a system to be calculated f rom 

the building blocks of emission, absorption and scattering we have presented here. 

5.4.4 Particle scattering with the defect 

The CSG particle u^arUcie is described by (4.7.1) which we generate either by consid­

ering a small perturbation around the vacuum or the a = f l imi t in the CSG soliton 

solution. To analyse what happens to a particle traveUing towards a defect, we need 

to calculate the particle-defect reflection and transmission factors. To compute these 

factors we solve the linearised defect conditions 

0 = -

0 - -

~dt 
du 
'dx 

\ at dx 

dt dx ^ 
dw, dwA 2y/P, 

which result f rom substituting u ^ e u^. w = e w^ into the defect conditions (5.3.4) 

and looking at the terms linear in e. The ansatz to which these are solved 

— Uparticlei^) + R Upartide{ — 0) : 

W^ = T UparticleiO) : (5.4.27) 

is a right-moving particle reflected and/or transmitted by the defect. We substitute 

the ansatz into the linearised defect conditions (5.4.26) and find that there is no 
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reflection and the transmission factor is 

'•parade/defect = ^^^^Q ^ • (5.4.28) 

This shows that like the SG and ShG defects, the CSG defect is reflectionless. We 

also compute this transmission factor by substituting the particle l im i t o = f into 

the soliton-defect phase factor (5.4.21). I n this hmit the soliton-defect time-delay 

(5.4.20) vanishes. 

5.4.5 Soliton equal to two defects? 

We stated earher that the soliton-defect time-delay (5.4.20) is half the soliton-soliton 

time-delay (4.6.4) i f we match the relevant defect and soliton parameters. We check 

(a) (b) (c) 

F i g . 5.20: (a) Soliton scattering through two excited defects, (b) Soliton scattering through 

an excited and an unexcited defect, (c) Soliton scattering through a defect and 

decaying defect. 

the specific example that if a soliton or particle scatters through defects EA and EB 

(introduced in tables 5.9, 5.10) then the combined time-delay and phase shift are the 

same than i f a soliton or particle scatters through a soliton wi th charge parameter 

a = I and rapidity = 2. That is the following relations hold 

A , . ( ^ ^ ) + A t ( ^ B ) = A i ( s o l ) , e^^^'^^'e^-^^^^'= e^^(^°'), TE^TE,=TSOI - (5.4.29) 

The summed total of the energy, momentum and charge of the two excited defects 

exactly matches the energy, momentum and charge of the soliton. These observa­

tions suggest that the integrable defects could be the fundamental objects of the 

theory, w i t h two defects combined to give the solitons of the theory. 
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I f as in figure 5.20(b) two defects are placed together whose quantities sum 
to zero, for example defects EA and UB, then the scattering sohton or particle 
experiences no overall time-delay or phase shift . 

\ { E A ) + MUB) = 0 , ei<^{£^A)ei^(c/B) TE^TU^ = 1. (5.4.30) 

Figure 5.20(c) shows the decay of defect EB when placed next to defect EA, the 

integrability of the model ensures that the scattering of a soliton or particle through 

such a configuration should not be affected by the t ime that the scattering takes 

place. Therefore scattering through defects EA and EB should be the same as 

scattering through defects EA and UB and the emitted soliton, using the two previous 

results (5.4.29), (5.4.30) we see that this is the case. In appendix B . l we show the 

relations (5.4.29), (5.4.30) explicitly. In appendix B.2 we show the consistency of 

the classical soliton-soliton and soliton-defect scattering properties, by examining 

explicitly a decay and absorption process. 

5.5 Summary 

In this section we have constructed a CSG defect theory that maintains the classical 

integrability of the bulk CSG theory. In fact, we have derived the CSG defect 

theory using two different descriptions. First, we constructed an integrable defect 

using the original ' two field' description, where on each side of the defect the field 

and its dual have to be simultaneously considered. In this description, the defect is 

described by one parameter 5. We showed that the energy, momentum and charge 

of the defect depends on the difference in the dual fields at the defect and that a 

positive energy defect can emit a sohton, while a negative energy defect can absorb 

a soliton. The difference in the ini t ia l and final dual fields at the defect allows for 

energy, momentum and charge to be transferred either to or f rom the defect during 

these processes. We found that solitons scatter through the defect experiencing a 

time-delay or time-advance, depending on the in i t ia l energy of the defect, and a 

phase shift. 

Using the a formula derived in section 4.4 we re-derived the integrable CSG 

defect. This allows us to have to consider only the the P > 0 sector fields on each 
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side of the defect. The defect is now described by two parameters A and S. The 
energy, momentum and charge of the defect now depend on these two parameters 
and also the choice of how a is related to A. We showed that there are four defects 
w i t h the same energy and momentum but different charge. As in the first description 
we found that excited defects can emit a soliton and solitons can be absorbed by 
unexcited defects. The transfer of the conserved charges is now described by the 
value of C O S ( Q : ) being different at the beginning and end of the process, this is 
explicit ly realised by the branch of the square root changing at a point during the 
process to keep the evolution of cos(a;) smooth. We found that each defect can absorb 
or emit one specific soliton, but there are two defects that can absorb or emit the 
same soliton. The change in charge during emission and absorption is found to be 
symmetric around Q = ± 7 r and a defect never decays into its anti-defect. 

We showed that solitons scatter through the defect experiencing a time-delay 

and phase shift and that the CSG particle is purely transmitted through the defect. 

As in the SG theory we have found that the time-delay for soliton-defect scattering 

is exactly half that of soliton-soliton scattering, suggesting that defects may be the 

fundamental objects of integrable field theories. 

A l l the results in both descriptions agree w i t h each other. Despite the complexity 

of the definit ion and behaviour of a we find this description better for the CSG 

defect. The fact that the defect is described by a rapidity parameter 6 and charge 

parameter A which are directly related to the rapidity and charge of the absorbed 

or emitted soliton is a nice feature. In the next section we use this description of 

the CSG defect to construct a CSG boundary theory by "dressing the boundary". 



Chapter 6 

Complex sine-Gordon with 

dressed boundary 

In this chapter we introduce a new integrable complex sine-Gordon boundary the­

ory, by restricting the bulk theory to the halfline x < 0 and introducing boundary 

conditions at x = 0. As throughout this thesis the boundary conditions are con­

structed to maintain the integrability of the theory. As commented on in chapter 3 

many different 1-1-1 dimensional integrable field theories on the halfline have been 

studied. 

In previous work [47] an integrable complex sine-Gordon boundary theory was 

constructed w i t h the Lagrangian 

L= [ dx CcsG + [ 2 C v / l - uu*\ ., (6.0.1) 

where the boundary term has no derivative pieces unlike the CSG defect Lagrangian 

(5.1.2) introduced in this thesis. The boundary conditions resulting f rom varying 

this action are 

d^u = -Cuy/l - uu*, d^rU* = -CuWl - uu*. (6.0.2) 

Soliton solutions in this theory were analysed including the computation of the 

sohton-boundary reflection factor. The very specific phenomena exhibited by this 

model points towards a more general boundary theory w i t h more generic behaviour. 

For example this boundary allows the emission and absorption of only the maxi­

mally charged soliton. Why should one charge of soliton be treated uniquely in this 
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way? I t leads to the question of whether there are integrable boundaries described 

by different boundary conditions that allow the emission and absorption of other 

charged solitons? This observation about the original boundary theory provides 

the motivation to go on and investigate whether more general boundary conditions 

exist. 

Inspired by the idea [61] that a wider class of boundary conditions can be gener­

ated by placing a defect in front of an existing boundary, in this chapter we construct 

new dressed boundary conditions for the CSG model by placing an integrable CSG 

defect, using the o; description, in front of the most basic integrable boundary, 

the Dirichlet boundary. This idea of dressing the boundary is a recent advance, 

apart f rom the work described here the same method has been recently used for the 

sinh-Gordon theory [30]. Similar techniques have been used in spin chains [20] and 

conformal field theories [21], while the connection between defects and boundaries 

has previously been commented on [22 . 

I n the next section we construct the dressed boundary theory, before analysing 

the new theory in later sections. A review of the original boundary theory [47] is 

not used as a starting point. Instead throughout the chapter the previous results 

are shown to be a specific case of the new dressed boundary. 

6.1 Constructing the dressed boundary theory 

First we recall that one of the simplest integrable boundaries is the Dirichlet bound­

ary which is described by the boundary conditions w = 0, w* = 0. This appears 

as the l imi t C ^ oo in the original CSG boundary conditions (6.0.2). To construct 

the dressed boundary theory we start w i th the Dirichlet boundary at x = 0 and 

place an integrable defect in front of boundary a.t x = —5x. Therefore we have two 

bulk regions where distinct CSG fields live, one to left of the defect and one between 

the boundary and defect. The integrability of the bulk and defect theory allows the 

defect to be moved up to the boundary. By taking the hmit 5x ^ 0 we create the 

dressed boundary, illustrated in figure 6.1. We are left w i t h the single bulk region 

to the left of the dressed boundary. 
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DEFECT 

T H E O R Y I 

x<-5x 
CSG 

u 

T H E O R Y II 

-5x < X < 0 
CSG 

w 

DIRICHLET 
BOUNDARY 

w = 0 

F i g . 6.1: Dressed boundary model set up. 

To formulate the dressed boundary conditions, we substitute the Dirichlet bound­

ary conditions (and dtw = 0, dtw* = 0 since the boundary conditions hold for all 

time) into the CSG defect conditions (5.3.4) to give 

\ / l — uu* 

-.e + Wx = — — u . 
uw 

where 

a = arcsm 

5 

sm{A) 

(6.1.1) 

(6.1.2) 
\/l — uu* ^ 

Combining these two conditions in a particular linear combination allows us to 

eliminate d^w., producing the dressed boundary condition and its complex conjugate 

VP dxU = —dtu i tan(Q;') + ( /\ \ + 7 ) u \ / l - uu*, cos(a') V 0 

dxU* = dtU* 1 tan(a ') + V ,x U + T U ^ \ - U U * . (6.1.3) 
C O S ( Q ; ' ) \ b ) 

The dressed boundary conditions (6.1.3) depend on the two parameters b and A 

that appear in the CSG B T . They have first order time derivative terms inherited 

f rom the defect conditions, indicating that the dressed boundary w i l l exhibit more 

general properties than the originally studied CSG boundary. The original boundary 

conditions appear as a specific case of the dressed boundary conditions when / I = 0. 

This eliminates the first order time derivative term and the boundary conditions are 
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reduced to 

C O S ( Q ; ° ) \ S J 

where Q° = { 0 , ± 7 r } . This is the boundary condition previously studied (6.0.2) w i t h 

the identification 

COS(Q: '^) \ S J 

The multi-valued nature of Q:° alters the interpretation a l i t t le f rom the earlier 

analysis and allows easier understanding of the properties of the model, which we 

comment on later in the chapter. 

FVom the dressed boundary conditions the aim, in a similar way to the defect 

model, is to formulate an expression for the Lagrangian and check that the dressed 

boundary conditions derived by this method, placing a defect in front of the Dirichlet 

boundary, does produce a theory that is classically integrable. Firstly to formulate 

the Lagrangian we hypothesise the general form 

L = dx ; 4Puu + Ai diu + A2 dtu - £db 
y_oo 1 - uu* ^ - 0 ' 

(6.1.6) 

to include the standard bulk piece and boundary terms at x = 0. The fo rm chosen 

is not the most general that can be wxitten down. Using the defect Lagrangian as a 

guide, we have restricted the dressed boundary term in the Lagrangian to a dressed 

boundary potential term and terms linear in the first t ime derivative of the fields. 

Varying the action produces the CSG equation (4.1.2) in the bulk region x < 0 and 

the following conditions on the boundary x = 0 

( dCoB 

1 — uu* du* Kd{dtu*) 
dxU* dCe 

1 — uu* du Kd{dtu)J 
(6.1.7) 

J. — u/u. uLb \uyutuj J 

where 

C-DB = dtu + Ao dtu + Cdb. (6.1.8) 
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We find the quantities in the Lagrangian 

db = 2y/p(s+^^ cos{a')Vl - uu*, 

Ai = —a', 
u 

Ao. = ^ a ' , (6.1.9) 

by comparing the dressed boundary conditions (6.1.3) w i t h the Euler-Lagrange equa­

tions (6.1.7). As w i t h the defect theory the dressed boundary energy 

'jdb = ax — H 4/3 uu 
J-OO 1 — uu' 

+ cos(o; ')vT UU* 
1=0 

(6.1.10) 

is read directly f rom the Lagrangian and its conservation dtEdb = 0 is easily verified. 

We formulate the conserved dressed boundary cheirge 

. f° , udtu* - u*dtu r 

(6.1.11) 

by using the dressed boundary conditions to specify the boundary term needed to 

be added to the bulk charge to maintain its conservation in the dressed boundary 

theory. 

In the dressed boundary theory there is no conserved dressed boundary momen­

tum. This is expected as the dressed boundary breaks the translational invariance, 

the symmetry responsible for momentum conservation. This argument also applies 

to the defect theory, but the property that the B T and therefore defect conditions are 

true for all x means that in the defect theory i t is possible to construct a conserved 

defect momentum. The lack of conserved momentum does not stop the theory from 

being classically integrable. There are infinite number of higher spin energy-like 

conserved charges which can be assumed to follow due to the construction of the 

dressed boundary, f rom the constituent integrable boundary and integrable defect. 

To support this conjecture i n appendix A.2 we explicitly construct the form of the 

next energy-like charge and show its conservation. 
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There is a connection between the dressed boundary quantities and their defect 
counterparts. In fact the dressed boundary Lagrangian and quantities are retrieved 
f r o m the defect ones by substituting w = 0, dtW = 0 into the defect quantities. 
This indicates that the dressed boundary theory can be constructed directly in the 
Lagrangian picture, as an alternative to the process used here where we found the 
dressed boundary conditions first and then the Lagrangian. In the work of Bajnok 
and Simon [30] they construct the dressed boundary sinh-Gordon theory in the 
Lagrangian form. 

In this section we have constructed the CSG dressed boundary theory: formu­

lating boundary conditions, the Lagrangian and conserved energy and charge. The 

various quantities of the theory have increased complexity over the quantities of 

the original CSG boundary theory, due to the presence of time derivative terras in 

the boundary conditions and Lagrangian. We have shown that the original theory 

is just one specific case of the dressed theory, the case when A = Q. The aim of 

producing a more general CSG boundary theory has been achieved. In the next 

section we analyse solutions to the dressed boundary theory to investigate whether 

the boundary exhibits any new properties. 

6.2 Soliton solutions 

In this section we investigate the different soliton solutions that solve the field equa­

tions, the equations of motion and dressed boundary conditions. We start by exam­

ining the vacuum of the theory before investigating whether the dressed boundary 

can absorb or emit solitons. We go on and ask whether dressed boundary bound 

states exist and examine how solitons and particles scatter f rom the dressed bound­

ary. 

The obvious candidate for the vacuum of the dressed boundary theory is when 

the bulk fields are in vacuum u = 0. This configuration has energy and charge 

/ - / 1 \ 
E = 2y/(3 5 + - cos(ao): 

Q = 2ao.. (6.2.1) 

where QQ = Q ; ' (u = 0). As w i t h the defect theory there is no contribution to the 
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energy and charge f rom the bulk but a non-zero contribution f rom the boundary. 
The contribution at the boundary depends on the two parameters that appear i n the 
B T and dressed boundary conditions, w i t h an explicit dependence on ao through 
which A appears. This QQ dependence means that the dressed boundary can have 
different values of energy and charge for the same values of 6 and A. Analogous 
to the defect we expect this behaviour to allow the boundary to emit and absorb 
solitons. The minimum energy solution for fixed 5 > 0 is when cos(ao) = — 1 w i t h 
energy and charge 

E = - 2 ^ (^6+^^ , 

Q = 271. (6.2.2) 

As in the defect theory whether the energy of the dressed boundary is positive or 

negative determines its properties. We expect that a boundary wi th positive energy 

to be able to emit a soliton, while a boundary of negative energy to be able to absorb 

a soliton. We analyse these scenarios in the next section. From now on we wi l l label 

a boundary w i t h negative energy as an unexcited boundary and a boundary w i t h 

positive energy an excited boundary. 

I t is natural to split the excited boundaries into eight types, meaning that there 

are eight boundaries wi th the same positive energy but different charges. As in the 

defect theory we need to make a choice on the solution of C O S ( Q O ) , wi thout loss of 

generahty we use C O S ( Q : O ) = cos(vi). I n fact pairs of the boundaries have the same 

charge, but we list them separately as they are described by different S and A. The 

excited boundaries listed in table 6.1 have energy E = 2y/P\{S+ ^) cos{A)\. For 

the specific case where A' = ^ and 6' = 2 then the eight boundaries have energy 

E = and charge Q E {±Y, ^ T ) - Similarly we display the eight unexcited 

boundaries wi th energy E = —2\/P [5 + | ) cos(yl) in table 6.2. The specific case 

when A' =^ and 6' = -2 gives boundaries w i th E = - ^ a n d Q G { ± f , ± f } . 

6.2.1 Soliton absorption by the boundary 

To analyse whether a soliton can be absorbed by the dressed boundary, we solve 

the field equations for a right-moving one-soliton solution moving f rom left inf in i ty 
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0 < A < -
^ 2 

>1 = 5 > 1 6 = 6' Q = -2 A € { 0 , - 7 7 } 

- - < 
2 

A < 0 ^ = 6 > 1 6 = 6' Q = 2A € {77 ,0} 

- < 2 A < T T A - TT-A (5 < - 1 6 = -6' Q = 2{A - e { - 7 7 , - 2 7 7 } 

- T T < A < - -^ 2 = -TT + A 6 < -1 S = -5' Q = 2(7r - A) € {277,77} 

0 < A < -^ 2 A - A 0 <5 <1 6 = 1 
6' Q = -2 A € { 0 , - 7 7 } 

- - < 
2 ^ 

A < 0 yl = -A 0<6 <l 6 = 1 
6' Q = 2A e {77 ,0} 

- < 2 ^ A < T T A - K S <0 6 = 1 
S' Q = 2[A -- T T ) e { - 7 7 , - 2 7 7 } 

- T T < A < - -2 ^ = -a + A -1<5 <Q 6 = 1 
5' Q = 2 ( 7 7 - A) G {277, 77} 

Table 6.1: 8 excited boundaries with the same positive energy. 

0 < A < f A = A' 5<-l 6 = 6' Q = -2A' G {0, - 7 7 } 

- - < 
2 ^ 

A < 0 A = - A 6<-\ 6 = 6' Q = 2A' e { T T . O } 

- < 2 A < 77 A = 7 7 - A ' 5 > 1 6 = -6' Q = 2{A --77) G { - 7 7 , - 2 7 7 } 

- 7 7 < A < - ! A = A ' - 77 6 > 1 J = -5' Q = 2(77 - A) G {277,77} 

0 < A < l A = A' - K S <0 6 = 1 
S' -2A € { 0 , - 7 7 } 

- - < 
2 

A < 0 A = - A - K 6 <0 6 = 1 
S' Q = 2A' 6 {7r ,0} 

- < 
2 

A < 77 A = 7 7 - A ' 0<5 <1 5 = 1 
S' Q = 2{A --n) G { - 7 7 , - 2 7 7 } 

-77 < A < - -^ 2 A = A' -TT 0 <6 <l S = 1 
6' Q = 2(77 - A') G { 2 ^ , 7 7 } 

Table 6.2: 8 unexcited boundaries with the sanne negative energy. 

towards the boundary. As wi th the defect computations, we have to make a choice on 

the in i t ia l value of a'. Using cos(a') = cos(A) at the past temporal inf ini ty without 

loss of generahty, we find the dressed boundary conditions are satisfied when 

5 = e', e-' 

5 = - e \ -i 

a = - A - 1 - 7 7 , 

a = -A. 
(6.2.3) 

Since the boundary conditions can be satisfied in this set up there are boundaries 

that do absorb a soliton. This is expected knowing the behaviour of the defect, which 

also absorbs solitons and remembering that the dressed boundary is constructed by 

placing a defect in front of a Dirichlet boundary. Recall that the defect could only 

absorb a right-moving sohton if the defect rapidity was \S\ > 1, but a boundary 

described by any 5 can absorb a soliton due to the four separate choices (6.2.3) that 

satisfy the boundary conditions. 
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Thinking of the dressed boundary as a construction of its constituent defect and 

boundary, we can explain these extra absorption processes by noting that there are 

two ways that a boundary can absorb a soliton. Figure 6.2(a) shows the soliton 

( A , 6 ) 
(a=-A, e'=-6 (a=-A, e'=-1/5 ) 

( A , 5 ) 

(b) 

F i g . 6.2: The two methods of soliton absorption by the dressed boundary. 

being absorbed directly by the defect and figure 6.2(b) shows the second method 

of absorption where the soliton is absorbed after reflecting back f rom the Dirichlet 

boundary. This second method allows boundaries w i t h rapidity \6\ < 1 to absorb 

solitons, as well as the usual defect absorption by boundaries w i t h rapidi ty |5| > 1. 

We find that each boundary absorbs exactly one soliton but there are four un-

excited boundaries that absorb a soliton of the same energy and charge. In tables 

6.3 and 6.4 we show two such boundaries absorbing a charge Qsoi = x soliton w i t h 

energy Esoi = ^VP- The other two boundaries that absorb the same soliton are 

related by (5 —> | . In absorption I we have an unexcited boundary described by 

A = ^ and 6 = 2 being excited by the absorption of the described sohton and 

similarly in I I an unexcited boundary w i t h A = and S = -2. Analogous to the 

defect case, a' changes in t ime allowing the boundary to change energy and charge 

which makes this absorption process possible. 

6.2.2 Soliton emission by the boundary 

We have seen that the dressed boundary can absorb a soliton solution i f the ini t ia l 

energy of the boundary is negative. We now analyse whether the reversal of this 

process is possible, i.e. can an excited boundary emit a soliton? To examine whether 

the boundary can emit a soHton we solve the field equations for a left-moving soliton, 
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Unexcited Boundary I Excited Boundary I 

(A = f , ^ = 2) Absorbed Sohton {A' = 1^5' = 2) 

a = -A (a = - > l - f - 7 r , e ^ = 6) a = A — -n 
I? _ 5N/̂  

2 £^so/ = 5 v ^ E' = 

n — 27r 
Vsoi — 3 

Table 6.3: Unexcited boundary I absorbing a soliton with Egoi = ^y/P and Qsoi = 

Unexcited Boundary I I Excited Boundary I I 

{ A = - l , 6 = -2) Absorbed Soliton (^ ' = - f , 6' = - 2 ) 

a = -A ( a = - A , e ^ = -6) a = A-\-TT 

E = -hH Esol = 5 VP E' = -E 

Q = f D — 27r W sol — 3 Q' = f 

Table 6.4: Unexcited boundary II absorbing a soliton with Egoi = and Qsoi = ^• 

once again we make the choice C O S ( Q ; ' ) = cos(/l) at t —> —oo. We find the dressed 

boundary conditions are satisfied when 

S = e^. e-^ a = A , 
(6.2.4) 

S = - e ^ -e-^ a = A + TT. 

As w i t h the absorption process we explain the property that boundaries of all (5 £ M 

can emit a soliton by spli t t ing the emission processes into two types. The soliton 

can be emitted, either directly f rom the defect shown in figure 6.3(a) or emitted 

to the right before reflecting back f rom the Dirichlet boundary illustrated in figure 

6.3(b). 

Again we find that each boundary emits just one type of soliton but there are 

four boundaries that emit a sohton wi th the same energy and charge. In tables 6.5 

and 6.6 we show two boundaries that emit a soliton wi th energy Esoi = 5y/P and 

charge Qsoi = These two boundaries, excited boundary I described hy A = ^ 

and 5 = 2 and excited boundary I I w i t h A = and S = - 2 , are joined by two 
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(a=A, 69=175) 
V. 

{a=A, e»=8) 

( A , 6) 

(a) 

( A , 5 ) 

(b) 

F i g . 6.3: The two methods of soliton emission by the dressed boundary. 

other boundaries related by (5 —> ^ that emit the same soliton. 

Excited Boundary I 

[A = I., 5 = 2) 

a 

E = 9 

Emit ted Sohton 

{a = A.,e^ = 5) 

Esoi = 5 ^ 

Qsol = ¥ 

Unexcited Boundary I 

{A'=^ , 5' = 2) 

a = A - TT 

E' = -E 

Table 6.5: Excited boundary I emitting a soliton with Esoi = ^VP and Qsoi = 

As w i t h the defect we find that the change in charge during emission and ab­

sorption is once again symmetric around Q = ±7r. For example, during the emission 

process described in table 6.6 the charge of the boundary before is Q = ^ and after 

Q = ^ , symmetric around Q = +7r. 

The CSG boundary theory previously studied only allowed the emission and 

absorption of the maximally charged soliton, although the authors did not explicitly 

state that the boundary could have Q = ±2-n as well as zero charge. Explici t ly the 

restriction f rom the dressed boundary to the theory wi th no time derivatives in the 

boundary term of the Lagrangian is by setting A = {), which actually amounts to 

setting a' = Q-^^" = {0, ±7r}. This restricted theory is different to the one originally 

studied, w i t h the conserved charge of this theory having the form 

u dtu* — u*dtU 

J-OC 

dx 
1 — uu* 

(6.2.5) 
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Excited Boundary I I Unexcited Boundary I I 

{A = - f , 6 = -2) Emit ted Soliton {A' = - i , 6' = - 2 ) 

a = -A (a = A -1- TT, -e^ = 6) a = A + Tv 

I? _ 5̂ /3 
^ 2 Esol — ^y/P E' = -E 

Q=T 
n — 27r Q' = f 

Table 6.6: Excited boundary II emitting a soliton with Esoi = 5\/^ and Q^oi = ^• 

allowing the boundary to have charge Q^^'^ = {0 , ±27r}, not just zero charge. This 

theory does permit soliton emission and absorption, w i th the maximally charged 

soliton emitted f rom the excited defect and absorbed by the unexcited defect. 

We have shown that dressed boundary can store both energy and charge and due 

to the definition of a' can transfer the charges to and f rom sohton solutions allowing 

the absorption and emission of solitons. Each excited boundary can emit a soliton 

solution, w i t h the soliton charge related to the in i t ia l charge of the boundary and 

similarly all boundaries w i t h negative energy can absorb a specific soliton. 

6.2.3 Dressed boundary bound states 

Following on f rom analysing soliton absorption and emission, we go on a ask whether 

there exists any dressed boundary bound states. Mathematically constructed by 

solving the boundary conditions w i t h a stationary soliton solution, (4.5.2) w i t h 

^ = 0, in the bulk w i t h its position shifted x x — c. We find that the boundary 

conditions are satisfied when 

^ ^ 1 \ ^ ^cos{a)smh{C)y/cos^{A)cosh{Cy- - cos^~{a) + s in(Q)s in(^)cosh(C)^ 
S j cosh(C)2 - cos2(a) 

(6.2.6) 

where C = 2y/Pcos{a)c. This constraint is only valid when the argument in the 

square root is greater than zero and 

^5 + 6 min { - cos(A -I - a), cos{A - a)} , max { - cos(^ - I - a), cos(>l - a)} 

(6.2.7) 
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which implies that 5 is a pure phase wi th in the range specified. We can solve the 

constraint (6.2.6) to find 

tanh(2\ /^cos(a)c) 
^(cos(fe) sin(a) - s in (^ ) ) 
± f \ • fu\ ' ± z t a n ( a , (6.2.8 

cos(a) sm(b) 

wi th the last two solutions discounted as they infer c is complex. Here we have 

defined b through the relation ^((^ + | ) = cos(6). There are therefore two positions 

where the bound soliton can be placed for the boundary conditions to be satisfied, 

and these are related by the parity transformation x —x. To understand these 

solutions, i t is useful to rewrite the boundary conditions (6.1.3) in the form 

y/cos{A)-- uu* d^u = dtui sm{A) + y/p S+- u{l - uu). (6.2.9) 

Using the expression (6.2.8) for tanh(2v^cos(a)c) , i t is easy to show that 

(cos(6) sin(a) — sin(yl)) 
\ /cos(A )2 — uu* = ±-

sin(6) 
(6.2.10) 

and for the boundary condition (6.2.9) to be satisfied, the signs in (6.2.8) and (6.2.10) 

must be correlated. Thus the two solutions for the position of the soliton correspond 

to different choices of the sign of the square root in the boundary conditions (6.2.9). 

The same square root appears in the boundary Lagrangian, and thus the two differ­

ent solutions correspond to bound states of different boundaries. We calculate the 

energy and charge of the bound state by substituting the stationary soliton solution 

into the total energy (6.1.10) and charge (6.1.11) respectively and simplify using the 

two valid solutions for tanh(2v/^cos(a)c) to give 

E^^ = 4 v ^ ( | c o s ( a ) | ± s i n ( A ) s i n ( 6 ) ) 

Qts = Q bulk (6.2.11) 

where 

Qbulk = { 

f < a < TT 

0 < a < f 

- f < a < 0 

•TT < a < - f 

(6.2.12) 

2a - TT 

Tt — 2a 

-2a - TT 

2a + TT 

These dressed boundary bound states include the bound states found in the 

original boundary theory, wi th all the above quantities in the case when A = 0 
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agreeing to the previous quantities [47]. The way the charge is wr i t ten above suggests 
that i t does not change in the ^ = 0 l imi t , this is not the case due to the A 
dependence in (6.2.6). 

6.2.4 Soliton reflection from the boundary 

We continue the analysis of the classical solutions by calculating the classical time-

delay for a soliton reflecting f rom the dressed boundary. We model the reflection 

using a two-soliton solution and demanding i t satisfies the boundary conditions. By 

specifying that one of the constituent solitons is left-moving and the other right-

moving, the idea is to make the right-moving sohton represent the soliton before 

i t reflects f rom the boundary and the left-moving one model the soliton after re­

flection. To ensure that energy and charge conservation are satisfied we make the 

parameter choices ai = a2 = a and 6i = —02 = 6. These choices mean that the two 

solitons involved in the sohton-soliton scattering carry the same charge and equal 

and opposite rapidity. Therefore we are modelling the soliton reflection where the 

the incoming and outgoing solitons have the same energy and charge. 

Substituting the expression for a two-sohton solution (4.5.5), along wi th the 

constituent one-sohton solutions (4.5.2) u i , U2 w i t h Ni = \, N2 = e^^, Ci = c, C2 = d 

(we can set iVi = 1, since i t is only the phase difference between the two solitons 

that affects the scattering properties) into the boundary condition creates a long 

and complicated expression. To simplify the computation we expand each element 

of the boundary condition in a power series for an exponentiated t ime parameter. 

As the boundary conditions hold for all t ime we can use the individual terms of the 

power series to solve for constraint conditions. We solve for [5 + 6~^) and use the 

fact that this is real to give two constraints. The first by specifying the imaginary 

part of the whole expression vanishes 

I ( eW(C + A) + e-^sin(C - A)) - ^ ^ ^ ^ (e-^"sinh(A - lA] - e^"sinh(A + lA)) , 
COS I ) 

(6.2.13) 
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and the remaining real equation 

^ 1 _ sin(a) (e^ sin(C + A) - e'^ sin(C - A)) 
5 cosh(A) + cos(C) 

coshje) (e^°sinh(A + iA) + e"'" sinh(A - lA)) 
cosh(A) - I - cos(C) (6.2.14) 

where 

gA _ g2v/3cos{a)cosh(e)(c+d) ^iQ _ ^2i^sin(a)sinh{0){c+d) ^-i<p (6.2.15) 

We expand the constraint equations and solve for cosh(A), sinh(A), cos(C), sin(C) 

allowing quadratics in cosh(x) in terms of either A or C to be found by eliminating 

the other 

0 = cosh-(x) + ^ ^ $ 7 ? v (e" cosh(A + I A) + e-'" cosh(A - lA)) cosh(x) smh(Aj 
2 sinh(A) cosh(g) + e^'° sinh(A + 22A) + e"̂ "̂ sinh(A - 2zA) 

^ 4s inh (A) 

0 = cosh2(x) + (e' cos(C + A ) - e'' cos(C - A)) cosh(x) 

(2 cos(2a) sin(C) + ê ^ sin(C + 2A) + e'^^ sin(C - 2A)) 
4 sin(C) ' 

We solve these quadratics for ê ^ and ê '̂  respectively and re-express using 

_ g2v/^cos(a)sinh(e)At ^iC _ g-tti g2^^/3sin(a) cosh(0)At 

(6.2.16) 

(6.2.17) 

(6.2.18) 

as a time-delay 

2\/;5cos(a)sinh(^) 
In 

sinh ( g ^ + z ^ ) sinh + z ^ ) 

cosh + z ^ ) cosh + z ^ ) 

(6.2.19) 

and phase shift 

^^4> ^ _ I 0 + e e e \ i i + oe e e \ 2v/3sinh(0+^a)A^ fn ^ r,r.s 

y^e^ia _ ^piA ) \ p i A - ^eOpia J •• l O . Z . - U j 

experienced by the soliton reflecting from the dressed boundary. 

Figure 6.4 shows that the time-delay experienced by the reflected soliton is due 

to two effects, the standard time-delay from the soliton-soliton scattering and the 
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At 

F i g . 6.4: Soliton reflection from dressed the boundary. 

position behind t l ie boundary where this scattering takes place. These two effects 

both arise because of the mathematical construction used to describe the soliton 

scattering f rom the boundary, in reality the time-delay experienced by the sohton is 

due to a non-zero t ime scattering w i t h the boundary. As w i t h the defect time-delay, 

soliton emission and absorption appear as special l imits of the soliton-boundary 

time-delay. 

6.2.5 Particle rejflection from the boundary 

To complete the analysis of solutions interacting wi th the boundary we investigate 

how the CSG particle interacts w i t h the dressed CSG boundary. First we consider 

the reflection f rom the dressed boundary and then f rom the dressed boundary bound 

state. To calculate the particle reflection matrix, we linearise the dressed boundary 

conditions giving 

dx dt cos{A) \ 5J 

' +1 tan(yl) 
dx dt cos{A) S^""' 

0 (6.2.21) 

These linearised equations are then solved wi th an incoming and outgoing particle 

(4.7.1) 

Uc = Uparticle{0) + RpartideUparliclei — ̂ ): (6.2.22) 

which gives the particle reflection factor 

2i sinh(^ + ?;^) + {6 + I ) 
article — 

2i smh{9 - lA) - {5 + \] 
(6.2.23) 
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We can also obtain this particle reflection factor by taking the a = f hmi t of the 
sohton reflection phase factor (6.2.20). 

The calculation to find the particle reflection factor f rom the dressed boundary 

bound state is more involved. First we need the solution for a small perturbation 

around a stationary soliton solution (4.7.7). We rewrite the solution for a right-

moving plane wave 

(6.2.24) 

where 

f i x ) = ^ 
cosh {2^/Pcos{a) x) ' 

9R{X) = Ci + C2ta.nh{2y/pcos{a)x) + — — - (6.2.25) 
cosh-(2v,5cos(a) x) 

and 

2z(e^e'° - - ze'° - z)(e^e'° + - z + ze^°)e'° 

_ 2z(e^ + l ) ( e ^ - l ) e -

- - e ^ ( e - - z ) ( e - + z) " ^ ^ ' ^ - ^ ^ 

Similarly for a left-moving plane wave 

(6.2.27) 

where 

giix) = c i - C 2 t a n h ( 2 v ^ c o s ( a ) x ) + — . ^ — - . (6.2.28) 
cosh (2vpcos(a )x) 

By substituting a small perturbation around the stationary soliton into the boundary 

conditions we find the linearised boundary conditions around the bound state. This 

is a differential equation in the linearised bulk solution involving the one-soliton 

solution bound to the boundary. The linearised solution to represent a particle 

reflecting f rom the boundary bound state is 

E{x, t) = e/?(x - c,t) + p eiix - c, t), (6.2.29) 
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where c is the position of the bound sohton (6.2.8). p is a constant which can be 
found by demanding that the perturbation E{x, t) satisfies the hnearised boundary 
conditions. By inspecting the x —> — oo hmit of the resultant plane wave solution, 
the classical particle-bound-state reflection factor is identified to be 

_ (ê  + t e ' V ^ ) ( e - V - z e " ' ) ( e V ° - z ) ^ 

6.2.6 Descriptions of charged boundaries 

We begin our examination of the spectrum of boundaries by comparing the two 

descriptions for charged boundaries. For the CSG dressed boundary, both unex-

cited boundary w i t h the properties (6.2.1) and the boundary bound states wi th the 

properties (6.2.11) can carry charge. One idea is that these might provide two alter­

native descriptions for a single tower of charged boundary states. However this turns 

out not to be the case. Despite having the freedom to set the charge and energies 

to agree, we find that the particle reflection factors do not equate. We conclude 

that the unexcited boundary and bound state are not the same object, expect in 

particular cases. 

For example the unexcited boundary wi th charge Q is described by the charge 

parameter A = and i f we consider a bound state (using E'^^ and Q'^^ (6.2.11)) 

described by the same A w i t h 0 < a < ^ then the bound state has charge Q when 

a = h + A and the energy 

= 4^/5 (cos(6 + A) + s in (^) sin(6)) = A^cos{A) cos{b), (6.2.31) 

equals the energy of the unexcited boundary. We find that the particle reflection 

factors also agree in this hmi t . Therefore the bound state and unexcited boundary 

are the same object when the charge parameter of the bound soliton is the specific 

value a = A + b. There is a similar hmit when using E^^ and Q^^ (6.2.11), in this 

case to bound state reduces to the unexcited boundary when a = A — b. 

To understand these l imits we analyse the bound state solutions. We reinterpret 

the allowed range of values for cos{b) (6.2.7) as a constraint on the charge parameter 

a of the bound soliton. Figure 6.5 illustrates the values of a for two boundaries, 

w i t h the dotted line on the figures cos(6) and the two sohd curves cos(^ - a) and 
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cos(^ + a). Classical bound states exist for the values of a when the two curves 

(a) (b) 

F i g . 6.5: Plots of cos(6), cos{A-a), - cos(A+a), for (a) ̂  = 0, 6 = f , (b) A = | , 6 = f , 

lie either side the dotted line. For both boundaries there are two separate regions, 

we concentrate on the region that includes a = 0. Figure 6.5(a) shows that there 

exists bound states i f - | < a < | for the boundary described by .4 = 0, 6 = f • 

Similarly, figure 6.5(b) shows that there exists bound states i f - | + | < a < | + | 

for the boundary described by A = | , 6 = | . We note that both ranges are between 

A + b and A — b, which are precisely the values where the bound state reduces to 

the unexcited boundary. 

Figure 6.6 shows that for both boundaries on the right end of the region a — 

A -\- b the bound soliton is positioned away at positive inf ini ty c —*• +oo and at 

the left extreme away a = A — b at negative inf in i ty when the plus solution for 

tanh(2v^cos(a)c) (6.2.8) is used. While figure 6.7 shows that for both boundaries 

when a = A-\- b the bound soliton is positioned away at negative inf in i ty c ^ — oo 

and when a = A - b positioned at positive inf ini ty when the minus solution for 

tanh(2i /5cos(a)c) (6.2.8) is used. These figures illustrate that in both charge hmits 

where the bound state reduces to the unexcited boundary the bound soliton is posi­

tioned at right inf ini ty behind the boundary. As the charge parameter moves away 

f rom the unexcited boundary l imi t , either decreasing f r o m a = A + b or increasing 

f rom a = A — b, the bound soliton moves f rom right inf ini ty to left inf ini ty when 

i t reaches the other end of the range. The soliton being positioned at right inf ini ty 

and hidden behind the boundary fits wi th the fact that the bound state reduces to 
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-0.J 0 

(a) (b) 

F i g . 6.6: Plots of tanh(2v/^cos(a)c) using plus sign with /? = 1 for (a) ^ = 0, b= f , (b) 

A — ^ h — ^ 

the unexcited boundary when the soliton is in this position. In figures 6.8 and 6.9 

(a) (b) 

F i g . 6.7: Plots of tanh(2\/;3cos(a)c) using minus sign with /3 = 1 for (a) A = 0, b = f , 

{b)A = l , b = f . 

we graph the energy and charge for the bound states in the range of a where the 

constraint is satisfied, using both forms of the energy and charge. They show that 

the energy and charge are simply shifted by a constant between the different energy 

and charge formulae. In both examples the maximum energy is when a = 0. 

To complete the analysis of the classical bound states we examine one further 

example w i t h A = b = | - I n figure 6.10 the energy and charge are plotted for 

the two different energy and charge formulae. We note that in figure 6.10(b) that 

as the bound soliton moves out f rom right infinity, this corresponds to the charge 

parameter increasing f rom A — b, the energy of the bound state decreases. We come 
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- I -OJ 0 0.3 I - I ' - - - . -OJ 0 0.3 1 

(a) (b) 

F i g . 6.8: Charge (dotted) and energy (solid) of bound states with /? = 1 for ^ = 0, 6 = | 

using (a) E + , Q + (b) E-,Q-. 

(a) (b) 

F i g . 6.9: Charge (dotted) and energy (solid) of bound states with /3 = l f o r ^ = | , i = f 

using (a) E+ ,Q+ (b) E' ,Q-. 

back to this point in the analysis of the quantum theory. 

Analysis of the particle reflection factor (6.2.23) shows that i t has two poles at 

TT 
e = A + b - - . A - b - - , 

2 2 
(6.2.32) 

which correspond respectively to the field taking the values 

,y _ ^-2iVPsin{A-b)t ^2^cos{A-b)x ^-2iy/0s\n(A+b)t ^2^/^cos{A+b)x 2 33) 

These suggest the existence of bound states when the bound soliton has either charge 

parameter a = A + boj:a = A-b. This is in agreement w i t h what we discovered 

when considering the bound states w i t h the soliton hidden far behind the boundary 

at right infinity. 
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o j 0.4 ' -.0.6 o.a 1 0.1 0.4 0.6 OJ 1 

(a) (b) 

F i g . 6.10: Charge (dotted) and energy (solid) of bound states with /3 = l f o r ^ = f , 6 = | 

using (a) E+,Q+ (b) E',Q-

The bound states found here are an extra solution not found in the defect theory. 

In the defect theory i t is possible to satisfy the defect conditions w i t h a stationary 

soliton on each side of the defect, but there is no constraint on the positions of the 

solitons. I t exhibits zero mode type behaviour and the solitons are not bound to the 

defect. In the introduction we commented that the ShG boundary admits breather 

bound state solutions. They are similar to the CSG bound states found here in 

that they are both time dependent solutions, due to the nature of the ShG breather 

solution and the rotating phase in the CSG soliton solution. 

6.2.7 Dressed boundary consistency check 

I n this section we check the consistency of the soliton time-delay when reflecting f rom 

the dressed boundary in relation to the soliton-defect time-delay and reflection time-

delay f rom the Dirichlet boundary. Figure 6.11 shows the check in diagrammatic 

form. 

We find that the following relations do hold 

A D B = AtL + Aoir + Ata , e'*̂ ^ = e'*z.e^0o..g^0« = ^ ^ . ^ ^ ( 6 . 2 . 3 4 ) 

leaving the details to appendix B . 3 . Therefore the quantities that describe the 

classical scattering wi th defect and boundary are consistent. In appendix B . 4 we 
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F i g . 6.11: Soliton or particle reflection from the dressed boundary. 

show the consistency of the classical soliton-soliton and soHton-boundary scattering 

properties, by examining explicitly a decay and absorption process. 

6.3 Summary 

This concludes the classical analysis of the CSG dressed boundary theory. We have 

shown that i t is possible to construct a classically integrable boundary theory by 

dressing a Dirichlet boundary w i t h the CSG defect. The boundary produced takes 

a more general form to the CSG boundary theory studied previously. 

We have constructed a boundary theory described by a Lagrangian wi th two 

types of boundary terms. The terms linear in the time derivatives of the fields lead 

to more interesting properties over the original boundary. The dressed boundary 

can store the Noether charge of the CSG theory and due to the defini t ion of a' this 

charge can be transferred to and f rom the boundary. This property allows every 

boundary to be able to absorb or emit a soliton w i t h charge related to the charge 

of the boundary. As w i t h the defect the energy of boundary determines whether i t 

is excited or not and therefore whether i t can absorb or emit a sohton. 

We have shown the existence of a boundary bound state where a stationary soli­

ton solution is bound to the boundary. The two descriptions of charged boundaries, 

namely the unexcited boundary and the boundary bound state, have been shown to 

be distinct apart f rom specific choices of the parameters. Depending on the branch 

of the solution to COS(Q:) used in the boundary conditions the bound state hmits 
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to the unexcited boundary w i t h either a = A + hora = A — b and the soliton 
positioned at right infinity. For particular examples we illustrated how the energy 
and the charge of the bound states varies as the value of a changes across the al­
lowed range. These bound states play an important role i n the determination of the 
quantum reflection matrices in the next chapter. Sohtons that are not absorbed by 
the boundary are found to be reflected experiencing a time-delay and phase shift . 
This is similar to the behaviour of a CSG soliton scattering through the CSG defect. 
The CSG particle also reflects f rom the boundary and we calculated the reflection 
factor f rom the bare boundary and also f rom the boundary bound state. 

In the next section we build on the classical properties of the dressed boundary 

theory presented here to explore the quantum theory and ult imately conjecture a 

quantum reflection matrix. 



Chapter 7 

Quantum complex sine-Gordon 

theory 

The previous chapters have given a thorough analysis of the classical CSG theory, 

f rom the original bulk theory to the newly presented CSG w i t h defect and dressed 

boundary. In this chapter we move away f rom the classical theory, first providing 

a review of quantum aspects of the CSG theory. We go on to semi-classically anal­

yse the quantum spectrum of dressed boundary bound states, before conjecturing a 

fu l ly quantum reflection matrix. The bootstrap method is used to generate quan­

t u m reflection matrices to describe any charged soliton reflecting f rom any excited 

boundary. A preliminary physical pole analysis is performed, w i th their existence 

explained by the formation of bound states or Coleman-Thun processes. This builds 

on [48] where the quantum reflection matr ix for the originally studied CSG boundary 

was conjectured. We start w i t h a review on general S-matrix theory. 

7.1 Quantum S-matrix theory review 

In 1 + 1 dimensions the scattering in the theory is total ly determined once the S-

matrix governing the 2 ^ 2 scattering is known, illustrated in flgure 7.1 [10]. The 

5-matr ix is constrained by various algebraic relations. One such relation is the Yang-

Baxter relation (1.0.1), however in the CSG theory where the scattering is diagonal 

this relation is t r iv ia l ly satisfied. The following discussion is restricted to theories 

140 
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e. 

F i g . 7.1: The 2 ^ 2 scattering matrix. 

where the scattering is diagonal. In these theories the 5-matrix is constrained by 

the following relations 

• real analyticity: S{9) real for purely imaginary 9 

• unitari ty: Sij{9) Sij{-e) = 1 

• crossing: Sij{9) = Sfj{i-K - 9). 

I f there exists a bound state k formed by particles of type i and j fusing at specific 

relative rapidities as shown in figure 7.2(a), then the ^-matrices satisfy the bulk 

bootstrap equation (see figure 7.2(b)) 

i j J i 

(a) (b) 

F i g . 7.2: Formation of a bound state and the bulk bootstrap relation. 

Sik[9) = Sa{9-iij,)Si^{9 + i^,) (7.1.1) 
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When the theory has a boundary the scattering of a particle w i t h the boundary 

is governed by the reflection matr ix R, i llustrated in figure 7.3. We again restrict the 

discussion to diagonal scattering which means the boundary Yang-Baxter equation 

is t r iv ia l ly satisfied. Similarly to the 5-matrix, the i?-matrix is constrained by the 

N 

F i g . 7.3: The reflection matrix. 

following relations [4 

• real analyticity: R{9) real for purely imaginary 6 

• unitari ty: Ri{e) Ri{-e) = 1 

• crossing: Ri{6 - f ) Ri{6 + f ) 5^,(2^) = 1 

and the boundary bootstrap relation, shown in figure 7.4, 

F i g . 7.4: The boundary bootstrap relation. 
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RkN{d) = RjNiO + iipj) S,j{2e) Ri!^{e - # , ) (7.1.2) 

I f there exists boundary bound states formed by a particle fusing wi th a boundary at 

a specific rapidity as illustrated in figure 7.5(a), then the scattering f rom the bound 

state is given by the refiection bootstrap equation 

(7.1.3) 

illustrated in 7.5(b). When we conjecture the reflection matr ix for a charge Q = +1 

M M 

(a) (b) 

F i g . 7.5: Formation of a boundary bound state and the boundary reflection bootstrap 

relation. 

CSG particle f rom a charged unexcited boundary, we check that they satisfy these 

constraints and use the bootstrap relations to generate the reflection matrices for 

any charged CSG particle f rom any charged excited boundary. 

7.2 Quantum CSG bulk theory 

We return to the CSG theory by reviewing quantum aspects of the bulk theory. 

The quantised bulk theory was first considered by Maillet and de Vega [44], w i t h 

the results reviewed and expanded on by Dorey and Hollowood [46] to the point 

where they conjecture a 5-matrix to describe the quantum scattering of charged 

solitons in CSG theory. The next section deals w i th the semi-classical results, wi th 

the 5-matrix introduced in the following section. 
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7.2.1 Semi-classical quantisation 

To begin the discussion a few properties of the CSG soliton (4.5.2) are noted. As 

already commented on the CSG soUton rotates i n the internal U{1) space w i t h the 

constant angular velocity w = 2v^s in (a ) . We re-express the energy 

EH = ^ ^ 1 - ^ c o s h ( ^ ) = ^(O)y^l - g , (7.2.1) 

and charge 
4 f w \ 

Q W = 3 ^ a r c c o s ( ^ ^ j , (7.2.2) 

of the soliton in terms of its angular velocity, where A is the coupling constant which 

was set equal to one in the previous work on the classical theory (see equation 

(4.1.1)). These expressions highlight the unusual property that the energy and 

charge of the soliton decreases as the angular velocity in the internal space increases. 

The l imi t of this property is when the angular velocity reaches its maximum w = 

2y/p. where the energy and charge vanish but also in this l imi t the soliton is damped 

to zero by the cos(a) factor. Due to the periodic time-dependent nature of the 

stationary soliton solution 

cos(a)e^-^-"(-)^ 
~ cosh(2v^cos(a)x) ' ^ 

the Bohr-Sommerfeld quantisation (B-S) condition 

S[u] + E[U]T = 2TTn , (7.2.4) 

can be apphed [62,63]. Where n G Z, 5 is the action functional, E the energy and 

r = ^ the period of the solution u. Using the explicit form of the stationary soliton 

(7.2.3) the left hand side of the B-S condition becomes 

SPsm'ia) - r ^ ^ . f dx , (7.2.5) 

which is proportional to the charge of the stationary soliton (4.2) and the B-S 

condition reduces to 

27iQ = 2nn. (7.2.6) 

Hence the charge is restricted to integer values Q = ±1, ±2,.... ±N — ± [ | | J - The 

classical charge formula, illustrated in figure 4.2, shows the multi-valued nature of 
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the charge when a = 0. Dorey and Hollowood [46] resolve this issue by stating that 

the charge should be identified mod 2N. More generally only specific values of the 

coupling constant should be considered = ^ , where G Z > 1 and the charge is 

now identified mod k. The spectrum of the charge becomes 

g = 0, ± 1 , ± 2 , . . . , ± ^ 

<5 = 0, ± 1 , ± 2 , ± -
k - 1 

k even, 

k odd (7.2.7) 

I f k is even then the solitons w i t h charge Q — ±^ are identified, but if k is odd then 

no solitons are identified. However when incrementing up f rom Q = -h i i n single 

units of charge the step f rom Q = ^ leads to Q = — f rom where i t continues 

up to the Q = —I. Figure 7.6(a) shows the case when k is even and figure 7.6(b) 

when k is odd. These two cases illustrate why the coupling constant A is restricted 

in the way i t is. 

'V Q=+N 

• Q=+3 
• Q=+2 

-Till • 0=+i 

7C/2 
e 
• 

VJ2 •.Q=+N 

-71/2 

• Q=+3 
• Q=+2 

•,, 0=+i 
'• 

• 
71/2 

'• -k/2 

(a) k even (b) k odd 

F i g . 7.6: The quantisation of the charge of a CSG soliton. 

The quantisation of the charge can be equivalently described as the quantisation 

of the soliton charge parameter 

(7.2.8) 

where n is the charge of the sohton. This gives the semi-classical energy spectrum 

of the stationary soliton wi th the charge n soliton having the energy 

2y/pk . /riTTN 
En = sm ( — j V k 

(7.2.9) 
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Maillet and de Vega [44] computed the one-loop corrections to this energy spectrum. 

They found these corrections were obtained by a renormaUsation of the coupling 

constant 

" 4 ^ ^ ' k^kn = k - l . (7.2.10) 

7.2.2 Quantum CSG 5-matrix 

In this section we review the conjectured exact fo rm for the CSG 5-matrix by Dorey 

and HoUowood [46]. Prom this point the coupling constant k w i l l be taken as the 

renormalised version kn. The 5-matr ix to describe the scattering of two charged 

solitons is presented to be 

-. 2 

FQ,+Q,{9), (7.2.11) 

where 

•Q2-1 

J] FQ,^Q,-2n{9) 
n = l 

sinh ( I - 2 f ) 

I t is constructed f rom products of F factors so i t automatically satisfies the unitar i ty 

Fxi9) Fx{ — 9) = 1 and analyticity constraints. Each of the F factors has a pole at 

9 = i^. This 5-matrix is the minimal choice which has the correct pole structure, 

explicitly poles are expected at the rapidities where the scattering solitons form 

bound states. Charge conservation suggests that two solitons w i t h charge Qi and 

Q2 bind to form solitons wi th charge Qi ± Q2 in the forward and crossed channels 

respectively. Other poles are expected to coincide w i t h processes introduced by 

Coleman and Thun [64 . 

CSG solitons only form bound states when they have very specific relative ra­

pidity. For example, two charge Q = +1 solitons bind together to form a charge 

Q = +2 soliton when they have the relative rapidity Figure 7.7(a) shows two 

such Q = -1-1 sohtons w i t h rapidities ± y joining to become a stationary Q = +2 

soliton. In this figure and all the ones to follow time flows up the diagram. We 

substitute the required charge parameters into the energy formula for the sohton, 

namely a = | — | for the charge Q = solitons and a = | - ^ for the charge 

Q = +2 soliton and use the double angle formula to show that energy is conserved 
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Q=+2 
e = o 

Q=n+m 
e = 0 

Q=+l 
e = \n/k/ 

Q=+l 
e = -i7c/k 

Q=+n ^ 
e = miji/k/ Q=+m 

e = -ni7t/k 

(a) (b) 

F i g . 7.7: The fusing of (a) two Q = +1 solitons, (b) a Q = +n and Q = +m soliton. 

-27r 
= Sy^cos ( J - ^ ) cosh(O) 

for these rapidities 

Sv/pcos — — — cosh — + cosh 

(7.2.13) 

Similarly as shown in figure 7.7(b), two sohtons of charge Q — +n and Q = +m fuse 

to form a bound state of charge Q = n + m at the relative rapidity "^ote that 

the relative rapidity is always imaginary and in the physical strip 0 < Jm{0) < TT. 

The rapidities of the scattering solitons can be given non-zero real parts, but they 

must be equal. For example two Q = + 1 solitons wi th rapidities '0 ± ^ fuse to form 

charge Q = + 2 soliton travelling w i t h real rapidity 

The S'-matrix (7.2.11) describing the scattering of two charge Q = + 1 sohtons is 

S,M = Fm F2{e) = F2{9). (7.2.14) 

The F2{9) factor has a pole at 6 = ^ which corresponds to the formation of a 

charge Q = + 2 soliton in the forward channel, illustrated in Figure 7.8(a). Similarly 

the scattering of charge Q = + 1 and Q = +n sohton is governed by the S-matrix 

(7.2.15) 

where both of the F factors have poles which correspond to the formation of bound 

states. As before in the forward channel process, illustrated in figure 7.8(b) and also 

in the cross channel shown in figure 7.8(c). 
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n+l 

n 1 

n-1 / 

Q=+l Q=+n 
Q=+l Q=+l Q=+l Q=+n 

(a) (b) (c) 

F i g . 7.8: Formation of (a) Q = +2 soliton in forward channel, (b) Q = n + 1 soliton in 

forward channel, (c) Q = n - 1 soliton in cross channel. 

The general S'-matrix governing the scattering between two soHtons of charge 

Q = Qi and Q = Qo •. where Qi > Q2, has simple poles in the forward and cross 

channels, shows in figures 7.9(a) and 7.9(b) and extra double poles due to Coleman-

Q + Q 

(a) (b) (c) 

F i g . 7.9: Fornnation of (a) Q = Qi + Q2 soliton in forward channel, (b) Q = Qi - Q2 

soliton in cross channel, (c) Process with intermediate states of charge Qi -n and 

Q2 — n, which results in a double pole due to the two on-shell internal loops. 

Thun processes illustrated in figure 7.9(c). There are Q2 — 1 such processes as the 

stationary intermediate soliton can have charge Q = n= l^Q2 — I. In two-

dimensions these processes result in double poles due to the two on-shell internal 

loops. 

This concludes the review of the quantum CSG theory in the bulk, we use the 
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techniques and some of the results in the following sections to assist in the investi­
gation into quantum aspects of the CSG dressed boundary theory. 

7.3 Quantum C S G dressed boundary 

We start this section by applying a semi-classical method on the bound state to 

investigate the spectrum of boundaries. The classical bound state solution is periodic 

therefore, as for the periodic soliton solution, the Bohr-Sommerfeld quantisation 

condition (7.2.4) can be apphed. Using the form of the dressed boundary action 

(6.1.6) and energy (6.1.10) the left hand side of the B-S condition becomes 

S + ET = f dt f dx ^ ^'•^ + [ A i u t + A2U:] . (7.3.1) 

The computation on the bulk part of this expression works in identical fashion to 

the calculation for the soliton solution. The boundary term becomes 

dt Ay/psm{a)a = A-na'. (7.3.2) 

' £ = 0 

using that the period is r = ^^^^^^ and that a' has no time-dependence when u is 

the stationary soliton solution. As for the bulk piece we find this boundary term to 

be equal to 27r times the boundary term of the charge. Therefore the B-S condition 

for the dressed boundary bound state becomes 

Sci[uci] + Ed[ud]T = 2TxQbs = 2TTn, (7.3.3) 

implying that the charge of the bound states is quantised Qbs = n. We recall that 

there are two formulae for the energy and charge of the bound states (6.2.11), in 

this ini t ia l analysis we use E^^ and which limits to the unexcited boundary 

when a = A-\- h. We can reinterpret this quantisation of the bound state charge 

as a quantisation condition on the charge parameter a of the bound soliton, when 

cos(a) > 0 

a = 6 - ^ , (7.3.4) 

giving an approximation to the energy spectrum 

= ^ fcos - + sin(A) sin(b)^ . (7.3.5) 
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The energy difference between consecutive states becomes 

^+ ^+ ky/P f A 2 7 r ( n + l ) \ 2 7 r n \ \ ^ ̂ .̂  
1 - = cos b ^ -cos b — . 7.3.6) 

which we rewrite as 

- = COS - ^ ) COS ( ^ ( 2 n + 1) + ^ - 6) ^ (7.3.7) 

We note that this the same as the energy formula for a charge Q = +1 sohton 

EsoiiQ = +1) = cos - ^ ) cosh(^), (7.3.8) 

wi th the imaginary rapidity 

0 = z ( 6 - ^ ( 2 n + l ) - | ) . (7.3.9) 

This suggests that the charge Qbs = n+l bound state can be generated by a Q = + 1 

sohton fusing w i t h the charge Qi,s = n bound state at this specific rapidity. This 

semi-classical energy difference agrees w i t h the classical energy curves i n figures 

6.8(a), 6.9(a), 6.10(a), where the energy increases as the charge increases wi th a 

decreasing f rom A-\-h. 

In section 6.2.6 we found that the unexcited boundary oi Q = +N appears as 

the l imi t of the bound state where the bound soliton is pushed away to right inf in i ty 

and has the charge parameter a = A + b. The unexcited boundary is described by 

the charge parameter A — — and since the bound state charge is quantised and 

the unexcited boundary can be thought of as a bound state, a quantisation condition 

on A is implied. Therefore the unexcited boundaries can have charge Q = N E Z 

where ^ < A'' < | . For the analysis to come, we denote an unexcited boundary 

w i t h charge Q = N as N{0). 

Since the unexcited boundary can be described as a particular l imi t of the 

bound state, the energy difference formula (7.3.6) should hold between the unex­

cited boundary and the first excited bound state. This first step f rom the unexcited 

boundary is a step up the energy curve f rom the right hand edge of the allowed 

classical region, see figure 6.8(a) for an example. We denote the first excited state 

above a. Q = N unexcited boundary as i V ( l ) ; similarly iV(m) for the m '^ excited. 
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We consider the process where a charge Q = + 1 soliton fuses w i t h an unexcited 

boundary of charge Q = +N to form the first excited bound state wi th charge 

Q = N + I. The process is shown in figure 7.10(a). A soliton wi th charge Q = +1 

* e 

N(l) 

Q=N+1 

Q=+N 

N(0) 

* 6 

N(n) 

Q=N+n 

Q=+N 

N{0) 

(a) (b) 

F i g . 7.10: (a) Charge Q = +1 soliton fusing to charge Q = +N boundary, (b) Charge 

Q = +n soliton fusing to charge Q = +N boundary. 

is described by a^o/ = f ~ f and therefore has energy 

^ c o s h ( ^ ) s m ( ^ ) (7.3.10) 

The charge Q = +N unexcited boundary has energy 

p . . . f2irN 
t = COS(O) COS — ; — 

TT V AC 
(7.3.11) 

while the bound state w i t h charge Q = A'' + 1 implies that the bound soliton is 

described by 

a = 6 + . 4 - ^ (7.3.12) 

and the bound state has the energy 

Ets = — ( c o s ( b - ^ { l + N)]+sm{A)sm{b)] . (7.3.13) 
TT \ \ k J J 

This fusion process is set up so that charge conservation is automatically satisfied, 

while energy conservation requires the fusing soliton to have the rapidity 

(7.3.14) 
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This fusing rapidity agrees w i t h the rapidi ty f rom the semi-classical energy difference 
(7.3.9) w i t h n = N. The fusion of a charge Q = +1 sohton then has the effect of 
shift ing the charge parameter of the stationary soliton in the bound state f rom 

ao = b + A-^ai=ao-'^. (7.3.15) 

The quantisation of the bound soliton's charge parameter (7.3.4) shows that this 

sequence continues w i t h a„+i = a„, — ^ . The semi-classical energy spectrum suggests 

that the fusion process can be repeated. Namely a Q = +1 soliton can fuse w i t h 

the first excited boundary wi th charge Q = N + I at the rapidity 

e = t(^b-^{3 + 2N) - '^^ . (7.3.16) 

Continuing the process a Q = -1-1 soliton can fuse w i t h the m"* excited boundary 

w i t h charge Q = N + m, at the rapidi ty 

9 = z (6 - ^ ( 1 + 2m + 2iV) - I ) , (7.3.17) 

to form a higher bound state w i t h charge Q = A'' - I - m -t- 1. 

As a generahsation to the process in figure 7.10(a), the fusion of a charge Q = n 

can be considered shown in figure 7.10(b). We find that the rapidity at which this 

process occurs is 

^ = z(fe-^(n + 2 N ) - | ) , (7.3.18) 

resulting in the same excited boundary than i f n Q = -hi solitons had been consec­

utively fused, or in fact any combination of solitons whose charge sum to n. The 

analysis of these fusion processes show that when using E ^ , Q^^ the fusion of a 

sohton steps the bound sohton charge parameter a down from a = A + h \n quan­

t u m steps and the energy and charge of the bound states increase up the curves 

illustrated in figures 6.8(a), 6.9(a), 6.10(a). Closer inspection shows that the energy 

only increases up to a = 0, we come back to this point later in the chapter. 

Similarly we can repeat the analysis using E^^. Q^^ (6.2.11), starting by applying 

the B-S condition to the charge formula Q^^ which imphes the quantisation condition 

on a, for cos(a) > 0 
27rn 

a = - b - — , (7.3.19) 
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giving the energy of the charge n state to be 

E- = ^ (cos (b + ^ ] - sin(A) sin{b)] (7.3.20) 
71 \ \ k J J 

and the semi-classical energy difference 

ky/p / / 2 7 r ( n - l ) \ / , 27m 
E-_,-E- = cos I 6 + ^ ^ : Z ) _ c o s ( f e + 

= - ¥ - ^ ( i - D - = ( i ' - - ) - i - ' ) ' ( - - ' 
which corresponds to the negative of the energy of a Q = -1-1 soliton w i t h rapidity 

^ = z ( ^ ( 2 n - l ) + | + 6) . (7.3.22) 

For this choice of energy and charge formulae the bound state reduces to the un­

excited boundary when a = A — b, which is at the left hand edge of the allowed 

classical region. Therefore to step into the allowed region the charge parameter has 

to increase and this coincides w i t h a decrease in the charge, shown in figures 6.8(b), 

6.9(b), 6.10(b), the energy can increase or decrease. 

For a choice of parameters {A. b) such as in figure 6.10(b), increasing the value 

of a f rom A — btoA — b+^ decreases the charge and energy of the boundary state 

whilst moving the bound soliton away f rom right infinity. This can be interpreted as 

the emission of a charge Q = +1 soliton (or particle) f rom the unexcited boundary 

at rapidity given by (7.3.22). This is illustrated in figure 7.3. This process is also 

possible for higher charged sohtons at the rapidity 

e = I (j{2N -n) + ^+b) . (7.3.23) 

This behaviour is the opposite the the fusion processes described earlier, the dif­

ference is due to the bound state charge increasing when a decreases f rom A -\- b 

and decreasing when a increases f rom A — b. In the next section we use the semi-

classical energy spectrum (7.3.6) and fusing angles (7.3.17) to help determine the 

fu l ly quantum reflection matrices. 

7.3.1 Dressed boundary bootstrap 

The procedure to generate quantum reflection matrices for charged CSG solitons 

f rom the dressed boundary is to first conjecture the reflection matrix for the charge 



7.3. Q u a n t u m C S G dressed boundary 154 

> 

Q=+l 

N(-l) 
Q=N-1 

N(0) 

Q=+n 

N(-n) 

Q=N-n 

N(0) 

(a) (b) 

F i g . 7.11: (a) Charge Q = +1 soliton emitting from charge Q = +N boundary, (b) Charge 

Q = +n soliton emitting from charge Q = +N boundary. 

Q = +1 soliton or particle f rom a charge Q = +N unexcited boundary. Prom this 

reflection matr ix we use the reflection bootstrap and boundary bootstrap procedures 

to generate the general quantum reflection matr ix for a charge Q — +n soliton f r o m 

an excited charge Q = N + m boundary [4,65,66]. We make various checks to ensure 

that the original conjecture makes sense. 

As in the previous work on the quantum CSG boundary theory [48], which covers 

the subsection of dressed boundaries w i th A = Q. it is assumed that the reflection 

matrices are constructed out of F factors (7.2.12). The CSG 5-matr ix (7.2.11) is 

defined as a product of these F factors and since the boundary Yang-Baxter equation 

relates the reflection matrices and the S-matrix this assumption has foundation. 

Since we generate the reflection matrices f rom F factors they automatically satisfy 

analyticity, uni tar i ty and liri periodicity constraints. 

The CSG 5-matrix is identically the minimal afc_i 5-matrix which is recovered 

f rom the al^\ Affine Toda field theory ( A T F T ) when the parts w i th the coupling 

constant are omitted. Therefore as in the previous work on the CSG boundary 

theory we use the terms of the refiection matrix of the a[?Jj A T F T [67,68], which do 

not include the coupling constant, as a starting point for the CSG dressed boundary 

reflection matrix. Using the block notation (x) = F3;(^) the terms in the charge 

Q — +n sohton reflection matr ix are 

(7.3.24) 
c=l 
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The matr ix for the reflection of a charge Q = +1 soliton f rom a charge Q = +N 
unexcited dressed boundary, which we denote by R^''°\ should therefore include 
the factor (1 — k). This cannot be the whole expression as i t does not contain a 
factor that corresponds to the known formation of a bound state discussed in the 
previous section, where a charge Q = +1 soliton fuses wi th an unexcited boundary 
of charge Q = +N. This process occurs when the incoming soliton has the rapidity 
0 = + 2N - B) where B = ^ - | . This fusion process indicates the need for 
block factor (1 + 2N — B) in the minimal choice for R'^^'^\ 

Debus and Gandenberger [68] showed that when block factors appear in the 

pairs {x){k — x) then the bootstrap is guaranteed to close. I n the previous work [48 

charge conjugation invariance, i.e. = i was needed. However, in the case of the 

charged dressed boundary we do not expect invariance under charge conjugation. 

I t is therefore not required for the reflection matr ix to have its F factors appear 

in these pairs. In fact they cannot appear in this way for the charge conjugation 

symmetry to be broken. 

The way forward in this case is to assume that a similar factor to {k — l—2N + B) 

does accompany (1 - f 2N — B) in i ? f a n d to find the correct factor we check that 

the classical l imi t -̂ ^ oo is correct, by examining the classical reflection factors for 

a particle and anti-particle reflecting f rom the dressed boundary 

R,, 'article — 

These formulae differ f rom the ones presented in section 6.2.5 due to a difference in 

the prescription in the signs of k and UJ. We note that in the A = 0 l i m i t RpaTtide = 

Ranti-partide: whlch confirms the charge conjugation symmetry in this case. Similarly 

the pcurticle reflection factor f rom the bound state w i t h these prescriptions is 

. ^ ( l + z e - V V ) ( e ^ ^ - z e - V ) ( e ' ° - z e ^ ) ^ 

We find that a conjecture for which has the correct classical l imi t and includes 
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the pole that corresponds to the known bound state is 

i?f ' (° ' (^) = R^,'^{l + 2N-B){k + B - l + 2N) 

- i l - k ) { l + 2N - B){k + B - 1 + 2N) (7.3.27) 

7.3.2 Reflection bootstrap 

We use the reflection bootstrap mechanism f rom to generate the reflection 

matrices for higher charged solitons reflecting f rom the unexcited boundary, denoted 

by The reflection bootstrap uses the integrability of the model to equate the 

fusion of two solitons before and after reflection f rom the boundary. I t allows the 

reflection matr ix for the higher charged soliton to be calculated f rom known lower 

charge soliton reflection matrices and 5-matrices. We illustrate the first step in 

the reflection bootstrap procedure in flgure 7.12, which gives the relation between 

R,(e) 

R j ( e + inJk) 

R j ( e - i7[/k) 

F i g . 7.12: Reflection bootstrap for two Q = -1-1 solitons fusing into a Q = -1-2 soliton. 

a charge Q = +2 and charge Q = -1-1 CSG soliton reflecting f rom the unexcited 

boundary 

R r \ 0 ) = ( o - ' - ^ ] (o + '^] S, ,[29). (7.3.28) 
\ kJ \ kJ ' 

I t uses the property illustrated in figure 7.7(a) that the two Q = -1-1 solitons fuse at 

the relative imaginary rapidity Explici t ly wr i t ing the F factors that appear in 

the two i ? f 

/ TTX _ s i n h ( f - f - f ( x - l ) ) ^ .TTX _ s m h ( | + 

V 'kJ s i n h ( f - f | ( x + l ) ) ' ^ V ^ ' k J - sinhil- i ( ^ - l ) ) ' 
(7.3.29) 
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shows that we can combine them using 

Along wi th the form of the 5-matrix 

(7.3.30) 

5 u ( 2 ^ ) = Fo{29)F2{29) = - ( 1 ) ( 1 - k), (7.3.31) 

this gives 

R^^''\e) = (1 - A:)(l)(2 - k){2 + 2N- B){2N - B){k + B + 2N){k + B-2 + 2N). 

(7.3.32) 

I t is noticed the base factor B^^^ appears, allowing i t to be rewritten as 

1 
/?2^(°)(^) = i?base jj^gAf - B + 2j){k + B + 2N - 2j). (7.3.33) 

j = 0 

To find the reflection factors for higher charged solitons we use the fusion process 

between higher charged solitons and a charge Q = +1 soliton. For example for the 

next step to generate we use the fusion process between a charge Q = +1 and 

Q = +2 soliton, illustrated in figure 7.13. This gives the relation 

1^/ 

R^(e+ 2i7t/k) 

R^(9- jjt/k) 

F i g . 7.13: Reflection bootstrap for a Q = -1-1 and Q = +2 soliton fusing into a Q = -1-3 

soliton. 

R^^'\9) = R.r' R^^ ( e - ' ^ ] S , J 2 e ^ ' ^ ] . (7.3.34) 
\ k J \ k J V k J 

To find the explicit form of /?3^'°^(^) we use the reflection bootstrap iteratively. 

namely we use the equation for R2 N{0) 

R N{0) ZTT 2z7r , . V ( 0 ) 
(7.3.35) 



7.3. Q u a n t u m C S G dressed boundary 158 

S^^(M/-e+ijt/k) 

2 

/ 

SJxv-e-\nlk) 

s , , ( v - e ) 

F i g . 7.14: Bulk bootstrap relation allowing the 5-matrix between charge Q = +1 and 

Q = -1-2 solitons to be related to the 5-matrix between two Q = -1-1 solitons. 

5i,2 {2e+'-pj= (20 + ^ (2^) 

and the bulk bootstrap relation, shown in figure 7.14, which gives the relation 

(7.3.36) 

We simplify the block factors that appear in i ? f { 6 - ^ ) / ? f { 6 + ^=f) using 

F j e - i — ) F j e + i — ] = F,^2{0) F,_2{0), (7.3.37) 
V k J \ k J 

to give the form of /?J ' ' °^(^) 

2 

R^^°\e) = R^^^^ Y[i2N - B + 2 j - l ) { k + B + 2N- 2j + 1 ) . (7.3.38) 

We continue this procedure to generate the reflection matr ix for a charge Q = +n 

soliton reflecting f rom an unexcited boundary w i t h charge Q = +N 

n - l 
i ? ^ ( 0 ) ( ^ ) = /Jbase Yl{2N - B + 2j + 2 - n){k + B + 2N - 2j - 2 + n). (7.3.39) 

j=0 

We check that the bootstrap closes, namely that 

< ^ ° ^ ( ^ ) = < ? ( ^ ) (7.3.40) 

This equation is true only for k even, so we shall restrict ourselves to these values 

of A;. Also as expected, the charge conjugation symmetry is broken 

Rk-ii^) = (1 - k){-2N + B - k - 1)(1 - 2A^ - B ) = i ? T ( ^ ) 
JV(0) , (7.3.41) 
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In the classical l imi t this agrees w i t h the reflection factor for the anti-particle (7.3.25) 

and along wi th i ? f satisfies the crossing relation which we can rewrite as 

Ri{e) R-,{9 + ITT) = 5 i , , ( 2 ^ ) . (7.3.42) 

We leave the details of these checks to appendix C. 

7.3.3 Boundary bootstrap 

Using the reflection bootstrap we have constructed the quantum reflection matrices 

for any charged soliton f rom the unexcited boundary. Now using the boundary boot­

strap mechanism we generate the reflection matrices which describe the reflection 

f rom excited boundaries. The first step of this process is illustrated in figure 7.15, 

which gives the relation between a charge Q — +1 CSG soliton reflecting from the 

9 N(O.l) 

R̂ N(o)(e) 9^N(0,l) 

R^N(i)(e) 

F i g . 7.15: Boundary bootstrap giving a relation for the reflection factor from the first excited 

boundary. 

unexcited boundary and the charge (5 = 4-1 soliton reflecting f rom the first excited 

bound state. Namely 

.V(0,l)x _ (7.3.43) 

where 

er-'' = T(^+2N-B)^ 
rC 

(7.3.44) 

is the imaginary rapidity at which a charge Q = +1 soliton fuses w i t h an unexcited 

boundary of charge Q = +N (7.3.14). Noticing that the product of 5-matrices can 
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be simplified 

+ 5 u ( ^ - ^ ^ ) = (2 + V ; ) ( 2 - V ) , (7.3.45) k ^ I V k 

then the reflection matr ix f rom the excited boundary is 

R';^'\9) = {l-k)[l-2N + B){k + B - l + 2N){l + 2N-B){2, + 2N-B). (7.3.46) 

In the classical l imi t this agrees wi th the particle reflection factor f rom the bound 

state (6.2.30). I n there is a new pole which appears in the similar factor 

(3 -h 2A^ - B) at 

^f( ' '2) = !^(3 + 2 i V - 5 ) , (7.3.47) 

this agrees w i t h the rapidity required for the next bound state to be formed (7.3.16) 

and therefore we can use this pole to repeat the boundary bootstrap process, illus­

trated in figure 7.16. This gives the relation 

e^N(i.2) 

R^N(i)(e) e^N(i.2) 

R^N(2)(e) 

F i g . 7.16: Boundary bootstrap giving a relation for the reflection factor from the second 

excited boundary. 

(7.3.48) 

which can be solved for the quantum reflection matr ix for the Q = + 1 soliton f rom 

the second excited bound state 

R^^-\9) = ( l - f c ) ( l - 2 A ^ + 5)(A; + B - l - f 2 y V ) ( 3 + 2 A ^ - 5 ) ( 5 + 2 A ^ - 5 ) . (7.3.49) 

This again has a new pole, this time in the factor (5 - j - 2N — B). which again agrees 

w i t h the fusion factor (7.3.16). A t every step a similar new pole appears and we use 
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i t to iteratively apply the boundary bootstrap process. This results in the general 

reflection factor 

/?f( ' " ' (0) = {l-k){l-2N + B){k + B - l + 2N){2m-l + 2N-B){2m+l + 2N-B), 

(7.3.50) 

which describes the scattering of a charge Q - +1 soliton f rom the charge Q = N+m 

TO"* excited bound state. The charge of the boundary has Zk symmetry which is 

exhibited by this formula since 

<^' ' (e) = < ' ° ^ ( e ) . (7.3.51) 

The final stage of the bootstrap process to complete the reflection matrices for 

all possible soliton-boundary reflections is to repeat the reflection bootstrap process 

starting w i t h i?f^''^' (7.3.50) for any m . The first step is the relation 

/ ? f (-)(^) = i ? f ( e - ' - ^ ) i ? f ( o + ' - ^ ] 5 i ,(29), (7.3.52) 
\ k j \ k j ' 

which gives 

R?^'^\e) = R^^^' '"^ ' '"^, (7.3.53) 

where 

A f " ' ) = {k + B + 2N)ik + B + 2N-2), 

= ( 2 - 2 A ^ + S ) ( - 2 A ^ + B ) , 

C^^"^^ = [2m + 2N - B-2){2m + 2N - Bf{2m + 2N - B + 2). 

(7.3.54) 

Iteratively using the bootstrap gives 

R^^"'\6) = R\^' A J ' ( ' " ' 53^^" '̂ C ^ ^ ^ " ' ' ^ , (7.3.55) 

where 

A^^"^^ = {k + B + 2N + l){k + B + 2N-l){k + B + 2N-3), 

^N(m) ^ {3-2N + B){l-2N + B){-l-2N + B), 

C^^""^ = {2m + 2N-B-2>){2m + 2 N - B - l f 

x (2m + 2 i V - 5 + l )2 (2m + 2 y V - B + 3 ) . (7.3.56) 
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We continue this process to give the final general formula for the the quantum 
reflection matr ix for a charge Q = -f-n soliton f rom the m}^ excited boundary w i t h 
charge Q = N + m 

n - l 

i?^(™)(^) = ^n""" Yl{n-2j-2N + B){k + B + 2N-n + 2j) 

x ( 2 m - n + 2 A ^ - S ) ( 2 m + n + 2 A ^ - B ) 
n - l 

X J ] [ ( 2 m - n + 2 j + 2 A - B ) 2 . (7.3.57) 
j=\ 

From a conjectured form of i ? f the reflection factor for the CSG particle f rom 

a charge Q = +N unexcited boundary, we have used the bootstrap program to 

generate the general Rn''^\ the reflection factor for a charge Q = +n soliton f rom 

the m}^ excited boundary w i t h charge Q = N + m. We have checked that our 

results agree w i t h known classical formulae and that the bootstrap closes both on 

the charge of the reflecting soliton and the charge of the boundary. 

7.4 Physical strip pole analysis 

In this section we perform a preliminary analysis of the poles in the physical strip 

that appear in the dressed boundary reflection matrices. We first study some specific 

examples to find out which poles he in the physical strip 0 < Zm{9) < | . The 

examples we use are for values of A and h that we analysed the classical bound 

state solution in section 6.2.3, namely A = Q, ^ = f and A = | , '̂ = f • We use 

k = 100 and A; = 96 respectively, chosen so that the charge of the boundary obeys 

the quantisation condition and high enough to show the existence of bound states. 

7.4.1 Example I: A = Q , >̂ = f , A: = 100 

The unexcited boundary has charge Q = Q and the poles in i ? ^ ( 7 . 3 . 2 7 ) appear 

at the rapidities 

{ l - k ) -997rz 
53 

(k + B - l + 2 N ) "^7,,. (7,4.1) 
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There is one physical pole associated with the factor (1 + 2N — B), which is the 
pole we implemented the bootstrap procedure on. The excited boundaries generated 
by fusing particles to this unexcited boundary have the reflection matrices 
(7.3.50). which has poles at the rapidities 

{1- k) -997ri 

47 . 
(1 -2A^ + 5 ) 

Wo''' 
247 

{k + B - l + 2N) —« 

(2m + l + 2 i V - B ) 5 5 _ t ^ . i 

47 -t- ftm 

{2m-l + 2N-B) (7.4.2) 

The pole associated with the factor (2m + 1 + 2A'' — B) remains in the physical strip 

until m = 17, where the pole is at the rapidity 555TTZ. The pole that is used for the 

bootstrap (2m — 1 + 2A'' - B) remains in the next higher charge boundary reflection 

factor, in the next section we show that the existence of this physical pole can be 

explained by a Coleman-Thun process. Recalling that 

TT , , 27rm TT m,7r 
a„ = ^ + ( .= 3 . a „ = ^ + 6 - — = - - — , (7A3) 

then explicitly aig = , ^17 = — J|Q. Therefore the charge parameter of the bound 

soliton for the final bound state actually lies past the maximum of the energy of the 

bound states at a = 0 shown in figure 6.8(a). However due to the quantisation of a 

the energy of boundary N{17) is higher than A''(16) 

£ „ , . , = ^ c c s ( - j . £ „ „ „ = - ^ c o s ( - ) . (7.4.4) 

We note that if the pole in i?f was still physical then the next bound state would 

have reduced energy, so the bootstrap procedure is halted when the highest energy 

bound state is reached. 
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7.4.2 Example I I : A = f , 6 = | , k = 96 

The unexcited boundary has charge Q = —6 and the poles in R'^^°'^ (7.3.27) appear 

at the rapidities 

(1 - fc) -9bTri 

(1 + 27V - B) ^TTz 

{k + B - l + 2N) ^TTz, (7.4.5) 

so again there is one physical pole in the factor {1 + 2N — B). The excited boundaries 

generated by fusing particles to this unexcited boundary have the reflection matrices 

j^N{m) 7̂ 3 50)̂  which has poles at the rapidities 

(1 - yt) -957rz 

{1-2N + B) -^TTz 

{k + B - l + 2N) ^TTz 

(2m + 1 + 2A^ - B) ^ \l^T^i 
96 

{2m-l + 2N - B) ^ t ^ ^ " V z . (7.4.6) 
96 

The pole associated with the factor (2m + 1 + 27V - B) remains in the physical strip 

until m = 22, where the pole is at the rapidity ^TTZ. Recalling that 
IITT ^ , 27rm IITT m7r . ^ . 

„„ = A + i ,= — . a „ = .4 + i , - _ = — - _ . (7.4.7) 

then explicitly 021 = ^ , ̂ 22 = 0. This time the charge parameter of the bound 

soliton for the final bound state coincides with the maximum of the energy of the 

bound states at a = 0 shown in figure 6.9(a). Again the bootstrap procedure is 

halted when the highest energy bound state is reached. These two examples show for 

parameter choices such as these we correctly implemented the bootstrap methods, 

albeit for a finite number of steps. In the next section we explain the processes 

behind the physical poles. 

7.4.3 Coleman-Thun processes 

In this section we present the Coleman-Thun type processes [64] that explain the 

physical poles in the reflection matrices. Coleman-Thun processes were flrst used 



7.4. Physical strip pole emalysis 165 

in the case of boundary reflection matrices by Dorey et al. [69] and subsequently 
in [68,70-73]. We limit ourselves to ranges of the parameters where the factors of 
the form {x + 2N - B) and the base factors are the only ones in the physical strip, 
as in the examples shown above. We note that these are the poles that were used 
in the bootstrap, and are related to the rapidity of the fusing soliton needed to step 
up the energy curve, while a decreases from A + b. At the end of the section 
we comment on the range of parameters this is the case for and also whether any of 
the other poles can be physical. 

Let us begin our analysis with the pole in the physical strip that appears in 

Ri^^\, namely {1 + 2N - B). As already discussed this pole corresponds to the 

fusion of an incoming particle with the unexcited boundary. Figure 7.17 shows 

the reflection process where the bound state forms and then decays re-emitting the 

Q = +1 sohton. The label ^{1 + 2N - B) indicates the incoming rapidity at which 

Q = + l 

Q = + l , 

N(0) 

N(l) 

iit(l+2N-B)/k 

N(0) 

Fig. 7.17: Process that explains the physical pole (1 + 2Â  - B) in R^^°\ 

the pole is present. 

The reflection factor for a Q = +2 soliton reflecting from an unexcited boundary 

(7.3.32) has three such poles which for certain parameter choices are in the physical 

strip 

{1){2 + 2N - B){2N - B). (7.4.8) 

These poles correspond to the processes shown in figure 7.18. The pole in factor 

(2 + 2A'̂  — B) is due to diagram 7.18(a) where the incoming soliton fuses with the 

boundary, forming a bound state before this excited state decays. The pole in 

(1) which is in the base factor, in this case i?2°^^, is due to a process in which a 
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Q=+2 

Q = + 2 , 

N(0) 

N(2) 

m(2+2N-B)/k 

N(0) 

0=+2 

Q=+2 
(Jii/k) 

(2jti/k) 

N(0) 
i7i(2N-B)/l< 

' Q = + 2 

N(0) 

N(l) 
i)t(-l+2N-B)/k 

iii(l+2N-B);k 

N(0) 

(a) (b) (c) 

Fig. 7.18: Processes that explain the three physical poles in R^^°\ 

boundary bound state is not formed. This is a fixed pole as it does not depend on 

the boundary parameters and arises from the triangular diagram shown in 7.18(b) 

where the internal lines are on shell. It shows the incoming Q = +2 soliton decaying 

and recombining after one of the resultant charge Q = +1 solitons has reflected from 

the boundary. The final pole is from the factor (27V - B) which is due to the process 

shown in figure 7.18(c), this is a mixture of the two previous processes. The incoming 

sohton decays before one of the resultant Q = + 1 solitons fuses with the boundary 

to form the boundary bound state A'"(l), the other resultant soliton reflects from 

the boundary before the bound state decays re-emitting the soliton which fuses with 

the reflected soliton. 

Q=+n 

Q = + n , 

N(0) 

N(n) 

iit(n+2N-B)/k 

N(0) 
iii(2a-n+2N-B)/k 

N(0) 

N(a) 
|iii(a-n+2N-B)/k 

iJt(a+2N-B)/k 

N{0) 

Q=+n 

0=+n 
(at i /k) 

(nTti/k) 

(a) (b) (c) 

Fig. 7.19: Processes that explain the three physical poles in N(0) 

Increasing the incoming soliton to any charge Q = +n the poles of the considered 
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form that could be in the physical strip in i ? n ( 7 . 3 . 3 9 ) arise from diagrams of the 

same structure as just described. The pole in the factor {n + 2N - B) comes from 

the process in figure 7.19(a) and the poles in (2a-n- | -2A^-B) for a = 1 n-\ are 

associated with the process in figure 7.19(b). There are n — 1 physical poles in R^^^^ 

which arise due to triangular diagrams shown in figure 7.19(c) with a = 1 ^ n — 1. 

The three types of diagrams described above are all that is needed to explain 

the poles in the reflection matrix for any charged soliton reflecting from a charge 

Q = -\-N unexcited dressed boundary. We find that is not the case for the reflection 

from excited boundaries and more diagrams are needed. 

Considering the reflection matrix i?f'"^^ for the reflection of a charge Q = +1 

soliton from an excited boundary with charge Q = N + m (7.3.50), we find that 

it has poles in the factors (2m - I + 2N - B), (2m + 1 + 2N - B). The pole in 

(2m + 1 + 2A'' — B) arises because of the formation of the usual higher bound state, 

shown in figure 7.20(a). While the pole in (2m - 1 + 2N - B) is because the excited 

defect decays before it becomes re-excited, shown in 7.20(b). For this process to 

occur the excitation state of the original boundary has to be greater or equal to 

the charge of the scattering soliton, in this example for a Q = +1 soliton we need 

m > 0. 

Q = + l 

Q = + l . 

N(m) 

N(m+1) 

iit(2m+l+2N-B)/k 

N(m) 

Q = + l 

V 

0 = + i 

N{m) 
|iii(2m-l+2N-B)/k 

N(m-l) 

N(m) 

(a) (b) 

Fig. 7.20: Processes that explain the three physical poles in /?f 

We continue to analyse the reflection factor for any charged soliton Q = +n 

reflecting firom an excited boundary Rn^""^ (7.3.57). It has n - 1 poles that appear 

in the i?^"^^ factor which are due to the triangular diagrams, shown in figure 7.19(c) 
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with a = 1 71 — 1. The pole in the factor (2m + n + 2N — B) comes from 

the standard process of the formation of a higher bound state illustrated in figure 

7.21(a). While figure 7.21(b) shows the process that corresponds to the pole in 

(2m — n + 2A'̂  — B), where the boundary decays before fusing with the incoming 

soliton to reform the original excited boundary. We note that this process only 

occurs for n < m. 

Q=+n 

Q=+n 

N(m) 

N(m+n) 

i)t(2m+n+2N-B)/l< 

N(m) 

Q=+n 

Q=+n 

N(m) 
is(2m-n+2N-B)/k 

N(m-n) 

N{m) 

(a) (b) 

Fig. 7.21: Processes that explain two of the physical poles in R^'''^\ namely the poles in 

the factors (2m + n + 2N - B) and (2m - n + 2N - B). 

The double poles from the factors (2m — n + 2j + 2A'' — B)- correspond to two 

different processes. Al l n — 1 poles arise due to the process shown in figure 7.22(a) 

with a = l — > n — l a s long as n > 1. Whereas r poles arise due to the new process 

shown in figure 7.22(b) where a = 1 r and r is the lower value of m and n — 1. 

In this process the excited boundary decays by emitting a charged soliton which 

fuses with the reflected soliton, a remnant of the decayed incoming soliton. We note 

that only when m > n — 1 is there the maximum number of poles. For m < n — 1 

the poles that are not explained by the restrictions on processes in figures 7.21(a), 

7.22(b) cancel with zeroes in the product H j 'o - 2j - 2N + B). 

We have described Coleman-Thun processes that explain all the poles of the form 

{x + 2N — B) that appear the various reflection matrices. As we saw with examples I 

and I I the poles that we bootstrapped on do not stay in the physical strip and become 

unphysical when the bound state with maximum energy has been reached. At this 

point the bootstrap procedure is halted after a flnite number of steps, m = 17 in 
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n-a / 

iii(2m+2a-n+2N-B)/k^ 

. w 
Q=*n 

N(m) 

N(m+a) 

m(2m+a-n+2N-B)/k 

m(2m+a+2N-B)/k 

N(m) 

(a) 

i7t(2m+n-2a+2N-B)/k 

N(m) 
iii(2m-a+2N-B)/k 

N(m-a) 

ijt(2m+n-a+2N-B)/k 

N(m) 

(b) 

Fig. 7.22: Processes that explain the remaining physical poles in B^''^\ namely the double 

poles in the factor (2m - n + 2j + 2N - B f . 

example I . In the examples only the reflection matrix for a Q = +1 soliton reflecting 

from the boundary was considered, we revisit example I to investigate whether a 

similar pattern exists for higher charged solitons. 

7.4.4 Example la: A = 0 6 = | , A; = 100 

The pole that we bootstrapped on in the reflection matrix for a Q = n sohton from 

an unexcited boundary (7.3.39) appears in the factor (2.'V - B + n), this corresponds 

to the formation of a charge Q — N + n bound state and has the value 

17T 
« = ^ ( 3 n + 50), (7.4.9) 

which is physical for 1 < < 33. Therefore a soliton with charge greater than 

Q = 33 cannot fuse with this unexcited boundary to form a bound state. Continuing 

to the reflection matrices (7.3.57) which describe a charge Q = n sohton scattering 

with an excited boundary of charge Q = N + m, the pole we bootstrapped on 

appears in the factor (27V - B + 2m, + n) which corresponds to the formation of a 

higher bound state with charge Q = N -\-m + n and has the value 

^ = ^ ( 3 n + 6m + 50), (7.4.10) 

which is physical for 6m < 100 - 3n. This Umits to the original example I with 

n = 1 and the pole is physical until m = 17. For the scattering of the charge Q = 2 
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soliton the last boundary it can fuse to is the IS"" excited state, since from the 16"̂  
excited state the resultant boundary has lower energy. Similarly a charge Q = -|-3 
soliton can fuse to the 15*'' excited state also. These can be deduced by looking at 
the charge parameter for excited boundaries with different charges and determining 
whether the fusion of a certain charged soliton will create a higher or lower energy 
state. 

We have shown for this example the bootstrap procedure that we implemented is 

valid for a finite number of steps depending on the charge of the scattering soliton. 

In fact the pole we started the bootstrap procedure on in (7.3.27) is the only physical 

pole in this reflection matrix when 

l<A + b < ' ^ - ^ , A<b-'^, k>4. (7.4.11) 

For these range of parameters the bootstrap procedure we implemented and pole 

analysis is vafid for a finite number of steps. The bound states accessed by the 

bootstrap procedure are all related to the energy curve created by fusing solitons 

to the unexcited boundary with a = A + b. We will now briefly examine an example 

which falls outside of these parameter constraints. 

7.4.5 Example I I I : A = ^, 6 = | , A; = 96 

The unexcited boundary has charge Q = -12 and the poles in /?f (7.3.27) appear 

at the rapidities 

(1 - k) -95m 

(1 + 2 7 V - 5 ) 

35 
{k + B - l + 2N) -TTz, (7.4.12) 

96 

where two poles lie in the physical strip associated with the factors (1 - I - 27V - B) 

and (fc -I- JB — 1 -h 27V). This circumstance lies outside all the previous analysis. The 

residues of these poles have the different sign, the pole in the factor (1 -H 27V - B) 

has the residue 1.65 z and the pole in {k-l + 2N + B), residue -3.58 z. This second 

physical pole is at the rapidity for the emission process, shown in figure 7.11(a), 

and possibly is explained by a crossed process because it is a remnant pole from the 



7.5. Summary 171 

lower energy boundary reflection matrix R^^~^\ This would however suggest that 
the unexcited boundary is itself a bound state. 

If we consider our bootstrap procedure then the excited boundaries generated 

have the reflection matrices (7.3.50), which has poles at the rapidities 

(1 - k) -95ni 

{1-2N + B) -^TTZ 

35 
{k + B - l + 2N) —m 

yb 
(2m + 1 + 27V - B) ^^^^^m 

96 
( 2 m - l + 2 7 V - S ) ^ ^ - ^ ^ T T z . (7.4.13) 

where the pole from the factor (2m — 1 + 27V — B) stays in the physical strip until 

m = 18. This seems similar to the other examples but the charge parameter of the 

bound soliton has the value Um = 0, which lies outside of the classical region where 

bound states exist | , ^ . In fact am moves outside the classical region at m = 13. 

This property where the pole stays physical outside the allowed classical region is 

not explained by our analysis. Examining the residues of the poles we find that there 

are positive imaginary for m = 0 —» 11 but becomes negative imaginary for m = 12 

the exact value which if bootstrapped on would take a outside the classical range. 

We have therefore found that the physical poles we have not been able to explain 

both have the feature that their residue is negative imaginary, while all the poles we 

have explained by the formation of bound states or Coleman-Thun processes have 

a positive imaginary residue. 

7.5 Summary 

This chapter has moved away from the classical theory and started the investiga­

tion into the quantum CSG dressed boundary theory. We reviewed aspects of the 

quantum CSG theory, showing that the charge of the CSG soliton is quantised. 

The quantum 5-matrix was presented and the existence of poles in the 5-matrix 

explained due to the formation of higher charge bound states and Coleman-Thun 

processes. 
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Using the Bohr-Sommerfeld quantisation condition we showed that the charge 
of the boundary bound states is quantised and through the fact that the unexcited 
boundary appears as a limit of the bound states, all the boundaries in the quantum 
theory have integer charge. Using the charge quantisation condition we calculated 
the semi-classical energy difference between states differing by one unit of charge and 
showed that the energy difference is exactly that of a sohton with specific rapidity. 
This discovery prompted the analysis of soliton-boundary fusion processes and we 
found that a charge Q = -1-1 soliton can fuse with an unexcited boundary to form 
a excited bound state at the rapidity in agreement with the semi-classical energy 
difference. This fusion process can be repeated with the effect on the bound soliton 
of altering its charge parameter a ^ a — ^ . 

Using the existence of these bound states we conjectured the form of the quantum 

reflection matrix for a charge Q = +1 soliton from the unexcited boundary ° \ 

checking that the conjectured form is in agreement with the classical limit. From 

i^f*"' we used the reflection bootstrap procedure to generate reflection matrices for 

any charged soliton from the unexcited boundary R^^°^, checking the classical limit 

for the anti-particle and that it displayed the charge periodicity property of the 

soliton. We note that we found that this was only possible for k even. To construct 

the reflection matrices which describe the scattering of a Q = +1 soliton from an 

excited boundary we used the boundary bootstrap and then to generahse to any 

charged soliton repeated the reflection bootstrap. The matrices were checked to be 

in agreement with the classical reflection factor from the bound state and checked 

that they preserve the periodicity of the boundary charge. 

Finally we completed a preliminary analysis of the physical poles that appear in 

the various matrices. For some choices of the parameters we explain the physical 

poles either by the formation of higher bound states by the fusion process described 

above or by Coleman-Thun processes. In the examples we studied, they showed 

that the bootstrap method is valid for a finite number of steps until the bound state 

of highest energy is reached, at this point the pole we bootstrapped on becomes 

unphysical. A counter example showed that for certain parameter values there 

exists physical poles with negative residues that do not fit into the explanations 
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provided in this chapter. Further analysis is reciuired to complete the picture and 
to better understand the bound states present on the E^^ energy curve, which goes 
to energies lower than the unexcited boundary suggesting that it itself is a bound 
state. 



Chapter 8 

Conclusion and discussion 

In this thesis we have successfully constructed integrable CSG defect and CSG 

dressed boundary theories, thoroughly analysed their classical properties and con­

jectured a quantum reflection matrix for the boundary theory. 

Inspired by the previous research into the SG theory with defect and boundary, 

the richness of the CSG theory made it a perfect candidate to further the study 

of 1-1-1 dimensional integrable field theories on restricted domains. As in the SG 

theory there exists CSG soliton solutions which, unhke the SG sohtons that carry 

topological charge, carry a continuous Noether charge due to the C/(l) invariance of 

the theory. The CSG two-soliton solution models soliton-soliton scattering in the 

theory. As in all integrable theories the scattering is totally elastic and the solitons 

experience a time-delay or time-advance and a phase shift. Unlike the SG theory 

the CSG soliton and particle sectors are topologically the same, meaning that the 

CSG particle can be thought of as a perturbation around the vacuum or a soliton 

in a particular charge limit. 

Previously, the CSG theory in complex field notation had to be analysed using 

both sectors of the theory, with an auxiliary field introduced in the relation between 

the fields of the different sectors. Solving the differential equations for the difference 

in the auxihary fields Q that appear in the BT, we were able to find an explicit 

formula a. This dispenses with the need to consider the fields and dual fields 

simultaneously and enabled us to rewrite both the Backlund transformation and 

two-soliton solution in terms of only the /? > 0 fields. The formula for a introduces 

174 
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a new parameter A into the theory and the BT now depend on this extra parameter, 
along with S. 

In the original description the dual field held the topological information of 

the theory, which is displayed by the dual field soliton solution exhibiting a kink­

like nature. This topological nature seems to be lost in the new a description, 

it is however hidden away in the complicated definition of o;. The square root in 

COS(Q;) has to be carefully treated and branch cuts changed when the argument 

becomes zero, we have seen this to be the case during soliton-soliton scattering, 

soliton emission and absorption by both defect and boundary and the variation 

of the boundary bound states with respect to the charge parameter of the bound 

soliton a. 

We constructed and analysed the CSG defect theory in both descriptions. By 

construction, the defect conditions at a; = 0 are identical to the BT, following the 

pattern of defects in previously studied integrable theories. To show the integrabil-

ity of these conditions, explicit formulae for the conserved energy, momentum and 

charge and next higher spin charges in the presence of a defect were constructed. 

Like the SG theory the CSG defect can be excited or unexcited which enables the 

defect to absorb and emit solitons when the soliton and defect parameters are par­

ticularly related. In SG these processes are possible because the defect can store 

the discrete topological charge, whereas in CSG the defect can store the continuous 

U{1) Noether charge. In both theories there are two different defects that can ab­

sorb the same soliton, one defect with 6 > 0 and the other with 6 < 0. In SG these 

two defects have different topological charges and the CSG defects different charge 

Q. In all emission and absorption processes we find that the change in charge is 

symmetric around Q = ±7r and a defect does not decay into its anti-defect. 

CSG solitons that are not absorbed by the defect, scatter through the defect ex­

periencing a time-delay or time-advance along with a phase shift. This is very similar 

to what happens in soliton-soliton scattering and in fact the time-delay experienced 

in soliton-defect scattering is exactly half of that experienced in soliton-soliton scat­

tering, when the parameters are appropriately matched. This same phenomena is 

also witnessed for SG defects and sohtons and suggests that defects maybe more 
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fundamental objects than solitons. The CSG particle scatters through the defect 
with no reflection. This purely transmitting nature of the defect is so far a universal 
property of integrable defects. 

Both descriptions of the CSG defect theory illustrate the same properties, which 

is expected as they axe two descriptions of the same theory. However there are 

differences in the way the properties are explained. In the a description the defect 

is described by two parameters 6 and A, whereas in the 'two field' description it is 

only described by 6. The defect charge parameter A and its definition through a 

replace the need to consider the values of the dual fields at the defect. The difference 

in the dual fields or the value of A and the solution of a used, determines the energy, 

momentum and charge stored on the defect. The transfer of the conserved charges 

required for soliton emission or absorption to occur is faciUtated by different means 

in the two descriptions. In the 'two field' description the dual field soliton solution 

connects different vacua and therefore the difference in the dual fields at the defect 

is different before and after emission or absorption. While in the a description the 

branch of the solution for cos(a) has to be swapped mid-process, meaning the final 

defect has the opposite energy and momentum to the initial defect. 

The new a description is preferred despite the complications the definition of a 

causes. Only having to consider a single field on each side of the defect and the 

direct correspondence between the charge parameter of the defect and the charge 

parameter of the soliton it can emit or absorb are advantages. For these reasons we 

used this description to construct the dressed boundary theory. 

With the aim to generate a CSG boundary theory that has more generic proper­

ties to the model previously studied, we used the technique of dressing a boundary. 

This allows new boundary conditions to be created by placing a defect in front of 

a known boundary. In our case we dressed the CSG Dirichlet boundary with the 

CSG defect to create the CSG dressed boundary. The dressed boundary conditions 

are a wider class of boundary conditions, like the defect conditions they include 

time-derivative terms. We found the previously studied boundary to be the particu­

lar example of the dressed boundary where the coefficients of these time-derivatives 

terms vanish, achieved by setting the boundary charge parameter to zero. 
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As expected by its construction, the dressed boundary maintains classical inte-
grability. We check this explicitly by generating a higher spin conserved energy­
like charge. The dressed boundary inherits properties from its constituent defect, 
namely the absorption and emission of particular solitons. Analogous to the de­
fect the charge and energy of the soliton that a specific boundary can absorb or 
emit is determined by the energy and charge of the boundary. Unlike the defect, 
a boundary described by all 5 £ M can for example absorb a right-moving soliton. 
This is explained from the construction of the boundary allowing two methods of 
absorption and emission, either straight to or from the defect and after reflecting 
from the Dirichlet boundary. Sohtons that are not absorbed are reflected experi­
encing a time-delay and phase shift. The formula for classical soliton-defect and 
soliton-boundary scattering are shown to be consistent with the construction of the 
boundary. 

There exist classical bound states in the boundary theory which are not present 

in the defect theory. A stationary soliton can be bound to the boundary when 

the boundary rapidity is a pure phase, within a certain range. This gives two 

descriptions of charged boundaries which we show are not equivalent apart from 

when the bound soliton is described by two particular values of the charge parameter 

and is positioned far behind the boundary at right infinity. There are two limits to 

the unexcited boundary due to the two formulae for the energy of the bound state. 

The two values of the charge parameter which limit to the unexcited boundary are 

at the two extremes of the allowed range for bound states to exist, while the opposite 

extreme of the allowed range corresponds to the soliton being at left infinity. The 

highest energy bound state is when a = 0. 

Repeating the construction of the dressed boundary, another boundary could be 

produced by putting two defects in front of the Dirichlet boundary. To explicitly 

write down the boundary conditions of such a doubly dressed boundary is computa­

tionally tricky. However the properties of such a boundary are expected to include 

the abihty to absorb solitons when the parameters match either of the defects. It 

is interesting to ponder whether two defects with the same parameters are allowed 

to placed alongside each other unlike the exclusion principle which does not allow 
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Fig. 8.1: The construction of a double dressed boundary. 

either identical SG or CSG solitons to be placed alongside one another. 

Placing defects in front of the boundary act like a soliton filter; it is possible 

to create an arbitrary absorption spectrum by placing appropriate defects in front 

of the boundary. In fact, one might speculate that there is the hypothetical limit 

where by placing an infinite number of different defects in front of the boundary one 

could create a boundary that was fully absorbing. 

In the quantum theory the charge of the CSG soliton is quantised and the value 

of the coupling constant is restricted. Using the Bohr-Sommerfeld quantisation 

condition we found that the charge of the boundary bound states is quantised and 

since the unexcited boundary appears as a limit of the bound states this implies that 

all boundaries in the theory have quantised charge. Using the semi-classical energy 

spectrum as a guide we analysed the fusion of the CSG particle to an unexcited 

boundary, resulting in an excited boundary modelled by the classical bound state. 

The fusion process results in the bound soliton charge parameter being shifted a-m = 

O m - i - ^ , we note that this is quantised but can take different values to the charge 

parameter of a normal soliton. 

Using these fusion processes a quantum reflection matrix is conjectured to de­

scribe the scattering of a Q = +1 soliton from an unexcited boundary. It is con­

structed to have a pole at the rapidity to coincide with the formation of the known 

bound state and checked to agree with the particle reflection factor in the classi-
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cal limit. Using the reflection bootstrap the reflection matrix for the scattering of 
any charged soliton from the unexcited boundary is generated, closure and agree­
ment with the anti-particle reflection factor are verified. The boundary bootstrap is 
employed to generalise to the reflection matrix for any charged soliton from any ex­
cited CSG boundary. The formula is seen to preserve the periodicity of the boundary 
charge and limits to the reflection matrix found for the original boundary theory. 

We completed a preliminary analysis of the physical poles that appear in the 

various matrices. For a range of the parameters we explain the physical poles either 

by the formation of higher bound states by the fusion process described above or 

by Coleman-Thun processes. The examples we studied showed that the bootstrap 

method is vahd for a finite number of steps until the bound state of highest energy is 

reached, at this point the pole we bootstrapped on becomes unphysical. For certain 

values of the parameters, when A — b > 0, there exists physical poles with negative 

residues that do not fit into the explanations provided here. 

As well as the open questions to describe more completely the processes re­

sponsible for the physical poles in the boundary reflection matrix, the study of the 

quantum CSG defect theory is the obvious extension to the work presented here. 

Unlike the boundary theory there exists no bound states in the defect theory which 

means the same methods cannot be implemented. One handle is the assumption that 

the real emission and absorption processes should appear as poles of the quantum 

transmission matrix. 

The production of the CSG defect and dressed boundary theory and their sub­

sequent analysis has shown them to be interesting theories. The sohton interactions 

with defect and boundary confirm and build on the analysis of the SG theory, with 

the ability of a defect and boundary to store and transfer a continuous charge being a 

new phenomena. The properties discovered could be useful in the study of impurities 

in condensed matter systems and the control of solitons in optical communications. 



Appendix A 

C S G higher conserved charges 

A . l Bulk theory 

The formula for the next conserved energy-hke charge is 
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and the next momentum-hke charge 
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Their conservation is checked using that they satisfy 

dS2 _ dVl dV2_dEl 
~dt " ~dx'- ~dr ~ ~d^' 

where S* = S^iP - -/?), ^2 = ^2(^ ^ - P ) • 

(A.1.3) 

A.2 Dressed boundary theory 

The contribution needed to be added the the next highest energy-hke conserved 

charge is 

Bo = 
2 ^ f du* ^du 

V'cos2(A) - uw V 5i " dt 

%i^ain{A)cos{Af 1 
Y^cos(A)2 - uu* V 

- 1 
4i^sm{A)uu* / 1 
^ycos{Ay - uu* \ 5 

(A.2.1) 

This is generated by writing V2 on the boundary as a total time derivative, since 

E2 = I dx£2+ [B2] (A.2.2) 
J-00 

and therefore 

dE2 
dt 

dB2 
dt x=0 

dB2 
dt x=0 

A.3 Defect theory 

The next energy-hke charge has the form 

/

O f-+oo 
dx £2{u) + dx E2{w) + [V2] 1̂ ,̂ 

•00 ^0 

and the next momentum-hke charge 

/

O /'+00 
dx V2{u) + dx V2{w) + [Vt^' 

00 Jo 

(A.2.3) 

(A.3.1) 

1=0 
(A.3.2) 
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Therefore 

dE2 
dt -J: 

d£2{u) 
dt i : 

dS2{w) 
dx ^^^^ + / dx + 

at 
&D2 
dt 1=0 

dt (A.3.3) 
1=0 

and 

dP2 
dt - f 

dV2{u) 
dt f 

Jo 

dV2{w) 
dx + / dx — ^ + 

dt 

dV^ 
dt 

x=0 

S;{u)-£;{w) + dt 
1=0 

To show that these are conserved, we need be able to write 

V*2{U) - V*2{W) 

and 

£;{u)-£*2{w) 

as total time derivatives. We find that V2 includes the terms 

(A.3.4) 

(A.3.5) 

(A.3.6) 

du 
^/\ - ww*{l - uu*){l + dt u 

4v^ 

+w*y/l - ww*{\ - uu) 5 -

du* 

-2ia 

v/1 - ww*{l - uu*){l + e-'"") dt 
u V l -uu*il - ww*)e''' (5 + -

+wVl - ww*{l - uu*) ( 5 

dw 
\ / l - uu*{l - ww*){l + 6--'°') dt 

w*Vl - ww*{l - uu*)e-^"' (s + 
L V <5y 

+u*\/l - uu*{l - WW*) ( Se 

dw* 

-2ia 

- 'u; i t ; ' ) ( l + e2'") dt 
wVl - ww*{l - uu*)e-''' (^5 + 

-uu*{l - WW*) (se'^"^ - \ ,(A.3.7) 

these are checked to hmit to the boundary terms involving time-derivatives (A.2.1). 

The remainder of 7̂ 2 (^) ~ '^H'^) -̂fter the time-derivative of the above terms have 

been subtracted has the form 

du du* dw* 
(A.3.8) 
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which is a total time-derivative if 

A A A ^ dA dA dA \ 
( A . ^ . . , ^ . , ^ . . ) = ( 5 ^ , ^ , ^ , ^ , j (A.3.9) 

for some A- We check that this is the case by showing that the cross derivatives 
vanish, for example 

dA^ dA^. dA^ dA^ ^ ^ 

Similar reasoning is used to show that the next higher-spin momentum-like 

charge can be modified to be conserved in the defect theory. 



Appendix B 

Classical scattering processes 

B . l Soliton equal to two defects? 

In this section equations (5.4.29) 

which equate the time-delay and phase factor experienced by a soliton (or parti­

cle) scattering through two specific excited defects to the time-delay experienced 

by a soliton scattering through another soliton are explicitly confirmed. Similarly 

equations 

AtiEA) + MUb) = 0, e'<l>iEA)^^1>iUB) Te^Tu, = 1, (B.1.2) 

which state that the effects of scattering through a specific excited defect and unex­

cited defect cancel each other out, are verified. They are graphically illustrated in 

figure B.l . In tables 5.9 and 5.10 we introduced defects Ea, Eb, Ua and Ub-, using 

a = —A the defects are described by the parameters in table B . l . 

Firstly for the particle using (5.4.28) then the different transmission factors are 

_ e^e^A' _ _ - e V ^ ' + z,5- _ + ze^^'S' 

which satisfy 

= [ T T J S ^ ) - zS') = ^ ^^-^-^^ 
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sol 

(a) (b) 

F i g . B . l : (a) Soliton scattering through two excited defects, (b) Soliton scattering through 

an excited and an unexcited defect. 

A = A' TT 

~ 3 5 = 6' = 2 

UA A = 7 r - A ' _ 27r 
3 5 = 5' = 2 

EB A = ^ ' - TT _ -27r 
3 5 = -6' = -2 

UB A = - A' —7r 

~ 3 6 = -5' = -2 

Table B . l : The parameters that describe defects EA. EB, UA and UB-

and 

TEATEB = 
e'e'^' - i5' 

Comparing with (4.7.2) 

-e^e'^' + iS' e'e'^' - i5' (B.1.5) 

particle/sol 
6sol + 16^6'°-'°' 

(B.1.6) 

shows that a particle scattering through excited defects EA and EB is affected in 

the same way as scattering through a soliton described by ag^i = A' and 5soi = 5'• 

The sohton experiences the following time-delays through the different defects 

(5.4.20) 

l^t[EA) = l^t{EB) 

At{UB) = 

1 In (e^e '"- t^V^')(eV^'-(5V°) 
4v/;9cos(a)sinh(^) V(<̂ ' + e '̂̂ e^ '̂e«)(e^ + e^'^e^-^'S') 

1 . /(eV°e'-^'+5')(e^ + 5V^'e^«) 
•In 

which satisfy 
4y/pcos{a) sinh(^) \{e^''e^ - 5'e^'){e^e^-^' -

At{EA) + At{UB) = 1 

(B.1.7) 

(B.1.8) 

(B.1.9) 
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and 

At{EA) + AtiEs) 2^cos{a) sinh(^) V i^' + e^"e'^'e«)(e^ + e-e-̂ '<5') 
(B.l.10) 

Comparing this with (4.6.4) 

At(sol) = = In I ^ ' 1 CR 1 m 
^ ^ 2V^cos(a)sinh(^) V (^^sci + eV"e'"-0(e^ + <^3oie'"e °̂-') / ' ^ ^ ^ ^ 

shows that a soliton scattering through excited defects EA and EB is affected in the 

same way as scattering through a soliton described by asoi = A' and 6soi = S'. A 

soliton scattering through excited defect EA and unexcited defect UB experiences 

no overall time-delay. 

A soliton scattering through a defect also experiences a phase shift (5.4.21) 

Q14>{EA) = _gi0{£B) ^ ^2^/3sinh(e+ia)At(E.4)Q + 6 6 6 

Which satisfy 

gî CÊ ) ^i4.{UB) ^ I ( B . l . 14) 

and 

-i0(£.4) pi<l>(EB) _ _.2^/3sinh(e+^a)(At{E^)^-At(£^)) / <̂  + ^ ^ ^ \ C R 1 1 

e e - e . (B.1.15) 

Comparing with (4.6.5) 

shows that the phase factors do satisfy (B.1.1). 

The pair of excited defects needed to replicate the behaviour of a soliton have to 

be specifically chosen, they have to be a pair of defects that emit the same soliton. 

In fact the sohton that they replicate the behaviour of is exactly the soliton that 

they emit during a classical decay process. Shown in table B.2 are the energy and 

charges of the defects. Therefore 

E{EA) + E{EB) = 4 V ^ (5' + \ \ cos{A') (B.l.17) 
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EA E = 2 ^ {5' + cos{A') Q = -2A' 

EB E = 2y/0 {-5' - cos{A' - n) Q = -2A' + 27r 

UB E = 2 V ^ H ' - l ) c o s ( - A ' ) Q = 2A' 

Table B . 2 : Energy and charge of defects EA. EB and UB-

and 

Q{EA) + Q{EB) = 2n -4A', (B.1.18) 

which are exactly the energy and charge of a soliton with a^oi — A' and 6soi = S'. So 

the two defects exhibit the same scattering properties and have the same conserved 

charges as the soliton. Similarly 

EiEA) + E{UB) = 0 ., Q{EA) + Q{UB) = 0, (B.1.19) 

so the energy and charge of the excited and unexcited defect cancel each other out. 

As with the two excited defects, the excited and unexcited also have to be carefully 

chosen, for the scattering behaviour to cancel an excited defect and its anti-defect 

are needed. 

B.2 Defect processes 

In this section we show explicitly the consistency of the classical scattering properties 

of CSG solitons and particles by considering the scattering through a decaying defect 

and through a defect absorbing a sohton. 

B.2.1 Defect decay process 

First we consider the process where an excited defect decays by emitting a right-

moving soliton. The integrability of the theory says that the time of the scattering 

should not affect the time-delay and phase factor experienced by the soliton. Figure 

B.2 shows this process for the case when the scattering soliton has greater rapidity 

than the emitted sohton. The time-delay for a soliton scattering (5.4.20) through 
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^ sol(A,ln(5)) 

sol(a,9) 

E(A,6) 

V sol(A,ln(5)) 

- r-
sol(a,0) 

E(A,5) 

F i g . B . 2 : Soliton scattering through a decaying defect. 

excited defect EA is (B.l.7) and through UA 

^t{UA) = In (e^e^V^' +cJ')(e^ + e*̂ '(5'e lA' X.i„ia\ 

4 /̂;5 cos(a) sinh(^) V (e'"e^ - ) (ê ê '̂ - e^°5') 

and they experience the phase shifts (B.l.12), 

(B.2.1) 

(B.2.2) 

The soliton emitted when defect EA decays is described by â o; = A' and e^'°' = 

^soi = ^' through which the scattering soliton experiences the time-delay (B.l. 11) 

and phase-factor (B.l. 16). We check that these time-delays satisfy 
1 / (pS ia _ iA'\( e iA' _ :i ia\\ 

4V;3cos(a) sinh(^) V i^' + ê < ê̂ '̂ê )(e« + e'^e^'S') 

and the phase-factors 
„ A' _i_ o^o'^o-oiA' 

^i<t>{UA) ^i(b{sol) ^ ^2v/3sinh(e+m)At(£;^)0 + 6 6 6 ^ ^ • ^ j ^ , ^ 
gSgia _ ^/gi/l' 

Therefore the time of scattering does not affect the scattering experienced by the 

soliton. This should also be true for the particle, which experiences the transmission 

factor (B.1.3) through EA and 

(B.2.3) 

(B.2.4) 

^ + ^5'e^' 
(B.2.5) 

through UA- The particle-sohton scattering factor given by (B.l.6). Again we check 

these satisfy 
6' + it^t'^' 

(B.2.6) 
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B.2.2 Defect absorption process 

Figure B.3 shows an unexcited defect absorbing a soliton, becoming excited, with 

the defect conditions providing the relations â o/ = - A and ^soi = • The soliton 

(or particle) scattering through the absorption process has greater rapidity than 

the absorbed soliton. The defect conditions are solved using the prescription that 

sol(-A,ln(-8)), ' 

sol(a,e) 

U(A,5) 
sol(-A,ln(-5)) 

sol(a,e) 

U(A,5) 

F i g . B . 3 : Soliton scattering through a defect absorbing a soliton. 

a = —Aa&t^ — oo, so in this set-up the time-delay, phase-factor for the soliton 

scattering through the excited defect is actually the one previously written down for 

the unexcited defect (B.2.1) and (B.2.2) and vice-versa. These new quantities we 

denote with a star. 

t^t{EAY = ^^{UA) , At([/^)* = At{EA), e'^^^^^* = e'^(^^), e'*'̂ '̂* = ê *'̂ '̂ 

(B.2.7) 

The sohton scattering through the slower rapidity absorbed soliton experiences the 

time-delay (B.l.11) and phase shift (B.l.16). These quantities with the defect con­

dition relations applied do satisfy 

At{EAy = AtiUAY + Ai(so/), ê *(̂ '̂* = e"^^^^^* e'^^'°^^. 

Similarly for the particle we check the following holds 

(B.2.8) 

^ EA ~ particle/sol ^ UA (B.2.9) 
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B.3 Dressed boundary consistency check 

In this section the consistency check, due to the construction of the dressed bound­

ary, on the classical soliton time-delay when reflecting from the dressed boundary 

and the classical soliton-defect time-delay and reflection time-delay from the Dirich-

let boundary is verified. Figure B.4 shows the check in diagram form. 

(ei*,At)„ (ei»,AtL 

F i g . B .4 : Soliton or particle reflection from the dressed boundary 

Firstly considering the reflection of the CSG particle, from (4.7.2) the transmis­

sion for a left-moving particle scattering through the defect is 

T, = e'°e^ + id ' (B.3.1) 

and for a right-moving particle 

TR = i/me -6). (B.3.2) 

The final factor which is needed is the reflection factor from the Dirichlet boundary 

which is Roir = - 1 - Therefore the particle-dressed boundary reflection factor should 

be 
{e^ - i5e'''){e'^ + i6e^) 

RDB = Ti Roir Tfi = — (B.3.3) {e^^e^ + iS){l -i6e^e''^) '' 
which agrees with (6.2.23). 

Similarly for the soliton scattering, from (5.4.20) the time-delay for a left-moving 

soliton scattering through the defect is 

Air = 
2\/;5cos(a)sinh(^) 

In 
sinh + 1 ^ ) 
c o s h ( ^ + z ^ ) 

(B.3.4) 
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where 5 = and from (5.4.21) the phase-factor 

pi<pL ^ g2v/3sinh(e+ia)Att + ^ ^ (B.3.5) gegiagiQ _ ^ • 

The right-moving soliton-defect scattering properties are related to the left-moving 

ones by 

Atfi = -AtL{e ^ -e), e'*« = l/e '̂̂ ^(0 ^ - 0 ) . (B.3.6) 

Explicitly written 

s i n h ( ^ + z ^ ) 
AtR = 

2^/Pcos{a)smh{9) 
In 

c o s h ( ^ + z a ^ ) (B.3.7) 

6^^" = e 

= 6 

2y/psinh{-9+ia)AtR ^ ^ 

be°'e^ + 6̂ " 
2y/(5smh{6+ia)AtR ^ + 06 6 

1 - ^£'^^6^6'" 

While the soliton scatters from the Dirichlet boundary with 

We calculate 

ADB = Ati + AtR = 

(B.3.8) 

(B.3.9) 

2V^cos(a)sinh(^) 
In 

sinh + 2 ^ ) sinh (g±^ + z ^ ) 
cosh + i ^ ) cosh - f z ^ ) 

(B.3. 0) 
which agrees with (6.2.19) and 

i<t>DB ^ _^i4>L^i4>R = _g2v/3smh(9+ia)(AtL+AtR) (t^e'" -H 6 ^ 6 ' ° ^ ^ + (^6'°e^ 

gf lg iag ia _ (5 / \ 1 _ 6^6' 

(B.3.11) 
which agrees with (6.2.20). 

B.4 Dressed boundary processes 

Similarly for the dressed boundary, the scattering of solitons and particles through 

boundary decay and absorption processes are explicitly verified. 
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B.4.1 Boundary decay process 

Figure B.5 shows an excited boundary decaying, emitting a soliton with less rapidity 

than the scattering soliton or particle. The figure shows graphically the relationship 

the reflection and transmission factors should satisfy, as the time of the scattering 

should not affect how the soliton (or particle) reflects. The excited boundary is 

sol(A,ln(5)) U 

sol(a,e) 
E(A,5) 

sol(A,ln(5)) U 

sol(a,e) 

E(A,5) 

F i g . B . 5 : Soliton scattering through a decaying boundary. 

taken to be excited boundary I from table 6.5, so the boundary conditions impose 

the conditions Usoi = A and 6^'°' = 5 on the soliton parameters. The time-delay for 

a sohton reflecting from the excited boundary is given by (6.2.19) 

At{E) = 
2y/pcos{a)sinh{e) 

and the phase shift by (6.2.20) 

In 
sinh (gf^ + z ^ ) sinh (g±^ + z ^ ) 
cosh + i ^ ) cosh + i ^ ) 

oiA 5eh 
^2v^(sinh(e+ia)At(£:) 

and from the unexcited boundary 

(B.4.1) 

(B.4.2) 

At{U) = -At{E), e'^^^^ = l/e''^^^^. (B.4.3) 

The incoming soliton experiences the time-delay and phase-factor given by 

At{sol{-6)) = At{sol) (Ssoi - ^ ) , e'^(^°'(-^» = e'^(^°" (s^oi ^ ^ ) • 

V OsolJ \ OsolJ 
(BAA) 
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when it scatters with the emitted soliton. 

At{soljN) = Atisol{-9)), e"^^'°^'^^ = e'*'^'''(-'» . (B.4.5) 

While the outgoing soliton experiences the time-delay given by (B.l. 11) and phase-

factor (B.l.16). 

At{solouT) = Ai(5o/), 6''^^'°^°"''^ = e'̂ f̂ "'̂ . (B.4.6) 

It can be checked that these expressions satisfy 

At{E) = At{sol]N) + At{U) + At{solouT) (B.4.7) 

and 
gj< (̂£ )̂ _ Qi<t>(soliN) pi(t>{U) ̂ i<t>{solouT) 

Similarly for the particle, its reflection factor from the excited boundary is 

_ ( e V ^ - ^ ^ ) ( l + ^6'^^e^) 
^ (ge + ^e^A^)^^^A _ .^gS) ^^-^-^^ 

and from the unexcited boundary 

The incoming particle scatters through the emitted sohton with the transmission 

factor 
/ 1 \ 

TpaTtide/sol(-e) — Tpartide/sol ^sol —^ 7— (B.4.11) 

and the outgoing particle with (B.l.6) 

"^sol ~ '^particle/sol{-0); T^of^ ~'^particle/sol (B.4.12) 

Which we check to satisfy 

Ti^i Ru = RE . (B.4.13) 
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B.4.2 Boundary absorption process 

Figure B.6 shows an unexcited boundary absorbing a soliton while a soliton (or 

particle) with greater rapidity scatters from the boundary, before and after the 

absorption. The unexcited boundary used to check the relation displayed in the 

figure is unexcited boundary I I from table 6.4, so the boundary conditions give the 

constraints agoi = —A and ê °̂' = —5. As the usual prescription of a' = —A as 

sol(a,e) 
sol(a,9) 

sol(-A,ln(-5)) u(A,5) sol(-A,ln(-5)) y(A,5) 

F i g . B .6 : Soliton scattering through a boundary absorbing a soliton. 

t ^ —oo is used to solve the boundary conditions which means as in the defect 

computations the expressions for the excited and unexcited boundary swap round. 

For the particle 

RE = Ru, R'u = RE, (B.4.14) 

and for the soliton 

At{E)* = At{U), AtiU)* = At{E)., ê '̂̂ *̂ = e'f^^K, e'̂ ^ '̂* = e"^^^^ (B.4.15) 

Considering the particle 

rpIN _ rp rpUUr rp 
^ sol ~ •'• particle/soU ^ sol ~ ^ particle/sol{-d) 

•OUT (B.4.16) 

which using the constraints from the boundary conditions agoi = —A and ê °̂' = -5, 

can be checked to satisfy 
rpIN D* nnOUT _ D* 
^sol ^sol - (B.4.17) 
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Similarly for the soliton which reflects f rom the diff'erent boundaries wi th the fol­
lowing time-delays and phase-factors 

At{Ey = At{U), At{Uy = At{E), e^*(^)' = e^*'̂ ,̂ e'*^^ '̂ = ê ^̂ ^̂ . (B.4.18) 

The incoming sohton experiences the scattering 

At{soliM) = At{sol), e^^f^^'^N) ^ ei4>{soi) (B.4.19) 

and the outgoing soliton 

At{solouT) = At{sol{-9)), e '^ ' '° '°^^) = e''^^^"'^-^'), (B.4.20) 

which we check satisfy 

At{solI,^f) + At{Uy + At{solouT) = At{Ey (B.4.21) 

and 



Appendix C 

Closure of reflection bootstrap 

In this appendix we check the closure of the reflection bootstrap procedure imple­

mented in section 7.3.2. We found the reflection factor for a charge Q — n soliton 

f rom a charge Q = N unexcited boundary to be 

n - l 

R^^°He) = i?^^^ f](27V - B + 2j+2-n){k + B + 2 N - 2 j - 2 + n). (C.0.1) 
j=0 

To check that this formula closes means to check that 

<*°̂ (̂ ) = < r W . (C.0.2) 

which is checking that the reflection factors show the property that the soliton's 

charge is periodic. First using the crossing symmetry relation 

Ri{e) R_,{e + ZTT) = Si^i{2e), (c.o.3) 

implies 

+ ZTT) = - ( 1 ) ( 1 - k)ik - 1 ) ( - 1 - 2N + B){1 -2N - k - B ) , (C.0.4) 

which becomes 

= (1 - k){k -1-2N + B){1 -2N - B ) . (C.0.5) 

This is promising, as i t has the correct pole (1 — 2N — B) for the known bound state 

and l imits to the classical reflection factor for the anti-particle. To show closure we 

need Rk-\{9) to give the same result. First recall R\^^ = (1 - k) and 

Rl-l = (1 - k)[2)[2 - A:)(3)(3 - k)...{k - Z){-2){k - 2 ) ( - l ) , (C.0.6) 
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using {x){-x) = 1 shows for k even R^^f = [ l - k). To check the other factors in 

fc-2 

= Rl-t U(2N-B + 2j + 3-k){B + 2 N - 2 j - 3 ) , (C.0.7) 
j=0 

we wri te out terms in the product 

factor J factor 

0 {2N - B + 3-k){B + 2N-3) 

1 {2N-B + 5-k){B + 2N-5) 

- 3 {2N-B-3){-k + B + 2N + 3) 

2 {2N - B - l ) { - k + B + 2N+l) 

2 - 1 {2N - B+l){-k +B+ 2 N - I ) 

reordering these terms 

factor 

k-2 

k-3 

1 + 1 

2 

{2N - B + k - l ) { B + 2N+l) 

(2^• - B + k- 3)(B + 2iV + 2) 

{2N - B + 5){-k + B + 2N-5) 

i2N - B + 3)i-k + B + N -3) 

fact' or 
{2N + B - 3){2N - B + 3) 

{2N + B- 5)(27V -B + 5) 

{2N + B-7){2N - B + 7) 

i2N + B - k + 3){2N - B + k - 3) 

{2N + B - k + 1){2N - B + k - 1 ) 

{2N + B - k - l ) 

i2N-B + l ) 

{2N + B + 1){2N - B - 1) 

{2N + B + 3){2N - B - 3 ) 

{2N + B + k - 7){2N - B - k + 7) 

(2./V + B + k - 5){2N - B - k + 5) 

{2N + B + k - 3)i2N - B-k + 3) 

shows that the terms appear in pairs expect for two terms, using ( x ) ( - x ) = 1 allows 

the array of terms to be completed and i ^ f i j ' rewrit ten 

R^1?{0) = {l-k){-2N + B - k - l ) { l - 2 N - B ) 
k-l 

X Yl{2N + B + l + 2j){2N - B + l + 2 j ) 
3=0 

= (l - k){-2N + B - k - 1 ) { 1 - 2 N - B) 

(C.0.8) 

The terms in the product cancel as 2N is an even integer and therefore the product 

as the form 

l l { B + l + 2 j ) i - B - l - 2 j ) = l . 
j=0 

We have shown that the reflection bootstrap close for k even. 

(C.0.9) 
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