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ABSTRACT

Hypothetical mechanisms by which magnetic fields may influence nerve
function were investigated. The motivation for this interdisciplinary research was
to devise a non-invasive method by which an anaesthetic effect may be
produced, without the use of drugs or injections. If achievable, such a method
would eliminate the risks to patient welfare posed by traditional anaesthetic

drugs and could minimise the cost of surgery.

Two hypothetical methods of non-invasive anaesthesia were evaluated, each
Intended to prevent the propagation of action potentials along nerve fibres. The
first method attempted to hyperpolarise a nerve with the use of a rotating
magnetic field. The second method hypothesised that the rate of diffusion of
sodium ions during the depolarisation of a nerve fibre could be reduced by a
magnetic field aligned with the axis of the nerve. These methods were analysed
by computer simulation of the electrical properties of a nerve fibre, in vivo
experimentation and by experiments with ion exchange membranes, using
applied magnetic fields in the range of 0.1-0.4 tesla. Both hypothetical

techniques of non-invasive anaesthesia were concluded to be unfeasible.

A further benefit of this research is to clarify some of the potential risks to

human health that may be caused by exposure to static magnetic fields.
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1.  INTRODUCTION

Electrical phenomena occur within all animals and are vital in sustaining life. For
example, muscle action is completely dependent upon electrical effects and in
the absence of these electrical phenomena the circulation of blood, occurring
due to the electrically mediated contraction of the muscle fibres of the heart,
would be impossible. One particularly interesting aspect of the electrical activity
within animals is the transmission of electrical signals through the nervous
system as a means of communication, decision making and memory. The
nervous system serves an important role in integrating the functions of
disparate organs of the body and life would cease without its vital controlling
influence. Despite the precision and efficiency of these electrical activities,
evolution has provided animals with an amazing level of ‘fault tolerance’
allowing normal bodily function to occur despite the wide variety of electrical

and magnetic fields which are encountered in everyday life.

The aim of this research is to investigate the electrical characteristics of the
nervous system, with a view to understanding the possible physiological effects
of magnetic fields. The catalyst for this research was a surgeon’s desire to
develop a method by which to achieve anaesthesia without the need for drugs.
Traditional anaesthetic agents present a significant risk to the welfare of
patients, therefore there is a clinical need to develop an alternative to these
drugs. ‘Non-invasive anaesthesia’ is a term used to describe techniques that

produce an anaesthetic effect without the use of drugs or injections.
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Two hypothetical methods of non-invasive anaesthesia were evaluated as part
of this research, both involving the use of an applied magnetic field to disrupt
the normal function of the nervous system. Devising a method to achieve non-
invasive anaesthesia is an ambitious goal. However, this research also has far
wider implications. The possible risks to human health associated with exposure
to magnetic fields and electromagnetic radiation is a topic which has recently

attracted much public concern. Therefore, the greater understanding of the

physiological effects of magnetic fields which has resulted from the study of
hypothetical non-invasive anaesthesia techniques can also be viewed as a

contribution to mankind’'s knowledge of the health implications of exposure to

magnetic fields.

The inherently interdisciplinary nature of this research has necessitated co-
operation between many disparate academic disciplines: engineering, medicine,
biology, physics and chemistry. Furthermore, the commercial potential of non-
invasive anaesthesia has resulted in collaboration between academia and
partners in the healthcare industry. However, this research has been
approached from the perspective of an electronic engineer, with emphasis given
to the quantitative appraisal of the effects of the magnetic field. It is envisaged
that this thesis will provide a valuable contribution to a research field of much

topical interest.
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1.1. Physiology of Neurons

Despite the interdisciplinary topic of research, this thesis is considered as
research within the field of electronic engineering. It is therefore necessary to
familiarise the reader with the anatomical structure of the nervous system and
the physiological processes that determine nerve function. This is not an
exhaustive treatment of neurobiology, but is merely intended to provide a
concise introduction to the biological concepts which are frequently referred to
throughout this research. It is also hoped that this introduction will help to
describe the context of the small area of neuroscience considered in this
research within the much larger biological framework. For a more thorough

treatment of the biological foundations of this work, the reader is referred to

references [1, 2, 3].
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1.1.1. Basic Anatomy of Neurons

Neurons, commonly known as nerve cells, are the means of information
processing and an important medium of communication within all animalis.
Neurons can be classified as either components of the central nervous system
(CNS) or of the peripheral nervous system. The CNS consists of all neurons
within the brain and spinal cord, whereas the peripheral nervous system
iIncludes all neurons external to the central nervous system [1]. Neurons can be
further described as afferent, efferent or interneurons. Afferent neurons transmit
information from receptor cells, for example the receptors for temperature and
pressure In the skin, into the CNS. Efferent neurons carry signals out of the
CNS to effector cells such as muscles or glands. Interneurons, the most

abundant type of nerve cell, exist within the central nervous system to connect

afferent and efferent neurons.

A typical neuron consists of two main sections, the cell body and the axon, as
shown in Figure 1.1. A large number of outgrowths from the cell body known as
dendrites serve as locations where inputs from other neurons are received and

processed. It should be noted that afferent neurons do not possess dendrites.
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Cell Body Axon

—

e

Dendrite
Axon Terminal

Figure 1.1  Structure of a typical neuron

The axon, or nerve fibre, is a much longer outgrowth from the cell body. Nerve
fibres can be hundreds of millimetres in length, thus allowing the transfer of
information over long distances within the body. Axons have an essentially
cylindrical shape with a diameter in the range of 0.3-20 um [4]. Many axons are
partially covered by an insulating layer of myelin (Figure 1.2). The myelin sheath
is formed when neighbouring cells wrap several times around the axon to create
a layer of electrical insulation. The myelin layer is not uniform along the length
of the axon and gaps in the insulating layer known as nodes of Ranvier occur at
frequent intervals. The myelinated regions of the axon between nodes of
Ranvier are known as internodes. The significance of myelin will be discussed
in Section 1.1.3. A nerve is the collective name given to a group of nerve fibres

and it is important to note the distinction between the terms ‘nerve’, ‘nerve fibre’

and neuron’.
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Figure 1.2 Schematic diagram of a myelinated axon

Axon terminals are a series of relatively short outgrowths at the end of the axon
which are capable of releasing chemicals known as neurotransmitters. The
axon terminals interface with the dendrites of other neurons via junctions known
as synapses. A small gap, the synaptic cleft, exists between the axon terminal
of one cell and the dendrite of another. Communication between neurons is
achieved by the release of neurotransmitter into the synaptic cleft. A large
number of neurons interconnected via synapses can be described as neural

networks, which are the means of decision making and memory utilised by

animails.

Like all animal cells, the nerve cell is enclosed by a cell membrane. This
membrane separates the contents of the cell, particularly the intracellular fluid,

from the extracellular fluid which surrounds the cell. The cell membrane acts as
a selectively permeable barrier which regulates the internal composition of the
cell, allowing the intracellular fluid to maintain a different composition to the

extracellular fluid. This very important membrane property can be explained by
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reference to the fluid-mosaic model of membrane structure shown in Figure 1.3

[1].
lon Channel
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lon Channel (cross-section)

Figure 1.3 Fluid-mosaic model of membrane structure

The major part of the membrane’s surface area is provided by a double layer
(bilayer) of lipid molecules. An important property of all lipids is their insolubility
in ‘polar’ solvents, such as water, whose molecules have no net charge but do
have an uneven charge distribution. Similarly, polar molecules are insoluble In
lipids as are ions, which are atoms or molecules with a net charge due to a
surplus or deficit of electrons. However, nonpolar molecules are soluble In
lipids. The intracellular and extracellular fluids contain a wide variety of solutes
iIncluding: nonpolar molecules such as oxygen and carbon dioxide; polar
molecules such as glucose; the ions of sodium, potassium and chlorine [1]. The

nonpolar molecules, due to their solubility in the lipid membrane, can easily

pass between the intracellular fluid and the extracellular fluid. Polar molecules
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and ions are insoluble in the membrane and thus the membrane retains these

solutes on one side of the membrane.

Despite their insolubility in the cell membrane, ions can traverse the membrane
by passing through ion channels. lon channels are formed by protein molecules
which span the membrane to form a small aperture through which ions can
pass. lon channels often exhibit a high degree of specificity and only conduct
one preferred species of ion. This specificity results from the diameter of the ion
channel and from the electric charge on the proteins which form the channel.
For example, sodium-specific channels are too small to allow the passage of

larger ions whereas chloride channels repel all positively charged ions.

Some ion channels may exist in either an ‘open’ or ‘closed’ state, with this so-
called channel gating occurring via changes to the shape of the channel
proteins. In the closed state, the ion channel becomes impermeable to the
passage of ions. Several factors can affect the gating of an ion channel. For
example, the permeability of a voltage-gated channel is determined by the
potential difference across the membrane. Application of a potential difference
across a voltage-gated channel exerts a force on charged groups within the ion
channel protein, causing the shape of the channel to distort and block the

passage of ions.
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1.1.2. Resting Potential of Neurons

It has been stated that the properties of the cell membrane allow the cell to
maintain different intracellular and extracellular fluid compositions. Several ions
are present in these fluids, including sodium (Na®), potassium (K"), calcium
(Ca**), magnesium (Mg?*), chloride (CI) and bicarbonate (HCOjz). Sodium,
potassium and chloride are the most abundant ions and typical concentrations

of these ions are presented in Table 1.1 [2, J].

| Intracellular Concentration | Extracellular Concentration
(MmM) (mM)
Potassium ion (K") 141.0 4.2
| Sodium ion (Na*) | 10.0 | 142.0
Chioride ion (CI') 4.3 | 103.0
Table 1.1 Intracellular and extracellular ion concentrations

It can be seen that the intracellular fluid contains a relative surplus of potassium
ions and a relative deficit of chloride and sodium ions with respect to the
extracellular fluid. A potential difference exists across the membrane as a result
of this separation of ions. To explain this concept, first consider a situation In
which the cell membrane is only permeable to potassium ions. Since there is an

unequal concentration of potassium ions across the membrane, the potassium
ions will diffuse down their concentration gradient, leaving the cell via ion
channels in the cell membrane. However, this movement of ions creates a

potential difference due to the separation of charge and leaves the intracellular
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region with a slight negative charge. This potential difference attracts the

positively charged potassium ions back into the cell.

This process of potassium ions leaving the cell due to a concentration gradient
and entering the cell due to a potential difference occurs until a point is reached
at which there is no net flow of ions across the membrane. The potential
difference across the cell membrane when there is no potassium ion flux is
known as the equilibrium potential (or Nernst potential) for potassium ions. The
Nernst equation can be used to calculate the equilibrium potential, Veq, for a

particular ion of valence z with intracellular and extracellular concentrations of

[C]; and [C], respectively, at temperature T [1]:

V,, = all In [C], (1.1)
TozF [C],

Using the concentrations in Table 1.1, the equilibrium potential for potassium
ions at body temperature (37°C) is -93.9 mV. A negative equilibrium potential
signifies that the intracellular region is negative with respect to the extracellular
fluid, which is assumed to be at zero potential. The same reasoning can be
applied to sodium ions by assuming a membrane permeable only to sodium, for
which the equilibrium potential can be calculated as +70.9 mV. A positive

equilibrium potential signifies that the intracellular region is positive with respect

to the extracellular region.

The membrane of a neuron is permeable to both sodium and potassium ions

but with a much greater permeability to potassium ions than to sodium ions.
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Therefore, potassium ions have a greater influence on the membrane potential
than sodium ions. Hence the resting potential of the membrane, the potential at
which there is no net movement of ions across the membrane, has a similar
value to the potassium equilibrium potential. The exact value of the cell’s resting

potential can be calculated with the Goldman equation [1]:

, _RT P [KI, + Py, -[Na],
r F Pk'[K]i+PNa'[Na]f

(1.2)

Using the concentrations above, a sodium permeability constant (Pys) of 1.78 X
10° cm s and a potassium permeability constant (Px) of 148 x 10° cms™ [5,
6], the resting potential Is calculated as -84.8 mV. Since this resting potential is
not at the equilibrium potential for either sodium or potassium ions, a net efflux
of potassium ions and a net influx of sodium ions would be expected due to the
concentration gradient across the cell, causing the membrane potential to decay
towards zero. This situation is prevented by ion pumps (Na,K-ATPase pumps)
which maintain the concentration gradients by actively transporting potassium
lons into the cell whilst transporting sodium ions out of the neuron. Hence the

concentration gradients and the resulting membrane potential can be

maintained indefinitely.

Table 1.1 shows that there is a significant concentration of chloride ions in the
extracellular fluid. In fact, these chloride ions have no effect on the resting
potential of the neuron. This is because neurons have no chloride pumps and
so the chloride concentration gradient is free to adjust until the equilibrium

potential for chloride ions is equal to the neuron’s resting potential. Since the
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majority of chloride ions are in the extracellular fluid this suggests that they are
not responsible for the neuron’s net negative charge. The negative charge Is
largely created by a high intracellular concentration of negatively charged

molecules such as proteins, which are unable to cross the membrane and thus

create an intracellular surplus of negative charge.
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1.1.3. Electrical Properties of Neurons

Certain factors can influence the potential difference between the intracellular
and extracellular regions of the nerve cell and this property of neurons is utilised
whenever a neuron transmits information. Long range communication Is
achieved by a voltage pulse, known as an action potential, which is transmitted

along the axon.

Figure 1.4 shows the variations in membrane potential that occur during a
typical action potential. Initially the membrane is at rest and the membrane
potential is equal to the neuron’s resting potential of approximately -85 mV.
Since there is a potential difference and a separation of charge across the
membrane, the membrane is described as polarised. At approximately 0.2
milliseconds, the membrane potential rapidly increases towards zero. The
degree of charge separation across the membrane decreases, therefore this
process is called depolarisation. For large nerve fibres, overshoot occurs and
membrane potential becomes greater than zero due to a net intracellular
surplus of positive charge. The phenomenon of overshoot does not occur in
smaller neurons. At around 0.3 milliseconds, the membrane begins to repolarise
and the membrane potential decreases towards its initial resting potential. The

process of repolarisation is slower than depolarisation and the entire duration of

the action potential is generally a few tenths of a millisecond.
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Action potentials result from rapid changes to the ionic permeabilities of the cell

membrane. Membranes which are capable of generating action potentials are
said to be excitable. Two varieties of voltage-gated ion channels are involved,
voltage-gated sodium channels and voltage-gated potassium channels. When
the membrane is at rest, both types of voltage-gated channel are in the ‘closed’
state and are impermeable to sodium and potassium ions. In addition to the
voltage-gated channels, leakage channels are present which exist permanently
in the ‘open’ state and are insensitive to voltage changes. Three components

are involved In the generation of an action potential (Figure 1.5):

1. Sodium current, iy, — A sufficiently large depolarisation of the membrane will
cause the activation or opening of voltage-gated sodium channels. Activation of
sodium channels increases the membrane’s permeability to sodium ions,
allowing extracellular sodium ions to diffuse down their concentration gradient
iInto the neuron. This influx of positive charge reduces the potential difference
across the nerve cell membrane, which results in further activation of voltage-
gated sodium channels and an increased influx of sodium ions. This positive

feedback cycle is summarised in Figure 1.6.
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Figure 1.6 Positive feedback cycle for sodium ton permeability

The feedback cycle causes a rapid flow of sodium ions into the membrane
which is represented by the sodium current, ina, plot in Figure 1.5. ina IS given a
negative magnitude because the flow of current (and hence positive ions) out of
the membrane is considered to be the positive direction. Depolarisation of the
membrane due to the influx of sodium ions continues until a membrane
potential is reached at which the voltage-gated sodium channels begin to close
and become deactivated. Deactivation of the sodium channels causes the
membrane’s permeability to sodium ions to decrease rapidly, which can be
seen from the rapid decay of ino. The net effect of the activation and
deactivation of sodium channels is to significantly depolarise the membrane, or

even cause the overshoot seen in Figure 1.4.

2. Potassium current, ix — Depolarisation of the cell membrane also causes
activation of voltage-gated potassium channels. Activation of potassium
channels increases the permeability of the membrane to potassium ions,

allowing potassium ions to diffuse out of the cell. This efflux of potassium ions,
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represented by the potassium current, ik, in Figure 1.5 opposes the sodium
current and serves to repolarise the cell. However, activation of potassium
channels takes significantly more time than the activation of sodium channels,
which can be seen by the relative timing of the peaks of ix and iy, in Figure 1.4.
The slight delay in the onset of potassium channel activation allows the sodium
current to achieve depolarisation of the membrane before the repolarisation

process begins.

In non-mammalian nerve fibres the action potential can be almost entirely
accounted for by sodium and potassium currents through voltage-gated
channels, as demonstrated for squid axons by Hodgkin and Huxley [7] and for
frog axons by Frankenhaeuser and Huxley [8]. Horackova et al. [9] observed
during experiments on rat axons that the potassium current is relatively
insignificant in mammalian nerve fibres. Chiu et al. [10] (and later Schwarz and
Eikhof [6]) accounted for the lack of voltage-gated potassium channels and the
reduced potassium current iIn mammalian axons by demonstrating the

importance of a third transmembrane current component, the leakage current:

3. Leakage current, i; — As previously mentioned, leakage channels exist which
are not voltage-gated and have a fixed conductivity. When the membrane is at
rest, there is no net flow of current through the leakage channels. However,
when the membrane is depolarised by an action potential, there is a net flow of
positive charge into the neuron through leakage channels. This leakage current,
represented by i, in Figure 1.5, flows as a result of the membrane’s deviation

from resting potential. Since the leakage current is produced by the change in
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membrane potential, the shape of the iy plot is similar to the shape of the action
potential. Leakage channels are described as unspecific since they are
permeable to a variety of ion species. In mammalian nerve fibres, the leakage
current is significantly greater than the potassium current and is therefore

mostly responsible for repolarisation of the neuron.

An action potential may be initiated in many ways. Synaptic input to the neuron
via the dendrites, or the action of receptor cells on afferent neurons may cause
sufficient depolarisation of the axon to elicit an action potential. Alternatively,
electrodes placed within the neuron or extracellular fluid can be used to produce
an action potential. In order to successfully initiate an action potential, the
membrane must be depolarised to a threshold voltage. Any stimulus which does
not generate an action potential is described as sub-threshold whereas stimuli

with magnitudes greater than threshold are described as supra-threshold.

The duration of the depolarising stimulus is an important factor in determining
whether threshold is achieved or not [3]). Threshold depolarisation of the nerve
fibre may be achieved by intense stimuli of short duration, or by weaker stimuli
of longer duration. However, some stimuli may have insufficient strength to
initiate an action potential, even when applied for an infinite duration. The

inverse relationship between the magnitude and duration of threshold stimuli is

llustrated in the strength-duration curve of Figure 1.7.
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In order to achieve long range communication via a nerve fibre, it is necessary
for the action potential to propagate along the axon. The intraceliular and
extracellular fluids are electrolytes which act as reasonable conductors of

electricity with resistivities of the order of 1 QO m [5]. Their ability to conduct

electricity arises from the presence of free ions In an aqueous solution, which
act as the charge carriers when a voltage is applied. When an area of the

membrane depolarises whilst generating an action potential, the potential

difference between the depolarised area and adjacent regions of resting
membrane causes current to flow through the intracellular fluid of the axon (the
axoplasm). This localised current flow causes the depolarisation of adjacent
regions of resting membrane, which will generate an action potential if

depolarised to threshold. Therefore, the action potential propagates via the

spread of depolarisation along the length of the axon.
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An unmyelinated axon is excitable along its entire length and all regions of an
unmyelinated fibre generate the propagating action potential. For a myelinated
axon, the insulating myelin layer prevents the flow of ions across the
membrane. Therefore, the unmyelinated nodes of Ranvier are the only regions
of a myelinated axon to generate an action potential during propagation. This
method of propagation, saltatory conduction, serves to increase the speed of

propagation of action potentials since the presence of myelin prevents the flow

of ions across the membrane and thus minimises charge loss from the axon.
This allows a larger current to flow along the length of the axon which facilitates
depolarisation at the node of Ranvier and permits the spread of depolarisation
along the fibre to proceed at a greater speed. Additionally, since there is a
reduced flow of ions across the cell membrane, less metabolic energy Is
expended by the sodium-potassium pumps in restoring and maintaining ionic
concentration gradients. Conduction velocities for unmyelinated fibres are

typically around 1 m s and of the order of 10 m s™' for myelinated axons [2, 3].

Following the generation of an action potential, the neuron experiences a period
of reduced excitability known as the refractory period. The refractory period can
be divided into two consecutive time intervals, known as the absolute and
relative refractory periods. During the absolute refractory period, the neuron is

unable to generate an action potential even when a large stimulus is applied.
The absolute refractory period arises because voltage-gated sodium channels
remain in an inactivated state for a short time after the membrane has returned
to its resting potential, preventing the influx of sodium required to initiate an

action potential. Typically around 0.4 ms [2], the absolute refractory period
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places a fundamental limit upon the maximum rate of action potential

generation. The relative refractory period follows the absolute refractory period
and is the period of time during which an increased stimulus strength Is required
to generate an action potential. The relative refractory period occurs because
some sodium channels are still inactivated whilst the potassium channels
remain activated following repolarisation, thus impeding the net influx of positive
charge required to cause threshold depolarisation. The duration of the relative

refractory period is approximately four times that of the absolute refractory

period [11, cited in 5].

The peak depolarisation achieved during an action potential is determined
solely by ionic concentrations and the kinetics of membrane ion channels. The
magnitude of all action potentials in any given nerve fibre is constant,
regardless of the magnitudes of the stimuli which created them. This concept Is
known as the all-or-nothing principle. Therefore, the nerve is unable to
communicate information regarding the magnitude of a stimulus through
variations in the magnitude of the resulting action potential. Instead, stimulus
strength is encoded by the frequency of a series of action potentials. If a supra-
threshold depolarising stimulus is maintained following the generation of an
action potential, further action potentials will be generated until the stimulus Is

removed. Since large stimuli can generate these repeated action potentials
earlier in the relative refractory period than smaller stimuli, the interval between
action potentials will be shorter for large stimuli than for small stimuli. Hence,
large stimuli are represented by a high frequency series of action potentials,

while smaller stimuli are represented by a lower frequency sequence of action
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notentials. The number of action potentials generated is determined by both the

magnitude and the duration of the depolarising stimulus.
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1.2. Anaesthesia

Anaesthesia is a reversible state of reduced perception, in particular the
perception of painful stimuli. Anaesthesia is induced by the administration of
drugs and is commonly used to prevent physical discomfort to patients during
surgical procedures. There are two classes of anaesthetic drugs, local

anaesthetics and general anaesthetics, which differ in their effects and method

of action.

Local anaesthetics act by preventing the propagation of action potentials in the
peripheral nervous system [12, 13, 14]. Topical local anaesthetics are
administered by application to areas on the surface of the body, such as the
skin or mucous membranes. More commonly, a local anaesthetic drug iIs
injected into the body in the vicinity of the target nerve, from where it diffuses
into individual nerve fibres. Once inside the nerve fibre, the anaesthetic agent
blocks sodium channels, either by binding with receptors in the channel or by
physically blocking the pore. By blocking sodium channels, the influx of sodium
ions necessary to depolarise the nerve fibre is prevented and the nerve fibre is
unable to conduct action potentials. If the local anaesthetic drug acts upon a
sensory nerve, the nerve is unable to communicate information to the brain

which results in a reduced perception of stimuli.

In contrast, general anaesthetic drugs act upon the central nervous system [14].
General anaesthetics prevent the perception of stimuli by depressing brain

function and inducing unconsciousness in the patient. However, the precise
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method of action of general anaesthetic agents is not fully understood. General
anaesthetic drugs may be administered via an intravenous injection or may be

iInhaled in a gaseous form.

Anaesthetic drugs have traditionally presented a significant risk to patients, with
children and the elderly being most at risk from the undesirable side-effects of
these drugs [14, 15]. General and local anaesthetics both carry the risk of
inducing allergic reactions in patients. The administration of an injected local
anaesthetic is often uncomfortable and large doses may cause injury. Local
anaesthetic drugs also diffuse into the central nervous system, where they may
cause undesirable side-effects including drowsiness, convulsions or
cardiovascular effects. General anaesthetics are potentially hazardous since
they depress brain function and can prevent important protective reflex actions.
Depression of respiratory function and cardiac dysrhythmia are possible side-
effects of some general anaesthetic drugs. Additionally, it takes considerable
time for patients to recover from the effects of general anaesthesia and its use

is often precluded in patients who are intoxicated, are taking other medicines or

have recently eaten.

Due to the shortcomings and dangers of traditional anaesthetics, it is desirable

to discover a non-invasive method of inducing anaesthesia in patients without

the need for drugs. An ideal non-invasive anaesthetic technique would be safer

than anaesthetic drugs and could be operated by unskilled staff. In contrast to
anaesthetic drugs, an ideal method of non-invasive anaesthesia would provide

an Instant effect and have a short recovery time. By removing the need for a
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skilled anaesthetist and minimising the time taken for patients to recover from

the effects of anaesthesia, non-invasive anaesthesia could minimise the cost of

minor surgery.
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1.3. The Effects of Magnetic Fields on Biological Systems

The possible harmful effects on human health caused by exposure to
electromagnetic fields is a topic which has recently been the subject of much
media attention and public concern. Low frequency electric and magnetic fields,
particularly those produced by power transmission lines, and radio frequency
electromagnetic radiation, as generated by mobile telecommunications devices,
have all been subject to scrutiny. There is a growing body of evidence which
suggests that electromagnetic fields may have a diverse range of effects upon
biological organisms, including an increased likelihood of cancer, neurological
effects, and abnormal growth rate. This evidence is summarised in the review
article by Azanza and del Moral [16] and in the EMF Working Group Report
published by the National Institute of Environmental Health Sciences (part of the

United States National Institutes of Health) [17].

The research in this thesis is focused upon the effects of magnetic fields on
nerve function. Previous studies of the influence of magnetic fields on nerve
function can be broadly divided into two categories: those that study the effects

of static magnetic fields and studies of the effects of time-varying fields. The

effects of static magnetic fields on nerve conduction are of particular relevance

to this research.
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1.3.1. Effects of Static Magnetic Fields on Nerve Function

Research into the influence of static magnetic fields on nerve function can be
divided into three categories: theoretical studies, usually based upon a
consideration of microscopic phenomena such as membrane structure or the
motion of charge carriers in a magnetic field; laboratory studies of the effect of
an applied magnetic field on the properties of nerves or isolated neurons, either
in vitro or in vivo; or in vivo clinical studies, in which the ability of magnetism to
produce pain relief is assessed. Laboratory studies generally examine well-
defined and directly measurable properties of a single nerve or nerve fibre. In
contrast, the results of clinical studies are based upon loosely defined criteria,
such as a patient's perception of his/her pain. Furthermore, the biological
system under consideration in clinical studies is vastly more complex, since any
study which attempts to measure perception and sensation is indirectly

influenced by the central nervous system.
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1.3.1.1 Theoretical Effects

Several years before the effect of magnetic fields on nerve function became a
popular field of research, Labes published a hypothetical mechanism of
interaction between magnetic fields and biological systems [18]. The scope of
Labes’ article was not limited solely to the effects of magnetism on nerve fibres,
but has been frequently cited by researchers to explain magnetically induced
variations in nerve function. Labes noted research which had demonstrated that
liquid crystals could be oriented by an applied magnetic field and reports that
liquid crystalline material had been discovered in biological systems. He
suggested that these biological liquid crystals may be oriented by the presence
of a magnetic field, causing a change in the properties of the biological system.
Labes hypothesised that by this mechanism an applied magnetic field of at least

0.1 T may effect charge transport, mass transport and reaction rate within an

organism.

Liboff considered two theoretical methods by which an action potential in a
nerve fibre may be affected by an applied magnetic field [19]. The first
mechanism considered by Liboff was the Hall effect. The Hall effect describes
the phenomenon where a voltage, the Hall voltage, is produced by a change in

the direction of charge carrier motion under an applied magnetic field. Liboff
estimated that a magnetic field of approximately 2.5 x 10° tesla would be
required for the Hall voltage to be 1% of the amplitude of an action potential.
Clearly, generation of such a strong magnetic field is not currently possible and

it is doubtful that the small Hall voltage produced by a 2.5 kT field would have a
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significant effect upon nerve function. Liboff also examined the inductive effect
of a static magnetic field on current flow during the propagation of action
potentials. He concluded that significant inductive effects would only occur if the
distribution of current flow was considerably non-uniform over the circumference
of the nerve fibre. Liboff calculated that an applied flux density of 0.26 T would
result in a significant distortion to a perfectly asymmetric current flow, but much
larger fields would be necessary to affect a realistic flow of current with a

greater degree of symmetry.

Wikswo and Barach considered the possible effects of a distortion of ionic
currents caused by the Lorentz force in the presence of a magnetic field [20].
They calculated that a 24 T applied magnetic field would result in a 10%
deflection of ions, for typical nerve fibre parameters. However, this magnetic
field estimate must be treated with caution because the researchers did not
explain a mechanism by which this distortion in ion motion would cause a
physiological effect. Wikswo and Barach’s requirement of a 10% deflection of
ilon motion is highly arbitrary, therefore the magnetic field necessary to cause a
measurable change in nerve function may differ considerably from their

estimate of 24 tesia.

These theoretical considerations show a large variation in the estimates of
magnetic field required to influence nerve cells. Labes suggested that significant
physiological effects may occur in the presence of a relatively weak 0.1 T field,
Wikswo and Barach estimate that 24 T may be necessary to affect nerve

function, while Liboff considered that a field of at least 2.5 kT would be required
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to influence the nerve via the Hall effect. The real merit of these theoretical
estimates is to assist with the explanation of the experimentally observed

effects of magnetism on nerve function.
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1.3.1.2 Laboratory Studies

The earliest known investigation into the effect of magnetic fields on nerve
function was reported in 1879 by McKendrick, who placed a frog's leg onto the
insulated poles of a horseshoe electromagnet [21]. McKendrick observed that
contraction of the muscles of the frog’s leg, elicited by touching the sciatic nerve
with copper wire, occurred normally when the axis of the nerve was
perpendicular to the direction of the magnetic field. However, the excitability of
the nerve was reduced when it was aligned parallel to the magnetic field and

muscle contraction failed to occur as a result of nerve stimulation.

Schwarz performed several in vitro experiments upon lobster nerve in an
applied field of 1.2 T. In his first set of experiments, Schwarz aligned the
magnetic field in either a parallel or perpendicular direction with respect to the
nerve [22]. The nerve was exposed to the magnetic field for a period of 20 to 30
minutes. Schwarz measured the conduction velocity of the compound action
potentials which are produced by the summation of the individual action
potentials in each of the many nerve fibres that constitute the nerve. He
reported that the magnetic field had no significant effect upon the conduction

velocity of compound action potentials. Schwarz compared his results to those

of a similar study by Reno [23, cited in 22] in which a 1.16 T field had
significantly reduced the conduction velocity of frog nerve. Schwarz suggested

that his experiments may have failed to reproduce Reno’'s results due to
Inadequate temperature regulation, inhomogeneity of the applied magnetic field

or because of structural differences between frog and lobster nerves.
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In a second series of experiments, Schwarz performed voltage clamp
experiments on a lobster giant axon [24]. As with the first set of experiments,
the magnetic field was applied in two directions, either parallel or perpendicular
to the nerve fibre. Neuron resting potential, action potential amplitude and
membrane current during action potentials were found to be unaffected by the

presence of the magnetic field.

Edelman et al. measured the amplitude of the compound action potential of frog
nerves under an applied static magnetic field [25]. The researchers measured
no change in compound action potential amplitude when magnetic fields with
flux densities in the 0.1-0.7 T range were applied in a direction parallel to the
nerve. However, Edelman et al. observed that the amplitude of compound
action potentials slowly increased after 15-20 minutes of exposure to a similar
magnetic field applied in a perpendicular direction. The compound action
potential reached a stable maximum value after 45-60 minutes of exposure to
the magnetic field. When the magnetic field was removed, the amplitude of
compound action potentials gradually decreased but did not reach its original
amplitude. One suggested explanation of this phenomenon was a decrease In
the resistance of the fibres, causing an increased sodium current and resulting
In more nerve fibres contributing to the compound action potential. Alternatively,
Edelman et al. hypothesised that the threshold potential of the nerve fibres was

reduced by exposure to the magnetic field, again resulting in an increased

number of fibres contributing to the compound action potential.
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Gaffey and Tenforde also conducted in vitro experiments on frog nerves [20]. In
their first set of experiments they exposed the frog nerves to a 2.0 T magnetic
field, aligned in either a parallel or perpendicular direction with respect to the
nerve, for a four hour period. The researchers measured no significant effects
upon the amplitude or conduction velocity of compound action potentials in the
nerve. Additionally, they observed no change in the absolute or reiative
refractory periods of the nerve. In a second set of experiments, the excitation
threshold of the frog nerve was found to be unaffected by exposure toa 1.0 T
magnetic field aligned perpendicular to the axis of the nerve. Gaffey and
Tenforde suggested that the effects of a static magnetic field on nerve function

reported by Reno [23] and Edelman et al. [25] were experimental artefacts

caused by inadequate temperature regulation.

Hong et al. observed the in vivo effects of static magnetic fields on rat nerves
[27]. In this study, the researchers electrically stimulated the tail nerve of
anaesthetised rats and measured the resulting compound muscle action
potential (CMAP). Muscle fibres exhibit electrical excitability and, like nerve
fibres, are able to produce action potentials. The CMAP results from the
summation of action potentials produced by a number of individual fibres within
the muscle. Analysis of the CMAP gives an indication of the properties of the
nerve that innervates the muscle. In the first of their experiments, Hong et al.
exposed rat's tails to magnetic fields of up to 1.2 T for 60 seconds. They
measured no significant variations in amplitude of the CMARP or of the latency of
onset of the CMAP resulting from exposure to the magnetic field. In a second

experiment, the researchers applied submaximal stimuli to the tail nerve in
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order to produce submaximal compound muscle action potentials. The tail
nerve was exposed to magnetic fields of up to 1.2 T for 30 or 60 seconds. Hong
ef al. observed a significant increase in amplitude of the CMAP when the nerve
was exposed to fields greater than 0.5 T for periods longer than 30 seconds.
This infers that the excitability of the rat nerve was increased by exposure to a

magnetic field.

Hong et al. explained the increased excitability of the nerve by reference to an
earlier paper by Labes [18] in which it was suggested that molecules In
biological membranes may be oriented in the presence of a magnetic field. This
rotation is suggested to occur because the molecules possess diamagnetic
anisotropy, which causes them to align with an applied magnetic field. Hong et
al. speculated that rotation of the molecules causes an increase in membrane

permeability and thus an increase in the excitability of nerve fibres.

Hong also performed a similar series of in vivo experiments upon human nerves
[28]. He exposed human forearms and legs to 1 tesla magnetic fields for 15
seconds. Hong reported that the conduction velocity of action potentials was
unaffected by exposure to the magnetic field. However, Hong observed a
significant increase in the excitability of human nerves, indicated by an increase
in the amplitude of submaximally evoked compound muscle action potentials.
This supports the results of Hong et al.’s experiments on rat nerves [27]. As

before, Hong suggested that the increase in nerve excitability resulted from the

alignment of magnetically anisotropic molecules in nerve fibre membranes.
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Azanza and del Moral published several papers on the effects of magnetism on
snall neurons in vitro. They applied static magnetic fields of 0.116 and 0.26 T to

snall nerve cells, and observed that exposure to the field hyperpolarised the
membranes of the majority (86%) of neurons [29]. The excitability of these
neurons was inhibited as a result of this membrane hyperpolarisation. However,
a significant minority (14%) of neurons were excited by exposure to the
magnetic field. No neurons were reported to be unaffected by the magnetism.
The researchers attributed the effects of the magnetic field to an increase in the
concentration of free calcium ions in the intracellular fluid. The increase In
intracellular calcium ion concentration activates Ca®’-dependent-K*-channels,
allowing an influx of potassium ions which results in hyperpolarisation and
inhibition of the nerve cell. Azanza and del Moral accounted for the excitation of
some neurons by suggesting the magnetic field also causes in increase in the
extracellular concentration of free calcium ions. These calcium ions then diffuse
into the cell through nonspecific channels, causing depolarisation of the
membrane and subsequent excitation of the neuron. A similar study by Azanza

confirmed the results of the previous experiment [30].

Del Moral and Azanza proposed a model to explain the increase in intracellular
calcium ion concentration caused by the exposure of neurons to a static
magnetic field [31]. Using similar reasoning to that of Labes [18], they
hypothesised that the lipid molecules that compose the neuron membrane are

diamagnetically anisotropic. In a process they describe as ‘cooperative

superdiamagnetism’, clusters of membrane lipids rotate in order to align

themselves with an applied magnetic field. As a result of the physical motion of
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lipid molecules, calcium ions bound to the lipid molecules experience increased
electrostatic repulsive forces due to a reduced distance of separation from their
nearest neighbours. If the repulsive forces are sufficiently large, calcium ions
may be released into the intra- or extracellular solution from their binding sites
on the lipids. The extracellular calcium ions can then diffuse into the nerve cell,
further increasing the intracellular calcium concentration. Del Moral and Azanza
estimated that a field of the order of 1.4 T is required to cause such an effect, a

flux density comparable to the 0.26 T used in their experiments.

In another experiment by Azanza and del Moral, the frequency of action
potentials in spontaneously firing snail neurons in vitro was recorded as the
magnetic field was increased in the range 0.003-0.72 T [32]. They observed that
an increase in the applied magnetic flux density resulted in a decrease in the

firing frequency of the neurons. At a threshold of 0.57 T, spontaneous firing of

the nerve cell ceased. The researchers considered that these observations

were consistent with their model of increased intracellular calcium ion

concentration in the presence of a magnetic field [31].

A further study of snail neurons in vitro by Azanza and del Moral involved

measurement of the amplitude of action potentials as the flux density of an
applied magnetic field was increased from 0-0.7 T [33]. Azanza and del Moral
noted that the amplitude of the action potentials decreased as the applied flux
density was increased over the course of the experiment. They explained this
effect by suggesting that the Na,K-ATPase pump, which maintains the

concentration gradients of sodium and potassium ions across the cell

54



membrane, has anisotropic diamagnetic properties. The researchers suggested
that the Na,K-ATPase protein orientates under the magnetic field, in a similar
way to their previous model of membrane lipid orientation [31]. Azanza and del
Moral hypothesised that the efficiency of the protein in pumping sodium and
potassium ions was reduced by the orientation, thus allowing the membrane
concentration gradients to decrease over a period of time. The resulting
equalisation of intra- and extracellular sodium ion concentrations caused the

amplitude of action potential depolarisation, due to the influx of sodium ions, to

decrease.

Balaban et al. also studied the effects of magnetic fields on the function of snail
neurons in vitro [34]. The neurons were exposed to magnetic fields of 0.023,
0.12 or 0.2 T for 20 minute periods. In agreement with Azanza and del Moral
[32], they observed a significant decrease in the firing frequency of
spontaneously firing nerve cells. Furthermore, the input resistance of
spontaneously firing neurons was found to be decreased by exposure to the
magnetic field, while that of non-spontaneous neurons was found to increase.
The researchers considered that the dependence of the change in input
resistance on the type of neuron gave evidence of a genuine effect of the
magnetic field. Balaban et al. reported that removing the perineuronal glia from
the neurons removed the magnetic field’'s effect upon the input resistance of the

neuron. Therefore, the researchers suggested that the mechanism by which the
applied magnetic field influences nerve function is mediated by glial cells,

although the precise mechanism of action was unknown.
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Holcomb, MclLean and colleagues performed a number of experiments upon
cultured mouse sensory neurons in vitro. The researchers were testing the
efficacy of a proprietary magnetic device, Magna Bloc, designed to provide pain
relief by preventing the conduction of action potentials in nerve fibres [35]. This
device consisted of four alternating magnetic poles with a maximum flux density
of 10 mT. McLean et al. found that exposure to the magnetic device reversibly
inhibited the propagation of action potentials in sensory neurons [36, 37). The
researchers also reported that a similar array of four alternating poles, but with
much smaller physical dimensions and a flux density of 1 mT, induced a similar
failure of action potentials. The resting potential and input resistance of the
neurons were unaffected by the magnetic field. The effectiveness of these
devices was found to reach a maximum after 200-250 seconds of exposure and
nerve function returned to normal 400-600 seconds after the magnetic field was

removed.

They compared the effectiveness of these devices to those of an array with four
magnetic poles of the same polarity and 35 mT flux density; an array with two
magnetic poles of alternating polarity and 28 mT peak flux density; and a single
magnet of 88 mT flux density. McLean et al. reported that the array of four like
poles reduced action potential propagation to a lesser extent than an array of
four alternating poles, but the dipolar and monopolar arrays did not significantly
reduce the firing of action potentials. The researchers concluded that the spatial
gradient of the magnetic field, which was greatest for the arrays with four

magnetic poles, was more important than the absolute value of the applied

magnetic field [36, 37, 38].
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McLean et al. suggested a number of possible explanations for the blockade of
action potentials in an applied magnetic field, including conformational changes
to voltage-gated sodium channels, a modulation of ion channel activity through
changes to phosphorylation of the channels, altered lipoprotein interactions or

the creation of interfering ionic flow patterns around the membrane [36, 37].

A summary of the results of experimental studies on the effects of static
magnetic fields on nerve function is presented in Table 1.2. Although some
research has concluded that magnetic fields have no observable influence on
nerve cells, a considerable number of studies have presented convincing
evidence to the contrary. A wide variety of effects on nerve function have been

reported, occurring over a large range of applied magnetic flux densities from 1

millitesla to 2.0 tesla. Clearly, there is no consensus on the interaction between

magnetic fields and the nervous system and this is an area worthy of further

research.
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1.3.1.3 Clinical Studies

One of the earliest clinical studies of the use of magnetism for pain relief was
published by Hansen in 1938 [39]. Some of Hansen's experiments involved the
application of a magnetic field directly to the site of the pain and show no direct
evidence of an interaction between magnetism and the nervous system.
However, patients suffering from sciatica reported pain relief when the poles of
an electromagnet were moved along the course of the sciatic nerve and spinal
column for a period of between two and fifteen minutes. Although the conditions

of this trial were not carefully controlled, Hansen was convinced of the ability of

magnetic fields to provide pain relief.

Possibly the most striking effect of an applied magnetic field on nerve function
was reported by Becker in the autobiographical account of his career studying
bioelectrical phenomena [40]. Becker exposed an entire salamander to a static
magnetic field and measured its electroencephalogram (EEG) whilst increasing
the applied flux density from zero to 0.3 tesla. In an applied magnetic field of 0.2
T, delta waves appeared in the EEG. Delta waves are low frequency, high
amplitude fluctuations in brain activity which correspond to the deepest stages
of sleep and are not normally measured during wakefulness {41]. Under an
applied magnetic field of 0.3 T, the salamander's EEG was entirely composed
of delta waves and the animal was reported to be “motionless and unresponsive
to all stimuli.” When the magnetic field was removed, the EEG returned to

normal and the salamander quickly regained consciousness. Becker considered
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this to be a discovery of “the best possible anaesthetic, allowing prompt

recovery with no side effects.”

Becker proposed that the magnetic field affected the salamander's nervous
system by means of the Hall effect. Based on earlier research by Szent-Gyorgyi
[42, cited in 40], Becker suggested that a semiconducting current exists in the
nervous system in which charge is carried by the motion of electrons through
long chains of protein molecules. Owing to their high mobility, these electrons
experience a significant deflection in an applied magnetic field. Becker
considered that deflection of the electrons stopped the semiconducting current,

resulting in the loss of consciousness experienced by the salamander.

Despite the huge potential for clinical use of such a dramatic non-invasive
anaesthetic effect, this experiment does not appear to have been published in
any journals. Furthermore, no reports of independent research reproducing
these experimental results were found in a literature search. Therefore, this

report of a magnetically induced anaesthetic effect in salamanders must be

viewed with some scepticism.

A randomised double-blind clinical trial by Vallbona et al. examined the use of a
proprietary magnetic field device for pain relief [43]. The magnetic device,
marketed as Bioflex magnets, consisted of permanent magnets with flux
densities of 30 mT or 50 mT, arranged in concentric circles with alternating
magnetic polarity. Vallbona et al. observed that application of the magnets over

pain ‘trigger-points’ significantly reduced pain in patients suffering from
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postpolio syndrome. The researchers could not explain the mechanism by
which the magnetic field provided pain relief, but speculated that the effect may
be due to a change in pain receptors, a change in the response of the central
nervous system to pain perception or a release of enkephalins
(neurotransmitters with an analgesic effect). Vallbona et al. did not comment on
the possibility of a magnetic effect upon nerve excitability or the conduction of

action potentials in afferent nerves.

Holcomb et al. [44] and Segal et al. [45] conducted clinical trials on the pain
relieving ability of a different proprietary magnetic device, the Magna Bloc [35].
Magna Bloc is the quadrupolar magnetic device which was described in Section
1.3.1.2 and was demonstrated to reversibly reduce the propagation of action
potentials by MclLean et al. [36, 37]. In a randomised double-blind placebo-
controlled crossover study, the magnetic field significantly reduced pain of the
lower back and knee [44]. In a pilot study with no placebo control, Magna Bloc

was found to significantly reduce arthritic pain of the knee [43].

Collacott et al. conducted a randomised double-blind, placebo-controlled
crossover study on the effects of magnetism on low back pain [46]. The
magnetic devices used in the study consisted of triangular magnetic poles of

alternating polarity and 0.03 T flux density. The magnets were placed over the

lower back for 6 hour periods over the course of 3 days. Collacott et al. reported

that the magnets did not significantly reduce pain.
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As in the laboratory experiments on the effects of static magnetic fields on
isolated nerves and neurons, there is no consensus on the ability of magnetic
fields to provide pain relief. However, there are sufficient reports of pain relief

resulting from exposure to static magnetic fields to warrant further investigation.
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1.3.2 Effects of Time-Varying Magnetic Fields on Nerve Function

The most popular area of research on the effects of time-varying magnetic fields
on nerve function is the investigation of magnetic stimulation. Clinical practice of
magnetic stimulation involves the use of a rapidly changing magnetic field to
iInduce electric fields within the body. Faraday's law of electromagnetic induction

[47] states that the electromotive force, E, induced in a conductor by a changing

magnetic field is equal to the rate of change of magnetic flux, ¢, with respect to

time, £, i.e.:

dg
E =% 1.3
dt (1.3)
The electromagnets used in clinical magnetic stimulation typically generate a
peak magnetic flux density of 2 tesla over a period of 100 microseconds [48].
The resulting induced electromotive force (EMF) causes ionic currents to flow

within the body and action potentials are generated by nerve fibres if these
currents are sufficient to cause a threshold depolarisation of nerve cell
membranes. These nerves are said to be magnetically stimulated. The
frequency of stimulating pulses ranges from 30 Hz to less than 1 Hz. The
maximum stimulating frequency is limited by heating of the electromagnetic coit
and the time taken to charge the large capacitors which are necessary to deliver

large currents (~5 kA) through the coil.

The first research into the effects of induced currents in the nervous system

appears to have been conducted by McKendrick in 1879 [21]. McKendrick used
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an electromagnet to induce a current in a frog sciatic nerve in vitro and
observed the contraction of the frog’s leg muscles. Early observations were also
made by d’Arsonval (in 1896) and Thompson (in 1910), who both reported

visual disturbances when electromagnets were used to induce currents within

the brain [49].

Research into the use of magnetic stimulation for clinical purposes was
pioneered by Polson, Barker, Freeson and Jalinous, who published the first
clinical results of stimulation of the peripheral [50] and central [51] nervous
systems. Magnetic stimulation is commonly used as a painless, non-invasive
tool for diagnostic purposes and for research into brain function [48].
Furthermore, there have been clinical studies of the use of magnetic stimulation
for pain relief, which will be discussed in Section 1.3.2.1. The mechanism of
magnetic stimulation is well understood and there is not the same quantity of

conflicting experimental evidence as there is for the effects of static magnetic

fields on the nervous system.

There are very few reports of the effects of time-varying magnetic fields on
nerve function that are unrelated to the topic of magnetic stimulation. Ueno et
al. studied the effects of magnetic fields in the 5 Hz — 20 kHz frequency range
on lobster giant axons in vitro [52]. The researchers exposed the lobster nerve
fibres to sinusoidal fields with flux densities of 0.1 — 1.2 T in directions either
perpendicular or parallel to the axon for 5 second intervals. Ueno et al. reported
that the refractory period of the nerve fibre and the amplitude, shape and

conduction velocity of action potentials were unaffected by the magnetic field.
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Azanza and del Moral observed the effects of a 50Hz sinusoidal field with flux
density in the 1-15 mT range on snail neurons in vitro [53]. They reported that
synchronous firing of action potentials was observed in some neurons when the
applied flux density was approximately 7 mT. In a separate study, Azanza and
Calvo examined the effect on snail neurons of varying the magnitude of an
applied 50Hz magnetic field in the 1-15 mT range [54]. They reported that
increasing the applied flux density caused either excitation or inhibition of the
spontaneous activity of the neurons, with the response dependent upon the
individual neuron being tested. In both experiments, it was suggested that this
response was due to the activation of Ca*’-dependent-K*-channels, resulting
from an increase in the intracellular concentration of calcium ions. The model to
explain the release of calcium ions in an applied magnetic field was previously

described in Section 1.3.1.2 and reference [31].
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1.3.2.1 Use of Magnetic Stimulation for Pain Relief

Magnetic stimulation has gained popularity as a technique for diagnosis and
research. There have also been clinical studies of the use of magnetic
stimulation, either of the central or peripheral nervous systems, to provide pain
relief. One such study is that conducted by Migita et al., who reported the
results of a trial of transcranial stimulation on two patients suffering from pain
due to a central nervous system lesion [55]. The researchers observed that one
patient received noticeable pain relief following exposure to 200 stimulating
pulses (of unspecified frequency or magnitude), with the duration of this pain

relief lasting for over an hour. In contrast, the second patient received no pain

relief from magnetic stimulation.

Amassian et al. reported pain relief as a result of magnetic stimulation of the
brain [56]. Muscle pain was induced by arresting circulation to the arms of five
healthy volunteers. Ten stimulating pulses at 20 Hz were applied and four
patients reported pain relief within a few seconds of stimulation. The pain

recurred 30-35 seconds after stimulation had ceased. One patient did not

experience pain relief.

In a larger clinical trial, Ellis investigated the analgesic effects of magnetic
stimulation in ten patients suffering from chronic pain [67]. The site of the pain,
rather than the brain, was stimulated with a 1.45 T field at a frequency of 10-45
Hz for a period of 10 minutes. A significant reduction in pain was reported, with

pain relief lasting for 8-72 hours in most cases. Pain relief was experienced for
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over four months by one patient. Ellis hypothesised that chronic pain was
caused by the dysfunction of neural networks and that eddy currents produced

by magnetic stimulation helped to restore their normal function.
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2. COMPUTER SIMULATION OF NERVE FIBRES

A computer simulation of a mammalian nerve fibre was developed to assist with
the evaluation of possible methods of inducing non-invasive anaesthesia.
Simulation provides a simple method to assess the feasibility of hypothetical
techniques, before performing more complex and time-consuming in vivo or in

vitro experimentation.

2.1. Axon Modelling

In 1976, McNeal [1] published the first model of a myelinated axon in the
presence of an extracellular electric field. Although other, more anatomically

detailed, models have since been developed, McNeal's model remains at the
heart of much current research due to its simplicity and accuracy in predicting

the excitation of real nerve fibres. Figure 2.1 shows the equivalent circuit for a

myelinated axon, as developed by McNeal.

As suggested by Hodgkin and Huxley [2], the excitable membrane at the nodes
of Ranvier (hereafter referred to simply as ‘nodes’) is represented by a parallel
conductance and capacitance. The membrane conductance, G, represents the
combined effect of the passage of ions across the membrane through voltage-

gated sodium and potassium channels and leakage channels. The ionic current

density (i.e. the ionic current per unit area) in the membrane conductance at

node n is denoted by i;,.
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The membrane capacitance, C,, represents the separation of ionic charge
across the membrane. The lipid bilayer that constitutes the membrane is
extremely thin, with a thickness of approximately 2 nm [3], and has a
reasonably large capacitance per unit area of 2 uF cm™ [4]. The membrane
capacitance for an axon of diameter d, with nodes of length / and capacitance
per unit area c,, is calculated from:

Cm = Cm. .01 (2.1)

Each node is connected to two adjacent nodes by an internodal (axoplasmic)
conductance, G,, which represents the conductivity of the intracellular fluid. The
internodal conductance for an axon of diameter d, internode length L (i.e. length

of the myelinated region between adjacent nodes of Ranvier), with an

Intracellular medium of resistivity g is given by:

2
G, =™ (2.2)
4p.L

The intracellular potential at node n is denoted by V,,, whilst the extracellular

potential at node n is indicated by V, ,.

To analyse the equivalent circuit of the axon, consider the flow of currents into

node n. The current at node n has three components: a capacitive component
due to the accumulation of charge at the membrane surface, an ionic
component due to the passage of ions through the membrane and an axial
component due to conduction along the length of the fibre through the
axoplasm. Kirchoff's current law, which states that there is no net current into

any node, gives:
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d(Vip - Ven)

C. = + iin + GV, =V, )+Ga(V,, - i) = 0 (2.3)
Capacitive lonic Axial component
component component

To simplify analysis, the ‘reduced potential’ at node n, V,, is introduced. This is
defined as the potential difference across the membrane minus the resting

potential and is evaluated by:

V,=V, -V, -V (2.4)
Rearrangement of (2.4) yields:

V., =V, +V, +V,, (2.95)
Substituting (2.5) into (2.3) gives:

oy e s Gy ((Vy +V, Vi )= (Vi +Vi 4V ) 29

+ Ga ((Vn + Vr + Ve,n ) - (Vn+1 T Vr + Ve,n+1 )) =0
which can be simplified to:
av, .

Cm ' Ldt + If,n T Ga(_vn-f t 2Vn - Vn+1 _ Ve,n—f T 2Va,n o e,n+1) =0 (27)
Rearrangement of (2.7) results in:

dvn . Ga (Vn—T o 2Vn + Vn+1 T Ve,n—1 o 2Ve,n + Ve.n+1 ) _ i:‘,n (28)

dt ) - c.

m

Equation (2.8) is the fundamental differential equation used in the modelling of

axon stimultlation.
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The ionic transmembrane current is calculated via empirical equations, derived
from ‘voltage-clamp’ or ‘patch-clamp’ experiments on axons in vitro, such as the
Frankenhaeuser-Huxley equations for frog nerve fibres [4] as utilised by
McNeal. However, the Frankenhaeuser-Huxley equations are unsuitable for the
simulation of mammalian fibres for two reasons. Firstly, parameters in the
Frankenhaeuser-Huxley equations were determined at a temperature of 20°C, a
temperature significantly lower than human body temperature (37°C). Several of
these parameters are strongly temperature dependant and although
temperature compensation is possible for some parameters, the temperature
disparity remains a source of error. Secondly, there is a significant difference in
methods of membrane repolarisation for frog and mammalian axons. As
previously mentioned, repolarisation following an action potential occurs in
mammals via the passage of unspecific ions through leakage channels with a
small contribution to repolarisation from the efflux of potassium ions. This
contrasts with frog axons, which repolarise due to a large flow of potassium ions
out of the cell and a relatively small leakage current. These fundamental
dissimilarities suggest that a set of equations derived from experiments on
mammalian nerve fibres are required for the accurate modelling of ionic

currents in human nerve fibres.

Sweeney et al. [5] used the equations for rabbit nerves published by Chiu et al.

[6] which, although requiring compensation for temperature due to their
derivation at 14°C, do account for the relative importance of leakage currents.

The Schwarz-Eikhof equations [7] for rat axons, utilised by Rattay et al. [8] and
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Frins et al. [9], account for both mammalian body temperature and the large

leakage current which occurs during repolarisation.

The total ionic membrane current density, i, is the sum of the sodium current
density, in,, potassium current density, i, and the leakage current density, i

i = ing + ik + i) (2.9)

The Schwarz-Eikhof equations describing the ionic current densities are:

EF< [Na] —[Na] exp® /"’

ing = P'yy mh—— 4 - 2.10

Na Na RT 1_expEF/RT ( )
. o 2 EF? [K], ~[K] expt/RT

I =P’ n T 7-—expEF/RT (2.11)
L = G[_(Vn - VL) (212)

where E, the membrane potential, is the potential difference across the

membrane and is defined as:

E = Vi,n_ Ve,n — Vn + Vr (213)

The variable m is called the sodium activation parameter and represents the
probability of a sodium channel being in the ‘open’ state. When considering an
area of membrane which has several sodium channels, the sodium activation
parameter represents the proportion of sodium channels that are activated.
Hence, the sodium activation parameter has a value between zero and unity.
Parameter h is known as the sodium inactivation parameter and the probability
of the sodium channel being inactivated is (1 - h). The combined effect of
parameters m and h determines the permeability of the membrane to sodium

lons. Similarly, n is known as the potassium activation parameter and
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represents the probability of activation of potassium channels. Potassium
channels are unable to become inactivated and there is therefore no potassium
iInactivation parameter. The activation and Inactivation parameters are

described by the equations:

IM_ (1=m)+ - (2.14)
dt
dh

_ _ .. 2.15
df a,(1-h)+ B, -h ( )
gﬂ—a (1-n)+ B -n 2.16
at " " (2.16)

where am, fGn, an, fh, an and f, are rate constants, calculated using the

empirical equations:

S 1.87(V -2541) 5 - 3.97(21-V) (2.17)
i (25.41-V " " 'V - 21 '
1_6Xp\ 6.06 1= %P ~g 41
. \ V.
. =_"0'55(V+27'7_4_)_ B = 22.6 518
& (V +27.74) " 56 -V (2.18)
1—-exp 9.06 1+ exp Y
\ - / :
_ 0.13(V-35) - 0.32(10-V)
T (35-V" fn = V-10° (2.19)
1—exp 1—exp
. 10 10

For a resting membrane dm/dt is equal to zero, therefore the initial value of the

sodium activation parameter, myp, can be calculated using:

74
m, = L
0 a, + [ (2.20)

Similar equations are used to evaluate hy and ny.
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Equations (2.10) and (2.11) show that the ion channel activation and
Inactivation parameters serve to adjust the membrane permeability constants
from their maximum values of P'y; and P’k for sodium and potassium channels
respectively, to the permeabilities observed at any given voltage, Pns and Pk

Pna = P'namh (2.21)

Py = 'an (222)

Hence equation (1.2), the Goldman equation for the membrane resting potential
can be restated in terms of the maximum permeabilities and the resting values

of the activation and inactivation parameters:

y - RT P ng -[K], + Py, mgh, -[Na],
- F  P.nZ-[Kli+P', mh,-[Na]

(2.23)
In equation (2.12), the leakage channels are modelled by an ohmic
conductance, G., and a leakage potential, V.. The leakage conductance for an
axon of diameter d, node length / and leakage conductance per unit area of g,

IS calculated from:

G.=g.zd.l (2.24)

VL is adjusted to a value which gives no net transmembrane current when the
membrane is in the resting state. Perturbations in the membrane potential

cause variations in the potential difference across the leakage conductance,
thus causing variations in the leakage current. There are no activation or

Inactivation parameters associated with leakage channels since leakage

channels are not voltage-gated.
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The ionic currents in every node of a real axon obey a set of differential
equations such as the Frankenhaeuser-Huxley or Schwarz-Eikhof equations.
McNeal approximated this situation by incorporating a single node, the so-called
excitation node, which obeys the Frankenhaeuser-Huxley equations ang
modelling the membrane at all other nodes with an ohmic conductance. The
excitation node was assumed to be the node which experiences the largest
stimulus and this situation allows the determination of the threshold stimulus
required to initiate an action potential. The limitation of this approximation is that
the propagation of an action potential can not be simulated. This is because the
large non-linear changes in membrane conductivity which occur during an
action potential are not incorporated in nodes other than the excitation node,
hence these nodes are unable to generate action potentials. Reilly et al. [10]
published their ‘spatially extended non-linear node’ (SENN) model in which
several adjacent nodes obey the Frankenhaeuser-Huxley equations, allowing
the propagation of action potentials. The incorporation of several non-linear
nodes in the SENN model requires significantly more computational effort than

McNeal's original model.

McNeal used the symmetry of the equivalent circuit of Figure 2.1 to simplify the
model of the nerve fibre, by assuming the applied extracellular electric field was
symmetrical about the non-linear excitation node which was designated as node
zero. The choice of a symmetrical extracellular field infers that each of the terms
Vi, Ve,n@nd i, are equal for nodes n and —n (i.e. Vo= V., Ven = Ve nand ij, =
li-n). This simplification is particularly useful when several non-linear nodes are

considered and almost halves the required computational effort. However, this
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simplification is only appropriate for the consideration of simple configurations of

stimulating electrodes that possess symmetry.

Another simplification employed by McNeal was to restrict the length of the
model used. McNeal demonstrated that truncation of the model to just eleven
nodes produces results accurate to better than 0.2 percent for a 1 ms
stimulating pulse. Of these eleven nodes, only six require calculation since
voltages and currents at the remaining five nodes can be derived from the

symmetry about the excitation node.

The aim of McNeal's model was to determine the threshold stimulus required to
initiate an action potential. The stimulus was assumed to be a point current

source and the extracellular potential at node n, a distance of r metres from the
current source in a homogeneous isotropic extracellular medium of resistivity o
Is calculated by:

V. = Pl
4

(2.25)

where [/ is the stimulus current. Current flow towards the electrode, and hence
out of the neuron, is assumed to be positive and it is assumed that the presence
of the fibre has no effect on the extracellular field. Although each node has a
finite area, it is assumed that the extracellular potential is constant over the
entire nodal area and the distance r is taken as the distance from the current
source to the centre of the node in question. Complex electrode arrangements

may be modelled by the superposition of point current sources.
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McNeal assumed that the myelin sheath was a perfect insulator with zero
capacitance, despite published research in which the resistivity and capacitance
of myelin have been quantified as 290 MQ mm and 1.6 pF mm™ respectively in

the case of frog axons [11]. The extra computational effort required to account
for the resistance and capacitance of the myelin was considered by McNeal to
be unjustified. Neglect of these parameters is a feature of most published work

based upon the McNeal model.

Simulation of an unmyelinated nerve fibre is also possible by means of a slight
variation on McNeal's model [8]. In the case of an unmyelinated axon, the
parameters G,,, C,, and G, refer to an element of length Jx and the membrane
is assumed to have a non-linear conductance along its entire length. The axon
is simulated by consideration of these discrete elements and numerical
convergence is achieved as the element length dx approaches zero. Since

simulation of an unmyelinated fibre involves calculation of ionic currents for a
large number of small membrane elements, simulation of a given length of
unmyelinated fibre requires considerably more computational effort than for the

same length of myelinated fibre.
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2.2. Development of a Simulated Nerve Fibre

McNeal's model of a nerve fibre in an extracellular electric field was used as the
basis for the computer simulation of an axon. A multiple non-linear node model
was developed, with the Schwarz-Eikhof equations [7] describing the ionic
current at every node. A model with a large number of non-linear nodes allows
the propagation of action potentials along the length of the axon and, whilst
requiring more computational effort, prevents inaccuracies arising from the

approximation of nodes by an ohmic conductance.

Since Schwarz and Eikhof did not provide all the parameters necessary for
simulation, the parameters were adjusted as suggested by Frijns et al. [9].
Schwarz and Eikhof published the absolute values of ionic permeabilities, Pk
and Pp,, and leakage conductance, G;, without stating the diameters of the
fibres used. Frijns et al. estimated the fibre diameter from the conduction
velocities of the action potentials presented by Schwarz and Eikhof and
converted the ionic permeabilities and leakage conductances into the

appropriate values for a unit area of membrane. Frijns et al. corrected the
internodal resistivity, o, to a realistic value for 37°C since Schwarz and Eikhof

only published the value of this parameter at 20°C. The experiments of Schwarz

and Eikhof were performed in an extracellular medium composed of Ringer's
solution, therefore Frijns et al. substituted the typical mammalian extracellular

lonic concentrations published by Guyton [12].
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McNeal and Frijns et al. made several assumptions regarding the geometry of
nerve fibres in order to simulate fibres of arbitrary diameters. Following
Goldman and Albus [13], it was assumed that the ratio of axon diameter (the
diameter of the axon's membrane) to fibre diameter (the external diameter of
the myelin sheath) was 0.7. As suggested by Hursh [14] and Dodge and
Frankenhaeuser [15], the ratio of internodal length to fibre diameter was

assumed to be 100. These geometric relations allow parameters for a unit area

of membrane or unit fibre diameter to be converted to an absolute value for a

fibre of given diameter. Each node of Ranvier was assumed to have a constant
length of 1 um for all fibre diameters. The independence of node length upon

fibre diameter was reported by Dodge and Frankenhaeuser [15] and infers that

the area of the node of Ranvier is proportional to the fibre diameter.

Additionally, Frijns et al. calculated the resting potential of the membrane using
the Goldman equation (equation (2.23)), to reflect the actual values of ion
concentrations and membrane permeabilities used in the simulation. In
previously published models of nerve fibres, the axon was assumed to have a

fixed resting potential of 70-80 mV regardiess of the actual ionic compaositions

or membrane properties used elsewhere in the simulation.

The simulation which was implemented is largely based on the so-called SEF
model published by Frijns et al. The ionic concentrations used in the simulation
are presented in Table 1.1 (Section 1.1.2), whilst other simulation parameters

are summarised in Table 2.1.
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T

Parameter Value Unit
' Membrane capacitance per unit area (Cnm) | 2 | uF cm™
 Leakage conductance per unit area (9¢) 1 72.8 'mS cm™?
- Maximum value of potassium permeability constant [2x 107 ‘cm s
(P'k)
Maximum value of sodium permeability constant '51.5x10% {cms'
(P'Na)
Absolute Temperature (T) } 31015 |K |
Resistivity of intracellular medium (o)) 0.3 kQcm |
Resistivity of extracellular medium (o) 0.07 | kQ cm

Table 2.1  Simulation parameters

The most important difference between the simulation presented here and the
models of McNeal and Frijns et al. is that this simulation uses an asymmetrical
fiore model. Previous models of nerve fibres assume the stimulus to be
symmetrical about the excitation node, thus allowing a significant reduction in
the computational effort required since the calculation of ionic currents is only
necessary for half of the nerve fibre. However, it was considered to be
undesirable to restrict this simulation to the consideration of symmetrical stimuili.
Therefore intracellular and extracellular voltages and the resulting currents are
calculated for each of the nodes in the simulation. This situation significantly
Increases the flexibility of the model, allowing the simulation of arbitrary
electrode arrangements at the expense of an almost twofold increase in

computational effort.

The number of nodes to be simulated was dependent upon the stimulus under
Investigation and was chosen to be sufficiently large so that the effect of the

boundary conditions could be neglected. For a model composed of z nodes, the
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boundary nodes will be nodes zero and (z - 1). Boundary conditions ot zero

extracellular potential and zero reduced potential were applied at these nodes,

l.e.:
Vern=0 forn=0andn=(z-1) (2.26)
V, =0 forn=0andn=(z-1) (2.27)

This infers that the intracellular potential is equal to the resting potential at the
boundary nodes. Since the resting potential is constant, the intracellular
potential is also constant. Therefore, the boundary nodes are permanently
maintained at the resting potential and are unable to generate action potentials.
The presence of these boundary conditions will introduce inaccuracies since,
from equation (2.8), the values of Ve, and V, affect the rate of change of the
reduced potential at the adjacent nodes. In practice, this causes the magnitude

of propagated action potentials to decrease as the boundary node is

approached. The length of the simulated axon was adjusted so that the
presence of the boundary nodes had negligible effect upon sites of interest

along the axon, such as the node where the action potential is initiated.

Numerical evaluation of equation (2.8) was achieved with a first-order method
with a fixed step size. It was demonstrated that a step size of 0.1 pus produced

sufficiently accurate results.

The simulation software was written in C, allowing portability of the code
between various hardware platforms and operating systems. The software

allowed the graphical display and animation of membrane potentials.
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2.3 Discussion

The computer simulation of a nerve fibre has been demonstrated as a useful
tool with which the feasibility of the hypothetical techniques of non-invasive
anaesthesia proposed in Chapters 3 ahd 4 can be predicted. Since the
simulation is based on data for rat neurons, it does not provide a truly accurate
description of the human axon. The Schwarz-Eikhof equations for rat axons do
account for several properties of human nerve fibres such as the relative
importance of the leakage current during repolarisation and human body
temperature of 37°C. Frankenhaeuser and Huxley's equations describing the
ionic currents in frog axons have been frequently used to predict human nerve
function, despite not accounting accurately for either leakage currents or body
temperature. Similarly, the equations for rabbit axons published by Chiu et al.
have been applied to the human nervous system yet do not account accurately
for body temperature. Although the use of the Schwarz-Eikhof equations to
model human neurons is not without precedent [9], the dissimilarities between

human and rat nerve fibres remain a source of inaccuracy.

Eight years after the publication of his equations for rat neurons, Schwarz,
together with Reid and Bostock [16], published a series of empirical equations
which describe the ionic membrane currents in human nerve fibres. These
equations show that the ion channel kinetics in human and rat axons are
reasonably similar, although human potassium currents were shown to consist
of three components, namely a ‘slow’ component and two ‘fast’ components.

The resultant effect of the two fast potassium components is similar to that of
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the single potassium component found in rat nerve fibres and has a relatively
small effect in comparison to the sodium and leakage currents. The slow
component of the potassium current has little effect other than to limit the rate at
which action potentials are generated when the nerve is exposed to prolonged
stimuli. A limitation of the human equations published by Schwarz et al. is their
derivation at 20°C. Therefore, simulation of a human nerve fibre at body
temperature will require temperature compensation of some parameters, which

will introduce a source of inaccuracy into the simuilation.

Schwarz et al. did not provide values for all the parameters required for
simulation. This situation was addressed by Wesselink et al. {17] who published
estimates for these absent parameters. However, Wesselink's paper was
published after the simulation based on the Schwarz-Eikhof equations had been
developed and used for some time. Therefore it was decided to continue using
a simulation based on rat axons. This decision is partially justified by the
uncertainty regarding the effects of temperature compensation on Schwarz et

al.’s equations for human nerve fibres.

The popularity of McNeal’'s model for the simulation of nerve fibres appears
undiminished, despite the publication of ‘distributed parameter’ models which
incorporate a greater level of anatomical detail, such as that of Halter and Clark
[18]. The complexity of distributed parameter models requires a great deal
computational effort, therefore most current research utilises models based on
that of McNeal. This precedent was followed, hence the computer simulation

which was developed for this research is also based on McNeal's model.
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A source of inaccuracy in the implementation of the simulation arises from the
use of a first-order method, Euler's method, in the numerical solution of
differential equations. Despite its computational simplicity, Euler's method is
Inaccurate in comparison to higher order methods for any given step size [19].
However, when used with a sufficiently small step size, the computational

accuracy of Euler's method is adequate for the purposes of this simulation.

In conclusion, although all known methods by which human nerve fibres can be
modelled have inherent limitations, the simulation which has been developed
provides a useful means by which the properties of nerve fibres can be studied.
The simulation accounts for many of the properties of real human axons and
allows the evaluation of non-invasive anaesthesia techniques to a reasonable

level of accuracy without the need for in vivo testing.
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3. NON-INVASIVE ANAESTHESIA BY A ROTATING

MAGNETIC FIELD

Two hypothetical methods by which non-invasive anaesthesia may be achieved
were investigated. The first non-invasive anaesthetic technique, described In
this chapter, was proposed and patented by an orthopaedic surgeon and had
received backing from companies within the healthcare industry. The research
group was Invited to evaluate the electrical engineering aspects of this
technique and to refine the system in order to produce the desired non-invasive
anaesthetic effect. This project proved to be the starting point for the larger

body of research documented in this thesis.

3.1 Blocking of Action Potentials with an Extracellular Electric Field

The application of an extracellular electric field to prevent the conduction of
action potentials in nerves has been the subject of much research. A variety of
methods in which electrical stimuli, applied by electrodes placed in the
extracellular region, may be used to block action potentials have been
Investigated. Unfortunately, a perfectly safe technique has yet to be discovered.
DC blocking stimuli cause bodily tissue to be electrolysed whilst the application
of AC stimuli, where the frequencies used are generally in the range of 2-20
kHz, has been shown to cause damage to the nerve due to hyperactivity [1].
The requirement to place stimulating electrodes within the body is particularly

undesirable and makes these techniques unsuitable in many clinical situations.
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One way in which the conduction of action potentials along a nerve may be
prevented is to hyperpolarise its constituent nerve fibres. In the hyperpolarised
state, the intracellular region of a nerve cell contains more negative charge than
when in the resting state and thus the membrane potential of a hyperpolarised
neuron is more negative than the neuron’s resting potential. The result of
hyperpolarisation is that a stimulus of greater magnitude is required to produce
threshold depolarisation of the nerve fibre. Since the amplitude of action
potentials is determined solely by ionic concentrations and ion channel gating
kinetics, the amplitude of action potentials in any particular nerve fibre is unable
to vary. Therefore, propagating action potentials are unable to cause a
threshold depolarisation of the hyperpolarised regions of the nerve fibre. Thus,
the excitation of adjacent areas of membrane which is essential to allow the
action potential to propagate is prevented and action potentials attempting to

propagate through the hyperpolarised region are blocked.

The aim of the hypothetical non-invasive anaesthesia technique considered in
this chapter is to block action potentials by hyperpolarising a small region of a

nerve fibre via the use of a rotating magnetic field.
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3.2. Use of a Rotating Magnetic Field to Hyperpolarise Nerve Fibres

The mechanism by which it is was hypothesised that an anaesthetic effect could
be produced, as explained in the patent application [2], is presented in this
chapter. At this point, no judgements will be made regarding the feasibility of the

technique.

The proposed apparatus for producing hyperpolarisation of nerve fibres is
llustrated in Figure 3.1. The apparatus consists of two cylindrical permanent
magnets, aligned so that the north pole of one magnet faces the south pole of
the other. The two magnets share a common axis and are able to rotate in the
same direction and with the same angular velocity about this axis. Rotation is
achieved by an electric motor connected to a drive shaft on each magnet. A

small separation exists between the magnets into which a conductor, potentially

a nerve fibre within a limb, can be placed. This conductor is positioned so that

Its axis intersects the axis of the magnets perpendicularly.

For the sake of argument, it is assumed that rotation of the magnets causes
rotation of the magnetic field. The validity of this assumption is addressed in

Section 3.5.
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Figure 3.1 Schematic diagram of rotating magnet apparatus

A charge carrier of charge Q moving with velocity v relative to a stationary

magnetic field of flux density B experiences a force F, the Lorentz force, which

s calculated from [3]:

F=QvxB (3.%)
However, In the case where a magnetic field is moving with velocity vy relative
to a stationary charge, the Lorentz force is given by:

F=-Qvyx B (3.2)

The effect of this force is to cause a motion of charge carriers in the direction
perpendicular to the vectors vy, and B. By definition, the electric field E at a

point in space where a charge Q experiences a force Fis given by [3]:

E - — 3.3
5 (3.3)
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Therefore, equation (3.2) may be substituted into (3.3) to yield:

E=-vyxB (3.4)
In other words, relative motion between charge carriers and a magnetic field
induces an electric field E in the conductor. This phenomenon is put to practical

use in equipment for electricity generation.

For the apparatus shown in Figure 3.1, the rotational motion of the magnetic

field causes charge carriers within the limb and nerve fibre to experience a
Lorentz force. Consider the right half of the nerve fibre illustrated in the plan
view of Figure 3.1. The direction of motion of positive charges due to the
Lorentz force may be calculated by solving equation (3.2), or rather more easily
by using Fleming'’s right hand rule. At any instant, the direction of motion of the
right hand side of the magnet as it intersects the nerve fibre is into the plane of
the paper. Therefore the direction of motion of the nerve fibre relative to that of
the magnet is out of the paper. The magnetic field is directed downwards from
the north pole of the upper magnet to the south pole of the lower magnet. Thus,
Fleming’s right hand rule indicates that positive charge will move towards the
right hand side of the page. By similar reasoning, positive charge in the left
hand side of the nerve fibre will experience a force directed towards the left of
the page. Additionally, charge motion in the nerve fibre will be accompanied by
a corresponding movement of positive charge in the extracellular fluid
surrounding the nerve fibre, which also experiences a Lorentz force directed
radially outwards from the axis of the magnet. In electrolytic conductors, such
as the intracellular and extracellular fluids, charge is carried by both positive

and negative ions. Negative ions will experience a Lorentz force in a direction
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opposite to that of positive ions, causing a movement of anions towards the axis
of the magnet. The motion of ions in the intracellular and extracellular

electrolytes was hypothesised to result in the axial distribution of charge shown

In Figure 3.2.
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Figure 3.2 Resulting charge distribution

It was hypothesised that if the extracellular fluid was connected to earth

potential at its intersection with the axis of the magnets, electrostatic repulsion

between the high density of negative ions in this region would cause the
movement of extracellular anions towards ground, where they will be
discharged. This will cause hyperpolarisation of the axon, since the intracellular
fluid will possess a large net negative charge with respect to the extracellular
flud, as shown in Figure 3.3. It was assumed that any reduction in
hyperpolarisation of the nerve fibre that may be caused by an efflux of
intracellular negative charge would be negligible, since the majority of

intracellular negative charge is accounted for by large ions which are unable to
cross the membrane. By maintaining the rotation of the magnetic field, and thus

preventing the movement of cations towards the site of hyperpolarisation at the
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axis of the magnets, the possibility of hyperpolarisation being reduced by an

influx of positive charge was also considered to be negligible.

Extracellular fluid

+ + + + + + + + + +
+ + + + + - - - = - + + + + +
+ + + + + e + + + + + Axon
+ + + + + - - + + + + +

= | Extracellular fluid

Figure 3.3 Effect of grounding the extracellular fluid

In practice, non-invasive grounding of the extracellular fluid may be difficult to
achieve due to the high resistance of the skin which is typically in the range of
1-2 MQ [4]. Therefore, a large potential difference will exist across the skin,

limiting the quantity of negative ions that will be discharged. However, electrode
jelly as used on ECG electrodes can significantly reduce the resistance of the

electrode/skin interface to a few thousand ohms.

it was hypothesised that the propagation of action potentials would be
prevented if a sufficient hyperpolarisation of nerve fibres is achieved by this

apparatus. By blocking the conduction of action potentials, this apparatus may

be able to produce a non-invasive anaesthetic effect.

If the direction of rotation of the magnets were to be reversed, the direction of

the Lorentz force on charge carriers would also be reversed. Therefore, positive
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ions would move towards the axis of the magnets while negative ions would
move towards the circumference of the magnets. In this situation, grounding of
the extracellular fluid would result in the depolarisation of nerve fibres. Although
the blocking of action potentials can be achieved by keeping nerve fibres in a
persistently depolarised state, there is a likelihood that neighbouring muscle
fibres would also be depolarised by the same mechanism. This depolarisation
would result in the contraction of muscle fibres (tetany), which would cause

significant discomfort to the patient.

To evaluate the feasibility of this hypothetical technique of non-invasive
anaesthesia, a computer simulation to assess the effectiveness of blocking
action potential conduction by hyperpolarisation of nerve fibres was performed,

as well as a series of experiments involving rotating permanent magnets.
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3.3. Computer Simulation of Action Potential Blocking by

Hyperpolarisation

The computer simulation of Chapter 2 was adapted to estimate the level of
hyperpolarisation necessary to prevent the conduction of action potentials In
nerve fibres. The McNeal model [5], upon which the computer simulation was
based, is intended to simulate the excitation of a nerve fibre due an applied
extracellular electric field. Therefore, the computer simulation cannot completely
account for the axial variations in intracellular potential which were
hypothesised to result from the rotating magnetic field. However, an
extracellular electric field distribution was developed to approximate the effect of

the magnetic field.

The linear velocity v of a point at a distance r from the axis of a magnet rotating
with angular velocity wis given by:

V=rw (3.5)
By substituting (3.5) into (3.4), the magnitude of the electric field E produced by

the rotating magnet at that point can be calculated from:
E=roB (3.6)
The voltage V at a point r is obtained by integration of equation (3.6) with

respect to radial distance:

V = %r°wB (3.7)

Thus both the induced intracellular and extracellular potentials are proportional

to the angular velocity of the rotating magnets and the magnetic flux density.
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Furthermore, the voltage at any point within the magnetic field is proportionai to
the square of the distance from that point to the axis of the magnet. The
variation of intracellular and extracellular potential with respect to distance from
the axis of the magnet is illustrated in Figure 3.4. In Figure 3.4, the axis of the
rotating magnets occurs at a distance of zero. At the axis of the magnets, the
Intracellular and extracellular potentials are both negative with respect to the
rest of the body due to the accumulation of negative charge. As distance from
the axis of the magnets increases, voltage also increases due to the movement

of positive charge towards the circumference of the magnets.

Voltage

i 0 Distance

Figure 3.4 Variation of intracellular and extracellular potential with distance
from axis of rotating magnets
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Grounding of the extracellular fluid was expected to cause the extracellular
potential to differ from that shown in Figure 3.4. In the mechanism of the non-
invasive anaesthesia technique, it was hypothesised that the movement of
negative ions towards ground would cause the extracellular potential to become
more positive at the point at which the extracellular fluid is connected to earth.
Due to the finite resistance of the extracellular electrolyte and the skin/ground
electrode interface, the extracellular potential would not be equal to earth
potential. Calculation of the distribution of charge in the extracellular fluid is
non-trivial, since it is dependent on the resistance of the many different
conducting paths through the complex volume conductor of the patient's limb.
However, the intracellular potential will be unaffected by the grounding of the
extracellular fluid and will have an axial distribution similar to that shown in

Figure 3.4.

A possible distribution of membrane potential along the axis of a nerve fibre is
shown in Figure 3.5. Three points along the axis of the nerve are defined in
Figure 3.5. Points A and C are at a position corresponding to the circumference
of the rotating magnets, while point B corresponds to the axis of the magnet. It
is assumed that the magnetic field is zero at radial distances greater than points
A and C. The membrane potential at point B, defined as the difference between
intracellular and extracellular potentials, is more negative than the resting
potential V, due to the accumulation of intracellular negative charge and the
absence of extracellular negative charge caused by the grounding of the
extracellular fluid. At points A and C, membrane potential is equal to the

membrane resting potential if the accumulation of positive charge is assumed to
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be equal in the intracellular and extracellular media. Membrane potential at
intermediate points between A, B and C is determined by the properties of the
extracellular volume conductor and Figure 3.5 attempts only to show an

estimate of how it may be distributed.

The hyperpolarising extracellular potential was modelled by a voltage
distribution as shown in Figure 3.6. At points A and C, the applied extracelilular
voltage is zero. The maximum applied extracellular potential is at point B and
there is a linear variation in potential between points A and B and between
points B and C. The membrane potential which results from this applied
extracellular voltage distribution is shown in Figure 3.7. Comparison of Figures
3.9 and 3.7 shows that the peak hyperpolarisation of the membrane occurs in
the central region of both voltage distributions. The most significant difference
between these two distributions of membrane potential is that the simulated
membrane potential of Figure 3.7 exhibits two depolarised regions at distances
corresponding to points A and C of Figure 3.4. The depolarised regions are a
consequence of applying a hyperpolarising extracellular voltage and it is not
possible to apply an extracellular potential which entirely eliminates these
regions of depolarisation [6]. However, the extracellular voltage profile shown in
Figure 3.6 minimises the spatial extent of the depolarised regions and thus

prevents these regions from blocking the conduction of action potentials.
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Figure 3.7 Membrane potential due to applied extracellular voltage
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3.3.1. Method of Computer Simulation

The nerve fibres that carry information regarding painful stimuli are typically
unmyelinated or myelinated fibres with diameters in the range of 1-4 pm [7].

Furthermore, it was established in Section 2.2 that the length of the myelinated
internodal region between adjacent nodes of Ranvier is proportional to the
diameter of the nerve fibre. Therefore, the simulation of either an unmyelinated
fibre or a myelinated fibre of small diameter involves the calculation of non-
inear ionic conductances at a greater number of simulated nodes than for the
same length of a larger diameter fibre. To minimise computational
requirements, it was decided to simulate the effect of hyperpolarisation upon
large diameter nerve fibres and to extrapolate these results to ascertain the
effects on nerve fibres of smaller diameter. Simuiations were performed for
nerve fibres with diameters in the 10-20 um range, which corresponds to the
diameters of large afferent fibres such as those carrying information from
receptors on muscle spindles [7]. Since the model of a myelinated nerve fibre

also assumes that the length of the node of Ranvier has a fixed length of 1 um,

the decision to simulate larger nerve fibres also avoids any inconsistencies

which may arise if the nodal length is comparable to fibre diameter.

An extracellular electric field with an axial distribution of the form shown in
Figure 3.6 was used to produce hyperpolarisation of the simulated nerve fibre.
In all simulations, the length of the region experiencing an extracellular field
(AC in Figure 3.6) was chosen to be 10 cm, which is equal to the diameter of

the magnets of the experimental apparatus described in Section 3.4. A 10 cm
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length of nerve fibre corresponds to 50 simulated nodes of a 20 um fibre, or 100

nodes of a 10 um fibre. To prevent errors due to the effect of the boundary

conditions (equations (2.26) and (2.27)) on a finite length of fibre, a length of

fibre consisting of at least twice the minimum necessary number of nodes was
simulated. Hence, 101 nodes of a 20 pm fibre and 201 nodes of a 10 um fibre

were simulated. It was estimated that the error due to limiting the length of the

simulated nerve fibre to twice the minimum number of nodes was less than 1%

In the case of a 20 um fibre.

To assess whether the applied hyperpolarisation was sufficient to block action
potentials, an action potential was elicited by a depolarising current pulse of 0.1
ms duration situated a distance of five nodes from the boundary. The amplitude
of this current pulse was 110% of the threshold amplitude for a fibre of a given
diameter. In some cases, the depolarised regions that were created as a side-
effect of the applied hyperpolarisation were sufficient to elicit an action potential.
To minimise the effect of the refractory period associated with these action
potentials on the conduction properties of the nerve fibre, the current pulse was

produced 5 seconds after the application of the hyperpolarising stimulus. The
error due to refractoriness was estimated to be less than 1% for a fibre of 20 um

diameter.

Simulated action potential voltage waveforms were observed using the
graphical interface of the simulation software. Action potentials that did not
propagate past the end of the hyperpolarised region were judged to be blocked.

By an iterative process, the peak magnitude of the applied hyperpolarising
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voltage was adjusted until the threshold value necessary to block the

conduction of action potentials was determined.
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3.3.2 Results of Computer Simulation

The threshold peak applied hyperpolarising voltage necessary to block action
potentials and the membrane potential at the centre of the depolarised region

are presented in Table 3.1.

- o Threshold membrane
Fibre diameter 'rll'hrees;hg:cairf)seis K 35‘:;'62 potential at centre of
(Lm) yPerp (mV)g J hyperpolarised region
| | (MV)
10.0 -1176 -127
12.5 | -940 T 27 ]
T 15.0 | 785 1 127
17.5 | -675 | 127
20.0 | -501 ] 127

Table 3.1  Threshold applied hyperpolarising voltages and membrane
potentials

The variation of the threshold applied hyperpolarising voltage with fibre
diameter, extrapolated to include fibres of smaller diameters, is plotted in Figure
3.8. This graph shows that there is an inverse relationship between the applied

hyperpolarising voltage and nerve fibre diameter. For small fibres of less than 4
um diameter, such as those carrying information from pain receptors, it is

estimated that applied voltages in excess of approximately 2 volts are

necessary to cause threshold hyperpolarisation.

Despite the inverse relationship between the threshold applied hyperpolarising
voltage and nerve fibre diameter, it is interesting to note that the threshold

membrane potential at the centre of the hyperpolarised region has a vaiue of
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-127 mV and is independent of fibre diameter. Therefore, a hyperpolarisation of
—-127 mV is sufficient to prevent the conduction of action potentials in fibres of
all diameters, including the small diameter fibres that carry pain information and

were not simulated here.
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3.4. Experiments with Rotating Magnets

To test the hypothesis that a rotating magnetic field can produce an anaesthetic
effect, a series of experiments with rotating permanent magnets, including an in

vivo experiment, were conducted.

3.4.1. Apparatus

An experimental apparatus of the form shown in Figure 3.1 was constructed.
The apparatus consisted of two cylindrical permanent magnets, positioned so
that opposite magnetic poles faced each other. These magnets each had a
diameter of 10 cm and a relatively uniform flux density of 0.4 Tesla over the
entire area of their pole faces. The magnets were made from an electrically
conducting material. The separation of the two magnets was adjustable,
allowing conductors with a wide range of diameters to be placed into the gap
between the magnets. At its largest extent, this gap was sufficient for a human

forearm to be placed between the magnets.

The magnets were able to rotate in the same direction and with the same
angular speed about their common axis by means of a gearing mechanism.

Rotation was achieved by a three-phase motor with a power of 4 kW per phase.

An electronic controller allowed the speed of rotation to be adjusted between

zero and In excess of 2000 revolutions per minute.

An technical drawing of the apparatus is presented in Figure A1 (Appendix 1).
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3.4.2. Experimental Method

Three experiments were performed with the rotating magnet apparatus. The
first two experiments were designed to assess the feasibility of inducing a
potential difference along the axis of a conductor placed between the poles of
the rotating magnets. The final experiment was an in vivo experiment to test the
nhypothesis that the spinning magnetic field can produce an anaesthetic effect

by preventing the conduction of action potentials in nerve fibres.

(@) The potential difference between the axis and circumference of the
magnets was measured by placing the probes of a digital voltmeter (Fluke 73
Series |ll) directly onto the magnet, as shown in Figure 3.9. When the magnets
were rotated, the voltmeter probes were held in a stationary position whilst

maintaining contact with the pole face of the magnet, thus acting as a simple
form of commutator. The radial voltage was measured when the magnets were

stationary and when rotating at 2000 revolutions per minute.

(b) A length of copper wire was placed in the centre of the gap between the
magnets, as illustrated in Figure 3.10. The wire was positioned so that its centre
Intersected the axis of the magnets. The potential difference between the centre
and end of the wire was measured with the digital voltmeter while the magnets

were rotated at an angular speed of 2000 revolutions per minute.

(c) The index finger of a human volunteer was positioned in the gap between

the stationary magnets. The finger was connected to earth at its intersection
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with the axis of the magnets by means of an EEG electrode placed on the skin.
A repetitive mechanical stimulus was applied to the fingertip and the volunteer
was asked to report any changes in his perception of the stimulus as the speed

of rotation of the magnets was increased to 2000 revolutions per minute.
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Figure 3.9 Measurement of an EMF between the axis and circumference
of a rotating magnet
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Figure 3.10 Measurement of an EMF in a conductor placed between
rotating magnetic poles
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3.4.3. Results

(a) No potential difference was measured between the axis and rim of the
stationary magnet. However, a potential difference of approximately 100 mV
was measured when the magnets rotated at an angular speed of 2000
revolutions per minute. The polarity of the measured voltage was reversed
when the direction of rotation of the magnets was reversed. The magnitude of

the measured voltage is in good agreement the value predicted by equation

(3.7).

(b) No potential difference was measured between the centre and end of a

conductor placed between the rotating magnetic poles.

(c) The volunteer reported that the rotation of the magnets caused no change

in his perception of a mechanical stimulus applied to his fingertip.
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3.5. Discussion

The computer simulation demonstrated that the conduction of action potentials
can be prevented by the hyperpolarisation of nerve fibres. For the applied
hyperpolarising voltage distribution used in this simulation, blocking of action
potentials was achieved when the membrane potential was reduced to —127
mV. This represents an additional polarisation of approximately 42 mV beyond

the membrane resting potential of —-84.8 mV.

Creating a hyperpolarisation of 42 mV by any non-invasive method will be
difficult to achieve in practice. To produce this additional potential difference
between the intracellular and extracellular regions of the nerve fibre, an
iIncrease in intracellular negative charge as well as the discharge of negative
ions in the extracellular fluid is necessary. It will be argued later within this
section that it is impossible to achieve either a significant redistribution of

intracellular charge or a flow of ions between the extracellular fluid and ground.

It is likely that the axial distribution of membrane and extraceliular potentials will
affect the threshold hyperpolarisation necessary to block the conduction of
action potentials. It has been shown that the threshold stimulus amplitude for a

nerve fibre stimulated by an extracellular electric field is determined by the
second derivative of the extracellular voltage with respect to the distance along
the axis of the fibre (i.e. a°V/dx°) [8]. It is probable that the threshold
depolarisation will also exhibit some dependence upon the spatial

characteristics of the intracellular and extracellular potentials. Thus, it may be
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possible to optimise the size and position of the grounding electrode or to use
rotating magnets with a non-uniform magnetic field to minimise the threshold
membrane hyperpolarisation. However, it can be shown that the use of a
rotating magnetic field to produce hyperpolarisation of nerve fibres is not

feasible for other, more fundamental, reasons.

In Section 3.2 it was argued that charge carriers within a moving magnetic field
experience a Lorentz force, which causes positive and negative ions to move in
opposite directions. However, the hypothetical method of non-invasive
anaesthesia failed to take into account that, in an open circuit with no steady
state current flow, this redistribution of charge causes ions to experience a net
electrostatic force. The electrostatic force opposes the Lorentz force and
attempts to restore the original distribution of charge along the axis of the nerve
fibre. In equilibrium, the condition that charge carriers experience no net force
must always be satisfied at every point within the system. Therefore, the system
will achieve equilibrium when the electrostatic force is equal and opposite to the

Lorentz force.

The effect of the Lorentz force is to cause charge carriers to move by a very
small distance, before a significant electrostatic force develops and opposes
further carrier motion. Although there is some movement of ions, the formation
of an electrostatic force prevents the large redistribution of charge along the
axis of the nerve fibre that would be necessary for non-invasive anaesthesia.
Furthermore, no net electric field is produced along the nerve fibre by the

rotating magnets, since the electric field induced by the Lorentz force is
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opposed by an equal electric field due to the electrostatic force. Hence, the axial
distribution of voltage suggested in equation (3.7) is not induced by rotation of

the magnets.

To illustrate that the rotating magnetic field has no significant effect on the
distribution of ions within the nerve fibre and extracellular fluid, the distance
moved by ions due to the Lorentz force may be estimated. In the absence of an
applied force, the sum of the electrostatic forces exerted on any particular ion
by the ions that surround it is equal to zero in order to satisfy the condition that
lons experience no net force. However, the motion of ions due to the Lorentz
force results in a change in the magnitude of the electrostatic force acting upon

each ion. The system reaches equilibrium when the net electrostatic force

created by the redistribution of charge is equal and opposite to the Lorentz

force.

The electrostatic force between two charges Q; and Q, separated by a

distance x in a medium of relative permittivity & is calculated from [9]:

£ __Q0,

T A w2
4rE €, X

(3.8)

where & is the permittivity of free space and has a value of 8.854 x 10" F m™".

For the purposes of this simple estimate, the relative permeability of the

extracellular fluid is assumed to be 80, the value for pure water.

Although ions move randomly throughout the intracellular and extracellular

electrolytes, the calculation is simplified by assuming ions to be located in a
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cubic lattice prior to the application of the Lorentz force. This assumption allows
the interionic distance xp (measured in nanometres) to be calculated from the
equation [10]:

Xo = 0.95¢" (3.9)
where c¢ is the ionic concentration measured in moles per litre. To further

simplify the calculation, the extracellular medium is approximated by 0.1 M

sodium chloride solution, which corresponds to an interionic distance of 1.62

nm.

The redistribution of ions due to the Lorentz force is shown in Figure 3.11,

where ions near the axis of the rotating magnets are assumed to move by a

small distance &, while ions at the circumference of the magnet move by

distance ¢&. lons located directly on the axis of the magnets or beyond the

magnets’ circumference are assumed to experience no motion. Since, from

equations (3.2) and (3.5), the magnitude of the Lorentz force acting upon an ion

Is proportional to its distance from the axis of the magnets, &, is expected to be

greater than ..

It is not feasible to find an analytical expression for J; and & due to the large
numbers of interionic forces that must be taken into account and the complexity

of the three-dimensional lattice of ions. Therefore, & and & were calculated
numerically by an iterative process, such that the ions denoted by grey shading
In Figure 3.11 experienced no net force. For the spinning magnet apparatus
described in Section 3.4.1 with a flux density of 0.4 tesla, diameter of 10 cm and

rotating at 2000 revolutions per minute, &, and & are calculated as 5 x 10> m
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and 2 x 10" m respectively. These values are insignificant in comparison to the
length of the nerve fibre, and the distance moved by ions at the proposed site of
hyperpolarisation is small even in comparison to the length of a node of
Ranvier. Therefore, the distance moved by ions is of insufficient magnitude to

cause the large axial redistribution of charge that would be required to

hyperpolarise the nerve fibre.

The hypothetical mechanism of non-invasive anaesthesia also assumed that
negative charge from the extracellular fluid would flow to earth when a
grounded electrode was connected to the skin in the rotating magnetic field,
causing the distribution of charge shown in Figure 3.3. However, it can be
argued that the rotating magnetic field will not cause charge carriers to move
towards ground. Consider a negatively charged ion at the centre of the
extracellular fluid in Figure 3.2. In equilibrium, this 1on will be acted upon by a
Lorentz force and by an equal electrostatic force in the opposite direction. The
electrostatic force is caused solely by the separation of negative charge at the
centre of the extracellular fluid and positive charge in the peripheral regions. If
the negatively charged ion under consideration were to move towards earth, as
assumed by the hypothetical method of non-invasive anaesthesia, this would
entail a further separation of charge and would therefore increase the
electrostatic force acting upon the ion. This increase in the electrostatic force
opposes any motion of the ion towards ground and thus prevents the discharge

of anions required to induce the anaesthetic effect.
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Therefore, the proposed method of non-invasive anaesthesia is unable to cause
hyperpolarisation of the nerve cell membrane, due to the existence of
electrostatic forces which will prevent both a significant redistribution of ions
along the axis of the nerve and the discharge of extracellular anions. It can be
concluded that the hypothetical method of non-invasive anaesthesia has been
proved to be impossible. This reasoning explains the experimental result of
Section 3.4, in which a volunteer observed that the rotating magnets caused no

change in his perception of a stimulus.

Up to this point, it has been assumed that the rotation of a cylindrical permanent
magnet about its axis caused a corresponding rotation of the magnetic field.
The question of whether or not the rotation of the magnet results in a rotating
magnetic field has been the cause of much controversy and argument between
scientists for over a century. Physicists’ opinions on the matter are still divided
and thus the validity of the assumption that the magnetic field rotates is
uncertain. Since there is no consensus on whether the magnetic field rotates,
there are two possible explanations for the results of experiments (a) and (b) of

Section 3.4.

The two opposing theories of the effect of rotating a magnet about its axis have
been named the ‘moving force line theory’ and the ‘non-moving force line
theory’. Proponents of the moving force line theory believe that rotation of the
magnets results in a rotation of the magnetic field. Thus, according to the
moving force line theory, the voltage measured when the voltmeter probes were

connected between the axis and rim of the rotating magnets as shown in Figure
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3.9 was induced by magnetic flux in the rotating magnetic field cutting the
stationary measuring circuit. This situation is commonly described by stating

that the seat of the electromotive force is in the measuring circuit.

Conversely, the non-moving force line theory states that the magnetic field
remains stationary when the magnets are rotated. According to the non-moving
force line theory, the voltage measured in the experiment of Figure 3.10 is due
to the stationary magnetic flux being cut by the moving conducting material that
constitutes the magnet. Proponents of the non-moving force line theory argue
that the measuring circuit plays no role, other than as a means by which to

measure the voltage that is induced in the magnets. In this case, the seat of the

electromotive force is in the rotating magnets.

Similarly, there are also two possible explanations for the absence of a
measured voltage when a conductor was placed between the rotating magnets
as lillustrated in Figure 3.10. According to the non-moving force line theory,
there is no cutting of magnetic flux because there is no relative motion between
the stationary magnetic field and the stationary conductor, hence no
electromotive force is induced in the conductor. The moving force line theory
suggests that although EMFs are induced within the conductor, their direction is
such that no net EMF is induced in the circuit. As illustrated in Figure 3.12,
according to the moving force line theory an EMF is induced in the copper wire.
However, the connecting leads of the voltmeter are also cut by flux from the
rotating magnets and thus an EMF is induced therein. The EMF induced within

the copper wire is equal and opposite to that in the connecting leads and no net
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electromotive force is measured in this circuit. Therefore, the results of this
experiment are consistent with both the non-moving and moving force line

theories.

Copper wire N \ Connecting lead

— Magnet

Rotation of
magnets

Figure 3.12 Cancellation of induced EMFs in a closed loop within a
rotating magnetic field

The results of these experiments according to the moving force line theory may
be expressed mathematically. Consider a simplified situation in which a
cylindrical permanent magnet is rotating about the origin of a Cartesian

coordinate system as shown in Figure 3.13. The magnet is assumed to have a

uniform magnetic flux density of magnitude B that exists only in a direction
parallel to the x axis and to rotate with angular frequency @ in the yz plane. The
flux density B and velocity vy of the magnetic field can be expressed in vector

notation as:

B = Bi (3.10)
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and
Vu = wZj- oy k (3.11)
where i, j and k are unit vectors in the x, y and z directions respectively. y and

zare displacements from the origin along the y and z axes respectively.

Rotation

oy

Figure 3.13 Generalised rotating magnet system

The electric field E at any point is:

E=-vwxB=wyBj+wzBk (3.12)

The line integral of the electric field between two points is independent of the
path of integration if the vector E is the gradient of some scalar function, V [11].

If the integral is independent of path, the line integral of E between two points is

evaluated as the difference of the values of V at those points, i.e.

[E(1)di = v(A)-Vv(B) (3.13)
where the line integral is calculated over path /, which has endpoints A and B.

130



Inspection of equation (3.12) reveals that E is the gradient of a scalar function

V, where:

V=%wB(y + z ) (3.14)

Therefore, the line integral of E is independent of the path of integration. The
physical interpretation of V is the electrical potential energy at a point in space.
Thus, the line integral of E represents the potential difference between two
points within the rotating magnetic field and corresponds to the voltages

measured in experiments (a) and (b) of Section 3.4.

The result of experiment (a), in which a potential difference was measured by a
voltmeter connected between the axis and circumference of a rotating magnet,
is confirmed by evaluation of equation (3.13). If the magnetic field is assumed to
rotate with the permanent magnets, only those charge carriers which
experience motion relative to the magnetic field are acted upon by the Lorentz
force. Therefore, an EMF is induced in the path of the stationary measuring
circuit, which exists between the origin of the coordinate system at the centre of
the magnet and a point r on the circumference of the magnet. The magnitude of

the induced EMF is calculated as:

[E(1)dl = %r?wB (3.15)

Equation (3.15) is equivalent to equation (3.7) and agrees with the experimental
observation that a finite potential difference was measured by a voltmeter

placed across a rotating magnet.

131



In experiment (b), no potential difference was measured by a stationary
voltmeter connected across a stationary conductor placed between the rotating
magnets. In this case, a complete circuit is cut by magnetic flux and an EMF is
induced in all parts of the circuit. Therefore, the voltmeter measures the line
integral of the electric field around a closed path, in which the starting point, s,

of the path is identical to its endpoint e. Evaluation of equation (3.13) yields:
[E(di=vie)-V(s) (3.16)

Since points e and s are identical,

V(e) = V(s) (3.17)
Therefore:
[E()di=0 (3.18)

Equation (3.18) confirms the absence of a measured potential difference in

experiment (b).

Although solving the puzzle of the moving force line theory is beyond the scope
of this thesis, it is of interest to briefly review the history of the problem. The first
experiments upon a magnet rotating about its axis were performed in 1851 by
Michael Faraday [12]. Faraday measured the current produced between the
edge and axis of a permanent bar magnet when either the magnet, the

measuring circuit or both the magnet and measuring circuit were rotated. He
observed a flow of current when the magnets rotated with respect to the

stationary measuring circuit and when the measuring circuit rotated with respect
to the stationary magnets. In the case of the simultaneous rotation of both the

current and the measuring circuit, no current flow was measured. Faraday
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suggested that his experiments were unable to distinguish whether the seat of

the EMF was in the conductor or in the measuring circuit.

In the early part of the twentieth century, there was a prolonged and heated
scientific debate on this topic between Kennard and Barnett. Kennard
performed experiments with a rotating steel bar inside a stationary solenoid and
concluded that he had disproved the moving force line theo