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Abstract

With the rapid development of 3D sensing technologies, point clouds have emerged
as a fundamental representation for numerous 3D understanding tasks, including
classification, segmentation, and generative modeling. Despite their potential, point
clouds remain challenging to process due to their unstructured nature and the high
computational cost involved in extracting meaningful features. This thesis explores
novel methods for both understanding and generating 3D point cloud data, with a
particular focus on unsupervised learning and diffusion-based generative modeling.
To tackle the challenge of semantic segmentation without manual labels, we introduce
a novel unsupervised segmentation framework that combines deep clustering with
traditional k-means and superpoint-based methods. This approach enables the
model to discover meaningful semantic structures directly from raw point clouds
data, eliminating the need for costly human annotations. The framework effectively
groups points into semantically coherent regions, demonstrating strong performance
across diverse datasets. On the generative modeling front, we propose a new class of
diffusion models tailored specifically for point clouds. The first method introduces
a one-step, time-variant, frequency-aware diffusion approach. By leveraging the
Laplacian operator, we extract frequency-domain features from point clouds and
enhance high-frequency components throughout the diffusion process. This frequency-
aware strategy, when combined with a powerful latent representation learned using
Mamba, enables the synthesis of high-fidelity, semantically rich point cloud samples.
Building upon this, we also develop a two-stage generative framework that integrates
a variational autoencoder with a latent diffusion model, inspired by stable diffusion
techniques. This method features a frequency-aware module that enriches the VAE’s
latent space with detailed spectral information, which is then further refined during
the latent diffusion stage. A specialized architecture for the latent space ensures that
fine-grained geometric details are preserved and that the overall generative process
remains robust and expressive. Extensive experimental evaluations demonstrate the
effectiveness and versatility of our proposed approaches. Both the segmentation
and generation techniques achieve state-of-the-art results on widely used benchmark
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datasets. These contributions significantly advance the field of 3D point cloud
understanding and synthesis, offering scalable and annotation-efficient solutions with
practical applications in areas such as computer vision, robotics, and graphics.
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CHAPTER 1

Introduction

With the widespread adoption of 3D sensors such as Light Detection and Ranging
(LiDAR), Red-Green-Blue plus Depth (RGB-D) cameras, and laser scanners [6],
geometric data can now be captured at unprecedented scale and resolution. Among
various 3D representations, such as depth maps, meshes, and voxels, point clouds
have become particularly prominent due to their high fidelity, ease of acquisition,
and flexibility for downstream processing.

However, unlike 2D images, point clouds are inherently unordered, irregularly
sampled, and permutation-invariant. In real-world scans, they also suffer from varying
point density, occlusion, and sensor noise, making the direct use of conventional 2D
convolutional paradigms suboptimal.

To address these challenges, existing methods for point cloud processing generally
fall into three paradigms: (i) point-based methods that learn from raw point sets
with shared Multi Layer Perceptrons (MLPs) and local neighborhood aggregation [7,8];
(ii) voxel-based approaches that discretize 3D space into regular grids and apply
3D convolutions [9,10]; and (iii) graph-based or relational approaches that build
a graph over points, voxels, or superpoints to capture spatial relationships [11, 12].

Importantly, the graph paradigm should not be seen as an alternative to point-



or voxel-based representations, but rather as a complementary relational module
layered on top of them. In typical architectures, one first processes geometric features
via point- or voxel-based backbones, then applies graph layers over points, voxels,
or superpoints to model spatial or topological relationships. This hybrid design
combines the strengths of both geometric embedding and relational reasoning. Such
integrated paradigms have driven significant advances in applications including virtual
reality. [13], robotics [14], 3D scene understanding [15], and shape completion [16,17].

Yet despite remarkable progress, two fundamental challenges persist. First, con-
temporary segmentation approaches rely heavily on labor-intensive 3D annotations,
limiting scalability and applicability in new domains. Second, generative models for
point clouds incur high computational overhead and often fail to preserve fine-grained
geometric details, particularly over large or complex structures. These limitations
motivate this thesis’s dual focus: (i) developing fully unsupervised semantic segmen-
tation, and (ii) designing efficient, high-fidelity point cloud generative models. In
combination, our work seeks to establish annotation-free semantic understanding and
computationally tractable, geometry-aware generation in the 3D point cloud domain,

thereby bridging the gap between practical deployment and expressive modeling.

1.1 Motivations

Recent progress in 3D deep learning has produced powerful systems for point cloud
segmentation, classification, and generation. However, these systems still face two
persistent and interrelated challenges: (i) achieving high learning efficiency, especially
under label scarcity or limited computational resources; and (ii) obtaining expressive
representations to capture rich geometric structure and fine detail in 3D data.

Our research is driven by these twin goals: efficiency and representation
quality, and is organized into two complementary directions: (1) annotation-free
semantic segmentation, and (2) efficient, high-fidelity point cloud generation. In both
directions, we aim to reduce reliance on supervision or heavy computation, while
preserving and exploiting the underlying spatial and structural cues inherent to point

clouds.



1.1.1 Motivation for Annotation-Free and Structure-Aware

Semantic Segmentation

While 3D semantic segmentation is foundational for scene understanding, it remains
heavily dependent on large-scale, dense, and accurate annotations. Creating such
annotations is labor-intensive and error-prone: it requires annotators to interpret
sparse, noisy, and unstructured point clouds in 3D space—often with significant
viewpoint ambiguity and occlusions.

Various efforts have aimed to reduce annotation cost, including semi-supervised [18§],
weakly-supervised [19], and self-supervised [20] methods. However, these still rely
on either a small set of human-labeled data or indirect proxy signals. In contrast,
unsupervised learning directly exploits geometric and topological regularities
without any manual labels or pretext assumptions.

To this end, we propose U3DS?, a fully unsupervised segmentation framework
for holistic 3D scenes. Our method constructs geometry-based superpoints, learns
robust features via voxel-based encodings, and iteratively refines semantic clusters
using transformation-consistent pseudo-labels. By leveraging invariance and equiv-
ariance principles, we enable the model to learn discriminative and structure-aware

representations entirely from raw point clouds.

1.1.2 Motivation for Efficient and Geometrically Faithful

Point Cloud Generation

Point cloud generation is a key task for 3D modeling, simulation, scene comple-
tion, and data augmentation. However, it remains challenging to simultaneously
ensure high output fidelity and tractable training/inference costs. Generative frame-
works such as Variational Autoencoder (VAE) [21], Generative Adversarial Network
(GAN) [22], and normalizing flows [23] often struggle with instability, blurry results,
or limited expressiveness. Recently, diffusion models [24,25] have shown state-of-the-
art performance in fidelity and diversity, but at the cost of significant computational
demands due to iterative denoising steps.

To balance these trade-offs, we introduce two generative frameworks that enhance

3



both efficiency and geometric representation learning. First, our model TFDM in-
tegrates a time-variant frequency-aware encoder with a Mamba-based state space
module in the latent space, enabling precise modeling of fine geometric details while
significantly reducing computation. Second, we extend this idea in FLDCG, which
combines frequency decomposition with a multi-band Transformer VAE to generate
high-fidelity shapes from a compressed latent space. These designs directly incor-
porate frequency-domain priors into the representation learning process, improving
edge preservation, structural diversity, and sampling efficiency.

Together, these two research directions reflect a unified motivation: to develop
point cloud learning models that are both annotation-efficient and representation-rich,

enabling scalable and high-quality 3D understanding and generation.

1.2 Problem Definitions

This thesis addresses two fundamental tasks in 3D point cloud understanding:
semantic segmentation and object generation. These problems serve as both
evaluation targets and driving forces for developing more efficient and expressive 3D

learning models.

1.2.1 3D Point Cloud Semantic Segmentation

Semantic segmentation in 3D point clouds aims to assign a semantic label to each
point in a given scene, enabling machines to understand and interact with their
surrounding environment. This task is essential for various applications such as
autonomous driving [26,27], robotics [28], and augmented reality [13].

Let a point cloud be represented as a set P = {py,ps,...,pn}, where each p;
denotes a 3D point with coordinates (z;,y;, 2;), and optionally, additional features
such as RGB color or surface normals. The goal is to assign each point p; a label
l; from a predefined set of C' semantic classes L = {ly,[2,...,lc}. Formally, the

semantic segmentation task is defined as learning a function:

f:P— L, where f(p;) =1,.

4
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ceiling floor wall beam -column window -door table . clutter

.chair sofa .bookcase.board

Figure 1.1: Illustration of 3D point cloud semantic segmentation. Left:
raw point cloud. Right: per-point semantic labels colored by class.

This function f is typically realized through deep neural networks tailored to
3D data, such as PointNet [7], PointNet++ [8], and more recent architectures like
Point Transformer [29,30]. These models must respect the unique properties of point
clouds, including permutation invariance, irregular sampling, and geometric locality.

As illustrated in Fig. 1.1, the objective is to map each raw point to a semantic
category such as road, vehicle, building, or tree, yielding dense per-point predictions

that are spatially coherent and semantically meaningful.

1.2.2 3D Point Cloud Object Generation

In contrast to segmentation, point cloud generation focuses on synthesizing novel
3D shapes that resemble real-world objects or scenes. This task plays a critical role
in simulation, virtual content creation, and 3D data augmentation [13,15]. It also
supports downstream applications such as scene completion, domain adaptation, and

robustness training for discriminative models.

M
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Formally, let a training set of object shapes be denoted as S = {P™
each P™ = {p; f\ﬁ"ﬂl is a set of 3D points p; € R3. The generative goal is to learn a
distribution py(P | ¢) over point clouds, optionally conditioned on an external input ¢

(e.g., class label, partial scan, or image). A generator gy then produces samples via:

ﬁ = gg(Z,C), zn~ p(z)v
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Figure 1.2: Illustration of point cloud diffusion generation. Top: end-to-end
diffusion training on points. Bottom: latent diffusion model with training on latent.

where z is a random latent code and c is the conditioning variable. When ¢ = &, the
task is unconditional generation; otherwise, it is conditional.

Modern generative models for point clouds include VAEs [21], GANs [31], normal-
izing flows [23], and diffusion models [25,32]. Among these, diffusion-based models
have demonstrated superior performance in terms of fidelity and diversity, particularly
when enhanced by geometric priors such as frequency-aware or latent-structure-based
designs.

As shown in Fig. 1.2, the generator transforms random latent codes into dense
point sets, producing shapes that align with target semantics and exhibit high-
frequency detail such as edges, corners, and thin parts. This task evaluates both the

expressiveness of latent representations and the fidelity of geometric reconstruction.

1.3 Research Aims

The overarching aim of this thesis is to advance efficient and representation-rich
learning for 3D point clouds. Our research focuses on two complementary directions:
(i) unsupervised semantic segmentation, and (ii) efficient, high-fidelity point cloud
generation. In both directions, we emphasize not only reducing annotation or
computational costs, but also improving the expressiveness of learned representations.
Aim for Annotation-Free and Structure-Aware Segmentation We aim to

establish a segmentation framework that learns semantic structure directly from raw
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3D scans without requiring human annotations. This involves:

e Efficiency: eliminating costly labels and pretraining by deriving supervision
directly from geometric and topological cues, ensuring scalability to large

unlabeled datasets.

e Representation Learning: leveraging invariance and equivariance principles
to learn robust, structure-aware features that generalize across domains and

sensing conditions.

e Holistic Scene Understanding: extending beyond object-centric segmenta-
tion to parse both foreground and background in diverse indoor and outdoor

scenes.

Aim for Efficient and Geometrically Faithful Generation We aim to design
generative models that achieve high fidelity and diversity while reducing the heavy

computational burden of diffusion-based methods. This involves:

e Efficiency: introducing latent-space designs and lightweight modules to ac-
celerate training and sampling, reducing both inference time and memory

footprint.

e Representation Learning: incorporating frequency decomposition and ad-
vanced modules such as state space models and transformers to preserve

fine-grained geometric details (e.g., edges and thin parts).

e Flexible Paradigms: supporting both end-to-end frameworks and two-stage
latent designs, offering trade-offs between computational efficiency and genera-

tive expressiveness.

In summary, the research aims of this thesis are twofold: (1) to establish an
annotation-free and structure-aware framework for point cloud semantic segmentation,
and (2) to design efficient and geometrically faithful generative models for point
cloud synthesis. Both aims are unified by a focus on learning robust and expressive

representations under practical resource constraints.



1.4 Contributions

This thesis makes three main contributions to the field of 3D point cloud learning,
spanning unsupervised semantic segmentation and diffusion-based generative mod-
eling. All contributions are unified by the goal of improving both efficiency and

representation quality in 3D understanding.

e Unsupervised semantic segmentation without labels. We propose
U3DS3, the second fully unsupervised method for holistic 3D scene segmen-
tation that requires no human annotations or model pretraining. By leverag-
ing intrinsic geometric cues through superpoint construction, clustering with
pseudo-label refinement, and invariance/equivariance-based feature learning,
our framework achieves competitive or state-of-the-art performance on major
benchmarks (ScanNet, SemanticKITTI) and robust generalization to diverse

environments.

e An efficient frequency-aware diffusion model with state space model.
We introduce TFDM, an end-to-end point cloud generative framework that
integrates a time-variant frequency encoder with dual Mamba blocks in the
latent space. This design enables coarse-to-fine recovery of geometric detail
while significantly reducing model parameters and inference time (up to 10x and
9x reductions respectively compared with current state-of-the-art methods),

achieving state-of-the-art fidelity on ShapeNet-v2 across several classes.

e A frequency-aware latent diffusion model with multi-band transform-
ers. We propose FLDCG, a novel two-stage generative model that enriches
VAE latent representations with multi-frequency decomposition and trans-
former modules. By explicitly modeling different spectral bands, our method
captures both global shape and high-frequency details, leading to a 0.47%
improvement in Coverage Earth Mover’s Distance (COV-EMD) and more than

20x reduction in parameters compared to strong baselines.

Together, these contributions advance point cloud learning by: (1) eliminating

the dependence on costly 3D annotations, (2) designing diffusion-based generative
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models that are both computationally efficient and geometrically expressive, and
(3) demonstrating that frequency- and structure-aware representations provide a

powerful foundation for generative 3D tasks.

1.5 Publications

The research related to this thesis has been previously published or under review in

the following:

e Liu, J., Yu, Z., Breckon, T. P., & Shum, H. P. (2024). U3ds3: Unsupervised
3d semantic scene segmentation. In Proceedings of the IEEE/CVF Winter
Conference on Applications of Computer Vision (pp. 3759-3768).

e Liu, J., Li, L., Shum, H. P.;, & Breckon, T. P. (2025). TFDM: Time-
Variant Frequency-Based Point Cloud Diffusion with Mamba. arXiv preprint
arXiv:2503.13004. Under review at Neurocomputing.

e Liu, J., Wenke E., Shum, H. P.; & Breckon, T. P. (2025). FLDCG: Frequency-
Aware Latent Diffusion for 3D Point Cloud Generation. Under review at

International Conference on 3D Vision (3DV).

1.6 Thesis Structure

Having outlined the motivations, defined the problems, and summarized our con-
tributions, we now present the structure of this thesis. The organization follows a
logical progression from background and related work to our three main research

contributions, concluding with a summary and outlook.

e Chapter 1 (Introduction): Introduces the research background, highlights
the challenges of efficiency and representation in 3D point cloud learning, and

outlines the research aims and contributions of this thesis.

e Chapter 2 (Literature Review): Reviews prior studies in point cloud
representation learning, including supervised and annotation-efficient segmen-

tation methods, as well as generative models ranging from VAEs and GANs

9



to diffusion-based approaches. We emphasize the limitations in efficiency and

representation quality that motivate our work.

Chapter 3 (Unsupervised 3D Semantic Segmentation): Presents U3D.S?,
our fully unsupervised segmentation framework. We detail its geometric super-
point construction, clustering with pseudo-labels, and invariance/equivariance-
based representation learning, followed by experimental validation on large-scale

benchmarks.

Chapter 4 (Time-Variant Frequency Diffusion with Mamba): In-
troduces TFDM, our end-to-end frequency-aware diffusion model enhanced
with state space (Mamba) modules. We describe its architecture, efficiency

improvements, and fidelity gains, supported by experiments on ShapeNet-v2.

Chapter 5 (Frequency-Aware Latent Diffusion with Multi-Band
Transformers): Describes FLDCG, a two-stage latent diffusion framework
with frequency decomposition and multi-band transformer modules. We show
how this design enriches latent representations, balances efficiency and fidelity,

and outperforms existing baselines.

Chapter 6 (Conclusion and Outlook): Summarizes the key findings of
the thesis across segmentation and generation, highlights the broader impact
of efficiency and representation improvements, and discusses future research

directions in 3D point cloud learning.
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CHAPTER 2

Literature Review

2.1 Point Cloud Representations and Architec-
tures

Point clouds are one of the most common and versatile 3D data representations,
widely used in autonomous driving, robotics, and virtual reality [13,26,28]. They
directly encode geometry through discrete 3D points, making them efficient to
capture with sensors such as LiDAR, structured light, or RGB-D cameras. Compared
to volumetric or mesh representations, point clouds are lightweight and preserve
geometric fidelity. However, their unique properties, including irregular sampling,
permutation invariance, and density variation, make them challenging for standard
convolutional neural networks originally designed for regular 2D grids. This has driven

the development of specialized neural architectures for point cloud understanding.

2.1.1 Point-Based Methods

Point-based methods directly consume raw point sets without discretization. The

seminal PointNet [7] established the foundation by introducing shared MLPs combined
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with a symmetric pooling operator, ensuring permutation invariance. While efficient,
PointNet captured only global features and struggled with fine-grained local structures.
PointNet++ [8] addressed this by hierarchically grouping neighborhoods and learning
local-to-global features, enabling more accurate segmentation and recognition.
Subsequent works further enhanced local feature modeling. For example, KP-
Conv [33] introduced kernel point convolutions, which learn spatial kernels directly
in 3D space, achieving strong results in segmentation benchmarks. RandLLA-Net [34]
proposed random point sampling with lightweight attention, enabling large-scale
outdoor scene processing while maintaining efficiency. Point-based methods excel at
preserving geometric fidelity since they operate directly on points, but they typically
suffer from limited scalability: neighborhood search and local aggregation can be

computationally expensive for millions of points.

2.1.2 Voxel-Based Methods

Voxel-based methods discretize 3D space into regular grids, enabling the use of 3D
convolutions. Early works such as VoxelNet [9] extended 2D Convolutional Neural
Network (CNN) into 3D by applying dense 3D convolutions on voxelized point clouds.
However, dense voxelization quickly becomes intractable due to cubic growth in
memory and computation with resolution.

To overcome this, sparse convolutional methods such as MinkowskiNet [35]
leverage the sparsity of real-world point clouds. Sparse 3D convolutions allow networks
to scale to large indoor or outdoor scenes while maintaining high resolution in occupied
regions. These models have achieved state-of-the-art results on benchmarks like
ScanNet [2] and SemanticKITTT [3]. Despite their efficiency, voxelization introduces
quantization artifacts, and high-resolution voxels remain memory-intensive, limiting

their ability to capture very fine structures such as thin edges.

2.1.3 Graph-Based Methods

Graph-based methods [11,36,37] treat point clouds as irregular graphs, where points
are nodes and edges connect spatial neighbors. Dynamic Graph CNN (DGCNN) [3§]
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pioneered edge convolution (EdgeConv), dynamically constructing kNN graphs to
capture local geometric relationships. Graph attention mechanisms further enhanced
representation learning by assigning learnable weights to neighbor contributions,
allowing more adaptive feature aggregation.

Graph-based methods excel at modeling relational structures and non-Euclidean
neighborhoods, capturing local geometry more effectively than vanilla point-based
approaches. However, constructing and updating neighborhood graphs is computa-
tionally expensive, especially for large-scale scenes. As a result, graph-based models

often struggle with scalability, limiting their practicality in real-time applications.

2.1.4 Towards Hybrid and Transformer-Based Architectures

Recognizing the strengths and weaknesses of each paradigm, hybrid architectures
combine multiple strategies. For example, point-voxel hybrid networks such as
PVCNN [39] process local geometry at the point level while leveraging voxel grids for
global context, balancing fidelity and scalability. SparseConv-based [40] backbones
are often integrated with point-based refinement modules to achieve better accuracy
with manageable costs.

Transformers have recently been adapted to 3D point clouds. Point Trans-
former [29] introduced self-attention mechanisms that respect permutation invariance
and model long-range dependencies. Later versions (Point Transformer v2 [30],
v3 [41]) improved efficiency and scalability to larger scenes. Other works exploit
sparse attention or hierarchical transformer designs to reduce computation. These
transformer-based models represent a major shift toward expressive representation
learning in 3D, but they come with significant computational overhead, motivating

research into alternatives that retain expressiveness while improving efficiency.

Discussion

The evolution of point cloud architectures highlights a central trade-off: point-based
methods preserve fidelity but struggle with scalability; voxel-based methods scale

well but suffer from quantization; graph-based methods capture relations but are
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computationally heavy; and transformer-based methods offer expressiveness at high
cost. Hybrid designs attempt to strike a balance, but efficiency versus representation
quality remains an open challenge. This trade-off motivates our exploration of new
architectures that are both efficient and representation-rich, as detailed in subsequent
chapters on segmentation ( Chapter. 3) and generative modeling ( Chapter. 4—
Chapter. 5).

2.2 Semantic Segmentation of Point Clouds

Semantic segmentation is one of the most fundamental tasks in point cloud under-
standing, aiming to assign semantic categories to each point in a 3D scene. It is crucial
for downstream applications such as autonomous driving, indoor scene analysis, and
robotics. Over the past years, the field has evolved from fully supervised methods
to annotation-efficient approaches, and more recently to unsupervised paradigms.

Below we review these developments in detail.

2.2.1 Supervised Approaches

Fully supervised methods have been the dominant paradigm for 3D point cloud seg-
mentation. Early breakthroughs such as PointNet [7] introduced a simple yet powerful
architecture that directly consumed unordered point sets by applying shared MLPs
followed by symmetric max-pooling. However, PointNet lacked the ability to capture
local structures, which are essential for fine-grained segmentation. PointNet++ [8]
addressed this by introducing a hierarchical architecture with neighborhood grouping,
capturing local-to-global context.

Subsequent work aimed to improve local feature extraction. Kernel Point Convo-
lution (KPConv) [33] replaced MLPs with learnable kernel points, achieving strong
results on large-scale benchmarks. At the same time, voxel-based architectures such
as MinkowskiNet [35] applied sparse 3D convolutions to scale up to large indoor and
outdoor datasets. More recently, transformer-based architectures like Point Trans-
former [29,30] and its successors introduced self-attention mechanisms, enabling

explicit modeling of long-range dependencies in irregular point sets.
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These supervised methods achieve state-of-the-art (SOTA) performance on stan-
dard benchmarks such as S3DIS [1], ScanNet [2], and SemanticKITTI [3]. However,
they all rely on dense and accurate point-wise annotations, which are extremely
costly to obtain. Unlike 2D images, annotating 3D point clouds requires reasoning
in unstructured and often noisy environments, with occlusions and varying density,
making the process slow and error-prone. This annotation bottleneck has motivated

the exploration of annotation-efficient learning.

2.2.2 Annotation-Efficient Segmentation

Several strategies have been proposed to reduce annotation requirements while
maintaining segmentation performance:

Semi-supervised learning. These methods combine a small labeled set with a
large pool of unlabeled data. Consistency-based methods enforce prediction stability
under perturbations, while pseudo-labeling approaches iteratively refine labels for
unlabeled points [18]. Such approaches achieve significant improvements but still
require at least some manual labels.

Weakly-supervised learning. Instead of full labels, weak supervision uses
inexpensive annotations such as scene-level tags, bounding boxes, superpoint-level
hints, or sparse scribbles [19,42]. These methods greatly reduce annotation cost but
often suffer from label noise and lack fine-grained boundary accuracy.

Self-supervised learning. Self-supervised approaches leverage pretext tasks
that require no human labels, such as contrastive learning [20], clustering, or point
cloud reconstruction. For example, PointContrast and DepthContrast learn transfer-
able representations by contrasting positive and negative pairs across views. While
these methods improve feature learning, they often face pretext-task mismatch, where
features learned for proxy tasks may not fully transfer to downstream segmentation.

Overall, annotation-efficient methods reduce but do not eliminate dependence on
supervision. This raises the question: can we achieve semantic segmentation entirely

without labels?
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2.2.3 Unsupervised Segmentation

Unsupervised segmentation represents the most extreme form of annotation efficiency,
seeking to discover semantic partitions directly from raw point clouds with no
supervision at all. Prior works explored clustering-based methods [4,43], prototype
learning, or spectral graph approaches [44,45]. However, most focus on object-level
or part-level segmentation [46,47], and few address holistic scene segmentation.
Moreover, methods often require pretraining or external cues, limiting scalability.

In this thesis, we propose U3DS?, a fully unsupervised semantic segmentation
framework for holistic 3D scenes. Unlike previous approaches [34, 48], U3DS3does
not rely on pretraining or proxy tasks. Instead, it begins by constructing geometric
superpoints, then applies clustering and iterative pseudo-label refinement. To enhance
representation learning, we incorporate invariance and equivariance principles [49] in
voxelized space, enabling robust feature extraction across transformations.

This design allows us to segment both foreground objects and background re-
gions in indoor and outdoor environments. Extensive evaluations on ScanNet,
SemanticKITTI, and S3DIS demonstrate that U3DS3achieves competitive or even
state-of-the-art results among unsupervised approaches, establishing a new baseline

for annotation-free scene segmentation.

2.3 Generative Modeling for Point Clouds

Generative modeling aims to synthesize plausible 3D shapes represented as point
clouds. Such models not only benefit content creation and simulation, but also
provide strong priors for discriminative tasks such as completion, registration, and
segmentation. For instance, synthetic point clouds can augment training data,
balance rare categories, or serve as shape priors for semantic understanding. Standard
benchmarks such as ShapeNet [50] have been widely used to evaluate generative
methods in terms of fidelity, diversity, and scalability.

Research in this field has progressed through several stages: variational au-
toencoders, generative adversarial networks, normalizing flows, and most recently,

diffusion models. Each paradigm offers distinct advantages and limitations, as
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reviewed below.

2.3.1 Variational Autoencoders (VAEs)

VAESs learn latent-variable models by maximizing a variational lower bound on the
data likelihood. In point cloud generation, VAEs encode a shape into a latent Gaussian
distribution and reconstruct it through a decoder. Works such as setVAE [21]
demonstrated that VAEs could generate valid shapes and interpolate smoothly
between latent codes. Extensions like hierarchical VAEs and structure-aware VAEs
sought to capture part-level relations. However, VAEs often suffer from blurry
reconstructions due to the Gaussian prior assumption, which is insufficient for
modeling the complex multimodal distribution of 3D shapes. Fidelity is thus limited,

especially for sharp edges and thin structures.

2.3.2 Generative Adversarial Networks (GANs)

GANSs introduced adversarial training to address the fidelity issue. Point cloud GANs
such as r-GAN [22] and ShapeGF [31] trained a generator to produce shapes that fool
a discriminator, encouraging sharp and realistic outputs. Part-aware GANs further
exploited semantic decomposition to generate structured point clouds. Despite these
improvements, GANs are notoriously unstable: they require careful balancing of
generator and discriminator, and often suffer from mode collapse, where the generator
fails to capture the full diversity of the data distribution. Moreover, scaling GANs to
high-resolution shapes or large scenes is computationally challenging, limiting their

practicality.

2.3.3 Normalizing Flows

Flow-based models such as PointFlow [23] directly model point distributions using
invertible transformations. By maximizing exact log-likelihood, these models pro-
vide principled training and latent-variable inference. Variants like DPF-Net [51]
introduced hierarchical flows to better capture local structures. While flows excel in

likelihood estimation and structured latent space learning, they require expensive
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Jacobian computations and deep architectures, making them less efficient. They
also struggle to represent very fine-grained geometry without incurring significant

computational overhead.

2.3.4 Diffusion-Based Generative Models

Diffusion Model Diffusion models have recently emerged as the most powerful
paradigm for 3D point cloud generation. Inspired by denoising diffusion probabilistic
models (DDPMs) in images, 3D diffusion models [24,25,32,52-54] progressively add
Gaussian noise to point clouds and learn to reverse the process through iterative
denoising. These models have shown superior fidelity and diversity compared to
VAEs, GANs, and flows. Conditional diffusion [52] frameworks enable text-guided or
image-guided point cloud generation, opening possibilities for cross-modal synthesis.

Recent work has also explored accelerating diffusion inference by reducing the
number of sampling steps. Consistency Models [55] learn a consistency relation
across noise levels, enabling high-quality generation with one or a few denoising steps,
and Phased Consistency Models [56] further refine this idea with staged generation.
These advances suggest that diffusion-based generators can improve inference speed
not only through architectural design (e.g., latent diffusion), but also via improved

sampling objectives.

Latent Diffusion Model Latent Diffusion Models (LDMs) [57] build upon this
framework by applying the diffusion process in the learned latent space instead of
pixel or point-level space. This dramatically reduces computational costs and memory
requirements, while still preserving high-quality generation. Originally introduced
in 2D vision tasks such as image synthesis and inpainting, LDMs have since been
extended to 3D domains. Works like Point-E [58], LION [52], and others leverage
latent diffusion to model point cloud generation, where the VAE serves as a backbone

to encode complex geometric data into tractable latent representations.

Point Cloud Diffusion Point Cloud Denoising Diffusion Model [32] is a pioneering

work that applies diffusion processes directly to point clouds, effectively capturing
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their complex distributions. Point-Voxel Diffusion [25] considers merging point and
voxel representations to achieve more reliable generation results. LION [52] proposes
a Variational Autoencoder (VAE) framework with a hierarchical latent space modeled
by two diffusion processes. FrePolad [54] further improves LION by introducing a
frequency-based loss function to obtain frequency-rectified latent representations,
enhancing detail preservation. Additionally, an adapted Diffusion Transformers for
point clouds [53,59] have been proposed to operate on voxelized point clouds. In
contrast, TIGER [24] applies transformers to latent point cloud features, leveraging
the transformer architectural capability of long-range dependency capture.

Despite their advantages, diffusion models face two key limitations. First, they
are computationally expensive: generating one sample requires hundreds of iterative
denoising steps, leading to slow inference. Second, while they capture global structures
well, preserving fine-grained details such as edges and corners remains challenging. To
address these issues, researchers have begun exploring latent diffusion models, which
first compress point clouds into a latent space using autoencoders before applying
diffusion. This reduces computational cost while retaining fidelity, but the design of

effective latent spaces remains an open challenge.

2.3.5 Positioning of Our Work

While prior diffusion-based methods achieve strong results, they often prioritize
fidelity at the expense of efficiency, or vice versa [60]. Moreover, most methods
treat point clouds uniformly, without explicitly considering frequency components or
geometric structures that could enhance representation.

This thesis addresses these gaps with two contributions. First, in Chapter. 4,
we introduce TFDM, an end-to-end diffusion model that integrates a time-variant
frequency encoder and state space modules (Mamba). TFDM captures the coarse-to-
fine generation process more effectively while significantly reducing computational
cost. Second, in Chapter. 5, we propose FLDCG, a latent diffusion model enriched
with frequency decomposition and multi-band transformer modules. By explicitly
modeling different frequency bands in the latent space, FLDCG achieves strong
fidelity with far greater efficiency.
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Together, these models advance point cloud generative modeling by simultaneously
improving efficiency and representation quality, moving beyond the limitations of

existing diffusion frameworks.

2.4 Frequency-Aware and Geometric Representa-
tion Learning

Representation learning in 3D point clouds not only requires efficiency but also the
ability to capture geometric structures at different scales. Frequency analysis offers
a natural perspective: low-frequency components describe coarse global structures,
while high-frequency components encode fine geometric details such as edges, corners,
and thin parts. Frequency-aware modeling has been extensively explored in 2D image

processing and is increasingly being applied to 3D point clouds.

2.4.1 Frequency Analysis in 2D Images

In computer vision, Fourier [61] and spectral methods [45] have long been used to
analyze image structures. The Fourier transform decomposes images into different
frequency components, with low frequencies corresponding to smooth variations and
high frequencies capturing sharp edges. Laplacian [62] and wavelet transforms [63]
extend this to multiscale decompositions, enabling edge-preserving filtering, denoising,
and compression. Recent neural architectures also exploit frequency decomposition to
improve image super-resolution, style transfer, and generative modeling [64]. These
developments highlight the value of explicitly incorporating frequency information

into deep learning pipelines.

2.4.2 Frequency and Spectral Methods in 3D Point Clouds

Extending frequency analysis to irregular raw point sets requires graph-based formu-
lations [65]. Point clouds can be represented as graphs, where the Laplacian matrix
encodes local neighborhood structure. Spectral graph theory enables decomposition

into eigenvalues and eigenvectors, forming a basis for filtering or separating frequency
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bands. Low-frequency eigencomponents correspond to smooth, global structures,
while high-frequency components highlight local variations and fine geometry [65,66].

Several works have applied spectral methods to point clouds for segmentation and
classification [67,68]. For example, Laplacian eigenbasis has been used to detect shape
boundaries, and spectral convolutions extend standard convolutions to non-Euclidean
domains [66]. However, explicit frequency modeling remains under-explored compared

to direct spatial-domain learning.

2.4.3 Frequency in Point Cloud Generation

Frequency-domain analysis has been extensively applied in 2D vision tasks [36,64,69]
such as super-resolution, style transfer, and generative modeling. Its core advantage
lies in decomposing signals into low- and high-frequency components: low frequencies
describe global structures, while high frequencies encode local details and sharp
transitions. Despite its success in images, the use of frequency information in 3D
point cloud generation is still relatively limited.

The coarse-to-fine property of diffusion models makes frequency particularly
relevant for point clouds. In early denoising steps, low-frequency components capture
the overall shape, while in later steps, high-frequency signals refine fine structures
such as edges, corners, and thin parts. Recent works have begun to explore this
perspective. For example, [70] transform point clouds into signed distance fields
and apply wavelet decomposition, separating the diffusion process into low- and
high-coefficient parts. [54] prioritize high-frequency regions during training and
adopt edge-aware objectives to improve geometric fidelity. These studies provide
preliminary evidence that frequency-aware design can enhance robustness and detail
preservation. Nevertheless, explicit integration of frequency modeling into point

cloud generative frameworks remains unexplored.

2.4.4 Relevance to Our Work

This thesis builds upon these early attempts and develops dedicated frequency-aware

generative architectures for point clouds. We propose two complementary approaches:
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e TFDM (Chapter. 4): introduces a time-variant frequency encoder that
progressively emphasizes different frequency bands across denoising steps. In
particular, high-frequency components are amplified in later stages to refine
fine structures. Combined with dual latent state space (Mamba) modules,
TFDM captures the coarse-to-fine generative trajectory efficiently, reducing

computational cost without sacrificing fidelity.

e FLDCG (Chapter Chapter. 5): designs a multi-band transformer within a
VAE encoder. Using spectral graph decomposition, point clouds are separated
into multiple frequency bands, each processed by a dedicated transformer
branch. This architecture enables latent diffusion to preserve both global
low-frequency structure and high-frequency details, achieving superior fidelity

with substantial efficiency gains.

Together, these contributions demonstrate that frequency-aware representations
are a powerful tool for bridging the gap between geometric detail preservation

and scalable, efficient point cloud generation.

2.5 Advanced Architectures in 3D Deep Learning

As point cloud learning has matured, the community has moved beyond early point-,
voxel-, and graph-based methods to explore more advanced neural architectures.
Two major directions have emerged: transformer-based architectures and state space
models. In addition, hybrid frameworks that combine multiple paradigms seek to

balance fidelity and efficiency.

2.5.1 Transformers for Point Clouds

Transformers have revolutionized sequence modeling in natural language processing
and computer vision, and have recently been adapted to 3D point clouds. Point
Transformer [29] introduced self-attention mechanisms that are permutation-invariant

and capable of modeling long-range dependencies across point sets. Follow-up work

22



such as Point Transformer v2 [30] and v3 [41] improved scalability through more
efficient attention mechanisms and hierarchical designs.

Transformer-based models for point clouds could adopt sparse attention, local-
global feature hierarchies, or hybrid designs combining convolutional layers with self-
attention. These architectures have demonstrated strong results in segmentation [34],
classification [41], and generative tasks [53], as they effectively capture both local and
global context. However, transformers are computationally demanding, requiring
quadratic complexity in sequence length, which is prohibitive for large-scale 3D
scenes or high-resolution point clouds.

Although standard self-attention incurs quadratic complexity in the number
of points, recent work has shown that this limitation can be alleviated through
approximate attention mechanisms with linear complexity. Linformer [71] reduces
the cost of self-attention by projecting the key and value sequences into a low-rank
subspace, achieving O(N) complexity while preserving competitive performance.
Performer adopts a kernel-based perspective and approximates softmax attention
using random feature mappings [72], enabling linear-time and linear-memory attention
without assuming sparsity or low-rank structure.

While these approaches [29,30,41,71,72] demonstrate that efficient transformers
are feasible, their application to point cloud learning remains limited. The irregular
structure and strong locality of point clouds often favor local or hierarchical attention
designs, and fully global linear attention has yet to be widely adopted in large-scale
3D scenarios. This motivates the exploration of alternative architectures, such as

state space models, which naturally scale linearly with sequence length.

2.5.2 State Space Models

State space models (SSMs) offer an alternative to attention. Mamba is a selective
SSM that integrates gating and convolution-like operations by modeling long-range
dependencies with linear recurrent structures. The S4 architecture [73] demonstrated
that carefully parameterized state space representations could capture long-sequence
dynamics with sub-quadratic complexity. More recently, Mamba [74] introduced
a selective SSM that integrates gating and convolution-like operations, achieving
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efficiency comparable to CNNs while retaining the expressive power of transformers.
Mamba has been successfully applied in Natural Language Processing (NLP) and
vision, but its potential for 3D point cloud generation remains underexplored.

For point clouds, SSMs are particularly appealing because they can model long-
range geometric dependencies without incurring the quadratic cost of attention. This
makes them a promising direction for efficient large-scale point cloud learning. In
this thesis, we investigate Mamba in the context of point cloud generative modeling
(Chapter Chapter. 4), demonstrating that it offers a favorable balance between

computational efficiency and representation quality.

2.5.3 Hybrid Architectures

Given the trade-offs of different paradigms, hybrid architectures have become in-
creasingly popular. Some methods combine voxel-based backbones for scalability
with point-based refinement for fidelity, while others integrate sparse convolution
with transformer layers to capture both local and global features. Multi-branch
architectures allow task-specific specialization, for example using convolution for
local geometry and self-attention for semantic context.

Hybrid approaches embody a broader trend in 3D deep learning: no single
paradigm is sufficient on its own, and combining complementary designs often yields
better performance. However, hybrids can also introduce significant complexity and

computational overhead, making efficiency a continuing concern.

Discussion

The evolution from transformers to state space models and hybrids illustrates the
ongoing search for architectures that balance efficiency and representation power.
Transformers provide strong global reasoning but are expensive; SSMs like Mamba
offer efficiency but are less explored in 3D; and hybrids attempt to combine the best
of multiple worlds. These observations directly motivate our design choices in later
chapters: incorporating Mamba into frequency-aware diffusion (TFDM, Chapter. 4)
and leveraging multi-band transformers in latent diffusion (FLDCG, Chapter. 5).
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2.6 Evaluation and Metrics in Point Cloud Learn-
ing

Evaluating point cloud learning models requires metrics that reflect both semantic

correctness for discriminative tasks and geometric fidelity for generative tasks. In

addition, efficiency measures are crucial given the computational demands of large-

scale 3D models. This section reviews the standard metrics used in the literature

and highlights those adopted in this thesis.

2.6.1 Segmentation Metrics

Semantic segmentation requires assigning per-point semantic labels, making both

accuracy and boundary quality important. The most commonly used metrics include:

e Overall Accuracy (oAcc): The fraction of correctly classified points across

the dataset: N
Zi:1 1@1 = yz‘)
N )

oAcc =

where N is the total number of points, y; is the ground-truth label of point 1,
; is the predicted label, and 1(-) is the indicator function. oAcc provides a

global measure but may be biased toward majority classes.

e Mean Accuracy (mAcc): The average per-class accuracy across all classes:

c
1 TP.

mAcc = ol Z
where C' is the number of classes, T'P. is the number of correctly predicted
points in class ¢, and N, is the total number of ground-truth points in class c.

mAcc balances performance across classes, including rare ones.

e Mean Intersection over Union (mloU): The average loU across all classes:

C

TP 1
I Uc - - ) I U == I UC7
© TP+ FP,+ FN, oY= ¢ Zczl ©
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where TP,, FP., and F'N,. denote true positives, false positives, and false
negatives for class ¢. mloU is widely regarded as the most representative

I3

metric for segmentation benchmarks such as S3DIS [1], ScanNet [2], and

SemanticKITTI [3].

In this thesis, we report oAcc, mAcc, and mloU for all segmentation experiments.

2.6.2 Generative Modeling Metrics

For generative models, evaluation must capture both fidelity (how realistic samples
are) and diversity (how well they cover the target distribution). Standard metrics

include:

e 1-Nearest Neighbor Accuracy (1-NNA): Given a set of real samples R
and generated samples G, the 1-NNA metric is computed as the leave-one-out

classification accuracy of a 1-nearest neighbor classifier:

INNA= L > Lyl@) = §(x),

RI+161, 22,

where y(z) is the true domain label (real or generated), and g(z) is the label
predicted by a 1-NN classifier. A score close to 50% indicates that generated
samples are indistinguishable from real data, i.e., an ideal balance of fidelity

and diversity.

e Absolute 50-Shifted 1-NNA (1-NNA-Abs50): To make the interpretation
clearer, we shift 1-NNA relative to the ideal 50%:

1-NNA-Abs50 = |1-NNA — 50|

A lower score indicates the generated distribution is closer to the real data

distribution.

e Coverage (COV): Coverage measures how many reference shapes are matched
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by at least one generated sample:

H’I" eER ‘ Elg S g d(?" g) ming’eg d(?”, g/)}‘

COV(R,G) = R ,

where d(-, ) is a point-set distance (CD or EMD). Higher COV indicates greater

diversity.

e Minimum Matching Distance (MMD): MMD measures fidelity by comput-
ing the average distance between each reference shape and its closest generated

sample:
MMD(R,G) = ] Zr;lemd r,g).
Common distances d(-, -) include:

— Chamfer Distance (CD):

dCD(P Q |P| Z n ||p q||2 ’Q| Zmln ||p Q||27

where P, () are point clouds.

— Earth Mover’s Distance (EMD):

where ¢ is a bijection between point sets P and Q).

This thesis adopts COV, 1-NNA-Abs50 with CD and EMD as the main generative
evaluation metrics. For TFDM and FLDCG, these metrics quantify improvements
in both fidelity (lower 1-NNA-Abs50) and diversity (higher COV) compared to

baselines.

2.6.3 Efficiency Metrics

Efficiency is a central concern especially in diffusion-based generation. Beyond

accuracy or fidelity, models are evaluated by:
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e Parameter Count: The number of trainable parameters, reflecting model

size.
e Training Time: The training hours required for diffusion model convergence.

e Inference Time: The wall-clock time to generate outputs, measured per
sample or per scene. Diffusion models in particular are sensitive to the number

of denoising steps, making inference time a critical factor.

In this thesis, we highlight efficiency improvements of up to 10x parameter
reduction and 9x faster inference in TFDM, and over 20x reduction in FLDCG

compared to strong diffusion baselines.

2.6.4 Dataset-Level Evaluation Conventions

Different benchmarks standardize different subsets of metrics:

e Segmentation Benchmarks: - S3DIS, SemanticKITTI and ScanNet report

oAcc, mAcc and mloU

e Generative Benchmarks: - ShapeNet-v2 is the most widely used, with COV,
MMD (CD/EMD), and 1-NNA as standard metrics.

Following these conventions ensures that our results are directly comparable to

prior work across segmentation and generation tasks.

Discussion

In summary, point cloud learning evaluation combines semantic accuracy (OA,
mloU, per-class IoU, boundary metrics), generative quality (COV, MMD, CD,
EMD, 1-NNA), and efficiency measures (parameters, training time, inference
time). By reporting across all these dimensions, this thesis provides a comprehensive
assessment of methods that emphasizes both annotation-free learning and efficient,

high-fidelity generation.
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CHAPTER 3

USDS?: Unsupervised Point Cloud Scene Semantic

Segmentation

3.1 Introduction

As a crucial task in 3D computer vision, there has been increasing attention paid
to point cloud segmentation in recent years due to its broad applicability to many
real-world applications such as autonomous driving, virtual reality, robotics, and
human-computer interaction. However, owing to the unordered and unstructured
nature of point clouds, it is a non-trivial exercise to undertake segmentation upon
them. In recent years, supervised point cloud segmentation approaches have made
significant progress [7,8,20,33,34,38,75] against several benchmark datasets [1-3,50].
However, these approaches rely heavily on copious fully-annotated training data, in
the form of labeled 3D point clouds. It is both time-consuming and labour-intensive
to obtain such annotations accurately and consistently - especially for dense and
complex 3D scenes. An alternative body of work leverages semi-supervised [18] and
weakly-supervised [19,48,76,77] approaches to mitigate the labelled data requirements,
but still require labour-intensive annotation at some level and lack of being readily
scalable and adaptable to new datasets. Our work aims to characterize 3D features
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Figure 3.1: Illustration of proposed U3DS? on S3DIS dataset [1] Left to
right denotes real scene, ground truth and U3DS® segmentation results respectively
for the full scene (upper), for a single point cloud block input (lower).

without any explicit guidance allowing it to learn from the intrinsic structure of
the data, and offer independence from erroneous, bias or inconsistent annotations,
which significantly differ from prior weakly-supervised methods. To date, there are
only a handful of prior works trying to address fully unsupervised segmentation
for point clouds [47,78-80]. However, these approaches essentially focus on object-
level segmentation or co-segmentation and cannot recover the full 3D scene labels
without extra scene priors [47,79,80] and only a recent work [78] has attempted to
address fully unsupervised semantic segmentation for 3D scenes. Our proposed new
U3DS? approach performs full holistic segmentation for the entire 3D scene in a
scene-agnostic manner, spanning both indoor and outdoor scenarios across differing
metric scales and achieving superior results on ScanNet [2] and SemanticKITTI [3]
when compared to [78].

Despite the growth of unsupervised learning on 2D image segmentation [419,81-84],
there is a lack of in-depth investigation into any 3D point cloud equivalent. Although
some achievements in unsupervised segmentation learning have addressed 3D point
cloud data via domain adaptation [85,86], our work does not rely upon transfer

learning. OGC [47] leverages the dynamic motion pattern of a (LiDAR derived) point
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cloud sequence to acquire dynamic tracks and achieve competitive results for object-
level segmentation. Similarly, Yang et al. [79] successfully apply unsupervised learning
for object co-segmentation in point clouds. [78] made the first attempt towards
unsupervised 3D semantic segmentation via region growing to generate high-quality
over-segmentation, but their method does not fully leverage the intrinsic geometric
information of the point clouds and tends to predict over-smooth segmentations with
more background (e.g. floor, wall) and overlook detailed object categories of the
scene.

Traditional clustering methods, like k-means [5] and DBSCAN [4], can be benefi-
cial in establishing unsupervised semantic segmentation baselines. However, these
methods still exhibit notable drawbacks. k-means [5], for instance, struggles to
converge effectively with non-convex datasets, exhibits weaknesses in handling un-
even data distributions, and struggles to form coherent clusters in the presence of
outliers and data noise. Interestingly, some existing unsupervised approaches [49, 78]
also incorporate k-means as a component of their algorithms. On the other hand,
DBSCAN [4] encounters challenges when dealing with categorical features, often
fails to identify clusters with varying densities, requires a drop in density to identify
boundaries, and experiences decreased performance in high-dimensional scenarios.

The goal of our approach is to enable a generalized method that is able to perform
semantic segmentation for large-scale indoor and outdoor 3D scenes without utilizing
any human labels or dynamic information between LiDAR frames. This chapter
takes a new step towards scene-level unsupervised semantic segmentation with a
novel strategy. Specifically, we first apply voxel cloud connectivity segmentation
(VCCS) [87] to generate the initial superpoint and merge them according to the
distance and normals of the superpoints. Following this, we propose the baseline
method by applying mini-batch k-means [88] on the features of a 3D point cloud
to generate and update the clustering centroids, and subsequently calculate the
distance between features and clustering centroids to assign labels for each point
as pseudo-labels under the guidance of the superpoint. After that, we train the
network with the pseudo-labels to provide new network parameters for the next

iteration of clustering. Subsequently, we apply a non-parametric classifier that
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operates solely on the feature space distance. Finally, by leveraging the invariance
and equivariance of the volumetric representations, we are able to apply differing
volumetric transformations on the point cloud input and a subsequent voxelized
reverse geometric transformation on these feature representations.

In this manner, our network is capable of producing several variant feature rep-
resentations from the same data source. This transformation operation is derived
from a very intuitive sense that the same inputs should result in similar predictions
even under geometric transformation due to the principle of invariance. Fundamen-
tally, we learn a feature representation that maximizes the effective semantic class
separation. We provide two pathways to enforce color invariance and geometric
equivariance that each provide our underlying inductive bias for semantic consis-
tency and geometric structure by way of consistent clustering assignment across the
two pathways. This is performed via iterative optimization of the clustering loss,
which enforces a discriminative feature space capable of high-level visual similarity
disambiguation. Finally, we train our voxel-based method in an end-to-end manner.
Furthermore, our evaluation illustrates promising results across both indoor and
outdoor datasets, S3DIS [1], ScanNet [2] and SemanticKITTTI [3], demonstrating
the effectiveness and practicality of our method and providing an initial reference
performance for completely unsupervised 3D semantic scene segmentation. Overall,
we propose a simple yet effective framework that makes the new approach towards
the task of unsupervised point cloud segmentation for holistic 3D scenes, named
U3DS3. Fig. 3.1 illustrates an initial qualitative result of our approach. Our key
contributions are summarized as:

e We propose a novel unsupervised semantic segmentation method to leverage
the invariance and equivariance through geometric transformation for both 3D
indoor and outdoor holistic scenes.

e We analyze and compare existing clustering approaches and the concurrent
state-of-the-art, demonstrating the advantages and superiority of our method
for efficient unsupervised learning on large-scale point clouds of holistic 3D
scenes with faster convergence.

e We conduct extensive experiments and ablation studies to demonstrate signifi-
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cant improvement over standard baselines, across the S3DIS [1] ScanNet [2] and
SemanticKITTI [3] benchmark datasets, and illustrate both the practicability

of the proposed framework and justify the intuition behind our design.

3.2 U3DS? Methodology

This work formulates the task of unsupervised point cloud semantic segmentation
as point-level segmentation, where every point within the point cloud needs to be
assigned a label of a fixed number of semantic class labels.

To state formally, given a point cloud set P without labels, let ¢ = {¢;} and
f = {f;} denote the point coordinates and the corresponding features from P € RV*3,
F € RV*? where N is the number of points of the input point cloud, and d denotes
the feature size, which contains coordinates, colours, and normalized positional
information. Hence, the goal of this work is to learn a semantic segmentation
function g,, which is able to predict per-point labels in an unsupervised way for P

using only ¢ and f.

Dataset P
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Figure 3.2: Overview of the proposed U3DS? each input point cloud is assigned
to two pathways and gives two groups of clustering centroids and labels for training.
The point cloud is initially calculated to form a superpoint. This superpoint is then
merged to produce a refined superpoint, which guides the generation of pseudo-labels.
The pink part of the volumetric feature here denotes reverse the input tensor along
the z axis.
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As shown in Fig. 3.2, for each input point region, we first apply two different
colour transformations and afterwards convert them to the volumetric domain. Two
different random color transformations are applied to expose the two pathways to
complementary color variations, encouraging the learned representations and final
predictions to be invariant to color transformations. For pathway-1 in the top row,
we implement a geometric transformation before the voxelized features are fed into
the model. After the forward pass, we operate a corresponding inverse geometric
transformation to the output features to ensure this representation shares the same
properties with the non-transformed pathway-2. Subsequently, we cluster features
from the different point cloud blocks and produce two groups of clustering centroids
and labels, which can be used for further training and loss assembled from different

pathways.

3.2.1 Superpoint

For all point clouds P, P, P3,... within a point cloud set P, we adhere to the
VCCS [87] method to obtain initial superpoints for each point cloud. These can be
denoted as {{SP},SP,SP},...} ,{SP;,SP;,SP;},...},...}, where SP; represents
the i-th superpoint in the j-th point cloud. The initial superpoints may vary across
different point clouds. Subsequently, we employ a straightforward strategy to merge
the superpoints within each scene: 1) Identify the smallest superpoint SP* along with
its two closest neighboring superpoints SP* S P*; 2) Compute the vector addition
of points within each superpoint and calculate the cosine similarity, here simply noted
as cos[SP!, SP*]; 3) Merge the smallest superpoint with the one that exhibits higher
cosine similarity; 4) Repeatedly execute the above three steps until the superpoints
reach a predetermined number. This simplistic approach is based on the principle
that similar semantic objects possess comparable normals. Ultimately, the updated
superpoints become {{SP/, SPM?, ...}, {SPM, SPy? ...},...}, ensuring that the
points within the same superpoint are assigned identical labels. We define the final
superpoint count as a parameter, represented by ,,. For all datasets, the optimal

value is empirically found as v,, = 40.
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3.2.2 Voxelization and Devoxelization

We produce different representations for the input point cloud via the geometric
transformation on the volumetric domain, where a voxel-based architecture is natu-
rally adopted for such representation. Here, using voxelization and devoxelization
in the pipeline, we present a simple yet effective network which contains only 3D
convolutional layers with batch normalization without any additional component
(details in Sec. 3.2.3).

Voxelization inevitably introduces quantization error, and its magnitude depends
on the grid resolution r. A higher r preserves finer geometric details by reducing
discretization artifacts, but increases memory and computation cost. Conversely, a
lower r improves efficiency but may oversmooth thin structures and boundaries due
to coarser discretization. In practice, r is chosen to balance detail preservation and
tractability, and we fix r = 32 as a compromise that provides stable performance
under our computational budget.

Given the input points coordinate ¢ with corresponding features f in the input
blocks, we normalize the coordinates ¢ before voxelizing the original points to gain
scale invariance. Specifically, we normalize the coordinate ¢ into [0,1] and denoted
by ¢* = {c}. In this process, the point features (including the coordinates) do not
change, and the normalized coordinates are only used for converting the feature to
the proper volumetric space.

When transferring the features f with normalized coordinates ¢* = {x*, y*, z*}
into the voxel grids {V,,, 4}, the interpolated feature f; for the voxel grid is calculated

as the mean value of the features of points located in the grid.

n

1
Vipa = 17 I[floor(z; x 1) =m,
P (3.1)

floor(y; x r) =p, floor(zF xr)=q| X f;

where r denotes the voxel resolution and I is an indicator function that indicates
whether coordinates ¢; belong to the voxel grid {m, p, ¢}. K, ,, represents the count
of points falling within the grid {m, p, ¢}, and floor(-) is floor function that outputs
the greatest integer less than or equal to the input.
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In terms of the per-point clustering, we need to devoxelize the voxel-based
features output from the model gy to point-based features. We follow the trilinear
interpolation of PVCNN [39] instead of the traditional nearest neighbor interpolation

to ensure that nearby points are not assigned identical features.

3.2.3 Baseline: Clustering and Iteration

U3DS? applies a clustering-based method iteratively to generate pseudo-labels and
train our baseline method, as inspired by DeepCluster [43]. Adapting [43] to the
3D domain is non-trivial due to the irregular nature and varying sparsity of point
clouds. We present a simple yet effective strategy: switching between generating
pseudo-labels via clustering with the current feature representations, and training
new feature representations with the generated pseudo-labels. Different from [43,49],
the segmentation function gy should be able to produce per-point features, and we
replace the parametric classifier with a non-parametric distance metric. Specifically,
we denote the voxelization and devoxelization operations as Z and Z~'. The
voxelized feature is v = {v;} = {Z(f;, ¢)}, and the output voxelized feature of the

out

3D convolutional function is v°** = g4(v). Finally, the features for clustering can be

denoted as f = { fi } = {Z g, cj)} The main procedure can be separated as
two parts:
(1) Using the current embeddings and k-means to cluster the points with super-

points guidance in the point cloud:

(3.2)

where ;¥ denotes the cluster label of point ¢; with the constraint of superpoint, and
pix denotes the k-th cluster centroid. Note the features f; and the centroids p; have
the same dimension.

(2) Using the class labels as pseudo-labels, we train a classifier via cross-entropy

loss, which is shown in the point cloud setting as:

min " Lox (g (/)17 1) (33
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where gy denotes the parametric classifier. Under the unsupervised setting, it will be
very challenging to train a classifier jointly with constantly changing pseudo-labels.
We therefore choose to label points only based on their cosine distance from to
the clustering centroids in feature space. Specifically, the loss function shows the

following format:

. ! ysp
m01n Z Lcluster <fz ) lz ) y’) (34)

’
_d(fi ::U'l-?p)
[ 7
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where d(+, ) denotes the cosine distance.

3.2.4 Volumetric Transformations

To improve robustness in the unsupervised setting under different scenarios, we
leverage the invariance and equivariance of volumetric representations of point
clouds. Invariance means that the labelling should not change after applying different
transformations such as colour jittering. Equivariance in the volumetric domain means
when we apply a geometric transformation to the point cloud, the corresponding 3D
convolutional feature should be similarly transformed, and the corresponding labels
are also wrapped according to this transformation.

For simplicity, we name the two pipelines processing the two representations as
pathway-1 and pathway-2. To produce two different representations for an individual
input block, we apply a geometric transformation before volumetric feature extraction
and then perform a corresponding inverse transformation on the final voxelized
features.

Specifically, let G and G™* denote the voxelized feature geometric transformation
and its reverse transformation respectively, and O is the colour transformation. For
point ¢ with its feature f, we apply different colour transformations for original

features f:

flzol(f>a.f2202(f) (3-6)
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Next, we transform these two features into the voxel grid, noting that ¢j is actually

equal to c3:

U1 = Z<f17 CT)7U2 = Z(f27 C;) (37)

After that, the voxelized feature transformations are applied to the volumetric
domain: only the features of pathway-1 are transformed whilst the other remains
unchanged. The geometric transformations operate on the voxelized feature v and
the corresponding reverse geometric transformations operate on the output voxel

feature v°“:

vi" = G {glG(v1)]} v = go(v2) (3.8)

Subsequently, we perform de-voxelization to get the features for clustering:

fi=2Z'v" ¢, fo=Z ' (v, c5) (3.9)

3.2.5 Losses and Labelling Scheme

Given input clouds ¢ with features f, according to the colour and geometric transfor-
mations introduced in Section 3.3.3, two different feature representations, f/l, f;, can
be produced. By leveraging these two features, we cluster the two representations

separately to get two groups of centroids and pseudo-labels:

, 2

1D, ™ = arg rg}LnZ ‘ fri = pee (3.10)
, 2

1, p® = argmin | ‘ foi = e (3.11)

We then set two loss functions. Firstly, the feature representation should match
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the pseudo-labels produced by the same pathway:
Ll = Z Lcluster (f{m l;p(l)u N(1)> +

» (3.12)
Z Lcluster <f2i7 lz ( )a “(2))

Similarly, the feature representation should whilst match the pseudo-labels produced

by the different pathway:

Lo = 3" Latuster (f1 1)@ 1@ ) +

' it (3.13)
Z Lcluster <f2i7 lz ( )7 p'(l))
The final training objective is their summation:
Lyinar = L1 + Lo (3.14)

The loss encourages the feature from one pathway to adhere to labels generated
by another pathway, which encourages the network to label similarly to feature
representations from different pathways.

Hungarian Algorithm: To match the clustering labels with the real labels,
we utilize the Hungarian algorithm [89] accross the whole dataset every epoch.
Specifically, where C' is categories, P is the predicted set and G is the ground truth
(GT) set. S9*¢ is the matching matrix, where S;; denotes the matching degree
between i*" predicted category and j** GT category. Criterion: finding bijection

f 1 — 7 to maximize 27,021 Si 1)

3.3 Experiments

Implementation Details: We implement a simple yet effective framework with
8 layers 3D convolution, where each layer employs a 3D batch normalization and
leaky rectified linear activation function (ReLU). The input point cloud contains 12D

features, i.e., the point coordinates (z,y, z) in the normalized block coordinate system,
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Figure 3.3: Qualitative results on ScanNet [2]. Each class label is assigned
a colour (as per legend, right). This illustration shows superior segmentation
performance compared to the baselines.

colour information (R, G, B), per-point normals and normalized raw coordinates in
the original scene coordinate system. Note that no colour information is provided in
SemanticKITTTI [3].

Training: We use a batch size of 4 with 4096 points per batch for all datasets.
The chosen optimizer is stochastic gradient descent (SGD) with a learning rate of
le — 4 and a weight decay of le — 5. We train our network for 10 epochs. For the
geometric transformation in the volumetric domain, we reverse the order of tensors
along the given x,y and z-axis respectively. The colour transformation comprises
random contrast and random brightness adjustment. The output feature dimension
from the model and the clustering feature dimension is set to 128. The resolution
of the voxel grid is set to 32. Besides, we use the FAISS library [90] on GPU to
compute the cluster centroids via employing a mini-batch k-means approach [88].

Evaluation: For evaluation and comparison with other methods, we choose two
classical unsupervised clustering methods, k-means [5], DBSCAN [4], and the only
unsupervised semantic segmentation method GrowSP [78] as baselines. Our method
is evaluated with three metrics: overall accuracy (oAcc), mean accuracy (mAcc)

and the mean intersection of union (mloU) on all datasets. All experiments are
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Figure 3.4: Qualitative results on SemanticKITTI [3] (Top 2 rows) and S3DIS
[1] (bottom row). Our method draws more versatile results compared with DBSCAN
[4] and is more stable than k-means [5], which shows promising segmentation results.

Method Level of Supervision mloU mAcc oAcc
KMeans [5] unsupervised 3.4 10.4 10.2
DBSCAN [4] unsupervised 6.1 10.1 15.3
GrowSP [78] unsupervised 25.4 44.2 57.3
U3DS?(ours) unsupervised 27.3 46.8 60.1

Table 3.1: Semantic segmentation results on ScanNet dataset. We evaluate
20 categories on validation set

performed on a single NVIDIA RTX 2080Ti GPU.

3.3.1 Datasets

We evaluate U3D.S? on two indoor and one outdoor benchmark: S3DIS [1], ScanNet
[2] and SemanticKITTI [3].

S3DIS [1] is a large-scale indoor scenes dataset which consists of 271 point cloud
rooms in six areas. The annotations of each point in the point cloud scene belong to
13 semantic categories. We train the model in areas 1, 2, 3, 4, 6 and test it in area 5
following [7,33,91]. We exclude clutter and test with 12 classes for a fair comparison

with GrowSP [78], nevertheless, we also test with 13 categories to compare with the
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Method Level of Supervision mloU mAcc oAcc

KMeans [5] unsupervised 2.5 8.1 8.2
DBSCAN [4] unsupervised 6.8 7.5 17.8
GrowSP [78] unsupervised 13.2 19.7 38.3
U3DS3 unsupervised 14.2 23.1 34.8

Table 3.2: Semantic segmentation results on SemanticKITTI dataset. We
evaluate 19 categories on validation set

existing supervised, weakly, and semi-supervised methods.

ScanNet-v2 [2] is an RGB-D real-world indoor dataset. It contains 1201 scenes
for training, 312 for validation, and 100 for online testing. For scene semantic
segmentation, it has 40 classes and one unlabelled class for training and 20 classes
and for testing. We compare with existing clustering and unsupervised methods on
the validation set.

SemanticKITTI [3]: is a large-scale outdoor dataset that is based on the KITTI
Vision Odometry Benchmark. For the semantic segmentation task, it provides 22
sequences with point-wise annotation of 19 classes. Each sequence contains a number
of scene scans collected by the complete 360 field-of-view of the employed automotive
LIDAR, where sequences 11-21 are used for online testing, 08 is the validation set
and the others are training sets.

Data Preparation: For all datasets, we choose 75, = 40 as the superpoint
number for each scene. We first apply uniform downsampling to S3DIS [1] and
ScanNet [2] with the sub-grid size 0.03 and subsequently follow PointCNN [91] to
sample point clouds into blocks to ensure that each data sample in the batch has the
same number of points. For S3DIS [1] and ScanNet [2], the block size is 1.5x 1.5 on zy
plane, and each block contains 4096 points. For SemanticKITTI [3], we set each block
size as 5 x 5 on zy plane with 4096 points. For each point cloud, we utilize VCCS [87]
to derive the initial superpoint. This is then merged for enhanced segmentation, as
detailed in Sec. 3.2.1. Furthermore, due to the characteristics and predominance of
roads in outdoor SemanticKITTI [3] datasets, we apply RANSAC [92] to fit a plane
as the road for improved generation of superpoints. Note this process will not be

utilized elsewhere.
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Method Level of Supervision mloU mAcc oAcc

PTv2 [93] fully supervised 72.6 78.0 91.6
KPConv [33] fully supervised 67.1 72.8 -
SSP+SPG [94] fully supervised 61.7 68.2 87.9
PointNet [7] fully supervised 41.4 - -
Jiang et al. [18§] semi-supervised (10%) 57.7 - 69.1
MT [95] weakly supervised (1pt) 44.4 - -
Zhang et al. [19] weakly supervised (1pt) 48.2 - -
KMeans [5] unsupervised 9.4 21.2 22.1
DBSCAN [4] unsupervised 9.2 19.8 17.5
GrowSP(12) [78] unsupervised 44.6 57.2 78.4
U3DS3(ours)(12) unsupervised 42.8 55.8 75.5
U3DS3(ours) unsupervised 40.1 52.9 72.3

Table 3.3: Semantic segmentation results on S3DIS Area-5 Evaluations are
compared using mloU, mAcc and oAcc across various methods. Where (12) indicates
the exclusion of clutter, while the results without (12) are tested with 13 classes.

3.3.2 Results and Comparison on Benchmarks

To thoroughly evaluate our U3DS?, we test our methods on the indoor S3DIS [1],
ScanNet [2] and outdoor SemanticKITTI [3] benchmarks. Tab. 3.1 to Tab. 3.3
respectively shows the semantic segmentation results on the ScanNet, SemanticKITTI
and S3DIS dataset. Not surprisingly, fully supervised methods provide the best
performance. From Tab. 3.3, our method significantly outperforms the existing
clustering methods, where it achieves 75.5% overall accuracy and 42.8 mIoU on the
S3DIS dataset. Moreover, our method is even close to the performance reported by the
fully supervised method [7] and some up-to-date weakly supervised methods [42,95],
which is a big step forward for unsupervised semantic 3D scene segmentation.
Moreover, we outperform GrowSP [78] on both the ScanNet and SemanticKITTI
datasets. Specifically, as displayed in Tab. 3.1, our method achieves a superiority of
+1.9 mloU and +2.6 mAcc over their results. Additionally, Tab. 3.2 demonstrates
that our method achieves 1 mIoU and 3.4 mAcc higher than GrowSP [78], despite
having a slightly lower oAcc. Fig. 3.3 shows the qualitative comparison on S3DIS,

which further demonstrates the superiority of our method.
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Baseline Eqv Inv Ysp mloU mAcc oAcc

v 29.8 42.5 55.3
v v 30.7 43.5 57.2
v v 33.9 45.9 61.4
v v v 34.8 46.3 63.2
v v v 80 38.8 49.7 68.7
v v v 60 41.0 52.6 72.4
v v v 40 42.8 55.8 75.5
v v v 20 41.9 53.9 74.3

Table 3.4: Ablation study on S3DIS Area-5 Eqv denotes equivariant voxelized
feature transformation; Inv denotes invariant colour transformation. 7, denotes the
final superpoint number.

3.3.3 Ablation Study

To showcase the effectiveness of each module and the different volumetric transfor-
mations. We conduct eight groups of experiments on the S3DIS [1] dataset: (1) the
baseline approach proposed in Sec. 3.3.3, (2) adding colour transformation on the
basis of the control group (1), (3) adding voxelized feature transformation on the
basis of the control group (1), and (4) full model without prior superpoint, (5)-(8)
different final prior superpoints as guidance. As shown in Tab. 5.2, our full model
clearly outperforms the baseline on all of the evaluation metrics, benefiting from the
delicate volumetric transformation design and superpoint prior. Groups (3) and (4)
outperform by +5 mloU and 8 oAcc compared to the baseline. More interestingly,
the improvement of adding the geometric transformation for equivariance is more
significant than that of the invariance transformations, which is different from prior
unsupervised learning work in the 2D domain [46,83,84]. Tt is known that point
clouds essentially present much stronger geometric priors than 2D images with ex-
plicit 3D structures, which we believe can significantly help the 3D representations
to be more robust and consistent cross-view and less sensitive to light changes and
jittering. Moreover, the employment of superpoints can significantly enhance the
overall performance. This enhancement is a result of the more abundant information
of superpoints, which facilitates the pre-segmentation of the scene into higher-level

semantic classes. Additional results are available in the supplementary material.
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Figure 3.5: Convergence figure Demonstrates that the two-pathway method can
accelerate the convergence.

3.3.4 Analysis

Our U3DS? approach demonstrates a promising level of performance on both indoor
and outdoor datasets when compared to existing baselines. In contrast to GrowSP [78],
our method achieves superior results on ScanNet [78] and SemanticKITTI [3]. As
the scene complexity increases, the quality of GrowSP [78] superpoints tends to
degrade. In contrast, our approach not only incorporates pre-segmentation but also
employs a two-pathways training algorithm, leveraging the concepts of invariance
and equivariance.

Nonetheless, slight performance degradation can occur in practical scenarios. To
address this, we have implemented three strategies: (i) splitting the largest cluster
when another cluster in the set reaches zero entities; (ii) applying mild centroid
perturbation during updates; and (iii) re-weighting for loss balancing using per-class
pseudo-label ratios at each epoch. Additionally, our two-pathways approach expedites
the convergence time during training. For instance, while training with only one
pathway necessitates around 8 epochs to achieve convergence, the two-pathways

approach accomplishes convergence in just 2-3 epochs.
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3.4 Conclusion and Discussion

We propose a novel generalized unsupervised semantic segmentation method for
both indoor and outdoor 3D scenes with objects and the background. Our method
leverages a simple yet effective framework via clustering and iterative generation
leveraging the invariance and equivariance of the volumetric representations with
the assistance of superpoint. Experiments show promising performance on S3DIS,
ScanNet and SemanticKITTI datasets which proves the superiority of our approach
beyond all the existing baselines. This work aims to provide more insight for 3D
unsupervised learning. Future work will explore improved point sampling strategies
and an extension to point- or graph-based representations, benefiting other areas

related to unsupervised learning, metric learning and 3D representation learning.
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CHAPTER 4

Time-Variant Frequency-Based Point Cloud Generation with

Mamba

4.1 Introduction

Point clouds are favored in 3D tasks for their fidelity, ease of acquisition, and
simple structure. Their generation is increasingly vital in applications such as VR,
robotics [28], mesh modeling, and scene reconstruction [16,17,96]. However, unlike
continuous 2D images [60,97], point clouds are inherently discrete and unordered,
posing unique challenges for generative modeling.

Existing generative models targeting point clouds span a wide range of meth-
ods, including variational autoencoders (VAE) [21], generative adversarial networks
(GAN) [31], and normalizing flows [23,98]. However, these methods often face
challenges in achieving stable and high-fidelity generation, limiting their effectiveness
in complex 3D point cloud tasks. Recently, denoising diffusion models [32] have
demonstrated superior 3D point cloud generation performance, by defining a forward
process that gradually perturbs the point cloud into standard Gaussian noise, and
then learns to recover that original cloud through a reverse denoising process. Once
trained, new point clouds can be generated by directly sampling from the Gaussian
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distribution and using the same progressive denoising process, offering a more robust
and accurate approach to 3D point cloud generation. Despite these advantages,
the complexity of diffusion models imposes high computational demands, making
scalability challenging for efficient point cloud generation.

Recent advances in sequence modeling—particularly the Mamba architecture [74]
leveraging state space models for effective sequence handling, have demonstrated
significant potential. Studies [99, 100] demonstrate Mamba’s effectiveness in point
cloud tasks. Meanwhile, diffusion models continue to show promise for 3D generation
(25, 32], with additional work exploring transformer-based networks [24,53] and
latent space representations [52,54] to further enhance model expressiveness.

Beyond architectural design, we examine the sequential nature inherent in diffusion
modeling. Because each time step depends on the previous one, this process naturally
imposes a sequential structure across time steps; moreover, within each denoising step,
the model must capture local and global dependencies to maintain shape coherence.
This recursive temporal dependency structure aligns well with the sequence modeling
capabilities of state space models such as Mamba. Furthermore, point clouds can
be viewed as discrete samples from continuous geometric manifolds. State space

models, especially Mamba, approximate continuous-time dynamical systems through
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structured recurrence, offering a mathematically grounded approach to modeling
such geometry-aware sequences. These properties make Mamba not merely an
efficient alternative to transformers, but a theoretically sound modeling choice for 3D
point cloud diffusion. Moreover, diffusion models require substantial computational
resources, particularly due to the multiple iterations involved in the reverse process,
which makes both training and inference highly time-consuming. These demands
are especially prohibitive in real-time or resource-constrained environments. Whilst
Mamba is more computationally lightweight than a transformer architecture, its
integration with diffusion processes for 3D point clouds remains underexplored due
to these challenges. To address these limitations, we integrate a state space model
into point cloud diffusion. Mamba captures long-range dependencies with high
efficiency, which is essential for iterative refinement over large 3D spaces. Compared
to transformers, it achieves lower computational cost while maintaining strong
modeling capacity [73]. To handle the unordered nature of point clouds, we apply
space-filling curve serialization [99], preserving local geometry. This enables Mamba
to model both global geometry and fine-grained details throughout the diffusion
process.

Recent work has explored frequency analysis in both 2D and 3D [63,65,66, 101],
including its integration with diffusion models [63,64] and with Mamba architectures
for 2D images [102]. Some studies [103] have combined frequency analysis and Mamba
in 2D diffusion. However, extending this to 3D point clouds remains challenging: unlike
2D data where Fourier or spectral methods apply directly, point clouds are sparse
and discrete, making frequency decomposition within state-space models considerably
harder.

To address these aforementioned research gaps, we propose TFDM, a novel point
cloud diffusion architecture integrated with the Mamba framework. Given the high
computational and memory demands of modeling long sequences, we improve efficiency
by introducing dual latent Mamba blocks (DM-Block) in the latent space. This novel
design reduces model size while preserving performance, offering a more compact yet
effective approach compared to conventional Mamba-based architectures. Furthermore,

we draw inspiration from 2D image diffusion, where coarse structures (low-frequency
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components) are recovered at an early stage with refined details (high-frequency
components) recovered later. Such pattern also extends to 3D point clouds: the
generation process initially forms a blurred overall shape before refining contours,
where high-frequency components are related to edges and corners, and flat regions
to low-frequency features. Based on this observation, we emphasize high-frequency
areas in later time steps. Specifically, by employing a U-Net architecture with multiple
downsampling layers, we propose a time-variant frequency-based encoder (TF-Encoder),
replacing traditional farthest point sampling with our frequency-based method to better
select keypoints in later time steps, thereby capturing more details during the final
recovery.

Overall, our contributions can be summarized as follows:

e The first joint use of frequency-based analysis for Denoising Diffusion Prob-
abilistic Models (DDPM) combined with the use of Mamba architecture, to

address the computational demands of 3D point cloud diffusion modeling.

e A novel end-to-end architecture (TFDM) that integrates a promising Time-
variant Frequency-based Encoder (TF-Encoder) with Dual latent Mamba
Block (DM-Block) to enhance high-frequency point cloud details. It adapts to
the diffusion timestep within the Mamba latent space of a point cloud DDPM,

ensuring precise detail refinement.

e Extensive experiments on the established ShapeNet-v2 [104] benchmark dataset
that demonstrates both state-of-the-art (SoTA) performance (ShapeNet-v2:
0.14% on 1-NNA-Abs50 EMD and 57.90% on COV EMD) and the efficacy
(reducing up to 10x and 9x on parameters and inference time) of our approach

across multiple reference categories.

4.2 Methodology

We begin by introducing corresponding background Sec. 4.2.1, then formulating the
generative diffusion objective in Sec. 4.2.2. Building on the robust 3D modeling
capacity of Mamba blocks, we propose a novel diffusion framework for point clouds
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(see Fig. 5.2). Specifically, in Sec. 4.2.3 we introduce a frequency-based point cloud
filter to extract key frequency components. In Sec. 4.2.4, we describe a time-variant
frequency encoder that uses these components for key-point sampling. Finally, in
Sec. 4.2.5, we present our two-stream latent Mamba architecture, which integrates
state space modeling, frequency analysis, and diffusion to generate high-fidelity point

clouds efficiently.

4.2.1 Background

Denoising Diffusion Probabilistic Model For given samples 2y ~ ¢(x), the

diffusion model gradually reverses a Markovian fixed forward diffusion process:

q(x17|%0) = Hj:1 q(x¢[%¢-1), (4.1)
q(xexe-1) = N (x¢; Vauxe-1, (1 — a)l), (4.2)

where T denotes the time step, q(x;|x;_1) is the transition kernel progressively
perturbs the input with a sequence of pre-defined variance schedule (1 — aq), ..., (1 —
ar).

The reverse process is parameterized as a Markovian chain py(x¢.7) which is equal

to p(xr) [T, po(x-1[x2),
pe(Xt—ﬂXt) :N(Xt—ﬁﬂe(xtat)aU?I)a (4-3)

where p(xr) is standard Gaussian and pg(xy,t) is the learnable object, with setting
o? as a fixed variance schedule. This object is optimized by matching the ground
truth denoising step, which can be interpreted as learning the source noise ¢y by
minimizing w (t) || €p (x4, t) — €0 ||3, where w (¢) is a parameter only depends on

timestep. The optimization objective thus becomes:
L =Eeprw(t) | o (x:,t) —co |l2 (4.4)

After training, generation can be achieved via the inverse chain by sampling from a

standard Gaussian distribution.
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State Space Model The State Space Model (SSM) [74] can be described as a
continuous system that maps a 1-D function or sequence z(t) to y(t) , with medilated

through a N-D latent state h(t).
W (t) = Ah(t) + Bxz(t),y(t) = Ch(t), (4.5)

where A, B and C are parameters can be learned via gradient descent. Mamba [74]
improved the SSM by relaxing the time-invariance constraint and discretize the
formulation via a timescable transformation parameter A. By using zero-order hold

techniques, the parameters can be defined as:
A =exp(AA),B = (AA) ! (exp(AA) — 1) AB (4.6)

Subsequently, eq. (4.6) can be discretized and is able to compute the outputs as
specific time step:

’ J— J—

h (t) = Ah(t) + Cz(t), y(t) = Ch(t) (4.7)

Finally, it employs a structured global convolution to enhance computational effi-
ciency:

K=(CB, CAB, ..., CA""'B), y=1+K, (4.8)

where M and K represent individually the length of sequence x and the kernel of

the global convolution.

Graph Filter Given a graph G = (V, A, A") let V = vy, ...,uy denote a set of N
nodes and A, A* € RV*¥ represent the weight and unweight adjacency matrix. We
refer to one-channel features on all nodes to be a graph signal s € RY. A has eigen
decomposition A = VAV ! where the matrix V' contains eigenvectors of A and A is
diagonal eigenvalue matrix corresponding to ordered eigenvalues Aq, ..., Ay.

As stated in [62], the ordered eigenvalues represent frequencies on the graph.
Consider A as a graph shift operator and take a signal s to produce y = As, which
is V-ly = AV~!s. The graph Fourier transformation of graph signal s and y :

§ = V7ls, ¥ = Vly could be considered as frequency contents of signal s and y.
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Additionally, a graph filter is a polynomial in the graph shift [61]: h(A) = Y1 AL
where h;, L denote filter coefficients and the length of filter respectively. This filter
takes signal s and generate y = h(A)s = Vh(AV 1s), making V 'y = h(AV!s)
then § = h(AS). The diagonal matrix h(A) is the graph frequency response of the
filter h(A) can be denoted h(A), and the frequency response of )\; is Zf;ll My AL

4.2.2 Generative Modeling of Point Clouds

Given a point cloud X € RN*3 consisting of N points, our goal is to generate
a high-fidelity point cloud from Gaussian noise p(xr) by learning the transition
probability pg(x;_1|x;). Specifically, we model the mean of the transition distribution
while keeping a predetermined variance throughout the diffusion reverse process.
Similar to TIGER [24] and PVD [25], we employ a U-Net backbone for pg(x;,t) to
incorporating a newly designed Mamba layer and frequency-based key point selection
to enhance its capability. To sample the point cloud, we perform denoising from p(x7)
over T timesteps by minimizing the MSE discrepancy loss Eqop ) || €9 (%4, 1) — €0 [|3
between the predicted noise €5(X;, t) and the true noise €y, ensuring accurate denoising

performance across different time steps.

4.2.3 Point Cloud Graph Filter

Unlike the 2D domain, where spectral analysis methods such as Fourier and wavelet
transforms are straightforwardly applicable [65,66,69], the irregular, non-Euclidean
nature of point clouds [105,106] demands the development of alternative approaches
for defining frequency components. The absence of a structured grid in point cloud
data [29, 107] complicates the direct adoption of traditional spectral techniques,
thus motivating a tailored method to effectively capture and process the inherent
frequency characteristics of point cloud geometry.

Graph Construction: To capture the geometric structure in point clouds and
topological relationships between points, we construct a k-nearest neighbors (k-NN)
graph. The graph signals are further leveraged to extract high-frequency points with

no trainable parameters.
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Given a point cloud X = {x;,...,xy} with corresponding d-dimensional features

f, e R, i e {l,...,N}, we construct a k-NN graph G = (V,./Zlu,flw). Each point

z; corresponds to a node v; € V, A, and A, € RV*N

are normalized unweighted
and weighted adjacency matrices encoding point dependency in feature space. The
unweighted ./Zlfj and weighted edges ./leg connecting two nodes v; and v; are defined

as:

Al = 1(z; € N(xy)),

A = w2 — 2% - Ay, (4.9)
where £(+) is a non-negative function, e.g., a Gaussian function, to ensure that A, is
a diagonally dominant matrix; A represents the neighborhood; 1(-) represents the
indicator function which returns 1 if the specified condition (the function input) is
true and 0 if it is false.

For efficiency considerations, although the Laplacian is defined over all points,
it is constructed from a sparse k-NN graph, such that each node only connects to
a small local neighborhood. In our framework, spectral analysis is performed only
at a limited number of diffusion timesteps (less than 10%). Specifically, Laplacian
eigendecomposition is applied selectively when frequency-based point ordering is
required, rather than at every denoising step. As a result, this operation is invoked
sparsely during diffusion and its computational overhead remains manageable, without
dominating the overall runtime.

When the number of points becomes very large, a natural alternative is to perform
spectral analysis on local subgraphs instead of the full point set. For example, one
can compute Laplacian eigenmodes on spatially partitioned regions or local £-NN
neighborhoods and aggregate the resulting frequency scores. Such localized Laplacian
analysis preserves the ability to capture high-frequency geometric variations while
further reducing computational cost, and can be readily integrated into our framework
if needed.

Local curvature estimation via eigenanalysis of per-point covariance matrices

provides an efficient way to capture neighborhood-level geometric variation. However,
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such curvature measures are inherently local and depend strongly on neighborhood
scale and sampling density. In contrast, Laplacian eigenmodes define a graph-
spectral notion of frequency, characterizing how a point varies relative to the entire
neighborhood graph. This global frequency perspective is better aligned with our
objective of identifying high-frequency structural variations that are most informative
for diffusion-based refinement, rather than relying solely on local surface curvature.

Point Cloud High-pass Filter: Our design of the point cloud high-pass graph filter
draws insights from the 2D case, where high-frequency components, corresponding
to sharp pixel variations like edges, elicit strong responses in the spatial domain.
Following GDA [65], we construct our graph filter with the commonly adopted filter
operator, specifically the Laplacian operator: h(.;lw) =] — A,. It takes a graph
signal s; € RN, Vd € {1,..., D} and produce filtered y; = h(A,) - s4 € R, then the

frequency response of h(A,,) with associated J; is:
h(A,) = diag(1 — A, 1= Ao, ..., 1= Ay), (4.10)

where diag(-) denotes the diagonal matrix operator. The eigenvalues \; are thus
ordered reversely which represent the frequencies descending. As a result of the
frequency response 1 — No<1-— ;\i+1, the low frequency will be weakened which
makes this to be a high-pass filter.

We apply the filter h(fiw) to the point cloud X to obtain the filtered point

h(A,)X, with each point computed as:

N
(M(A)X); =2 =Y (Aw)ija;. (4.11)
J

It preserves the variation information with neighbors, as the filtered point in eq. (4.11)
computes the difference between a point feature and the linear combination of its

neighbor features.
Finally, we derive a frequency-based ordering for each point by computing the
lo-norm in Eq. (11). The top M points are then selected to capture the most

dominant high-frequency components. This approach effectively integrates frequency
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Figure 4.4: Illustration of the frequency key point selection. This process
within the encoder to show how different strategies are applied across various timelines
to obtain a downsampled point cloud. Subsequently, the downsampled point cloud
is used to query the latent volume, resulting in the latent point cloud.

decomposition into the point cloud domain, despite its inherent irregularity.

4.2.4 Time-Variant Frequency Point Cloud Encoder

As shown in Fig. 4.4, we introduce TF-Encoder, a novel encoding mechanism designed
to fully leverage the timestep-dependent recovery dynamics of the diffusion process.
Unlike static sampling strategies, TF-Encoder adaptively refines point cloud repre-
sentations by selectively emphasizing frequency information at different timesteps.
The core insight is that diffusion first reconstructs coarse, low-frequency structures
and progressively refines high-frequency details in later stages. To align with this
progression, TF-Encoder dynamically adjusts the sampling process, allocating a
greater “high-frequency budget” to later timesteps, where local details become most
critical.

Voxel-Based Feature Extraction: Specifically, we utilize the PVCNN [39] back-
bone, which enables efficient computation by downsampling the point cloud into a
voxel grid. For a point cloud at any time step ¢, denoted as X, € RV>*3, our TF-E &

transforms the point cloud into a latent space X; € RM*P where M < N, represent-
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ing the number of subsampled and original points, respectively. To aggregate the
voxelized features, the point cloud X; with normalized coordinates ¢ = (x,y, z) need

RIXLXL wwith resolution L.

to be voxelized into the voxel grids {V, .}, where V' €
The interpolated latent feature f; for each voxel grid is computed as the mean of the

features of the points within that grid:

1

Vipa = Z Ifloor(z; x r) =m,

mpg S (4.12)
floor(y; x r) = p, floor(z; x r) =q| x fi,

where r denotes the voxel resolution and I is an indicator function that indicates
whether coordinates ¢; belong to the voxel grid {m, p, ¢}. K, ,, represents the count
of points falling within the grid {m, p, ¢}, and floor(-) is the floor function that outputs
the greatest integer less than or equal to the input. After voxelization, multiple 3D
convolutional layers with Swish activation [108] and GroupNorm [109] are applied to
obtain the latent volume V' € REXEXEXD with D channels.

Time-Variant Frequency-Aware Sampling : Unlike standard furthest point
sampling (FPS) pipelines in the PVCNN backbone, we jointly incorporate a high-pass
graph filter (Sec. 4.2.2) with FPS in a time-variant manner. This design ensures that
in the early time-steps t < 7, we maintained a balanced selection of low-frequency
structures and a subset of high-frequency regions for better global shape alignment.
As the process advances to later time-steps t > 7, our approach prioritizes high-
frequency points, enabling the precise capture of subtle edges, corners, and intricate
contours.

Formally, for M target points, we select (M points with our graph-based high-
pass filter, while the remaining (1 — {)M points are sampled via FPS. As diffusion
progresses, ( can be adjusted to emphasize high-frequency details. This adaptive
strategy allows TF-Encoder to align with the diffusion trajectory, ensuring time-

specific frequency emphasis. The extracted point cloud is given by:

1 . N—-M _
2 — Ch(A)X + (1= QF XN ™), t=0,1,..,7 (413

F(X), t=71,..,T

99



where F'(-) represents the furthest point sampling and XN~M denotes the original
point cloud excluding the points that passed the high-pass filter.

Subsequently, we employ trilinear interpolation by querying the latent volume Vv
with the sampled point cloud X} to obtain the latent features X,. The coordinates
of both &} and &, are preserved for upsampling and positional embedding.

Note that under the PVCNN structure, there are four stages of downsampling,
gradually reducing the point cloud from 2048 to 1024, 256, 64, and finally 16
points. The subsampling strategy described in eq. (4.13) is simplified after the first
downsampling for efficiency. Since the points obtained from the high-pass filter are
already in order, we can simply select the top percentage of points, while the rest

are sampled using the furthest point sampling method.

4.2.5 Dual Latent Mamba Blocks

Although time-variant frequency emphasis helps refine point selection, directly
applying a state space model to raw points in each timestep is computationally
expensive, given the high dimensionality and unordered nature of point clouds [105—
107]. To address this, we propose Dual Latent Mamba Blocks (DM-Block), which
operates in a latent space and serializes the downsampled point set into a 1D
sequence conducive to Mamba modeling. It is designed to preserve local neighborhood
relationships through diverse space-filling curves and to capitalize on Mamba ability
to handle long-range dependencies efficiently.

Space-Filling Curve Serialization: To improve the sequential modeling ability of
DM-Block, we reorder the latent points using Hilbert and Z space-filling curves and
their transposed versions (Trans-Hilbert and Trans-Z), maintaining spatial proximity
in a sequence. This reordering preserves spatial proximity in the sequence, allowing
DM-Block to better capture local correlations as neighboring points remain close in
the serialized representation. Specifically, space-filling curves are paths that traverse
every point within a higher-dimensional discrete space while maintaining spatial
proximity to a certain degree and can be mathematically defined as a bijective
function ¢ : Z — Z3 for the point cloud. Given a space-filling curve C, the latent
point cloud X, is reordered according to its coordinates, resulting in the serialized
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Figure 4.5: Illustration of our proposed Latent mamba block. Includ-
ing Layer Norm, Linear Layer, forward and backward state space model with its
corresponding ConvlD block (N.B. we only perform serialization at the first block).

latent point cloud as follows:

A~

X¢=C(X)X,, where Xf € RM*P, (4.14)

Bidirectional Latent Mamba: For better efficiency and expressiveness, we employ
a bidirectional variant of Mamba to capture forward and backward dependencies along
the serialized sequence of the serialized latent point cloud ?2;. Specifically, for each
Mamba block, as shown in Fig. 4.5, layer normalization [110], causal one-dimensional
convolution, SiLLU activation [111], and residual connections are employed. The

serialized latent point cloud sequence /'\?tc is processed through multiple Mamba blocks.
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Given an input Z;_1, the transformation in each block can be expressed as:

Zl_ | =LN(Z,),
z = s(Linear(Z}_,)),
2] = SSMporwara(Conv1D(Linear(Z;_,))),
2] = SSMbackwara (ConvID(Linear(Z;,))),

Z, = Linear(Z2' © (2] + 20) + 2,4, (4.15)

where s represents the SiLU activation function, and Z; is the output of the [-th
block. The Mamba output X, € RM*P is obtained after passing stack of Mamba
blocks.

Two Streams Affine Fusion: To further enhance representation power, we run
two parallel streams with different space-filling orders (e.g., Z vs. Z-Trans), each
capturing distinct structural cues. We then propose to fuse them with a simple
learnable affine transform, aligning features from both streams. This yields an aggre-
gated representation that retains global shape coherence and local detail sensitivity.

Specifically, for the features output from different streams X¢, and X2

<, we perform

affine transformation as follows:
')E’(zﬁt = Proj((?af&t © ”)’Cl + 561) D (‘)E‘cfl?t © 702 + 502))a (4-16)

where v1, 72 € RP and 6,5 € R are scale and shift factors, respectively. The
operator @ denotes element-wise multiplication, and @ denotes concatenation. Proj(-)
represents a projection network that projects the concatenated features from R*2Pto

RM*D = Qubsequently, the final output feature xm e RMxD aggregates both global

out

and local information.

Point Cloud Decoder: Finally, a point cloud decoder is applied to upsamples the
latent point cloud to predict the noise €5, thus completing our diffusion pipeline. As
shown in Fig. 4.6, we employ trilinear interpolation to convert the latent point cloud

X" e RM*D with the accompanying coordinates, to 3D spaceX, € RN*3. Similarly

to Sec. 4.2.3, we voxelize the /f'mt into volume V;ut € REXEXLXD

o and following
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Figure 4.6: The overview of decoder. The final prediction X; ; can be obtained
by querying the latent volume V,,; with the coordinates.

an additional 3D convolutional network while preserving the original shape, then
query use X;, thereby obtaining the final prediction of the noise €. By adopting the
TF-Encoder and DM-Block, we not only overcome the computational bottleneck of
raw 3D data processing but also retain high-frequency details at the correct diffusion
phase. This holistic design integrates time-variant frequency emphasis with state

space modeling in a straightforward yet novel manner.

4.3 Experiments

We evaluate our proposed TFDM architecture against state-of-the-art 3D point cloud
generation approaches on the established ShapeNet-v2 [104] benchmark dataset.

4.3.1 Experimental Setup

ShapeNet-v2 Benchmark Dataset: For a fair comparison on ShapeNet-v2, we
follow the common practice that focuses on training and evaluating only select key

categories, namely chair, car, and airplane. From each shape, we sample 2048 points

63



out of the 5000 available points in the training set and the test set, with normalization
applied across the entire dataset. We adhere to the pre-processing steps and data
split strategy as outlined in PointFlow [23].

Evaluation Metrics: Following the popular practice of prior work [25,32], we use
1-NNA (and the derived 1-NNA-Abs50) and COV to evaluate generation quality
and diversity, alongside CD and EMD, which measure point-wise and distributional

differences:

e 1-NNA (1-Nearest Neighbor) Accuracy: Measures the leave-one-out accuracy

of a 1-NN classifier, reflecting both quality and diversity of generated samples.

e 1-NINA-Abs50 (Absolute 50-Shifted 1-NNA): Transforms the aforementioned
1-NNA z into |z — 50/, making it more sensitive to deviations from the ideal 50%;

a lower score indicates an ideal generated distribution closer to real data.

e COV (Coverage): Evaluates how many reference point clouds are matched to
at least one generated shape, where a higher value indicates greater diversity

in generation.

e CD (Chamfer Distance): Measures point-wise similarity between generated

and reference point clouds by computing the average nearest neighbor distance.

e EMD (Earth Mover’s Distance): Captures the minimal cost of transforming
one distribution into another, providing a global similarity measure between

point clouds.

Implementation: For the frequency-based encoder, we set k = 32 for the k-NN
graph, and the percentage ¢ of high-pass points is set to 0.875. The diffusion model
timestep is set to 1000, and the threshold 7 for the sampling strategy is 50. In the
Mamba layer, we apply 8 Mamba blocks for each stream with a latent size of 512.
To enhance computational efficiency, the Mamba layer is applied to only 256 latent
points. For training, we used an NVIDIA A100 GPU (80 GB) to train each category
for 10,000 epochs with a batch size of 32. The learning rate was set to 0.0002, and

we employed an Adam optimizer with a weight decay of 0.98.
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Figure 4.7: Details of Qualitative Result.  Back of chair (Pink)
- smooth(ours)/deformed(other) , Car side-view mirror (Yellow) - re-
tained(ours) /missing(other)

4.3.2 Comparison with State-of-the-Art

Performance: In table 4.1, we compare TFDM with multiple point cloud generation
approaches. Notably, TIGER (CVPR24) [24], FrePolad (ECCV24) [54], and DiT-
3D (NeurIPS23) [53] are very recent methods. Among these, TIGER and FrePolad
are relatively lightweight, yet we surpass both on the chair and car categories: for
example, TFDM achieves a 0.25% improvement in 1-NNA CD and 0.98% improvement
in 1-NNA-abs EMD on chairs compared to the better of the two, and a 0.12% gain on
cars. DiT-3D, while offering strong performance, incurs extremely high computational
overhead, requiring 1700 GPU hours and 711 million parameters. Even so, TFDM
outperforms it on three out of four metrics for the car category, including a 0.51%
gain in 1-NN EMD and 1.52% in COV EMD. These results highlight the efficiency
and effectiveness of our approach.

Efficiency: As shown in table 4.3, our full model achieves the best results, requiring
only slightly more training time than TIGER. Furthermore, compared to other top-
performing methods, our approach significantly reduces training hours and parameter
size while still achieving the highest overall performance. For further efficiency
improvement, our single-stream variant achieves the lowest computational cost and
fastest inference time, albeit with a slight performance trade-off compared to DiT-3D
and our full model.

Multi-Class Generation: We train the TFDM model jointly without category
conditioning on 10 object classes from ShapeNet-v2 (cap, keyboard, earphone, pillow,

bag, rocket, basket, bed, mug, bowl). Training on such a diverse set of shapes poses
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significant challenges due to the complexity and multimodal nature of the data. We
present both qualitative (fig. 4.8) and quantitative (table 5.4) results. For comparison,
we also train several baseline models under the same conditions, and the results

demonstrate that our approach achieves the best overall performance across these

methods.
Method Para (M) Training Time Inference Time EMD (1-NNA-
(h) (s) Abs50) |

TIGER 70.11 164 9.73 2.24

DIT-3D 711.88 1688 100.13 0.65

LION 144.25 550 27.12 1.14

Ours (S9) 48.84 138 8.12 0.85

Ouwrss (Full)  70.25 192 11.41 0.14

Table 4.3: Training time, inference time, model size and the corresponding
evaluation results. For a fair comparison, we report these metrics on Nvidia V100
GPU with a batch size of 32. Training time and inference time, measured in GPU
hours and second respectively, is averaged over three categories: chair, airplane and
car. Where ‘SS’ indicates single-stream model.

4.3.3 Ablation Studies

In this section, we analyze the impact of various components and strategies within
our proposed TFDM framework.

Different combinations of serialization methods: We further evaluate multiple
combinations of serialization methods within the two-stream architecture to determine
the most effective strategy for information flow between streams. Specifically, for
the car category, the combination of z and z-transform serialization yields better
performance than the combination of Hilbert and Hilbert transform. We compare
row (f) with (e) in table 5.2, the combination of z and z-trans order performs better
than another, which gets improvements of 0.32% in 1-NNA-Abs50 CD, 2.08% in
1-NNA-Abs50 EMD, 0.31% in COV CD, and 1.35% in COV EMD.

Effectiveness of frequency based model: We assess the impact of the frequency-
based time-variant strategy by comparing models that incorporate this mechanism
against those that do not. Our results reveal that incorporating frequency decom-

position leads to further improvements across all metrics. Specifically, comparing
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Figure 4.8: Qualitative results of our model jointly trained on ten cate-
gories, presented in the following order: bag, keyboard, mug, pillow, rocket, earphone,
basket, bed, bowl, and cap.

Method CD | EMD | CD 1 EMD 1
(1-NNA-Abs50) (1-NNA-Abs50) (COV) (COV)
DPM 9.71 21.54 43.65 38.94
PVD 7.52 17.43 44.12 44.32
Tiger 0.88 0.98 56.25 57.64
Ours 0.85 0.43 56.41 60.68

Table 4.4: Comparison results (%) jointly trained on ten categories.

rows (d) and (e) in table 5.2, the frequency-based method achieves improvements of
0.09% in 1-NNA-Abs50 CD, 0.71% in 1-NNA-Abs50 EMD, 0.13% in COV CD, and
1.08% in COV EMD. Additionally, as shown in fig. 4.9, the diffusion model recovers
finer details in the final timesteps, making it well-suited for frequency analysis.
Effectiveness of Mamba block: In table 5.2, comparing rows (a) and (b), we
substitute the Mamba latent block (row, ¢) with standard 3D convolutional blocks
(row, a) and Transformer block (row,b). The results demonstrate that substituting
simple convolutional blocks with Mamba blocks significantly enhances both the
quality and diversity of the generated outputs. Specifically, the Mamba blocks
outperform the convolutional model by 3.26% and 4.85% in 1-NNA-Abs50 CD and
EMD, respectively. Additionally, the Mamba block surpasses the Transformer block
with 0.33% in 1-NNA-Abs50 EMD and 0.55% in COV CD while only containing half
parameters of the Transformer block under the same conditions.

Effectiveness of the two-stream Mamba layer design: In table 5.2, we evaluate
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Figure 4.9: Illustrative examples of the reverse diffusion process demon-
strating detailed information recovery at the final timesteps (left to right, timesteps
progressing from 7" to 0).

T ¢ CD | EMD | CD+  EMD 4
(1-NNA-Abs50)  (I-NNA-Abs50)  (COV)  (COV)
(a) 25 0875 3.54 1.99 49.01 53.99
(b) 50  0.875 3.25 1.68 49.84 54.98
() 50 075 4.15 2.37 48.93 53.46

Table 4.5: Ablations on hyperparameters. 7 and ¢ v.s. I-NNA/COV.

the two-stream (row, d) versus the single-stream (row, b) architecture. table 5.2
demonstrates our two-stream architecture consistently achieves superior results
compared to the single-stream, regardless of other components. Our two-stream
design achieves improvements of 1.34% in 1-NNA-Abs50 CD, 1.09% in 1-NNA-Abs50
EMD, 1.01% in COV CD, and 1.52% in COV EMD.

Effectiveness of Hyperparameters: We also evaluate the impacts of hyper-
paramters 7 and (, As shown in table 4.5 for chair category, the results indicates
that 7 = 50 and ¢ = 0.875 yield the best performance. The complete results are
provided in the Supplementary Material.
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4.4 Summary

In this chapter, we propose a novel architecture that jointly leverages state-space
models and frequency analysis within a point cloud diffusion framework for generative
tasks. Our proposed DM-Block integrates latent space representations in the Mamba
block to effectively address the challenge of efficiently applying diffusion via Mamba.
Furthermore, we recognize that the diffusion process should recover fine-grained
details during the final time steps. To this end, we introduce TF-Encoder, which
includes a time-variant frequency-based point extraction method that achieves this
without incurring high computational costs. Experimental results demonstrate that our
method achieves state-of-the-art performance in certain categories while maintaining
computational efficiency (with up to 10x less parameters and 9x shorter inference
time than competitive approaches), and yields promising results across all categories.
Future Direction: Our method effectively achieves high-quality and diverse point
cloud generation through the integration of frequency analysis and Mamba in latent
space. However, our current approach applies frequency analysis without a dynamic
adaptation mechanism. A promising direction would be to integrate frequency

analysis directly with the neural network for joint training.
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CHAPTER b

FLDCG: Frequency-Aware Latent Diffusion for 3D Point Cloud

Generation

5.1 Introduction

Point clouds have emerged as a powerful representation in 3D data processing due
to their high fidelity, ease of capture, and straightforward manipulation. 3D point
cloud generation has gained increasing attention for its superior performance across
various applications, including virtual reality, robotics [14], mesh generation, scene
completion, and reconstruction [16,17,96]. Despite advancements in 2D image
generation [60,97], point clouds remain inherently discrete, unordered, and complex,
presenting unique challenges that require further exploration to facilitate effective
use with contemporary generative models.

Existing generative models targeting point clouds span a wide range of meth-
ods, including variational autoencoders (VAE) [21], generative adversarial networks
(GAN) [22,31], and normalizing flows [23,51]. However, these methods often face
challenges in achieving stable and high-fidelity generation, limiting their effectiveness
in complex 3D point cloud tasks. Recently, denoising diffusion models [32] have
demonstrated superior 3D point cloud generation performance, by defining a forward
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Figure 5.1: Normalized comparison of model efficiency and generative per-
formance on ShapeNet-v2 (left). The heatmap summarizes three complementary
aspects: model size (smaller parameters), generation quality and fidelity measured by
1-NNA-Abs50 EMD (lower is better), and diversity measured by COV EMD (higher
is better). All metrics are normalized to a common scale where higher values indicate
better performance. Darker cells therefore represent more favorable trade-offs. The
accompanying bar chart reports the raw parameter counts (in millions), facilitating
direct comparison of model complexity alongside normalized performance. Model
size comparison among different methods (right).

process that gradually perturbs the point cloud into standard Gaussian noise, and
then learns to recover that original cloud through a reverse denoising process. Once
trained, new point clouds can be generated by directly sampling from the Gaussian
distribution and using the same progressive denoising process, offering a more robust
and accurate approach to 3D point cloud generation. Despite these advantages,
the complexity of diffusion models imposes high computational demands, making
scalability challenging for efficient point cloud generation.

Recent advancements in latent diffusion models (LDMs) [57] have demonstrated
impressive performance in image generation tasks, primarily due to their scalability,
improved training stability, and reduced computational cost compared to pixel-space
diffusion models. By leveraging a pre-trained variational auto-encoder (VAE) to
compress the input into a compact latent space, these models enable efficient and

high-resolution generation while maintaining competitive visual fidelity. Inspired
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by their success in the 2D domain, recent efforts have extended LDMs to the 3D
domain, particularly for point cloud generation [52,54]. In this context, the 3D data
is similarly encoded into a latent space before applying the diffusion process, allowing
for more tractable training and inference. However, this paradigm inherently relies
on the quality of the VAE’s latent representation. The compressed latent vectors
often lack sufficient expressiveness to capture high-frequency geometric details and
complex spatial structures in 3D data [114,115]. As a result, existing 3D LDMs may
suffer from degraded reconstruction quality or lose fine-grained surface information.
This limitation motivates us to revisit the latent representation design for point cloud
diffusion models.

Several recent works have investigated frequency-based representations [63, 65,66,
101] in both 2D and 3D settings, demonstrating that frequency decomposition can
enhance generative performance by isolating and emphasizing structural details across
different spectral bands. In particular, some studies have explored the integration of
frequency analysis with latent diffusion models [63,64] and variational autoencoders
(VAE) [116,117], showing promising results in the 2D domain. However, extending
such frequency-based approaches to 3D point clouds presents unique challenges.
Unlike images, where spectral decomposition can be readily performed via Fourier or
wavelet transforms, 3D point clouds are inherently sparse, irregular, and unordered.
These characteristics complicate the application of classical frequency transforms
and make it non-trivial to define or align spectral components consistently across
different shapes. As a result, only a few works [54] have attempted to incorporate
frequency-aware processing into point cloud diffusion models, and this remains an
underexplored and technically demanding direction.

To address the aforementioned challenges, we propose FLDCG, a novel frequency-
aware enhancement module for latent diffusion models. Specifically, we introduce a
multi-band transformer architecture integrated within the VAE encoder to enrich the
latent representation of 3D point clouds. Leveraging the Laplacian matrix derived
from the graph process of point cloud, we compute a spectral decomposition to
define frequency bands. Our key contribution lies in how these bands are utilized

within the VAE: we design dedicated transformer branches for different frequency
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components, allowing the model to capture both global structural information and
high-frequency geometric details more effectively. The enhanced latent vector is then
passed to a latent diffusion model (LDM) for point cloud generation, achieving strong
performance with significantly reduced computational cost compared to previous
approaches.

Overall, our contributions can be summarized as follows:

e We introduce a frequency-based multi-band transformer module within the
VAE encoder, enabling frequency-aware latent representation learning for 3D

point clouds.

e The resulting structured latent representation benefits the downstream latent
diffusion model, improving generation quality while maintaining low computa-

tional overhead.

e We demonstrate that our method achieves state-of-the-art performance on the

ShapeNet-v2 dataset in terms of both generation fidelity and sample efficiency.

5.2 Methodology

Our framework is motivated by the observation that point cloud generative modeling
can benefit from a frequency-aware representation. We first compute a frequency
score for each point to capture its structural importance. Based on these scores,
points are sorted and partitioned into multiple frequency bands, each representing
a different level of geometric detail. This multi-band representation allows the
network to model coarse-to-fine structures explicitly. For each frequency band, we
employ an independent Transformer encoder to capture intra-band dependencies,
followed by attention pooling to aggregate its features. To adaptively control the
contribution of each band, we introduce learnable frequency weights that are applied
before concatenating the band features into a unified latent representation. This
fused latent vector is then used as the input to the downstream latent diffusion
model, enabling high-fidelity and detail-preserving point cloud generation. Our

design combines frequency decomposition, Transformer-based feature extraction, and
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adaptive band weighting to effectively encode both global shape and fine details in

the latent space.

5.2.1 Variational Autoencoder

Variational autoencoder (VAE) [115] is widely use in latent diffusion to model the
latent distribution as it can access to a low-dimensional latent space and other
works also prove this [21,69]. VAE is probabilistic generative model which is able
to model probability distribution with given datasets. For point cloud X € RV*3,
VAE consists an encoder gy (2|X) and a decoder pg(X|z) parameterized by ¢ and &.
The encoder and decoder are jointly trained to maximize the evidence lower bound
(ELBO):
5ELBO(¢7€§ X) = Eq¢(z|X) [logpg(X|z)]

— Dk (g4 (2| X) [ p(2)),

(5.1)

where Dgy,(+]|-) denotes the Kullback-Leibler divergence between the two distribu-

tions.

5.2.2 Diffusion Probabilistic Model

The VAE latent space is modelled by a denoising diffusion probabilistic model [60,97],
similar as Sec. 4.2.1, only substitute the x with latent z, thus the optimization

objective becomes:

£=Epaw(®) | e (@.1) o |} (5:2)

After training, latent generation can be gained by sampling from a standard Gaussian

distribution.

5.2.3 Point Cloud Graph Filter

Unlike 2D domain, where spectral analysis methods such as Fourier and wavelet
transforms are straightforwardly applicable [65,66,69], the irregular, non-Euclidean
nature of point clouds [105,106] demands the development of alternative approaches

for defining frequency components. The absence of structured grid in point cloud
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data [29, 107] complicates the direct adoption of traditional spectral techniques,
thus motivating a tailored method to effectively capture and process the inherent
frequency characteristics of point cloud geometry.

To obtain a frequency-aware ordering of points, we compute a per-point frequency
score from a sparse k-NN graph. We follow the graph construction and spectral
interpretation in Sec. 4.2.1 and Sec. 4.2.3, then only describe the score used in this
chapter.

Given a point cloud X = {z;}¥,, we build a sparse weighted k-NN graph and
apply a Laplacian-style high-pass operator h(flw) —I— A,. The filtered response

at each point is:
N

(M(A)X); =z = Y (Aw)i ;. (5.3)

Jj=1

We define the frequency score as the point-wise magnitude of the response:

, (5.4)

2

S = | (n(An)x);

where a larger S; indicates stronger local variation relative to its neighborhood.

5.2.4 Multi-Frequency Bands Transformer VAE

As shown in Fig. 5.2, we propose multi-frequency bands Transformer VAE, a novel
latent representation framework that explicitly incorporates frequency decomposition
into point cloud encoding for the generation task. The proposed architecture operates
in three main stages: (i) multi-frequency segmentation, where points are ordered
and partitioned into distinct frequency bands based on a pre-computed frequency
score; (11) transformer-based encoding, where each frequency band is processed by an
independent transformer module to capture both local and long-range dependencies
within that band; and (74) learnable attention-weighted aggregation, where the
encoded features from different bands are adaptively fused via learnable per-band
weights. This design enables the latent space to retain structured, frequency-aware
information, thereby improving the generative capacity of downstream diffusion

models while maintaining efficiency.
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Multi-Frequency Bands Given an input point cloud X € RZ*N*3 where B is
the batch size, N is the number of points, and each point is represented by its 3D
coordinates, we additionally associate each point with a pre-computed frequency
score S € RB*N (as described in Sec. 5.2.3). We employ a U-Net backbone within
the VAE encoder, producing intermediate point-wise features f € RP*M*P where
M denotes the number of downsampled points and D is the feature dimension. To
incorporate frequency-aware structure, we sort falong the point dimension according
to the corresponding scores in S, in descending order. The sorted feature is denoted
by f° € REXM*D — Qort(f,S). We then divide f* evenly into K non-overlapping

frequency bands {f; }& ,, each corresponding to a distinct frequency range:

fi e REXM/ED B — 1K, (5.5)

°

where lower k indicates higher-frequency components. Note: the frequency score
is used solely for ordering and segmentation, and does not participate in gradient
backpropagation.
Segment-wise Transformer Encoding. For each segmented frequency band
fr € RP*P*P where P = M/K is the number of points in the k-th band, we
apply a dedicated Transformer encoder layer to capture intra-band dependencies and
contextual relationships among points within the same frequency range. This design
enables the model to learn specialized feature interactions for different frequency
components, improving the expressiveness of the latent representation. Prior to
Transformer processing, the features are permuted to match the required input
format (P, B, D):

fi = Transformery (f;), f, € RF*B*P. (5.6)

Following Transformer encoding, we employ an attention pooling module to

aggregate point-level features into a compact band-level representation:
z = AttnPool (}k> .z, € REXC, (5.7)

Here, C' denotes the output channel dimension of the pooled features.
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Attention-Weighted Fusion To adaptively modulate the relative contribution of
each frequency band, we introduce a learnable parameter vector w € R¥, where K
denotes the number of bands. The parameters are normalized through a softmax

operation to obtain attention weights:
a = Softmax(w) € R, z = Z ®(ozi), (5.8)

where z;, € RPXC represents the pooled feature from the k-th frequency band, and
oy denotes its normalized importance weight.

RBX?)C

The concatenate feature vector z € is subsequently processed by a multi-

layer perceptron (MLP) to yield the VAE latent parameters:
h = MLP(z) € R®**“|  p, o =h[,: C'],;h[;,C" . (5.9)

Where the p, o can be trained via Eq. 5.1. At the diffusion stage, we adopt a
deterministic latent representation by directly taking p as the input to the generative
process, which empirically facilitates faster convergence and improved stability.
Consequently, o is utilized solely for computing the KL regularization term during
VAE training and is omitted from the diffusion model. The resulting deterministic
latent code p serves as the initial condition for the downstream diffusion-based
generative model.

Continuous Normalizing Flow Decoder To decode the latent representation
into a full-resolution point cloud, we employ a Conditional Continuous Normalizing
Flow (CNF) as the decoder, denoted by fs. This flow-based model defines a bijective
mapping between a simple base distribution and the target point cloud distribution,
conditioned on the shape latent Z obtained from either the VAE encoder or the latent
DDPM. Training the CNF is done jointly with the VAE using a maximum likelihood
objective derived from Eq. 5.1, which incorporates both the base distribution and
the learned transformation. This formulation ensures that the decoder learns an
accurate and invertible mapping from latent codes to point clouds, making it suitable

for high-fidelity generation under our framework.

80



"POSIYSIY JSO( PUg,/9s9g ‘SIOUINE [RUISLIO WIOI) JNSOT d[(R[IBARUN $9j0Udp — ' (] Aq pordnmu st (NI pue

(0T Aq pordnnu st (40 019YM *(qINA) 29UeISIJ 810N YHRH pue (D) 90uesi( wyurer) ‘(AQD) 9usdwauo)) pue (0¢sqy-YNN-T)
AoeImooy I0qUSIN 1saIeoN-T POPIYS-(S 2In[osqy sorrjewn adeys yim ga-joNodeys uo (%) sjnsar uosiredwo)) :1°G 9[qe],

GZ'9¢ 820G 220 6LT | GC16  S6'Sh GL 0T 1€°CT | 647G TG 0G 88°C ¢ | (smo) WAL

- - e 99°6 - - GR'TT €9'8T - - €9’ 16°¢ | [211] OSN
869C 0009 G9°0 9L,'T | 6€'%S 9T'€S 197 ce'zl | 2€7¢ 9b'Te €L0 68°0 | [cC] ag-1:a
€zeC  ¥T0G 920 68T | 0%°LF 9T'GH 012l GCGT | €608 8T0¢ AL ece | [re] perodoad

- - A ey - - z8°S G8°1¢ - - 1.°C 19% | [F2] 4ADIL
€6°9G  000¢ PTT e | €96F OT'L¥ AR LT | 1128 76'SP 7eT oLe | [z¢] NOTT
9805 61TV €8°¢ CCy | CTeh  FELy 92°9% VPOT | TLCF 990 89°€C 68°L | [c2] aad
V6TE €OV L6763 68°8T | €8°¢¢  T9'SY 16°9¢ TvoT | 0g°ce 98T LLVE ¢0°01 | [z¢] INdd
9G'8F  G8'GY N €cgl | Go9F  T8'Gh VG €coT | GL'TF  80°Ch €0's 00T | [1¢] 1N-Add
6597  660F €G'GT VO'ET | GE0F  OT'SY Go'GT 08°%C | 9%  €8°9¥ LG0T 78’8 | [12] AVARS
ST A RIS 86°GT RG'8T | ST OV ¥T'OV 08°GT S09z | VLV 68°TF ¢q0T 126 | [86] morq308
097F 07 g9 018 | 2C0F 0L VL0 80°GT | GE&'LV  FROF 07 0T 7801 | [cz] mopgutog
LTGY  8LLE 61°9T OT'TC | 298¢ LT8¢ 16'9C 6V'6E | FOFF  LO'SE COFT 0612 | [22) (amd) NvO-
RG'€T  T6'SE RL'8E 6V'9T | €21 29'SE G6°eF 0€°LE | €7ST  TL6T 76°€E 8681 | [¢z] (@D) NVDH
6859 €061 10°6F% 9VVY | TEVT 2T 0g 6L 9% 0V'SV | €1°ST  LTVT 0L 67 69°¢¢ | [cz] NVD-1
adNd  do aNdg ao |amnd  aop aNdg dao |dwd  do anNdg aon

1) A0D | (1) 0ssaV-VNN-T| () A0D | (1) 0ssaV-VNN-T| () A0D | (1) 0559V-VNN-T | POUIRIN

IeD ouerdary arey)

81



5.2.5 Latent Diffusion as a Learned Prior

While it is possible to sample shape latents from a simple Gaussian prior during
generation, such a restricted prior often fails to capture the complexity of the
encoder distribution ¢,(z|X). This mismatch, commonly referred to as the prior
hole problem [21,117], leads to degraded reconstruction quality. To overcome this
limitation, we employ a denoising diffusion probabilistic model (DDPM) to learn a
more expressive prior directly in the latent space. Specifically, the DDPM is trained
on latents z sampled from ¢,(z|X), replacing the standard Gaussian prior with a
learned distribution p¢(z) that more accurately matches the true latent distribution
p(z). Then we can train the diffusion model across the latent z via Eq. 5.2.

When generation, the CNF transforms a set of initial noise points u ~ N (0, 1),
sampled from a standard 3D Gaussian distribution, into the desired output points
x € R3 through an ODE-based transformation with conditioning on the latent u.
This formulation allows flexible control over point cardinality, as any number of initial
points can be sampled and deterministically transformed into structured outputs.
Additionally, the CNF enables expressive modeling of complex shape geometries,
capturing fine-grained variations that are preserved from the frequency-aware latent
representation.

Integrating latent diffusion with our multi-frequency Transformer VAE offers
two main benefits. First, the frequency-aware encoding ensures that high-frequency
geometric details preserved in the latent space remain intact during prior learning.
Second, modeling the distribution of shape latents rather than raw point clouds
greatly reduces the dimensionality of the generative task, thereby lowering both

training and sampling costs (see Tab. Tab. 5.3) while enabling scalable synthesis.

5.3 Experiments

We evaluate our proposed TFDM architecture against state-of-the-art 3D point cloud
generation approaches on the established ShapeNet-v2 [104] benchmark dataset.
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Figure 5.4: The illustration of the frequency distribution in different
categories. Where red and blue represent the high and low frequency respectively.

5.3.1 Experimental Setup

ShapeNet-v2 Benchmark Dataset: For a fair comparison on ShapeNet-v2, we
follow the common practice that focuses on training and evaluating only select key
categories, namely chair, car, and airplane. From each shape, we sample 2048 points
out of the 5000 available points in the training set and the test set, with normalization
applied across the entire dataset. We adhere to the pre-processing steps and data
split strategy as outlined in PointFlow [23].

Evaluation Metrics: Following established practices in prior work [25,32], we
use 1-NNA (and the derived 1-NNA-Abs50) and COV to evaluate the quality and
diversity of the generation, together with CD and EMD, which measure the differences
by point and distribution. Since the interpretation of 1-NNA can be ambiguous,
we propose 1-NNA-Abs50 (Absolute 50-Shifted 1-NNA), a clearer alternative for
evaluation. It transforms the aforementioned 1-NNA z into |z — 50|, making it more
sensitive to deviations from the ideal 50%; a lower score indicates an ideal generated

distribution closer to real data.

e 1-NNA (1-Nearest Neighbor) Accuracy: Measures the leave-one-out accuracy
of a 1-NN classifier, reflecting both quality and diversity of generated samples.

A value close to 50% indicates a better result.

e 1-NNA-Abs50 (Absolute 50-Shifted 1-NNA): Since the interpretation of 1-NNA

can be ambiguous, we propose a clearer alternative for evaluation. Transforms the
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aforementioned 1-NNA z into |« — 50|, making it more sensitive to deviations
from the ideal 50%; a lower score indicates an ideal generated distribution

closer to real data.

e COV (Coverage): Evaluates how many reference point clouds are matched to
at least one generated shape, where a higher value indicates greater diversity

in generation.

e CD (Chamfer Distance): Measures point-wise similarity between generated

and reference point clouds by computing the average nearest neighbor distance.

e EMD (Earth Mover’s Distance): Captures the minimal cost of transforming
one distribution into another, providing a global similarity measure between

point clouds.

Implementation: For the point cloud high-pass filter, we set k = 32 for constructing
the k-NN graph. The diffusion process is performed with 1000 timesteps. For the
VAE model, we adopt a learning rate of 1073 and a weight decay of 107, with
the latent dimension C' = 1024. The number of frequency segments (bands) is
optimally chosen as 3 for chair and car categories, and 4 for airplane, reflecting the
higher geometric complexity of the latter. For latent diffusion, we use a learning
rate of 107° and a weight decay of 1078, with a batch size of 64 and 1000 timesteps.
All experiments are conducted on an NVIDIA A100 GPU (80GB) using the Adam
optimizer with #; = 0.9 and £, = 0.99.

5.3.2 Comparison with State-of-the-Art

Performance: In Tab. 5.1, we compare TFDM with multiple point cloud generation
approaches. Notably,DIT-3D (NIPS23) TIGER (CVPR24), FrePolad (ECCV24)
and NSO (ICLR25) are very recent methods. Among these, TIGER, FrePolad and
NSO are relatively lightweight, yet we surpass both in most cases among the three
categories: for example, TEFDM achieves a 0.24% improvement in COV CD and
2.68% improvement in COV EMD on chairs compared to the best of the three, and a
1.62% gain on airplane with COV EMD. DiT-3D, while offering strong performance,
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Multi MFB Band | CD| EMD| CD+ EMD#%

Band Block Number | (NNA) (NNA) (COV) (COV)
(@) MLP 5.83 153 4554 50.12
(b) Transformer 4.86 3.43 47.65 52.15
) v MLP 3 2.65 126 4931  53.51
(d) v Transformer 2 1.88 0.43 50.11 55.88
(e) v Transformer 3 1.79 0.22 50.28 56.25
(f) v Transformer 4 1.86 0.35 50.13 55.73

Table 5.2: Component-wise ablation of FLDCG on ShapeNet-v2 (car
category). Evaluating the impact of multi-frequency band, transformer-based
encoding, and the number of bands. NNA denotes the 1-NNA-Abs50 metric.

l | 2048 | 4096 I 8192

1024
Figure 5.5: Varying point cardinality. Our model generates point clouds with
arbitrary numbers of points.

incur extremely high computational overhead, requiring 1700 GPU hours and 711
million parameters. Even so, TFDM outperforms it on two out of four metrics for
the car category, including a 0.43% gain in 1-NNA-Abs50 EMD and 0.28% in COV
CD. These results highlight the efficiency and effectiveness of our approach.

Efficiency: As shown in Tab. 5.3, our proposed TFDM achieves a favorable balance
between accuracy and efficiency. Although it introduces frequency-based segmenta-
tion and multiple transformer branches, the overall parameter count is substantially
smaller (41.35M vs. 144.25M in LION and 711.88M in DiT-3D), leading to a dramatic
reduction in both training time (24h vs. 550h/1688h) and inference cost (5.21s vs.
27.12s/100.13s). By leveraging latent diffusion in conjunction with a VAE backbone,
our method achieves competitive generative performance with fewer computational

resources.
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Training Inference EMD

Method Para (M) Time (h) Time (s) (I-NNA-Abs50) |
TIGER 70.11 164 9.73 2.24
DIT-3D 711.88 1688 100.13 0.65
LION 144.25 550 27.12 1.14
Ours 41.35 24 5.21 0.22

Table 5.3: Comparison on training and inference time, model size, and
the corresponding evaluation results. Time is measured on the same device,
and averaged over three categories: chair, airplane and car.

5.3.3 Ablation Studies

Effectiveness of Frequency-Band: To assess the effectiveness of decomposing
features into multiple frequency bands, we compare our model against a baseline
that employs transformer branches without band separation. As shown in Tab. 5.2,
introducing frequency-aware band segmentation consistently improves generation
quality. This validates that frequency bands provide a beneficial inductive bias for
structuring latent representations. In particular, on the car category with three
bands, our model achieves a relative improvement of 3.07% in 1-NNA-Abs50 CD and
3.21% in 1-NNA-Abs50 EMD over the band-free baseline.

Effectiveness of Transformer Architecture: We compare our multi-frequency
transformer encoder with a shared MLP-based encoder to evaluate the impact of
self-attention in modeling intra-band interactions. As reported in Tab. 5.2, the
transformer-equipped model outperforms the MLP variant across all metrics. The
attention mechanism facilitates better contextual encoding across spatially ordered
points, leading to an improvement of 2.11% in COV CD and 1.97% in COV EMD
over the band-free baseline.

Effectiveness of number of frequency band:We further analyze the sensitivity
of our approach to the number of frequency bands. As shown in Tab. 5.2, a moderate
number of bands provides the best trade-off between representation capacity and
over-segmentation. Increasing the number of bands beyond this point brings only
marginal gains, while reducing the bands compromises expressiveness. For instance,
in the car category, the optimal setting of three bands yields improvements of 0.21%

and 0.13% in 1-NNA-Abs50 CD compared with using one fewer or one additional

86



Figure 5.6: The illustration of multi-class generation.

band.

5.3.4 Multi-Class Generation

Multi-Class Generation: We train jointly without category conditioning on 10
categories from ShapeNet-v2 (cap, keyboard, earphone, pillow, bag, rocket, basket,
bed, mug, bowl), and each category is operated as 3 frequency bands. Training
on such a diverse set of shapes poses significant challenges due to the complexity
and multimodal nature of the data. We present both qualitative and quantitative
(Tab. 5.4) results. For comparison, we train baseline models under same conditions,
and our approach shows the best.

Scalability: By modeling each point cloud as a distribution in the latent shape
space, our method naturally supports sampling with arbitrary point cardinalities
capability. As shown in Fig. 5.5 Our method can generate point clouds with varying
numbers of points while preserving both geometric fidelity and structural consistency.
This flexibility arises because the latent representation is set-based and independent

of the number of input points.

5.4 Conclusion

This chapter presents a novel frequency-aware generative framework for 3D point
cloud modeling, which integrates a Multi-Frequency Bands Transformer VAE with

a latent diffusion model. By leveraging frequency scoring derived from point cloud
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Method CD | EMD | CD ¢4 EMD ¢
(1-NNA-Abs50) (1-NNA-Abs50) (COV) (COV)

DPM 9.71 21.54 43.65 38.94
PVD 7.52 17.43 44.12 44.32
Tiger 0.88 0.98 56.25 57.64
Ours 0.91 0.86 56.31 58.12

Table 5.4: Comparison results (%) jointly trained on 10 categories.

Laplacian structures, we introduce a frequency-based ordering and segmentation
strategy that enables hierarchical feature decomposition. Each frequency band is
processed by dedicated Transformer encoders and fused through attention-weighted
aggregation, resulting in a more structured and informative latent representation.
Extensive experiments demonstrate the effectiveness of our proposed method in gen-
erating diverse and detailed point clouds while maintaining computational efficiency.
Our design provides a strong foundation for scalable, frequency-aware 3D generative
modeling, and opens up new directions for structured latent representation learning
in point cloud domains.
Future Direction A promising direction is to integrate learnable, frequency-aware
modules directly into the architecture rather than relying on fixed priors. We also
aim to extend the model to multimodal 2D rendering conditioning on or jointly
training with images, where classical frequency tools (e.g., Fourier transforms) can
be applied directly.

We could also consider the extension to noisy and non-uniform point clouds.
In real-world scenarios, point clouds often exhibit measurement noise and non-
uniform sampling density, which may affect the stability of the frequency score and
subsequent band partition. To improve robustness, several practical extensions can
be adopted. First, noise sensitivity can be reduced at the graph level by constructing
the k-NN graph with additional constraints, such as mutual £-NN or radius-limited
neighborhoods, and by using normalized graph operators. These strategies prevent
noisy points or long-range connections from dominating the Laplacian response.
Second, non-uniform sampling can be addressed by degree-normalized Laplacian

formulations, which mitigate bias toward densely sampled regions. This allows the
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frequency score to better reflect geometric variation rather than local point density.
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CHAPTER 6

Conclusions

This thesis presented three contributions in the field of point cloud learning, each
targeting a critical aspect of segmentation or generation:

In Chapter. 3, we introduced U3DS?, a holistic unsupervised segmentation
framework that requires no human annotations or pretraining. The method begins
with geometric superpoint construction, followed by clustering and iterative pseudo-
label refinement. To further strengthen representation learning, U3DS? leverages
invariance and equivariance constraints in voxelized space, ensuring robustness to
geometric transformations. Unlike prior unsupervised methods that were often
limited to object-level segmentation, U3DS? generalizes to scene-level segmentation
in both indoor and outdoor datasets. Experiments on ScanNet, SemanticKITTI, and
S3DIS demonstrated competitive or state-of-the-art performance, validating that
semantic scene understanding can be achieved in a fully annotation-free setting.

Chapter. 4 proposed TFDM, an end-to-end diffusion model that integrates
frequency-aware encoding with state space modeling. A time-variant frequency
encoder aligns the generative trajectory with the coarse-to-fine nature of diffusion:
low-frequency structures are emphasized in early steps, while high-frequency details

are refined in later steps. To improve efficiency, we designed dual latent Mamba
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blocks, reducing reliance on costly attention mechanisms with lightweight state space
operations that still capture long-range dependencies. On ShapeNet-v2, TFDM
achieved state-of-the-art fidelity while reducing parameters and inference time by
up to an order of magnitude, showing that frequency-aware design and efficient
architectures can complement each other in generative modeling.

In Chapter. 5, we developed FLDCG, a two-stage latent diffusion framework that
enhances latent representations with explicit frequency decomposition. By applying
spectral graph decomposition to point clouds, we separated representations into
multiple frequency bands. A multi-band transformer architecture was then designed,
where each branch specialized in a different frequency component, jointly encoding
global low-frequency structure and local high-frequency detail. This enriched latent
representation was subsequently used by a diffusion model, yielding higher fidelity
generation with significantly reduced computational cost. Experiments on ShapeNet-
v2 demonstrated improved coverage and minimum matching distance compared to

baselines, with over 20x efficiency gains.

Overarching Themes

Taken together, these three contributions converge toward two overarching research

themes:

e Efficiency in scene understanding. Both segmentation and generation
suffer from computational bottlenecks annotation cost in segmentation and
iterative denoising in generation. U3DS® eliminates annotation overhead,
while TFDM and FLDCG substantially reduce the computational burden of
diffusion-based generation. These works demonstrate that efficiency can be
achieved without sacrificing performance, and in some cases even improves

generalization.

e Representation learning for geometric understanding. High-quality
point cloud understanding requires models that capture both global and fine-

grained geometry. U3DS? demonstrates that invariance and equivariance can

91



guide unsupervised feature learning; TFDM leverages time-variant frequency
encodings to align coarse-to-fine generation with geometry; and FLDCG explic-
itly models multi-band frequency components to enhance latent representations.
These approaches collectively highlight frequency and geometric modeling as

essential for advancing fidelity and robustness in 3D learning.

By uniting efficiency and representation quality, this thesis provides a com-
prehensive framework for scalable, annotation-free, and high-fidelity point cloud

understanding.

Future Directions

While this thesis makes significant progress, several avenues remain open for explo-
ration:

Unsupervised scene segmentation beyond static data. U3DS? is currently
restricted to static indoor and outdoor scenes, limiting its ability to handle dynamic
environments or multi-modal data. Extending the framework to temporal point
clouds and incorporating cross-modal fusion (e.g., combining LiDAR with RGB or
event-based sensors) would enhance its robustness and broaden its applicability in
robotics and autonomous driving.

Toward faster and more flexible generative modeling. Although TFDM achieves
significant efficiency gains, it still requires tens or hundreds of denoising steps due to
the iterative nature of diffusion. Future research could explore alternative paradigms
such as flow matching, rectified diffusion, or score distillation to enable single-step or
few-step generation, and extend the framework toward conditional generation guided
by text, images, or multimodal priors for greater controllability.

The proposed frameworks can be naturally extended from static 3D point clouds to
4D point cloud sequences by incorporating temporal structure into both representation
learning and generative modeling. For segmentation, temporal consistency constraints
can be introduced to encourage stable superpoint assignments across frames, enabling
unsupervised learning of dynamic scenes. For generative models, frequency-aware

encoding can be generalized to the spatio-temporal domain, where low-frequency
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components capture global motion patterns and high-frequency components model
fine-grained geometric and temporal variations. In this context, state space models
such as Mamba are particularly well suited, as they can efficiently model long-range
temporal dependencies with linear complexity, offering a scalable alternative to
attention-based temporal transformers. These extensions would allow the proposed
methods to handle dynamic environments, such as human motion, traffic scenes, or
long-term LiDAR sequences.

Text-conditioned point cloud generation. Another promising direction
is to extend the generative frameworks toward text-conditioned point cloud syn-
thesis. The latent diffusion formulation in Chapter. 4 and Chapter. 5 provides a
natural interface for multimodal conditioning, where text embeddings derived from
pretrained language—vision models can be injected into the diffusion process via
cross-attention or conditional normalization. Frequency-aware latent representations
further offer an interpretable mechanism for semantic control, as textual descriptions
may primarily influence low-frequency global structure (e.g., object category or
shape attributes), while leaving high-frequency geometric details to be refined by the
generative model. Such an extension would enable controllable 3D generation from
natural language, bridging point cloud modeling with recent advances in multimodal
foundation models.

Frequency-aware modeling across tasks. FLDCG depends on spectral graph
decomposition, which may be sensitive to graph construction and less scalable to
very large datasets. This motivates the development of lightweight or learnable
frequency decomposition strategies and the extension of frequency-aware design
beyond generation to tasks such as completion, registration, and part-level semantic
reasoning.

Advanced hybrid architectures. While TFDM leverages Mamba modules
and FLDCG adopts transformers, the integration of state space models and attention
mechanisms in 3D deep learning remains underexplored. Designing hybrid architec-
tures that combine the efficiency of state space models with the expressive power of
transformers could enable scalable and more generalizable 3D representation learning

for complex real-world scenes.
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In summary, this thesis advances the state of point cloud learning by addressing
efficiency, annotation efficiency, and representation quality across segmentation and
generation. By integrating unsupervised learning, frequency-aware modeling, and
advanced architectures, we provide new pathways toward scalable and high-fidelity

3D understanding.
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