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Abstract

As global infrastructure depends more on technology, vulnerability to solar activity
grows. Ground-based observations provide high-resolution solar observations
needed for further understanding of the Sun. However, they are hindered by
atmospheric turbulence. Multi-Conjugate Adaptive Optics (MCAO) mitigates
these distortions, enabling sharp imaging across wide fields. Yet implementing
solar MCAO is difficult due to strong daytime turbulence and short wavelengths,
which heighten scintillation and complicate control.

Firstly, this thesis proposes a method to reduce the required high altitude turbu-
lence size with 10 nm intensity-weighted mean wavefront error, capable of reducing
55% simulation time to generate a new turbulence layer in optical communications
and up to 27% for solar MCAO.

After that, this thesis seeks to enhance solar MCAO simulation speed by acceler-
ating the Shack-Hartmann Wavefront Sensor (SH-WFS) model. The intensity-
weighted gradient (IG) method is introduced as a more efficient alternative to
the conventional Fourier transform (FT) method. The IG method uses simula-
tion time only 35–60% and memory usage by 30-40% of the FT method while
preserving the accuracy of 3 nm RMS error. The error of the noise equivalent
angle of SH-WFS in scintillation is less than 10% of the scintillation-free.

Additionally, this thesis investigates pupil distortion in MCAO systems, identifying
DM-induced scintillation and RMS actuator shifts as significant contributors to
control errors. Results show system performance degrades when scintillation
exceeds 0.1 or actuator shifts surpass 10% of the actuator pitch. These insights
are critical for optimising MCAO systems in solar observation and other high-
turbulence applications.
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1 Introduction

1.1 Background

The Sun has long been observed by humanity since time immemorial. To tell time,

humans observed movements of the Sun and invented the sundial and the calendar,

aiding the growth of civilisations (Aveni, 1989). Observation of the Sun itself is natural

to humans, even the UK’s National Health Service (NHS) has to publicise that looking

directly at the Sun may cause irreversible eye damage (NHS, 2022). The existence of

sunspots has been recorded since ancient China and Greek civilisation (Temple, 1988;

Vaquero, 2007). The first drawings in 1128 and the first observation in 1610 through

a telescope of sunspots were made by English people (Stephenson and Willis, 1999;

Vokhmyanin et al., 2020). After the invention of the telescope. Galileo Galilei also

published his sunspot observations in Galilei (1612).

Interestingly, at the Durham University Observatory, Temple Chevallier led the first

group in England to start regularly observing sunspots (Monthly Notices of the Royal

Astronomical Society, 1874). He employed Richard Carrington as an observer at the

Durham University Observatory. Since the observatory was newly formed, Carrington

1
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was displeased at the state of the instruments at the observatory and left Durham

(Monthly Notices of the Royal Astronomical Society, 1876).

Carrington continued observing sunspots, until 1st September 1859 when he noticed

“two patches of intensely bright and white light broke out" (Carrington, 1859). The

same event was also published by Hodgson (1859). This solar flare event led to the great

auroral storm of 1859, later called the Carrington event (Green et al., 2006). During the

event, northern lights could be seen as low latitude as Panama and were so bright that

one could read a newspaper with. Telegraph operators were shocked by the electricity

induced by the event and could send telegraph messages without the need of power

supplies.

Damages, risk assessments, awareness, and preparations for potential solar storms have

been studied more and more at the national level (National Research Council (U.S.),

2008; Lloyd’s of London, 2013; Amos, 2014). As humanity becomes more and more

dependent on technology, especially electronics, if an event such as the Carrington event

were to happen again, all services depending on electronics will be damaged. Such

services include electricity power, water, sewage, hospital, banking, trade, and satellites

(BBC, 2024; Ferreira, 2024). Solar flares can be monitored and then forecast when solar

particles will reach the Earth, avoiding potential damages. Observation of the Sun is

crucial for scientific understanding and later predicting the solar activity (National

Solar Observatory, 2025b; Darling, 2016).

The observation and simulation of solar dynamics should resolve the photon mean-free

path and the pressure height scale at the photosphere, requiring the telescope resolution

of 70 km or 0.1 arcsecond on Earth (National Solar Observatory, 2025b). Even though

telescopes can be sent closer to the sun, there are various complications limiting the

resolution of space telescopes. As of 2020, based on data on National Solar Observatory

(2025a), their ground-based telescope (DKIST) can theoretically resolve 30 km, while

their space telescope (Solar Orbiter) can resolve only 201 km of solar features in the

photosphere.
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1.1. Background

However, the ground-based telescope cannot actually reach the designed spatial res-

olution due to the presence of optical turbulence in the atmosphere, also known as

seeing (Babcock, 1953). To remediate the optical aberration, Babcock (1953) proposes

a system concept that leads to the development of AO systems. An interesting side

note about Babcock is that he also researched the Sun’s magnetic field (Babcock, 1961).

The AO system operates as shown in Figure 1.1 (Max, 2020). The aberrated wavefront

from a telescope is corrected by a DM. The residual wavefront is sent toward a WFS

and a science channel. The residual wavefront is measured by the WFS. Based on the

measurement, the DM control is updated accordingly to compensate for the observed

residual wavefront aberrations. The resulting image in the science channel benefits

greatly from the corrected wavefront, enabling high spatial resolution imaging limited

at the diffraction limit of the telescope, as opposed to the seeing-limited resolution. For

the current generation of 4m-class solar telescopes, this can result in an improvement in

spatial resolution of factors of up to approximately 100, depending on the wavelength

of observation.
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1.1. Background

Figure 1.1: Operation concept of AO. The incoming distorted wavefront from the
telescope is corrected by an adaptive mirror. The residual wavefront is split by a beam
splitter to a wavefront sensor and a high-resolution camera. The wavefront sensor
measures residual wavefront error. The control system calculates and updates the control
to the adaptive mirror. Scientific study through the high-resolution camera has improved
optical resolution from the corrected wavefront of the control loop (Max, 2020)).

The AO system configuration shown in Figure 1.1 is typically called classical AO or more

commonly for astronomical applications, SCAO. The SCAO has only one DM and one

WFS; as a result, it can only provide a high correction along one Line-of-Sight (LoS),

the direction along which the WFS samples the turbulence. LoSs off-axis from the WFS

LoS at the centre of the field sample, increasingly different turbulence as the angular

offset distance increases. As a result, the corrected wavefront quality degrades. The

corrected quality of a wide-field image is superb at the centre, but drops rapidly radially

away from the highest correction point as shown in Figure 1.2(a). This error is called

the anisoplanatic error (Fried, 1981). Since the Sun is an extended source larger than

the isoplanatic angle, an alternative AO configuration from SCAO is needed to provide

aberration correction over a larger area.
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1.1.
B

ackground

(a) Single-Conjugated Adaptive Optics (SCAO) (b) Multi-Conjugated Adaptive Optics (MCAO)

Figure 1.2: Comparison of adaptive optics corrected images. SCAO (a) has high correction only near the centre, while the MCAO (b)
has a larger FoV of the corrected image. Courtesy of Dirk Schmidt from the CLEAR instrument on the New Solar Telescope at the Big
Bear Solar Observatory (Schmidt et al., 2017).
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To reduce the anisoplanatic error and increase the corrected FoV of the image, Beckers

(1988) proposes a new type of AO called MCAO. The concept of operation of MCAO

is shown in Figure 1.3 (Max, 2020) where multiple WFSs and DMs can be used to

introduce field-dependent corrections. Field-dependent optical aberrations can be

measured by multiple WFSs using the tomographic techniques developed by Tallon and

Foy (1990). The optical aberration that can be corrected by the system using multiple

DMs as shown in Ragazzoni et al. (2002). An example of an MCAO-corrected image in

Figure 1.2(b) with the much larger corrected FoV compared to that of the SCAO in

Figure 1.2(a).

Figure 1.3: Operational concept of the MCAO (Max, 2020).

1.2 Challenges

MCAO for solar telescopes is operating under more challenging conditions compared to

other applications of AO due to stronger atmospheric turbulence present during the day
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1.2. Challenges

(Griffiths et al., 2023; Griffiths, 2024). The Fried parameter (r0) (Fried, 1966) is used

to describe optical turbulence strength with a smaller Fried parameter representing

strong turbulence. An example of the evolution of the turbulence strength within a day

is shown in Figure 1.4 from Griffiths et al. (2023). It shows a turbulence measurement

over 36 hours at the Observatorio del Roque de los Muchachos, La Palma, Spain. The

measured Fried parameter of turbulence reduces from 10 cm in the nighttime, then

changes to 3 cm in daytime, within 4 hours after sunrise, equivalent to 7.4× increase

in the turbulence strength. Another example for comparison is given in Figure 1.5

(taken from Griffiths (2024)) which shows a histogram of day time and night time

Fried parameters observed over 70 hours at the Universitat Politecnica de Catalunya

in Barcelona, Spain. It shows the median Fried parameter of 4 and 7 cm for daytime

and nighttime, respectively. This second dataset was observed over a longer period, the

latter study has a smaller difference for median turbulence, with only a 2.5× increase.

Both of the samples have a median Fried parameter in the daytime between 3 and 4 cm.

Figure 1.4: Fried parameter (r0) versus time in UTC over 36 hours showing evolution
of turbulence strength at the Observatorio del Roque de los Muchachos, La Palma, Spain
from the 14th to 16th May 2022 using the 24hSHIMM instrument taken from Griffiths
et al. (2023). The Fried parameter is projected to the zenith at 500 nm. The dark
grey, light grey, and white backgrounds denote the nighttime, twilight, and daytime,
respectively.
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1.3. Thesis Outline

Figure 1.5: Histogram of turbulence strengths in the nighttime and daytime on top of the
CommsensLab building at the Universitat Politecnica de Catalunya (UPC) in Barcelona,
Spain, using the TURBO 1 instrument taken from Griffiths (2024). Turbulence strengths
at 500 nm, on the x-axis, are stronger with lower values. Blue and red histograms show
the nighttime and daytime statistics, respectively.

Because of the huge increase in turbulence strength and shorter observing wavelengths

in solar observations (Rimmele, 2004), optical propagation, diffraction, and scintillation

effects become more dominant in MCAO and may reduce MCAO performance (Farley

et al., 2017). This thesis focuses on improving the modelling and performance of

daytime MCAO. However, this work is not only applicable to the solar MCAO. Other

AO applications including optical communications and space surveillance that may

need to operate in similar conditions involving daytime turbulence, low elevation angle

observations, and scintillation.

1.3 Thesis Outline

In Chapter 2, the theoretical frameworks used within this thesis are introduced, including

the Fourier transform, the discrete Fourier transform, the mathematical representation
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of optical waves, simulation of optical propagation through vacuum and standard optical

elements, optical turbulence, and scintillation.

In Chapter 3, the simulation of AO used in this thesis is introduced, implemented

using AOtools (Townson et al., 2019) and Soapy (Reeves, 2016). The codes are then

comprehensively verified for their accuracy over a wide range of operational conditions.

The simulation includes optical turbulence generation, optical propagation from the high-

altitude atmosphere throughout the system, wavefront sensing, wavefront corrections,

analysis of the residual wavefront, and control of AO. The novel addition that has been

made as part of this work is a set of algorithms and metrics that automatically select

simulation parameters that ensure that spurious simulation errors are avoided whilst

minimising the computational load of the simulation. Lastly, it proposes a method to

minimise the required simulation size of high altitude turbulent layers.

In chapter 4, this thesis presents a method to speed up the simulation of SH-WFS in

the presence of optical scintillation through a geometrical approximation derived by

(Tartarskii, 1971) referred to here as the IG-Method. The speed gain, memory usage

and accuracy of this geometric approximation are measured and compared both to the

standard Fourier transform-based method of generating SH-WFS images as well as a

non-intensity weighted phase gradient. The IG-Method is then extended to include

the addition of typical centroiding noise sources including photon noise, read noise

and detector thresholding. We confirm over which range of atmospheric/scintillation

parameters the SH-WFS slope measurements from the noise-approximated IG-Method

match those of the standard FT-Method.

In Chapter 5, this thesis investigates the unavoidable pupil distortion effects present

within MCAO systems noted by Hardy (1998) and Van Dam et al. (2020). The

pupil distortion effect degrades MCAO control performance. This thesis describes pupil

distortion errors in terms of two metrics, namely the DM induced log-amplitude variance

and apparent DM’s actuator position shift statistics. It proposes analytical equations
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and measurement methods to describe the pupil distortion in terms of these metrics.

Then the effect of pupil distortion on AO control system is simulated, investigating

under which conditions the AO control will fail to correct for optical turbulence and

which metric best predicts this behaviour.

The research presented in Chapters 4 and 5 both aim to investigate the validity of

geometric approximations based on the direct analysis of phase to the physically accurate,

but computationally intensive methods that directly calculate optical propagation

between relevant conjugate planes within AO simulations in some sort of way. The

IG-Method of simulating a wavefront sensor in Chapter 4 and the RMS actuator shift

in Chapter 5 both use direct knowledge of the phase that is possible within an AO

simulation to avoid complex computations. However, when approximations are used,

their validity must be determined. In addition to presenting new metrics, this work

presents a novel investigation into the validity of these approximations in the presence of

strong atmospheric scintillation conditions. The goal of this thesis is first to determine if

approximations can provide data that can a) provide metrics or models that are relevant

to AO system performance, b) if they are actually useful in terms of the decrease in

simulation complexity, and c) over which range of atmospheric conditions it is valid to

use the approximations.

10



2 Optical Wave Propagation

through Atmospheric

Turbulence

This thesis requires the simulation of the visible daytime Adaptive Optics (AO). There

are several differences and challenges in simulating AO systems in daytime operation,

the key aspects of which are:

• Atmospheric turbulence is much stronger during the daytime. Some daytime

observing targets, including the Sun and satellites, may require a lower observing

elevation angle, amplifying the total turbulence strength along a Line-of-Sight

(LoS) even further.

• To enable wide-field correction, multiple atmospheric turbulence layers must

be corrected and simulated, placing a large computational burden on the AO

simulation.

• Operation at visible wavelength results in stronger diffraction effects, particularly

when considering higher altitude turbulence. Diffraction introduces distortion

and scintillation or variation in intensity within a pupil.

There are still other key differences such as generating distorted wide-field images, using

extended sources as references for the wavefront sensing, and wavefront reconstructions
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in Multi-Conjugated Adaptive Optics (MCAO), since these concepts are in their own

right separate studies. These omitted concepts do not obstruct this thesis study. For

example, consider if the wide-field object is to be used as the guide object for the

Wavefront Sensor (WFS) in Chapter 4, the Point Spread Function (PSF) information

at different field must be simulated first, then convoluted with each field of the object

to generate the distorted image. Then the distorted image will be correlated Löfdahl

(2010). The peak of the correlation map will determine the slope measurement. Chapter

4 only includes measurement of the PSF and locating the peak. On the other hand,

Chapter 5 intentionally avoid the multi-layered wavefront reconstruction to separate

only the control error for the study. Because this thesis explored the common features,

the wide-field performance can be extrapolated from the point-source study conducted

by this thesis.

Scintillation is commonly known as the variation in intensity collected within an aperture,

such as the variation in intensity of a star measured by the telescope at a given point

in time. This is commonly seen as the twinkle of the stars. However, in this thesis,

unless declared otherwise, the scintillation is defined as the spatial variance of the

log-amplitude of a point-source over the whole plane of observation. This hypothetical

value is difficult to measure when the detector or object size is not infinitesimal, unlike

the total intensity over an aperture and the angular size of the object. The hypothetical

scintillation can be inferred from the variation of the total intensity based on the

derivation by Sasiela (2007).

Scintillation may introduce errors in WFS measurements, including slope measurement

being skewed toward high flux regions of the wavefront, even if some regions receiving

relatively dim light give good Signal-to-Noise Ratio (SNR). Furthermore, with strong

diffraction effects during the visible daytime, the direct addition of phase within the

simulation is no longer accurate. Instead, propagation of the wave must be simulated,

and the order of operation is important. Next, stronger daytime turbulence requires

a larger number of simulation elements for the same telescope size. In addition, with
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2.1. Mathematical Approaches Used within Propagation Simulations

stronger turbulence during the daytime, angular turbulence conditions may change

more rapidly, so a larger number of LoS must be simulated, multiplying the simulation

size even further. To simulate wide-field visible daytime AO, related mathematical

constructs, physics, and simulation methods of optical propagation in turbulence-free

medium and atmospheric turbulence, and light propagation in turbulence must be

studied. Each topic will be covered in order within this chapter.

2.1 Mathematical Approaches Used within

Propagation Simulations

This section revisits the Fourier transform, Discrete Fourier Transform (DFT) and

the limitation of DFT. The Fourier transform is a faster method to calculate the

propagation equation than integrals. Since in simulation, data are discrete, being

represented at several grid points and limited to having a finite number of pixels, DFT

and its limitations must be covered.

2.1.1 Fourier Transform

Simulation of wave propagation can be simplified by using the Fourier transform. The

Fourier transform decomposes any function into a series of sine and cosine functions of

different frequencies with varying amplitudes. The Fourier transform operator, F , on a

spatial function, g (x), can be written as F {g (x)}. The Fourier transformed function

of g (x), noted by G (f), is a spatial frequency function of g (x), where f is the ordinary

frequency of x. The unit of f is the inverse unit of x. For example, if the unit of x is m,

then the unit of f is m−1. The Fourier transform is defined in its normalised form by

G (fx) = F {g (x)} =
∫

g (x) e−i2πfxxdx. (2.1)
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2.1.2. Discrete Fourier Transform

And the inverse Fourier transform is

g (x) = F−1 {G (fx)} =
∫

G (fx) ei2πfxxdfx. (2.2)

The Fourier transform is used extensively in optical propagation modelling, forming the

Fourier optics field of study (Goodman, 2017).

2.1.2 Discrete Fourier Transform

The Fourier transform describes any function as an integration of an infinite set of

modes expanding infinitely, and each mode corresponds to the spatial frequencies present

within the function. When using the Fourier transform within a computer model, we

are limited in our description of any function to a discrete number of points, and the

function cannot extend from negative to positive infinity. Fourier transform with these

limiting conditions is adapted by DFT.

An example of discretisation in the simulation of DFT can be explained as follows. If

a telescope pupil is to be simulated. The telescope pupil is infinitely sampled. Every

point closely connected to another point can be represented in an equation. However, in

simulation, we may only have a limited computation resource, say 64x64 pixels, called

a simulation screen in this thesis. Now, only the 64x64 locations where each pixel is

centred on will have mathematical values represented. With this limited number of

pixels within the screen, the data coverage is also limited.

We use the notation described in Equation 2.1 for this. Let g (x) be a function in x

space, and G (f) be the Fourier transformed of g (x) sampling in f space which is the

frequency of x. Let δx be the sampling period of x. In the case of an optical image,

this would describe the pixel scale of x. δf be pixel scale of f . Let N be the number of

points where g (x) is sampled. Then
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2.1.2. Discrete Fourier Transform

δfx = 1
Nδx

. (2.3)

According to Schmidt (2010) and Cooley et al. (1969), when discrete sampling of

the function is considered, the Fourier transform in Equation 2.1 can be written in a

numerical form as

G
(

m

Nδx

)
= F {g (nδx)} (2.4)

= δx

N/2−1∑
n=−N/2

g (nδx) e−i2πmn/N . (2.5)

where the indices (m) are

for even N ; m = −N

2 , −N

2 + 1, . . . ,
N

2 − 1 and (2.6)

for odd N ; m = −N − 1
2 , −N − 1

2 + 1, . . . ,
N − 1

2 . (2.7)

The inverse Fourier transform in Equation 2.2 can be written as

g (nδx) = F−1 {G (mδfx)} (2.8)

= δfx

N/2−1∑
m=−N/2

G (mδfx) ei2πmn/N . (2.9)

where the indices (n) are

for even N ; n = −N

2 , −N

2 + 1, . . . ,
N

2 − 1 and (2.10)

for odd N ; n = −N − 1
2 , −N − 1

2 + 1, . . . ,
N − 1

2 . (2.11)
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For Fourier transform functions presented in common programming libraries, the indices

are usually shifted from the indices shown here, and need to be shifted back after the

transform to get the proper matching (NumPy Developers, 2024). For example, for an

even number of pixels, let’s say 4, the ordering shift is

{0, 1, 2, 3} → {−2, −1, 0, 1} . (2.12)

For an odd number of 5, the ordering shift is

{0, 1, 2, 3, 4} → {−2, −1, 0, 1, 2} . (2.13)

When g is transformed into G, based on Equation 2.5, the spatial frequency has its

max frequency fNyquist, also known as Nyquist Sampling (Goodman, 2017),

|fNyquist| = 1
2δx

. (2.14)

Limitations of the discrete Fourier transform include aliasing and cyclic boundary.

Aliasing happens when any spatial frequency content within the data that is higher than

the Nyquist sampling (Equation 2.14) is aliased or misregistered into lower frequencies.

For example, if a generated phase screen has turbulence with a significant level of

spatial frequencies higher than the Nyquist sampling, all of the higher spatial frequency

turbulence will mathematically be aliased into other lower frequencies, which is not

correct. This aliasing effect can be prevented by choosing an adequately fine pixel

scale (Schmidt, 2010). For the cyclic boundary, due to the computational method, each

boundary of the discrete Fourier transform is connected to the other boundary, allowing

unphysical phenomena where interactions happen across the boundary Schmidt (2010).

Another description for both effects is that they are essentially the same effect, where

one shows its effect in the spatial domain and another in the frequency domain.
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2.2 General Solutions to Wave Equation

The most basic representation of a wave can be represented with an amplitude (A) and

a phase (ϕ), is (Schmidt, 2010)

U = Aeiϕ, (2.15)

where U is a complex amplitude representation of optical waves.

The intensity of the wave (I) is

I = |U |2 = A2, (2.16)

In most studies of the optical propagation through turbulence, it is common to normalise

the intensity over the pupil. After that, it is then presented through the log-amplitude

(χ) (Tartarskii, 1971; Andrews and Phillips, 2005; Sasiela, 2007). The log-amplitude is

defined as

χ = ln (A) = ln
(√

I
)

(2.17)

To simplify subsequent mathematical analyses, the complex amplitude can also be

presented with

U = eχ+iϕ, (2.18)

where the unit of phase (ϕ) is radian, while Log-amplitude (χ) is unitless. The variation

in the phase of the wavefront is the wavefront error or the optical path difference. The

variation in the log-amplitude of the wavefront is called scintillation Sasiela (2007).
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2.3 Propagation through a Uniform Medium

The physics of propagation in turbulence-free conditions covered in this chapter are

the paraxial approximation, Fresnel Propagation, Fraunhofer approximation, angular-

spectrum propagation, and modification of light by optical components.

According to the Huygens-Fresnel principle, propagation of a wave from one wavefront

to another is calculable by treating each point on the previous front as a spherical

wave source, and the resulting wavefront is the sum of all diffracting waves of spherical

sources on the old wavefront.

2.3.1 One-Step Fresnel Propagation

Let’s consider propagation from plane 1 to plane 2 separated by a distance z such that

z1 = 0 and z2 = z. Let U1 (x1, y1, 0) be complex amplitude equations at plane 1 and

similarly U2 (x2, y2, z) for plane 2. The optical wave at plane 2 relates to that of plane

1 by

U2 (x2, y2) = eikz

iλz
e

ik
2z (x2

2+y2
2)F

{
U1 (x1, y1) e

ik
2z (x2

1+y2
1)
}

, (2.19)

where λ is the wavelength of the propagated optical wave. The Fourier transform, based

on Equation 2.1, has x2/λz and y2/λz as its ordinary frequency. According to Equation

2.3, the output pixel scale of this method will be

δ2 = λz

Nδ1
, (2.20)

where δ1 and δ2 denote pixel scale at the source and destination plane, respectively, and

N is the total number of elements across the simulated plane wave.
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2.3.2 Angular-Spectrum Propagation

Unlike Fresnel propagation using Fourier transform in Equation 2.19 which gives a strict

relation between propagation distance, input, and output spatial pixel sampling as

shown in Equation 2.3, the angular-spectrum method allows user to use larger variety of

input and output pixel scale in any simulation compare to one-step Fresnel propagation

which allows a strict relation of pixel scales 2.20.

First, the wave at the source plane is decomposed into different spatial frequencies. This

is equivalent to different plane waves tilting at different angles (αx, αy) with respect

to x and y axis, respectively. The collection of all plane waves to describe a complex

amplitude (U) can therefore be expressed as

U (x, y) =
∫∫

A
(

αx

λ
,
αy

λ

)
ei2π(αx

λ
x+ αy

λ
y)d

αx

λ
d

αy

λ
(2.21)

= F−1
{

A
(

αx

λ
,
αy

λ

)}
(2.22)

A
(

αx

λ
,
αy

λ

)
= F {U (x, y)} , (2.23)

where (αx/λ, αy/λ) is the angular spectrum. The angular spectrum pixel scale is 1/(Nδ)

(Equation 2.3), and its maximum value is 1/(2δ) (Equation 2.14).

Each plane wave is propagated to the observation plane using a free-space transfer

function (Schmidt, 2010). Lastly, undo the transform back to the spatial space. The

output wave amplitude U2 can be calculated from the input U1 by

U2 (x2, y2) = e
ik
2z

m−1
m (x2

2+y2
2)F−1

{
e

−i2π2z
km (f2

x,1+f2
y,1)F

{ 1
m

e
ik
2z

(1−m)(x2
1+y2

1)U1
(
x2

1 + y2
1

)}}
,

(2.24)

where k is the wavenumber = 2π/λ, and fx1, fy1 is spatial frequency coordinate related

to x1, y1, as shown in Equation 2.5, m = δ2/δ1 is the magnification of pixel scale.

For simplicity, convenience, the pixel size of the source and destination plane is chosen

to be the same for the rest of this thesis.
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2.4 Propagation through Optical Elements

Transmission of light through an optical element introduces phase differences to an

input wavefront. This can be simulated by adding changes in phase to the phase term

in U without changes in intensity/amplitude. Common geometrical optics, such as

lenses and mirrors, add a static phase term, whilst dynamic optics used within adaptive

optics systems, such as a tip-tilt or deformable mirror, introduce time-varying phase

terms. Let Ubefore and Uafter be incoming and outgoing wavefronts right before and after

interaction with a geometrical optic. It can be decomposed into amplitude before and

after transmission (Abefore and Aafter, respectively) and phase before and after (ϕbefore

and ϕafter, respectively) as shown in Equation 2.15. Let ϕoptics be the phase changes

incurred by thin geometrical optics. Then these quantities are related to each other by

Aafter = Abefore (2.25)

ϕafter = ϕbefore + ϕoptics (2.26)

Uafter = Ubeforee
iϕoptics (2.27)

Uafter = Abeforee
i(ϕbefore+ϕoptics). (2.28)

2.4.1 Tip/Tilt Optics

Let xin, yin be coordinates in the incoming wavefront plane and θ be the angle of tip/tilt

desired. Then the phase introduced by this tip/tilt optics is

ϕtip/tilt = kθ (xin + yin) . (2.29)
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2.4.2 Focusing Optics

With a similar notation to the previous subsection, the phase induced by a lens with

focal length (ffocal), where a positive value represents a converging lens, is

ϕoptics = − k

2ffocal

(
x2

in + y2
in

)
. (2.30)

An interesting case is when light is focused by a lens, and the propagation distance is

equal to the focal length of the lens. Combining Equation 2.19 with Equation 2.30 will

have their quadratic terms cancelling out, resulting in

Ufocal plane (x2, y2) = eikz

iλz
e

ik
2z (x2

2+y2
2)F {Upupil (x1, y1)} , (2.31)

and

Ifocus (x2, y2) = |F {Upupil (x1, y1)} |2. (2.32)

This shows that the intensity at the focal plane can be calculated by simply taking the

modulus squared of the Fourier transform of the complex amplitude in the pupil plane.

The output scale is determined by Equation 2.20.

2.5 Propagation through Weakly Non-Uniform

Medium

The refractive index of the atmospheric air is determined by pressure and temperature.

The variation of the refractive index within the atmosphere is minute; for example, the

difference between vacuum and room temperature at sea level is only 3 × 10−4 (Sasiela,
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2007). The changes in atmospheric temperature and pressure generate turbulence

swirling in different sizes. Turbulence in turn generates ‘optical turbulence’. This effect

can be seen during the sunrise and sunset, where the image of the sun is distorted

spatially and temporally. Another popular example is the twinkling of the star. The

difference in refractive index of the atmosphere can delay the optical wavefront up to a

micrometre.

The analytic solution of the wave equation in a minor change in refractive index can be

derived by the perturbation method called Rytov approximation (Sasiela, 2007). The

analytic solution can only be derived for cases with a variance of log-amplitude to be

small, less than 0.35 rad2 in general. The variance of log-amplitude has a saturation

level at 0.6 rad2. For this thesis, strong scintillation means log-amplitude variance

larger than 0.3 rad2, and medium scintillation means log-amplitude variance between

0.1 and 0.3 rad2.

This section covers two possible aberrations in the phasor representation of the optical

wave shown in Equation 2.18. The first part will be on the phase variance or the

optical path difference induced by the atmosphere. The second part centred on the log-

amplitude variance instead, one of its effects is the scintillation. Both of the aberration

affects the AO performance.

2.5.1 Wavefront Distortion by Turbulence

Optical turbulence is studied statistically. General approaches include measuring the

structure function and power spectrum density. These functions are scaled by turbulence

strength (C2
n). Turbulence strength varies between regions of the atmosphere. Well-

known models of optical turbulence are Kolmogorov statistics and von Kármán statistics

(Schmidt, 2010). Kolmogorov statistics are proposed in Kolmogorov (1991) and later

modified by Fried (1965). The modified von Kármán distribution is the simplest model

matching real turbulence behaviour (Andrews and Phillips, 2005). The difference
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2.5.1.1. Turbulence Strength and Coherence Length

between these two models is the outer scale (Lo) and inner scale (lo) in the von

Kármán model that sets the limit on the turbulence distribution at larger and smaller

spatial frequencies. An example of optical turbulence is shown in Figure 2.5. Further

explanation can be found in the latter part of this chapter.

Figure 2.1: Simulated phase (rad) of optical turbulence of von Kármán statistics at
500 nm with 5 cm r0 and 5 m L0. The phase is wrapped every 2π radians.

2.5.1.1 Turbulence Strength and Coherence Length

Optical turbulence limits astronomical telescope angular resolution. At optical and near-

infrared wavelengths, telescope resolution only improves with diameter up to telescope

diameters of 30 centimetres, after which the resolution is limited by atmospheric

turbulence. This sets an idea of the optical coherence length.

When this turbulence strength (C2
n) is integrated over the LoS with some scaling, we

arrive at the coherence length or Fried parameter (r0) (Fried, 1965). r0 is related to C2
n

by
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2.5.1.2. Phase Structure Function

r0 =
(

0.423k2 sec (ζ)
∫ ∞

o
C2

n (z) dz
)−3/5

, (2.33)

where k is wavenumber, z is height of the turbulence from the ground, and sec(ζ) is air

mass at zenith distance (ζ). Please note that air mass approximation with the secant

function is applicable with air mass less than four, as suggested by Young (1994).

Higher r0 represents a better observing condition, or less turbulence strength. At

generally considered good observation sites, such as Mauna Kea and the Canary Islands,

during nighttime median r0 at 500 nm is 10 cm or less, or equivalently 1 arcsecond

seeing, as shown in measurements at Mauna Kea by Tokovinin et al. (2005) and at the

Canary Islands by Fuensalida et al. (2004). However, in the day situations can be worse

as r0 dropping to approximately 2.5 to 5 cm, as shown in measurements at various sites,

such as the Canary island by Marco De La Rosa et al. (2016), Plateau de Calern in

France by Aristidi et al. (2020) and Chabé et al. (2020), and Big Bear solar observatory

in the United States of America by Kellerer et al. (2012).

Atmospheric turbulence is often distributed vertically with varying speed and direction,

as shown in Tokovinin et al. (2005), Fuensalida et al. (2004), Marco De La Rosa et al.

(2016), Aristidi et al. (2020), Chabé et al. (2020), and Kellerer et al. (2012). Simulating

larger fields of AO correction requires the generation of atmospheric layers at different

heights. There are several turbulence profiling methods, such as Scintillation Detection

and Ranging (SCIDAR) by Avila et al. (2000), Multiaperture Scintillation Sensor

(MASS) by Kornilov et al. (2003), Shadow Band Ranging (SHABAR) by Sliepen et al.

(2010), Profiler of Moon Limb (PML) by Chabé et al. (2020), etc.

2.5.1.2 Phase Structure Function

The phase structure function represents the statistical variation of optical phase versus

separation. Let the structure function of phase (ϕ) be Dϕ(r). Let r be the separation
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2.5.1.2. Phase Structure Function

between any two random points and x be a central point of measurement. The relation

can be written mathematically as

Dϕ (r) = ⟨(ϕ (x) − ϕ (x + r))2⟩. (2.34)

The structure function of the phase of Kolmogorov turbulence statistics is realistic for

a range between the upper and lower scales (Lo and lo, respectively). The structure

function with Kolmogorov statistics is

Dϕ,K (r) = 6.88
(

r

r0

)5/3
. (2.35)

Modified von Kármán structure function of phase can be written as a modification of

Kolmogorov statistics. The modification for separation larger than the inner scale (lo) is

Dϕ,vK (r) = Dϕ,K (r) × 0.895
(

Γ
(5

6

)(2πx

L0

)−5/3
− 1.12

(2πx

L0

)−5/6
K5/6

((2πx

L0

)))
.

(2.36)

where Γ is the gamma function and K5/6 is the Modified Bessel function of the second

kind of real order 5/6 (Sasiela, 2007). When the separation is smaller than the inner

scale (lo), the variance would be negligible.

The structure function of Kolmogorov and von Kármán turbulence is plotted in com-

parison in Figure 2.2. The major difference between the two is the plateau behaviour

at large separations introduced by the outer scale (Lo) of von Kármán statistics. The

structure function of turbulence of a stronger turbulence strength will shift upward on

the y-axis.
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2.5.1.3. Power Spectral Density of Wavefront Distortion
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Figure 2.2: Comparison between structure functions of Kolmogorov (blue) and von
Kármán (red) statistics. Turbulence of 5 cm r0 and 5 m L0 is shown.

2.5.1.3 Power Spectral Density of Wavefront Distortion

Power Spectral Density (PSD) describes the statistical power within each spatial

frequency in an atmospheric turbulence layer. PSD of values x can be calculated by

taking an average of the Fourier transform of the modulus square of the quantity of

interest, shown mathematically in Stoica and Moses (2005) by

PSDx = ⟨F
{
|x|2

}
⟩. (2.37)

The PSD of the phase of Kolmogorov statistics is

Φϕ,K (f) = 0.023r
−5/3
0 f−11/3, (2.38)

where f is spatial frequency, r0 is Fried parameter. Similarly, the PSD of phase of

modified von Kármán statistics is
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2.5.1.4. Zernike Polynomial Decomposition

Φϕ,mvK (f) = 0.023r
−5/3
0

e−f2/f2
m

(f 2 + f 2
o )11/6 , (2.39)

where Lo is the outer scale, which is the largest spatial scale over which turbulence

forms, lo is an inner scale below which turbulence does not occur, fm = 0.94/l0 and

fo = 1/Lo (Schmidt, 2010). The behaviour of these two statistics is shown in Figure 2.3.

Again, Kolmogorov turbulence has no termination of PSD at outer and inner scales.

The PSD of modified von Kármán statistics flattens out at lower frequencies, while

it drops down rapidly at higher frequencies corresponding to that of outer and inner

scales, respectively.
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Figure 2.3: Comparison between phase PSD of Kolmogorov (blue) and von Kármán
(red) statistics. Turbulence of 10 cm r0, 20 m L0, and 2 cm l0 is shown.

2.5.1.4 Zernike Polynomial Decomposition

Optical phase distortions can be analysed by decomposing them into a superposition

of orthogonal modes. A common series to use is the Zernike polynomials, which are
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2.5.1.4. Zernike Polynomial Decomposition

orthonormalised over a unit-radius circular aperture as a function of radius and angle

(Noll, 1976). Each Zernike mode represents different independent optical aberrations

such as piston, tip/tilt, defocus, astigmatism, spherical, and coma. Noll (1976) proposed

both a numbering scheme and a normalisation scheme that is commonly used. Let Zn

be the nth Zernike mode having the orthonormal property such that

Zi · Zj = 1; ifi = j (2.40)

Zi · Zj = 0; ifi ̸= j (2.41)

where δij is Kronecker delta function. The dot product of two different modes equals 0,

and the dot product of the same mode equals 1.

Let ϕ be the phase deviation of optical turbulence. By the property of an orthonormal

function,

ϕ =
∞∑
i

aiZi (2.42)

ai = ϕ · Zi, (2.43)

where ai is power of ith Zernike modes

Noll (1976) presented the mean variance of phase after subtraction of each Zernike mode

for a Kolmogorov phase screen. Noll used Kolmogorov’s model, according to Equation

2.35; consequently, the results are approximately valid for von Kármán turbulence for

spatial scales between the outer and inner scale of turbulence. Variances of each mode

σ2
ai

are in terms of

σ2
ai,K

= A
(

D

r0

)5/3
rad2, (2.44)
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2.5.1.4. Zernike Polynomial Decomposition

where D is aperture diameter and A is a number derived from Noll (1976). For example,

the numbers are 0.4480, 0.0230, and 0.0062 for Zernike modes with radial mode numbers

2, 3, and 4, respectively.

For von Kármán statistics, there is a modification to the Kolmogorov statistics for

tip/tilt modes for when aperture D is smaller than outer scale Lo as follows. The

difference of higher-order Zernike modes is negligible (Sasiela, 2007).

σ2
tip/tilt,vK = σ2

ϕtip/tilt,K

1 − 1.42
(

D

Lo

)1/3
+ 3.70

(
D

Lo

)2
− 4.01

(
D

Lo

)7/3

+ 4.21
(

D

Lo

)4
− 4.00

(
D

Lo

)13/3
rad2 (2.45)

The modal Zernike decomposition of Von Kármán and Kolmogorov atmospheres is

shown in Figure 2.4, where the von Kármán statistics have a suppressed tip/tilt power.
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Figure 2.4: Comparison between Zernike mode decomposition of Kolmogorov (blue)
and von Kármán (red) statistics. Turbulence of 5 cm r0 and 20 m L0 with a 2 m
aperture size is shown. The majority of the plot overlaps.
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2.5.2. Optical Propagation and Scintillation

2.5.2 Optical Propagation and Scintillation

Light diffracts as it propagates over a distance. The effect is normally not considered

in AO system design for near-infrared astronomy, because its effect is negligible at

longer wavelengths and weaker turbulence. In situations where stronger turbulence

can be encountered, such as solar astronomy and free-space optical communications, or

operation at very short wavelengths, optical propagation through optical turbulence

must be included. As the effect of optical propagation through turbulence becomes more

pronounced, the variation in intensity increases. This phenomenon is called scintillation.

A famous example is the twinkling of the stars. In this thesis, the scintillation is defined

by the variance of log-amplitude spatially over the whole plane of observation (Sasiela,

2007), unless declared otherwise.

The log-amplitude variance (σ2
χ) of a wavefront propagating through turbulence layers

can be calculated using Rytov’s approximation (σ2
R), Equation 2.46 (Sasiela, 2007).

Even though the approximation of σ2
χ is valid from σ2

R between 0 and 0.25 (Sasiela,

2007), σ2
R can be used as a marker for AO analysis (Roggemann and Koivunen, 2000;

Barchers et al., 2003). The Rytov approximation is

σ2
χ ≈ σ2

R = 0.5631k7/6 sec11/6 (ζ)
∫ L

0
z5/6C2

n (z) dz; for σ2
R < 0.35 (2.46)

An example of the evolution of both the optical phase and intensity propagating a

distance from an optical turbulence is shown in Figure 2.5. The propagation distance has

been increased to show different scintillation indices. When σ2
R > 0.2, wavefront sensor

measurements may become inaccurate (Barchers et al., 2003). Analytical solutions to

propagation through turbulence using smooth perturbation start to fail at σ2
R = 0.35

(Sasiela, 2007). The scintillation becomes saturated at σ2
R = 0.6 (phase tends to be

uniformly distributed, resulting in maximum variation in intensity), setting an upper

limit where the scintillation effect becomes dominant. In this regime, measurement of

the wavefront phase can become inaccurate.
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O

pticalPropagation
and

Scintillation

Figure 2.5: Phase in radians (top) and intensity normalised to the mean (bottom) of a 500 nm, 40 cm aperture, 5 cm r0 turbulence as it
propagates down a line of sight at increasing Rytov’s approximation (σ2

R). This is a plane wave propagation from space to ground; hence,
there is no pupil and edge effect. Figure from Kongkaew et al. (2024)
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2.6. Conclusion

The spatial size of log-amplitude’s scintillation pattern can be determined by measuring

either the covariance function of log-amplitude (bχ) (Tartarskii, 1971) or the structure

function of log-amplitude (Andrews and Phillips, 2005). The width of the covariance

varies with the Fresnel zone size, while the structure function saturates at the Fresnel

zone size. The Fresnel zone radius (R) is

R =
√

λz. (2.47)

2.6 Conclusion

In this chapter, we have presented the background theory on optical propagation and

atmospheric turbulence that is used throughout the rest of the thesis. Subsequent

chapters will make extensive use of the angular-spectrum propagation to calculate phase

and intensity at principal planes (e.g turbulent atmospheric layers, wavefront sensors

and deformable mirrors) within the system.
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3 Simulation of Adaptive

Optics

This chapter describes the simulations used in this thesis and their validation to

ensure that the results coming from the simulations accurately model the system under

investigation. The majority of the simulation uses Python Adaptive Optics (AO) related

packages, including AOtools (Townson et al., 2019) and Soapy (Reeves, 2016) directly

without any adaptation. Optical turbulence generation, Deformable Mirror (DM),

Wavefront Sensor (WFS), control laws, and residual wavefront analysis are all unchanged

from the base code. Changes made in this work and described in this chapter relate to

the implementation of optical propagation and the AO system calibration techniques:

• Though both AOtools and Soapy include optical propagation packages, they do

not have an automatic process to determine appropriate propagation parameters

suitable for accurate AO simulation. Here I present these tools and describe how

they perform.

• Modifications to the simulation calibration scripts which are required to investigate

the effects of multiple DMs within a system that can apply control distortions.

The analysis of these effects is presented in Chapter 5. Here, we present only the

calibration method.

33



3.1. Simulation of Turbulent Optical Phase Layers

• In some configurations, the mathematically required simulated turbulence at a

high altitude layer might be too large compared to what happens physically, using

more computational resources than needed. We propose a method to reduce the

requirement while maintaining significant accuracy.

In this chapter, I first confirm the validity of the phase screen generation methods used

within the simulation by comparing them to theory. Then, investigate and compile

a set of requirements to accurately simulate optical propagation. After that, verify

the simulated propagation against its theoretical effects, such as the structure function

of the scintillation pattern and log-amplitude variances. Later, a method to reduce

the size of the mathematically required turbulence screen at high altitude is proposed

and verified. Furthermore, I also estimated the reduction in the computational load of

this method. I benchmark the simulation process on a point source Shack-Hartmann

Wavefront Sensor (SH-WFS), determining its configurations. Finally, I test Soapy’s

simulation of DMs, wavefront analysis, and AO control and confirm that the simulation

of these AO system components recreates expected performance.

The adaptation of Soapy in this thesis can be found in a GitHub code repository

(https://github.com/gqmc62/soapy) (Kongkaew, 2025b).

3.1 Simulation of Turbulent Optical Phase Layers

Existing processes to generate optical phase turbulence in AOtools and Soapy include

the Fourier transform (Schmidt, 2010), the sub-harmonic Fourier transform (Schmidt,

2010), von Kármán infinite phase screen (Assémat et al., 2006), and Kolmogorov infinite

phase screen (Fried and Clark, 2008). The Fourier transform and sub-harmonic Fourier

transform can only generate one instance of turbulence, limiting the ability to generate

time series of turbulence flow, while, as the name suggests, the infinite phase screen
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3.1. Simulation of Turbulent Optical Phase Layers

methods can. Because the AO simulation needs a time series, the infinite phase screen

methods are commonly used, thus we focus solely on these two models.

The von Kármán infinite phase screen was first proposed in Assémat et al. (2006).

The method uses an initial screen generated through the Fourier transform methods,

then generates the next turbulence flows using the Von Kármán turbulence statistics.

As a result, the first generated screen do not have the desired statistics. The screen

must be flushed out or regenerated first to allow the next screen to be generated at

the correct statistics. As the name suggests, the process should generate von Kármán

statistics turbulence. However, Fried and Clark (2008) notices that Assémat et al.

(2006)’s method cannot contain statistics larger than the phase screen width, containing

only one-third of the width.

Fried and Clark (2008) updates Assémat et al. (2006) to also generate phase screens

that follow Kolmogorov statistics. The naming of Fried and Clark (2008)’s method

as Kolmogorov-like led AOtools (Townson et al., 2019) to think it is only applicable

to the Kolmogorov statistics turbulence, while in fact, it is also applicable to the

von Kármán statistics. To investigate the accuracy with which these phase screen

generation methods match the theoretical definitions of Kolmogorov and Von Kármán

turbulence, we must undertake statistical tests on the generated phase screens. Several

tests can be undertaken to demonstrate this, including: phase spatial structure function,

phase spatial Power Spectral Density (PSD) analysis, and variance of Zernike mode

decomposition on phase.

The generated turbulence using Fried and Clark (2008) or the Kolmogorov infinite

phase screen method is tested statistically for PSD in Figure 3.1, structure function in

Figure 3.2, and Zernike mode analysis in Figure 3.3. The Kolmogorov infinite phase

screen method in AOtools and Soapy is found to match the von Kármán statistics still.

This is possible because the AOtools and Soapy use turbulence phase covariance of

the von Kármán statistics for the infinite phase screen Kolmogorov statistics (Townson
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3.1. Simulation of Turbulent Optical Phase Layers

et al., 2019), resulting in having von Kármán turbulence statistics while correcting the

unmatches in statistics at longer separation noticed by Fried and Clark (2008).

Figures 3.1, 3.2, and 3.3 analyse 100 infinite phase screens using the Kolmogorov and

von Kármán method with 40 cm diameter width, 5-cm Fried parameter, and 4 m outer

turbulence scale after generating the next two width sizes, in other words, flushing

out two screen widths. Under the same initial parameters, the one-dimensional PSD

analysis on the von Kármán method has a larger error, almost comparable in magnitude

to the mean value (Figure 3.1). The structure function analysis in Figure 3.2 compares

the statistical difference of each point along the row to one of the columns on the edge

or vice versa. The von Kármán method has a one-axis structure function noticeably

lower than the theoretical values. The drops in one of the axis structure function of the

von Kármán method are also noticeable in Zernike mode decomposition in Figure 3.3,

where one of the tip/tilt values has less power than the theoretical value. Meanwhile,

in all of these analyses, the Kolmogorov method matches the von Kármán turbulence

statistics. Consequently, the infinite phase screen Kolmogorov in AOtools and Soapy or

Fried and Clark (2008) is used for this thesis.
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3.1. Simulation of Turbulent Optical Phase Layers
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(a) Kolmogorov infinite phase screen method
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(b) von Kármán infinite phase screen method

Figure 3.1: Mean measured phase PSD of simulated phase screen from the Kolmogorov
method (a) and von Kármán method (b) to generate infinite phase screens in Soapy,
along the x and y axes. The theoretical PSD for both statistics are shown, and overlaps.
The phase screens are generated at x=0, then moved along the x-axis.
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(a) Kolmogorov infinite phase screen method
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(b) von Kármán infinite phase screen method

Figure 3.2: Mean structure function of simulated phase screen from the Kolmogorov
method (a) and von Kármán method (b) to simulate infinite phase screens in Soapy
against the separation. The theoretical structure functions are also shown as references.
The phase screens are generated at x=0, then moved along the x-axis.
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Figure 3.3: Mean of Zernike mode power of simulated phase screen from the Kolmogorov
method (a) and von Kármán method (b) to simulate infinite phase screens in Soapy.
The theoretical values of both statistics are shown as references. The phase screens
are generated at x=0, then moved along the x-axis. The second mode corresponds to
gradients along the x-axis.
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3.2. Simulation of Optical Wave Propagation

3.2 Simulation of Optical Wave Propagation

In most astronomical AO simulations, ignoring optical propagation effects between

various atmospheric turbulence layers and the principal components in the AO system

does not introduce significant errors in the simulation (Van Dam et al., 2020). However,

when considering stronger turbulence, such as may be encountered in Solar AO or

free-space optical communications (Griffiths et al., 2024), then optical propagation

effects can introduce significant degradation of the AO performance (Farley et al., 2017;

Biasi et al., 2023).

There are several methods for simulating optical propagation (Schmidt, 2010), includ-

ing one-step Fresnel, two-step Fresnel or angular spectrum. The angular spectrum

propagator is particularly suited to AO simulations because it allows/enables flexible

propagation distance and spatial scale of simulation elements at each propagation plane.

It can be implemented using Fourier Transforms. However, the simulation parameters

must be carefully selected to avoid effects such as wrapping, ripples, and aliasing.

There are conditions to calculate propagation accurately (Schmidt, 2010). The conditions

are: there must be no aliasing in any of the exponential terms during forward/backwards

Fourier transform, there must be no wrapping effect from the periodic boundary of

Discrete Fourier Transform (DFT), and input coverage must cover physical behaviour.

Please beware that the propagation simulation only represents one Line-of-Sight (LoS).

So for wide-field simulation, multiple LoSs must be simulated. Lastly, unless there are

any ‘stops’ that need to be simulated, all propagation distance (z) is measured from

the pupil, because any ripple effects start at either the pupil or stops where diffraction

occurs.

In this section, we explore methods to mitigate aliasing and wrapping effects and ensure

complete optical aberration and angular spectrum frequency coverage of turbulence

at high altitudes. After that, we verified the optical propagation result against theory
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3.2.1. Aliasing

on log-amplitude variance and size of scintillation patterns. I then introduce, verify,

and estimate the benefit of reducing the mathematically required to the physically

required simulation of high-altitude turbulence size. Lastly, I compile the list of criteria

to consider to accurately simulate the optical propagation in the conditions used in this

thesis. Then I automate the selection of the required propagation parameters, in order

to eliminate worries and hassles in the tedious process.

3.2.1 Aliasing

Due to the cyclical nature of complex numbers, neighbouring pixels with phase (ϕ)

difference larger than π will mathematically have a different phase angular distance in

the complex plane, as shown in Figure 3.4.

0

Figure 3.4: The Phase difference between two points in a complex plane is not always
the same as their arithmetic subtraction. For example, phases differ between 3π/4 and
−3π/4, have their arithmetic subtraction equal to 6π/4 (grey-shaded area), even though
they are only 2π/4 apart (yellow-shaded area).

When using an optical propagator, we should try to avoid aliasing effects, which can

be achieved initially by careful selection of the simulation parameters. These must be
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3.2.1.1. Anti-aliasing criterion between pupil and focal planes

assessed for every complex term, and also during mathematical operations that may

occur during subsequent simulation steps, such as the addition and multiplication of

complex numbers.

Anti-aliasing can be implemented by limiting the maximum local spatial frequency (floc)

to be less than the Nyquist sampling frequency (fNyquist, Equation 2.14). The local

spatial frequency is defined as (Schmidt, 2010)

fNyquist ≥ floc = 1
2π

∇ϕ, (3.1)

where ∇ϕ is the phase gradient of each complex term in the simulation process. To

ensure that aliasing is not present in the conversion of an optical phase screen into

its complex form, the phase difference between adjacent elements must be less than π

radians.

Further analysis of anti-aliasing in optical propagation must also consider the curvature

(R) of a wavefront. A flat wavefront will have an infinite curvature, whereas a wavefront

focusing at a distance ffl will have a curvature of −ffl. The complex amplitude of the

wavefront with curvature (R) can be written in the following form (Schmidt, 2010),

U(x1, y1) = A(x1, y1)e
ik
2R

(x2
1+y2

1), (3.2)

where U is the complex amplitude representation of the optical wave, A is the real

amplitude, k is the wavenumber, and x1 & y1 represent spatial coordinates of the plane

perpendicular to the propagation axis.

3.2.1.1 Anti-aliasing criterion between pupil and focal planes

Focusing optics from the pupil plane to the focal plane is simply simulated using a

one-step Fresnel propagation method (Equation 2.19). To avoid aliasing effects, the

following criteria must be met (Schmidt, 2010).
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3.2.1.2. Anti-aliasing criterion between two planes

∣∣∣∣1z + 1
R

∣∣∣∣ D1

λ
≤ 1

δ1
, (3.3)

where z is the propagation distance, D1 is the beam diameter at the pupil plane, and

δ1 is the phase element resolution at the source plane.

A one-step Fresnel simulation will propagate a wavefront through a lens with a defined

aperture function, defining the aperture shape and intensity, then focusing at the lens

focal point. If the input wavefront is collimated, the simulation will have no aliasing,

because it has equally opposite z and R (Equation 2.30 and Equation 3.2).

3.2.1.2 Anti-aliasing criterion between two planes

Propagation from high-altitude turbulence is best modelled using the angular spectrum

propagation (Schmidt, 2010). There are two criteria to consider for angular spectrum

propagation (Equation 2.24). The first criterion to consider applies to the complex

term in the forward Fourier transform, and the other, outside of the inverse Fourier

transform (Schmidt, 2010).

∣∣∣∣∣1z
(

1 − δ2

δ1

)
+ 1

R

∣∣∣∣∣ D1

λ
≤ 1

δ1
(3.4)

Angular propagation of a collimated wavefront (R = ∞) between the source and

destination plane with the same element resolution at original and target plane(δ1 and

δ2 respectively) always passes this criterion.

Similarly, the anti-aliasing criterion for the complex term inside the inverse Fourier

transform is (Schmidt, 2010),

N ≥ λz

δ1δ2
, (3.5)

where N is the number of elements across a simulated propagation plane.
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3.2.2. Wrapping

3.2.2 Wrapping

The output of the DFT wraps values at its boundary (Schmidt, 2010). This can

introduce spurious artefacts in the optical propagation, and subsequent propagation

can preserve the effect. Simulation parameters must therefore be selected to avoid any

wrapping effects between propagation layers. In this section, according to Equation

2.14 and 2.23, the maximum angular spectrum frequency (αmax) that can be sustained

by a Fourier transform is

αmax

λ
= 1

2δ1
. (3.6)

If this plane wave propagates for a distance of z, then it would have travelled in a plane

orthogonal to the optical axis by

αmaxz = λz

2δ1
. (3.7)

Figure 3.5, shows how the criterion to avoid wrapping effects is determined for an

angular spectrum propagator.
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3.2.2. Wrapping

Figure 3.5: Diagram showing propagation of light between two planes. To avoid
wrapping effects, the simulation must zero-pad the complex amplitude at the upper layer
up to area within the red dashed line. Due to the cyclical nature of the discrete Fourier
transform, the larger region defined by the dashed blue lines must also be considered to
avoid wrapping effects in the propagated complex amplitude at the lower plane.

Let D1 and D2 be the desired accurate simulation size at the source and destination

plane, respectively. The total simulation screen size must be larger than

N ≥ D1

2δ1
+ D2

2δ2
+ λz

2δ1δ2
. (3.8)

For one-step Fresnel propagation where δ2 = λz/Nδ1, this inequality can further be

simplified to
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3.2.3.1. Without Pupil

N ≥ D1

δ1
+ D2

δ2
(3.9)

3.2.3 Complete Coverage of Input

In this section, two cases are considered to ensure that optical aberration from a high

altitude turbulent layer, which reaches the target region of interest, has the desired

aberration and maintains its angular spectrum. The first case is essentially the same

as the previous section on wrapping. Nonetheless, the concept of the complete input

still holds and should not be taken lightly, because the second case results in a different

conclusion.

The first case is when the wavefront at the source plane has stops, and is considered

a desirable part of the simulation. The second case is when there are no stops at the

source plane, such as the sunlight from the high atmosphere. In the latter case, the

simulated turbulence at the high altitude must cover the region where it would reach

the target region of interest (Schmidt, 2010).

3.2.3.1 Without Pupil

For the second case, consider the propagation of a beam in free space, such as the

propagation of light between turbulent layers in the atmosphere (top) to the telescope

pupil (bottom) in Figure 3.6. The solid blue arrows from top to bottom mark the highest

mathematical reach, while the dashed blue arrows mark a highest reach of some high

percentage, say 97% of light. The relative size between the mathematical and physical

reach presented here is exaggerated. If the difference between the mathematical and

physical is indeed this huge, the question is: why should we simulate the excess part?

The answer is: if we do not fill in with optical turbulence, filling the excess region with

zeros instead, we will essentially simulate an optical stop, which does not exist on the sky.

The second question is: why can’t we count the blue region of the simulated turbulence
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3.2.3.1. Without Pupil

as the buffer? The answer is: because we only simulated the red region, so the boundary

between the red and blue is not continuous. The uncontinuity will introduce a high

spatial frequency not contained within the angular spatial frequency of the system.

Without any mitigation, the turbulence must be generated fully. Fortunately, I will

introduce the mitigation of this in the future section.

Figure 3.6: Diagram showing propagation of light between two planes. Light propagating
to the region of interest (denoted by the thick red line in the lower plane) can come
from outside the region in the upper layer defined by physical properties alone due to
the cyclical nature of the Fourier Transform. The larger region described by the dashed
red lines must be included within the simulation to avoid rippling effects at the edge of
the region of interest.
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3.2.4. Expansion of Projected Pupil Size

Meanwhile, the criterion for propagation from space is

Dz,math

2δz

≥ Dpupil

2δpupil

+ 2 λz

2δpupilδz

, (3.10)

where Dz,math is the unwrapped non-zero-padded diameter at propagation distance z,

δz is the resulting/required pixel scale at distance z from the pupil, Dpupil and δpupil

is the telescope pupil diameter and phase resolution element size at the pupil plane,

respectively.

In some configurations, the required simulated input turbulence might be too large for

accessible computational power. The next few sections propose a method to reduce the

requirement while maintaining significant accuracy.

3.2.4 Expansion of Projected Pupil Size

The projected pupil size expands with increasing distance from the telescope as defined

by the and due to atmospheric refraction. Due to atmospheric refraction, akin to seeing,

the meta-pupil at a distance z from the pupil will be expanded by a factor relating to

the atmospheric seeing as defined by r0 (Schmidt, 2010). These effects will be present

within the simulation and must therefore be accounted for when selecting the key

simulation parameters. To simulate a turbulent layer at a distance (z) from a telescope

of pupil diameter (D0) at wavelength (λ), we must include the atmospheric diffraction

at the telescope pupil with total turbulence strength (r0), then the projected diffracted

telescope pupil size (Dpz) at altitude (z) within one LoS across a field of view FoV , is

Dpz = D0 + ce
λz

r0
+ FoV z, (3.11)

where we define ce as a coefficient describing the light-coverage factor. With ce = 2,

about 97% of light is covered, while with ce = 4, about 99% of light is covered (Schmidt,
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3.2.5. Complete Coverage of Angular Spectrum

2010). For this thesis light-coverage factor of 2 is used. The coverage at each altitude

can be tailored down layer by layer with the equivalent r0 of each layer before that

layer, including ground; however, for simplicity, this simulation used the accumulated

r0 for all layers from having the maximum dispersion.

This physical effect of pupil expansion in Equation 3.11 is usually much smaller than

that of the mathematical expansion described in Equation 3.10. Generating a much

larger amount than physically needed is daunting, so this thesis proposes and validates

a mitigation method in the next few sections.

3.2.5 Complete Coverage of Angular Spectrum

If the simulation is using angular spectrum propagation, the maximum angular spectrum

should be larger than most light travelling angles, including Field-of-View (FoV) in a

LoS and atmospheric diffraction angle introduced in the last section.

λ

2δ
= αmax (3.12)

≥ FoV

2 + ce
λ

2r0
(3.13)

3.2.6 Verification against Known Effects

Lastly, the propagation using the proposed method is analysed for log-amplitude

variance (σ2
χ) and size of intensity variation pattern as seen in Figure 2.5. The size of

the intensity variation pattern is the separation where the intensity structure function

plateau, adapted from Tartarskii (1971). The results are shown in Figure 3.7 and 3.8,

respectively, matching the expected theoretical behaviour.
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3.2.6. Verification against Known Effects
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Figure 3.7: The simulated (red dots) and Rytov approximation (blue line) of the
log-amplitude variances (y-axis) are shown against propagation distance (x-axis).
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Figure 3.8: The simulated (red dots) and the Fresnel zone radius (blue line) of the
spatial scintillation size (the separation where the structure function of the intensity
starts to saturate) (y-axis) are shown against propagation distance (x-axis).
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3.2.7. Method to Reduce the Required Size of Simulated Phase Screens

3.2.7 Method to Reduce the Required Size of Simulated

Phase Screens

Due to the required input, the number of simulation elements (i.e. phase screen

size) that is required to avoid mathematical effects such as wrapping and aliasing

described in Equation 3.10 is much larger than the size of the screen required to

avoid diffraction/refraction effects defined in Equation 3.11. This thesis proposes a

mitigation method to simulate only the physically required region, in exchange for some

inaccuracies, reducing unnecessary use of computational memory and time resources.

This computational waste in generating a phase screen can be reduced. According

to angular spectrum decomposition and propagation in Equation 2.23 and Equation

2.24, respectively, the propagation is calculated based on the input angular spectrum

frequency. Consider phase screen A, B, and C. A has the size of Dz,phys according to

Equation 3.11. B has size Dz,math according to Equation 3.10. The centre of B within

the size of Dz,phys is the same as A, while the outer is the symmetric padding of A.

The symmetric padding is shown in Figure 3.9, to reduce discontinuities within the

mathematically desired region. Any discontinuity, if it exists, will generate an extremely

high spatial frequency that doesn’t exist in the original phase screen A - aliasing into

other spatial frequencies. Lastly, C is generated with size Dz,math with the centre Dz,phys

equal to A. A will share the same angular spectrum frequency as B. The error in this

method comes from the fact that B is not the same as C that was generated fully at

Dz,math. However, the different input is not expected to reach the desired output region.

The effect of this shortcut must be tested.
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3.2.7. Method to Reduce the Required Size of Simulated Phase Screens

Figure 3.9: An example of the symmetric pad. The simulated phase screen in the red
region is symmetric padded to a larger size. Doing so extends the phase screen to a
larger size while maintaining the spatial frequency.

To test whether or not the hypothesised reduction in the size of the simulated turbulence

region can achieve the same quality, characteristics, etc. as operating at the full screen

required to satify all sampling/propagation criteria. For this we should determine

what will be the wavefront difference between them. However, branch points can occur

within propagated screens where the wavefront gradient can be high but contributes

no intensity, skewing the analysis. We will instead measure its root intensity-weighted

mean squared Wavefront Error (WFE) (IWFE) between two complex amplitudes Ua

and Ub, here defined as

IWFE =

√√√√√Σ
(
Ia,b∆ϕ2

a,b

)
Σ (Ia,b)

, (3.14)

where between Ia,b is the mean intensity between a and b, ∆ϕa,b is the phase difference

between a and b. The ∆ϕa,b must be calculated by arg{Ua/Ub}, where the phasor term

can be subtracted safely without worry of aliasing.
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3.2.7. Method to Reduce the Required Size of Simulated Phase Screens

We developed a simulation that propagated optical turbulence from a high-altitude

layer to the telescope pupil using the parameter values defined by Equation 3.10. This

simulation was then repeated using the proposed simulation size reduction method and

the wavefronts compared.

In Figure 3.10, we show an example propagation result using the reduction method. It

shows the resulting intensity, phase and the intensity-weighted error in each simulation

element before taking the mean. The resulting intensity and phase at a glance give a

visual impression as same as those in Figure 2.5. There is a ripple-like structure in the

residual intensity-weighted wavefront error. The structure raises some concerns over

the accuracy of the method. However, because the error is less than 10 nm at 500 nm

wavelength, equivalent to a 2% drop in Strehl ratio, it is negligible.
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Figure 3.10: Sample of propagated turbulence using the proposed method to reduce the generated phase screen size at 500 nm. The
pre-propagated turbulence has 10 cm r0. Propagation distance is 10 km. The intensity (normalised) and phase (nm) are shown in (a) and
(b). The intensity × WFE from adopting the method is shown in (c). Square aperture is used.
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3.2.7.1. Potential Applications

The intensity-weighted mean difference for a propagated phase screen using the reduction

method is measured in various turbulence conditions and propagation distances that

are used in this thesis. The result is shown in Figure 3.11. The intensity-weighted

wavefront error is less than 10 nm compared to the 500 nm simulated wavelength.
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Figure 3.11: Intensity-weighted WFE between the propagation using the generated
phase screen at a full size and the proposed method to reduce the generated phase screen
size for the propagation (y-axis) against the propagation distance (x-axis) of varying
corresponding Fried parameter in a layer.

Since the proposed reduction method has less than 10 nm intensity-weighted mean

wavefront difference, this thesis will use this method throughout.

3.2.7.1 Potential Applications

This method for reducing the number of simulation elements for the turbulence phase

screen has a limited impact on the computational resources on Multi-Conjugated

Adaptive Optics (MCAO) systems with a large FoV. However, it will have a huge

impact on optical communication.
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3.2.7.1. Potential Applications

Consider simulating the European Solar Telescope (EST) (Femenía-Castella et al., 2022)

at its median turbulence condition (7 cm r0 at 500 nm). The EST has 4.2 m telescope

pupil, operating WFSs at 500 nm, 60" MCAO FoV, 10" WFS FoV, and the highest

DM’s distance from the pupil is 20 km. Let’s follow the presented conditions. If only

one LoS is considered

• Complete angular spectrum requires the simulation element to have at least 8.0

mm. - Equation 3.13.

• The physical projected pupil at altitude in a LoS is 5.5 m., equivalently 685

simulation elements. - Equation 3.11.

• The mathematical projected pupil at altitude in a LoS is 6.7 m., equivalently 843

simulation elements. - Equation 3.10.

• The number of simulation elements for the turbulence in a LoS, the reduction in

simulation elements across the simulation is (843-685)/843 = 19%.

• Compared to the benchmark turbulence generation time, the reduction time to

generate a new phase screen is 35%. - Figure 3.12.

• When adding the extra simulation elements required in a LoS to the whole FoV

of the telescope,the reduction in simulation elements across the simulation is 11%.

Equivalent to 20% reduction in phase screen generation time.

• Follow the previous process, for the EST at 2 cm r0, the reduction in time to

generate turbulence is 27%.

On the other hand, the reduction of simulation time for downlink optical communications

is different. For example, ALASCA with 1 m pupil, operating at 1500 nm, operating

at 2 cm r0, considering turbulence 20 km away, with 1.2" FoV (Biasi et al., 2023). A

similar calculation to the above can be done. The final result is that the reduction will

be 55%.
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Figure 3.12: Calculation time and its distribution required to simulate a new infinite
phase screen from an existing screen and angular propagation against the number of
simulation elements across the simulation screen (N). The mean and the standard
deviation are calculated from 10,000 independent slope measurements. Please note that
the simulation element across the simulation for the propagation includes all of the
buffering of data required.

So, the reduction in generated turbulence phase screen time is 27% for the EST, a solar

MCAO system, and 55% on an optical communication system. The main reason why it

has a limited impact on the MCAO is because of their large FoV and large pupil.

3.2.8 Summary

In this section, we have derived a set of criteria that, when satisfied, will allow an

angular spectrum propagation of light between two planes that avoids phase wrapping

and aliasing effects. These criteria also consider the field of view of an instrument and

the effects of atmospheric turbulence.
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3.2.8. Summary

All of the listed and discussed constraints in optical propagation simulation in the

previous sections are now listed for applications used in this thesis, including focusing a

spot from the pupil plane and propagation between atmospheric layers. The one-step

Fresnel propagation is chosen for the focus, requiring the input wave, before passing

through a focus lens, to have zero curvature. The conditions in Table 3.1 are used.

Constraint Equation
Anti-aliasing in input ∆ϕ ≤ π
Anti-aliasing in simulation Satisfied by focusing.
Wrapping N ≥ Dpupil/δpupil + Dfocal/δfocal

Complete input Same with wrapping.
Output scale δfocal = λf/Nδpupil

Table 3.1: All simulation constraints for focusing a near collimating beam to focus using
one-step Fresnel propagation. ∆ϕ notes the phase difference between any neighbouring
phase elements. N is the total number of phase elements used in the simulation. Dpupil

and Dfocal are diameters of the desired accurate region at the pupil and focal plane;
similarly, δpupil and δfocal are for the size of the phase element. f is the focal length. λ
is the wavelength of light being simulated.

Table 3.2 describes the simulation parameter constraints when propagating between

two atmospheric planes using the angular spectrum method. These constraints assume

that the simulated phase elements at both propagation planes are required to have the

same size.
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3.3. Simulation of Deformable Mirror

Constraint Equation
Anti-aliasing in input ∆ϕ ≤ π
Anti-aliasing in the forward FT satisfied by maintaining the phase pixel scale.
Anti-aliasing in backward FT N ≥ λzmax/δ2

Wrapping N ≥ Dpupil/2δ + Dz,max/2δ + λzmax/2δ2

Adjusted complete input Dz ≥ Dpupil + ceλz/r0 + FoV z
Reducing phase screen size Symmetric pad Dz to Nδ
Complete angular spectrum λ/2δ ≥ FoV/2 + ceλ/2r0

Table 3.2: Simulation constraints for propagating wavefront through the atmosphere
and within the AO system using angular spectrum propagation method with equal pixel
scale at every plane from high-altitude atmosphere through the telescope pupil and beyond.
∆ϕ notes the phase difference between any neighbouring phase elements. N is the total
number of phase elements used in the simulation. Dpupil and Dz are diameters of the
desired accurate region at the pupil plane and a plane at a distance z away in front of
the pupil. zmax is the highest altitude being simulated. δ is the size of the phase element
at every plane. λ is the wavelength of light being simulated. r0 is the cumulative Fried
parameter of the turbulence. FoV is the field-of-view of the instrument. ce is the pupil
expansion factor covering 97 and 99% when equal to 2 and 4, respectively.

Propagation in Soapy is simulated separately for each WFS and science cameras (Reeves,

2016). Each object will therefore have a required number of phase elements determined

using the constraints defined in the tables above. Optical turbulence layers and DMs are

generated with some other phase element size. Soapy will interpolate both turbulence

layers and DMs into the same phase element size as that required by each WFSs and

science cameras. After that, the proposed propagation method can be used to obtain

images of each WFS and science cameras.

3.3 Simulation of Deformable Mirror

The fast piezo method from Soapy (Reeves, 2016) is used to simulate DMs in this thesis.

The simulated DM under AO control behaves according to the theoretical fitting error

as shown in Figure 3.13. The theoretical fitting error is

σ2
fitting = Kfitting

(
ap

r0

)5/3
, (3.15)
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3.4. Shack-Hartmann Wavefront Sensor Simulations

where σ2
fitting is residual wavefront error in rad2, Kfitting is DM’s fitting characteristic

varying DM to DM, ap is DM’s projected actuator pitch (Hardy, 1998).

Figure 3.13: Residual WFE (y-axis) of turbulence with varying Fried parameter (r0)
(x-axis). The measurement (blue marks) is shown against the fitted equation (red).

3.4 Shack-Hartmann Wavefront Sensor Simulations

There are two different simulations of SH-WFS in this thesis. Simulations presented

in Chapter 4 use a custom simulation using one-step Fresnel propagation (referred to

hereafter as the Fresnel WFS model), while simulations in Chapter 5 use the Soapy

SH-WFS model. (Reeves, 2016). Since we configured the Soapy’s WFS corresponding

to the Fresnel propagation, there is only one model to test.

In this section, we investigate the performance and accuracy of different Centre-of-

Gravity (CoG) used in the SH-WFS slope measurement, highlighting how the threshold

level in the CoG process reduces bias and Root-Mean-Square (RMS) error in the

SH-WFS.
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3.4. Shack-Hartmann Wavefront Sensor Simulations

The Fresnel WFS model is configured to ensure the simulated detector pixel scale samples

the diffraction limit with a scale equal to λf/2Dpupil. This constraint is in line with

the ‘Output scale’ and ‘Wrapping’ requirements in Table 3.1, where Dpupil/δpupil = N/2

and Dfocal/δfocal = N/2 respectively. Converting variables into parameters relevant

to the design of a SH-WFS, the angular pixel scale at the detector is α = λ/2dsub,

N/2 = dsub/δ = FoV/α = n, where α is the detector angular pixel scale, λ is the

operating wavelength, dsub is the subaperture diameter, N is the total amount of

simulation element, and FoV is the FoV of the detector.

To maximise the speed of the fast Fourier transform, the number of simulation elements

should be even (Cooley and Tukey, 1965), however, using an even number of simulation

elements introduces an effect that can limit WFS model accuracy. Consider focusing a

plane wave through a lens onto a point. The point would be positioned at the centre of

the lens by symmetry. Due to the mathematical properties of the Fourier transform,

one simulated pixel represents zero ‘frequency’ (Equation 2.19) component in the input

complex amplitude. This means that the resulting image will be centred on a single

pixel.

Not recentering the spot centre to be at the middle of the detector will introduce a

potential measurement bias, where the wing of the Point Spread Function (PSF) on

one side is higher than the other. Without a suitable threshold level to remove the

uneven values.

To recenter, an image offset of a half pixel can be added by introducing a small tip/tilt

phase across the pupil (or each subaperture). We calculate the tip/tilt phase from

Equation 2.29. The shifting direction needed is on the negative side. The tip/tilt phase

to be added (TT ) is

TT = − π

N
(x1,px + y1,px) , (3.16)
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3.4.1. Shack-Hartmann slope calculation

where x1,px and y1,px are physical positions relative to the centre of the aperture in

units of pixels, D1 is the lenslet diameter, and N is the number of elements across the

simulation of a lenslet (including zero-pad).

Starting from the complex amplitude of the wave at the pupil plane (Up), using one-step

Fresnel propagation (Equation 2.32) while considering limitations and constraints of

the simulation (Section 3.2), the intensity profile (If ) of a spot at the focal plane can

be calculated.

If ∝ |crop {F {pad {Up × TT}}}|2 . (3.17)

3.4.1 Shack-Hartmann slope calculation

The SH-WFS slope is calculated through centring of lenslet spots using the CoG method.

The wavefront slope measurement can be represented by Optical Path Difference (OPD)

over a lenslet, which is commonly used in SH-WFS analysis (Thomas et al., 2006). The

OPD is the absolute wavefront difference between the wavefront phase at the extremes of

the edges of the lenslet. It is also mathematically equivalent to the wavefront difference

projected from the wavefront averaged gradient in the scintillation-free regime (Tartarskii,

1971). The OPD can be presented by either the spatial distance in nanometres, the

phase difference in radians, or the number of waves. This thesis chooses to present

the OPD in nanometres because it provides a wavelength-independent metric (Hardy,

1998). The relation between the OPD and the centre of the SH-WFS spot is shown in

Figure 3.14.
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3.4.1. Shack-Hartmann slope calculation
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Figure 3.14: The geometrical relation between wavefront at a lenslet of a SH-WFS,
OPD due to an incoming wavefront tilt of θ, and the resulting displacement of spot on
the focal plane are shown. The OPD is the averaged tip/tilt projection over a lenslet of
the wavefront at the pupil plane of a SH-WFS (Up). The angular displacement of the
spot centre on the SH-WFS focal plane is equal to the tip/tilt on the pupil plane.

Once the intensity profile of the lenslet spot (If ) is calculated (Equation 3.17), the slope

of the wavefront can be derived from the position of the spot through the CoG method.

The calculation of the spot motion along the x and y axes is identical; therefore, only

the x position is considered here. The CoG of the spot is given by:

Σx(IfWx)/Σ(If ). (3.18)

where (Wx) is a weighting function equal in length to the size in pixels of the image

along the x-axis. After that, a conversion of the spot offset in pixels from the centre

to OPD per lenslet in metres can be applied. Offset in pixel is first multiplied by the

angular pixel scale (α). Then multiplied by the subaperture size (D1) to get OPD per

lenslet in meters.

The OPD can be calculated from the focal plane intensity profile by
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3.4.1. Shack-Hartmann slope calculation

OPDm = αD1
Σ (Ifxpixel)

ΣIf

. (3.19)

The simulated SH-WFS should show a linear response to the wavefront slope of the

input; however, factors such as the method and intensity threshold levels may affect

this. The linearity can be measured by comparing a flat wavefront with a known tip/tilt

gradient to the measurement of the spot offset within the SH-WFS. In this thesis,

applying a threshold level on the SH-WFS measurement means excluding detector

pixels with intensity lower than the threshold level multiplied by the maximum intensity

in a detector pixel from the CoG calculation.

Figure 3.15 shows the linearity of centroid response of a SH-WFS to an increasing

wavefront gradient (wavefront tilt) using a 64x64 detector pixel subaperture image with

a pixel scale equal to λ/2dsub (where dsub is the SH-WFS subaperture diameter). We

then measure the centroid for varying threshold levels at a 500 nm wavelength. At

first glance, the measurement matches the given tip/tilt for all of the threshold levels.

However, on closer inspection of the measurement error, the error increases gradually

with the input tip/tilt, then rapidly increases near the edge of the SH-WFS detector -

a measurement bias. There are measurement bias when using 0 and 0.0001 threshold

level, as high as 7.5 nm over 1000 nm. While the 0.01 threshold level shows negligible

bias. However, since the Figure 3.15 did not show the distribution of the measurement

error for readability. It is misleading to believe that 0.01 threshold level is suitable.

However, the most suitable condition is 0.0001.
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Figure 3.15: Measurement error between expected and measured OPD using the "full"
detector for the measurement. The simulation has 64x64 pixels detector with λ/2dsub

angular pixel scale operating at 500 nm. The whole 64x64 pixels were used within the
CoG calculation. Line colours represent the mean bias of different threshold levels. The
threshold level of 0 and 1×10−4 has a growing bias as the OPD increases. The RMS
OPD distribution are not shown here for readability.

Figure 3.16 shows the measured centroid if we crop the 64x64 image down to a

17x17 pixel sub-region centred around the spot maximum, then use the 17x17 for the

CoG calculation. The OPD bias can be reduced to less than 6 nm for all threshold

levels. Reducing the number of pixels to be used in the CoG will, however, reduce its

overall accuracy (Thomas et al., 2006). Again, since the Figure 3.16 did not show the

distribution of the bias, the threshold level of 0.01 seems to be the most suitable.

65



3.4.1. Shack-Hartmann slope calculation
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Figure 3.16: Error between expected and measured OPD using a sub-region of the
detector for the measurement. The simulation has 64x64 pixels detector with λ/2dsub

angular pixel scale operating at 500 nm. Only 17x17 out of 64x64 pixels centred on
the pixel with the highest intensity were used within the CoG calculation. Line colours
represent the mean bias of different threshold levels. None of the threshold levels has a
growing bias as the OPD increases. The RMS OPD distribution are not shown here for
readability.

The error in the bias was initially measured by evenly sampled all of the entire range.

However, the atmospheric optical gradient distribution will have more OPD around

0 than at larger OPD. Therefore, the distribution of the bias on the SH-WFS is

now measured with the atmospheric turbulence distribution instead. After OPD of

turbulence with varying subaperture size to the turbulence Fried parameter ratio (d/r0)

is measured using the Fourier transform and subsequent image centroiding algorithm,

and they are compared against the OPD from turbulence mean gradient, through RMS

difference.

Figure 3.16 shows the RMS difference between SH-WFS with varying normalised

threshold level and CoGs. It shows that using the entire 64x64 pixels for the CoG

("full") has lower RMS error than using only 17x17 out of 64x64 pixels for the CoG
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3.5. Analysis of Residual Wavefront

("partial"). The choise of threshold level is now clear, that the 0.0001 is best for the

"full" CoG, and threshold ≤ 0.001 is suitable for the "partial" CoG.
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Figure 3.17: RMS wavefront OPD measurement error of the SH-WFS (y-axis) using
the whole of 64x64 ("full", solid) and only 17x17 centred on the highest intensity pixel
("partial", dashed) with varying threshold level applied (x-axis). Different turbulence
statistics against the SH-WFS pitches (d/r0) are shown in colours.

3.5 Analysis of Residual Wavefront

Standard analysis of residual wavefront provided by Reeves (2016) includes Strehl ratio

and RMS WFE.

3.5.1 Strehl Ratio

The Strehl ratio is defined as the ratio of maximum intensity in PSF profile between

image with (I) and without aberrations (I0), as in Hardy (1998),

S/ = I

I0
. (3.20)
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3.5.2 Wavefront Error

For analysis in negligible scintillation, the RMS WFE can be calculated directly from

the phase (or residual phase after correction by the deformable mirror),

σw =

√√√√Σϕ2

Nϕ

, (3.21)

where ϕ is the residual phase of wavefront (with its mean subtracted), and Nϕ is the

number of phase elements being calculated (Hardy, 1998).

If scintillation is dominant, phase elements with lower intensity will have a smaller

impact on the RMS WFE, so the RMS WFE should be intensity-weighted. The

intensity-weighted RMS WFE (σi) as in (Goodno et al., 2010) is

σi =
√

ΣIϕ2

ΣI
. (3.22)

3.5.3 Log-amplitude Variance

The log-amplitude variance (σ2
χ) can be measured from

σ2
χ = var (ln |U |) , (3.23)

where U is the residual complex amplitude of the wavefront, with its amplitude normal-

ised to its mean amplitude (Sasiela, 2007).
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3.6 Adaptive Optics Control

To control adaptive optics systems, the interaction between DM and WFS must be

measured. In most AO systems it is trivial to measure changes in WFS slopes cor-

responding to the influence of each DM actuator, however it is the inverse of this

calibration that the AO system requires during operation; given observed changes in

WFS slopes, what is the DM shape that this corresponds to.

The Interaction Matrix (IM)s between a WFS and DM is generated by measuring the

difference in WFS slopes before and after poking of each actuator sequentially. A matrix

describing the measurement of the WFS slope differences for each actuator is called the

IM. The linear relation between DM strokes (a), WFS residual slope measurement (s)

and IM (Mi) can be written as (Van Dam et al., 2020)

s = Mia. (3.24)

Because Mi is rarely a square matrix, the solution for DM actuator strokes for given

WFS slopes can be solved using the pseudo-inverse (noted by + operator) matrix of IM.

The pseudo-inverse is called Control Matrix (CM) (Mc) (Van Dam et al., 2020).

Mc = M+
i (3.25)

a = Mcs (3.26)

The pseudo-inverse can be calculated by Singular Value Decomposition (SVD) (Gavel,

2003), requiring a normalised conditioning parameter (Strang, 2009). The conditioning

parameter for the pseudo-inverse is normally selected to optimise observed or simulated

AO performance. The conditioning value yielding the highest Strehl ratio is chosen.

The measured AO performances with varying singular value thresholds are shown in
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3.6. Adaptive Optics Control

Figure 3.18. It shows that SVDs between 0.037 and 0.121 yield a high Strehl ratio.

SVD value of 0.05 is chosen as it is roughly in the middle of the range.

Figure 3.18: Optimising the normalised conditioning values of in pseudo-inversion
of the interaction matrix using the singular-value-decomposition method for an AO
system with 0.4-m pupil and 5-cm SH-WFS subaperture diameter. The resulting Strehl
ratio (y-axis) through using different conditioning values is shown against the number
of control iterations (x-axis). The conditioning values between 0.037 and 0.121 show
similar optimised performance.

For closed-loop control of adaptive optics, we implement a simple integrator control

law. At time t + 1, DM actuator commands (at+1) depend on WFS measures wavefront

residuals (st) and DM commands (at) at time t:

at+1 = at − gMcst, (3.27)

where g is the control loop gain.

The higher control loop gain applies correction faster. Choices of gain may affect the

system stability (Hardy, 1998).

With suitable control, AO will reduce RMS WFE from the typical atmospheric turbu-

lence aberration level. Figure 3.19 shows AO correcting a static turbulent phase screen.
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For this simulation, the WFS was noiseless; therefore, the expected residual should

converge to the DM fitting error.
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Figure 3.19: Residual WFE and its distribution (y-axis) is reduced as AO with 0.4-m
pupil diameter with different SH-WFS subaperture size (colour) applying close loop
corrections on a static turbulence with 10 cm r0. Different systems may have different
residue wavefront errors.

The residual wavefront after corrections are applied will have its power of lower-order

Zernike modes considerably reduced, as shown in Figure 3.20.
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Figure 3.20: Variance of each Zernike mode and its error of 10 cm r0 turbulence
and residues after AO corrections. The AO has 0.4-m pupil and SH-WFS of 4 cm
subaperture diameter. The theoretical values of the turbulence are shown as a reference.

Similarly, power in lower spatial frequency PSDs is also reduced as shown in Figure

3.21 up to the AO’s sampling or Nyquist frequency.
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Figure 3.21: Spatial PSD and its error of the mean of each spatial frequency of 10 cm
r0 turbulence and residues after AO corrections. The AO has 0.4-m pupil and SH-WFS
of 4 cm subaperture diameter. The theoretical values of the turbulence and the system’s
Nyquist frequency are shown as a reference.

3.7 Conclusion

This thesis implements automatic propagation parameter calculation for optical propaga-

tion in Soapy. All of the simulations of AO used in this thesis are now introduced and

tested. Now this thesis will explore various effects of optical propagation in AO. Firstly,

this thesis investigates speeding up of SH-WFS measurement through the intensity-

weighted wavefront gradient, an approximation from Tartarskii (1971), in Chapter 4.

Secondly, this thesis investigates the distortion of MCAO control of other DMs in the

system, applying some corrections to the atmosphere in Chapter 5.

Not only did this chapter verify the existing simulation packages, but it also clarified

existing routines to simulate an infinite turbulence phase screen in Soapy, where two of

them have a misleading name. The Soapy’s von Kármán infinite phase screen based
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on Assémat et al. (2006) does not have tip/tilt variance along its extruding axis as

the von Kármán statistics expected, as observed through the structure function, PSD,

and variance of Zernike mode analysis on the phase. Since Fried and Clark (2008) had

already noticed this fact and suggested a different routine, this chapter only clarified

the confusion. On the other hand, Soapy’s Kolmogorov infinite phase screen based on

Fried and Clark (2008) does not have the Kolmogorov statistics, but matches the von

Kármán statistics exactly, as seen through the same set of analysis. This mismatching

of names comes from the misleading in Fried and Clark (2008)’s article title, and Soapy

happens to use the von Kármán statistics inside its Kolmogorov method.

Next, this chapter compiled and wrote a script to automate the selection of parameters

to simulate the optical propagation accurately, relieving users from tedious calculations

and reconfigurations every time there are new changes to the system design.

Lastly, noticing the unnecessary generation of high altitude turbulence with a spatial

size to what is mathematically required, a larger area than where most of the lights will

physically pass through. The turbulence can be generated to only physically required,

and then symmetrically padded to the mathematically required size. Doing so reduces

the spatial size to generate the turbulence while maintaining the angular spectrum.

Consequently, the intensity-weighted mean wavefront difference is only 10 nm. The

reduction in time to simulate a layer of high-altitude turbulence is 27% at max for the

new generation solar telescope MCAO systems, which might not be a significant change.

However, for downlink simulation of optical communication, the reduction can be as

much as 55%.
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Key Contributions

1. Clarified the generated turbulence statistics of Soapy’s methods to simulate the

infinite phase screen.

2. Implemented an automated simulation parameter allowing accurate optical

propagation.

3. Introduced a method to reduce the mathematically required generated high

altitude turbulence size, reducing the required computational resources. The

reduction in computational time is limited for new generation solar MCAOs,

only 27% at max. However, it will reduce up to 55% for optical communication

systems.
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4 Intensity-Weighted Mean

Gradient Wavefront Sensor

This chapter proposes the use of an Intensity-weighted mean gradient wavefront sensor

as an approximation of a Shack-Hartmann Wavefront Sensor (SH-WFS) simulation.

It is expected that adopting this newly proposed method will reduce the required

computational memory and time, without significant loss of accuracy.

Simulations of Adaptive Optics (AO) in conditions with non-negligible scintillation need

a full wave propagation modelling as discussed previously in Chapter 2. All common

propagation methods use discrete Fourier transforms, which require extra data or zero

padding to prevent wrapping and aliasing effects as discussed in Chapter 3. This can

greatly increase the computational complexity and, therefore, the time taken to run a

simulation.

Wide-field solar Multi-Conjugated Adaptive Optics (MCAO) simulations require more

slope calculations than other AO systems for the following reasons. Firstly, Solar

MCAO operates during the daytime, where optical turbulence is stronger, thus a higher

number of subapertures per SH-WFS are required to achieve a scientifically useful level

of AO correction. Turbulence coherence length encountered during daytime can be as

much as half that of that encountered at nighttime (Griffiths et al., 2023). Secondly,
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4. Intensity-Weighted Mean Gradient Wavefront Sensor

like all MCAO systems, Solar MCAO needs more than one Wavefront Sensor (WFS).

Lastly, each SH-WFS typically has a Field-of-View (FoV) larger than the anisoplanatic

angle of turbulence to enable tracking of solar granulation patterns (Schmidt et al.,

2022; Griffiths et al., 2023). As a result, multiple observations should be made within

each SH-WFS subaperture to account for anisoplanatism. Multiple lines-of-sight may

be needed to accurately model the wide-field Solar MCAO SH-WFS. For example, the

Daniel K. Inouye Solar Telescope (DKIST) has 9 SH-WFSs, each with 43 subapertures

across the pupil (about 1400 subapertures in total) and a 10" FoV operating at 550 nm

(Schmidt et al., 2022). Assume (prehaps pessimistically) that one slope calculation is

required for each anisoplanatic angle. For typical daytime turbulence conditions, the

anisoplanatic angle at this wavelength is 1" (Schmidt et al., 2022; Griffiths et al., 2023).

To model the full-field anisoplanatism present within a single DKIST SH-WFS image,

about 1,000,000 (100x100 anisoplanatism patches per subaperture x 9 SH-WFS x 1400

subapertures per SH-WFS) slope calculations would be needed per AO loop iteration.

On the other hand, if a simulation of the MCAO of the DKIST telescope for a star

observation during the nighttime, only 10,000 slope calculations are needed (100 times

less).

The simulation process of the SH-WFS slope measurement can be sped up if it can be

approximated at the pupil plane without calculating the SH-WFS focal plane directly,

avoiding the calculation of the focal plane intensity that uses two-dimensional Fourier

transforms completely. From now on, the simulation of the SH-WFS measurement

that uses the Fourier transforms and subsequent centroiding on the resulting images

is called the Fourier Transform Method (FT-Method). Tartarskii (1971) derived that

the movement of the spot on the focal plane (equivalent to the slope measurement of

SH-WFS) is proportional to the intensity-weighted mean gradient at the pupil plane.

From now on, this method will be called the Intensity-Weighted Averaged Gradient

Method (IG-Method). The approximation can be further simplified to just the mean

gradient, called the Averaged Gradient Method (G-Method). Ignoring intensity variation,

the G-Method might be less accurate, but finds itself suitable for the scintillation-free
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regime. The approximation is used in Barchers et al. (2003). However, validation of

its accuracy has never been published. Assuming that the approximation is accurate,

how much faster will the determination of the slope measurement be? For the specific

case of strong turbulence, are the analytical noise models of SH-WFS for the weak

turbulence regime with negligible turbulence, (Thomas et al., 2006) still applicable?

Key Objectives

1. Present the methods to simulate the SH-WFS measurement.

2. Compare the computational memory and time usage of the different methods.

3. Compared to processes to simulate optical turbulence layers and optical propaga-

tion between the turbulence layers and the Deformable Mirror (DM)s, what is

the potential percentage time reduction?

4. Determine the accuracy that each of the models can recreate SH-WFS perform-

ance in turbulent conditions with scintillation in the high signal case.

5. Is there any method to include detector noise for the IG-Method?

6. Does the measurement noise of the SH-WFS models change with scintillation?

4.1 Algorithm comparison

This section introduces the FT-Method, IG-Method and the G-Method, then compare

their requirements on memory space and time. All of the algorithms used in this

Chapter are listed in a GitHub repository (https://github.com/gqmc62/PhD-Codes)

(Kongkaew, 2025a). Our results show that the IG-Method and G-Method use only

approximately 0.38 and 0.24 memory space of that required by the FT-Method, respect-

ively, and only approximately 0.2 and 0.6 times of that required by the FT-Method,
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4.1.1. Fourier Transform Method

respectively. Depending on the accuracy of the approximations to the FT-Method

to be tested in the next section, there will be regions where using the IG-Method or

G-Method is advantageous.

In order to standardise the calculation method, both methods must follow these

requirements. Firstly, their input data will be the complex amplitude of the light

wave at the pupil plane (Up). Secondly, the slope reading must be Optical Path

Difference (OPD) over a lenslet in nm as shown in Figure 3.14, which is commonly

used in SH-WFS analysis (Thomas et al., 2006). However, this thesis chooses the OPD

in nm because it is nearly independent of the wavelength and can be projected in AO

budget more easily (Hardy, 1998).

The memory usage reflects the amount of numbers used during the calculation stored in

RAM, while the computational speed represents how fast the CPU/GPU can compute

those numbers. Since the memory and speed are limited by different parts of the

computer, they must be evaluated separately. Depending on the specs of the machine,

some might be limited by the memory usage or the computational speed, either by

funding or technological capability.

4.1.1 Fourier Transform Method

The simulation of the SH-WFS using the FT-Method has been described in Chapter

3. Reciting the process, the slope measurement on the x-axis using the FT-Method

(sF T,x), without considering photon and detector noise or applying any threshold, can

be calculated from the complex amplitude of the optical wave at the pupil plane (Up)

through

If = |crop (F{pad (Up)}) |2 (4.1)

sF T,x = ΣIfx

ΣIf

, (4.2)

80
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where pad pads the simulation data with zeros on the edges by n/2 on each side, crop

crops the outer edges of the simulation data by n/2 on each side, x is the detector pixel

location on the x-axis, equal to zero where the centre of the diffraction-limited spot

with no tip/tilt would be. The calculation for the y-axis can be done similarly. The

pyFFTW package (Gomersall, 2025) is used to calculate the Fourier transform.

4.1.2 Intensity-Weighted Mean Gradient Method

Tartarskii (1971) analysed a statistical wandering of the telescope image of a point

source induced by optical turbulence. This is the same as a statistical displacement of a

spot on the focal plane of the SH-WFS lenslet because both processes focus an aberrated

wavefront into a spot. During the process, Tartarskii derived that the displacement of

the spot is the intensity-weighted mean gradient at the pupil plane. This means that

the slope measurement of the SH-WFS can be calculated solely from the wave complex

amplitude at the pupil plane (Up) without needing to calculate the intensity profile

at the focal plane (If). This shows a promising speed-up of the calculation, and this

chapter will compare the calculation time used between the proposed intensity-weighted

mean gradient at the pupil and the popularly used Fourier transformed method that

calculates the focal plane intensity, then calculates the centre-of-gravity of the wavefront

sensor spot.

The calculation of the intensity-weighted mean gradient requires evaluating the intensity

and phase calculation at the pupil plane of each simulation element, then the phase

difference and intensity between each simulation element at the pupil plane, and lastly

the intensity-weighted mean gradient.

The intensity (Ip) and phase (ϕp) in the pupil plane must be calculated. The intensity

(Ip) is

Ip = |Up|2 . (4.3)
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The calculation of the phase in the pupil plane (ϕp) from the complex amplitude in

the pupil plane (Up) will be the argument of the complex number at each simulation

element, which is cyclical in nature.

ϕp = arg (Up) (4.4)

Note that this phase in the pupil plane (ϕp) will be between −π and π, and that −π

and π are actually the same point. Even though this is a physically and mathematically

correct representation of the wave, this does not show a continuous wavefront. Imagine

two wavefronts which are exactly the same, but one of them has a global shift in phase.

These two waves should behave similarly. In other words, the zero point on the phase

value is just a reference point. As such, the mathematical difference of phase on the

pupil plane between neighbouring simulation elements may not be the actual difference,

due to the aliasing of phase. Assuming that the complex amplitude at the pupil plane

is well-sampled, all points should differ from their neighbouring points by less than

π, which is half of the full circle. Consequently, any phase difference larger than π is

actually a full circle or 2π less. Similarly, for the opposite.

The phase difference (∆ϕp [xi+0.5]) between point xi and xi+1 can be calculated from

the phases at those two points (ϕp [xi],ϕp [xi+1]) as follows.

∆ϕp,x [xi+0.5] = ϕp [xi+1] − ϕp [xi] + 2π if ϕp [xi+1] − ϕp [xi] < −π, (4.5)

= ϕp [xi+1] − ϕp [xi] − 2π if ϕp [xi+1] − ϕp [xi] > π, (4.6)

= ϕp [xi+1] − ϕp [xi] otherwise. (4.7)

Because the calculated phase difference (∆ϕp) has its position and number of points

different from the intensity (Ip). To match the number and position, the easiest way

is to average either the phase or the intensity. Because averaging over the phase is

complicated with the aliasing of the phase, averaging the intensity is chosen.
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4.1.3. Mean Gradient Method

I [xi+0.5] = Ip [xi+1] + Ip [xi]
2 (4.8)

Because the mean of all phase differences over a simulation element within a lenslet

is the mean of the phase difference across the lenslet, there is no need for conversion.

Lastly, the intensity-weighted mean gradient (sIG,x) can be calculated by

sIG,x = Σ (I [xi+0.5] ∆ϕp,x [xi+0.5])
ΣI [xi+0.5]

. (4.9)

4.1.3 Mean Gradient Method

The G-Method is similar to the IG-Method except that it is not weighted by the

intensity. The slope measurement of the G-Method (sIG,x) is

sG,x = ∆ϕp,x. (4.10)

4.1.4 Computational Memory Comparison

Each method uses different memory spaces during the computation. Arrays of data,

which must be calculated or pre-calculated for each method, are listed separately.

Assuming that the wavefront complex amplitude has n by n simulation elements or

n number of simulation elements across the subaperture of the SH-WFS. Simulation

elements are numpy.float64 or numpy.complex128, occupying 64 and 128 bits per

simulation element, respectively. The complex numbers contain two numpy.float64 for

real and complex parts, maintaining the precision.

Based on my code, the variables that are declared and preallocated are included in Table

4.1, and plotted in Figure 4.1. The IG-Method and G-Method use only approximately

0.38 and 0.24 memory space of that required by the FT-Method, respectively.
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FT-Method Array Size Data Type Memory Usage (bit)
Up n2 complex 128n2

Fin 4n2 complex 512n2

Fout 4n2 complex 512n2

If n2 real 64n2

x n2 real 64n2

y n2 real 64n2

Total 1344n2

IG-Method Array Size Data Type Memory Usage (bit)
Up n2 complex 128n2

ϕ n2 real 64n2

Ip n2 real 64n2

Ip,x n2 − n real 64n2 − 64n
Ip,y n2 − n real 64n2 − 64n
∆ϕp,x n2 − n real 64n2 − 64n
∆ϕp,y n2 − n real 64n2 − 64n

Total 512n2 − 256n

G-Method Array Size Data Type Memory Usage (bit)
Up n2 complex 128n2

ϕ n2 real 64n2

∆ϕp,x n2 − n real 64n2 − 64n
∆ϕp,y n2 − n real 64n2 − 64n

Total 320n2 − 128n

Table 4.1: Memory cost comparison between the FT-Method, the IG-Method and the
G-Method.
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Figure 4.1: Memory space required by different simulations of SH-WFS (1 Byte = 8
bit) against the number of simulation elements in a subaperture of the SH-WFS (n).
The required memory space is calculated based on Table 4.1.

The FT-Method requires almost triple the amount of memory compared to the IG-Method.

This will be critical in memory-limited simulations.

4.1.5 Calculation Speed Comparison

The memory usage analysis is estimated in the last subsection. This subsection will

compare the computational step reflected in the speed. Computational complexity is

how the computational steps/times scale with simulation elements. At lower simulation

elements, the computational time may not scale with this analysis because of other

limitations, such as addition, multiplication, data retrieval, communication within the

computer, etc.

The FT-Method has a Fourier transform. The complexity of a one-dimensional Fourier

transform of an N -length array is ON log N (Cooley and Tukey, 1965), where N is
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the number of simulation elements across the simulation. Since the two-dimensional

Fourier transform is equivalent to performing the one-dimensional Fourier transform

once for each dimension, the two-dimensional Fourier transform of an N by N array is

O2N(N log N) → ON2 log N (Mahmood et al., 2018).

Now, let’s analyse our application. The FT-Method contains 2n simulation elements

across the simulation, where n is the number of simulation elements per subaperture

of the SH-WFS. The complexity does not change, because O(2n)((2n) log(2n)) →

On2(log(n) + log 2) → On2 log(n). The complexity of the Centre-of-Gravity (CoG) in

the FT-Method is not included in the calculation because it is smaller (having On2

complexity). Meanwhile, because the CoG, IG-Method, and G-Method do not have

any transform, they only have On2 complexity.

The derived computational complexity only shows the calculation trend at a larger

number of simulation elements. It does not exactly show how the algorithm behaves at

a specific size. To grasp the situation more precisely, the time taken to complete each

algorithm can be measured using time.perf_counter package in Python. The speeds

of each method are measured for an increasing number of simulation elements across

the SH-WFS lenslet pupil (n) using code from Kongkaew (2025a). Because there is no

confirmation on how to incorporate it into the other approximation methods yet, the

threshold process on any process is not included in this section. So that the process

time can be compared more directly. This thesis will not consider conventional speed-up

procedures such as parallelisation, using GPUs, because both methods will definitely

benefit. This thesis uses a Linux server (version: Red Hat 11.5.0-5) of the Centre for

Advanced Instrumentation to measure time performances. The server has 96 AMD

EPYC 74F3 24-Core Processors.

For reference, other processes required to simulate the wavefront sensing processes

using a point source as a reference are also included, so readers may grasp an idea of

how much adopting the IG-Method can speed up the overall simulation. The other
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processes include simulating optical turbulence layers and optical propagations between

turbulence layers and optical components. Unfortunately, processes related to SH-WFS

on extended objects such as solar AO are excluded. This is because I do not have

enough expertise in the wide-field extended image generation.

The calculation time in decreasing order is FT-Method, IG-Method, and G-Method.

The order is maintained for all numbers of simulation elements across the complex

amplitude (Figure 4.2). For a simulation smaller than 32 simulation elements across

the subaperture, the speed of FT-Method, IG-Method, and G-Method is limited to 49

µs, 30 µs, and 26 µs, respectively. The limitation is potentially the upload time of the

server, such as the time for the CPU to retrieve data from RAM.
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Figure 4.2: Calculation time and its distribution required to calculate slope measure-
ment over a lenslet of SH-WFS for FT-Method and IG-Method against the number of
simulation elements across the lenslet (n). The mean and the standard deviation are
calculated from 10,000 independent slope measurements.

Figure 4.3 plots the ratio of the time taken to calculate wavefront sensor slopes using
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4.1.5. Calculation Speed Comparison

the IG-Method compared to the FT-Method. The IG-Method uses 64%, 43%, and

17% of the time taken for the FT-Method to complete one slope calculation at n = 16,

n = 64, and n = 1024, respectively. On the other hand, the G-Method uses 50%, 32%,

and 12% of the time for n = 16, n = 64, and n = 1024. The G-Method is at least twice

as fast as the FT-Method for all numbers of simulation elements across the subaperture,

while the IG-Method is twice as fast as the FT-Method when the number of simulation

elements is 64 or higher.
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Figure 4.3: Time spent and its distribution on IG-Method compared to FT-Method to
calculate a slope measurement over a lenslet of SH-WFS against the number of simulation
elements across the lenslet. The mean and the standard deviation are calculated from
10,000 independent slope measurements.

Whilst further optimisations are possible, this test successfully shows that IG-Method

and G-Method are faster than the FT-Method. Further optimisation can potentially

be done on the IG-Method. The author is not an expert in software engineering after

all. The written IG-Method and G-Method use the Numpy package in the Python
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4.1.5. Calculation Speed Comparison

computing language without any parallelisation. In contrast, the FT-Method uses the

pyFFTW, a self-proclaimed ‘the fastest Fourier transform in the west’, to increase the

speed of the Fourier transform. Because there exist gaps in coding efficiency between the

expertly written pyFFTW and my simple IG-Tilt algorithm, it is most likely possible

that the IG-Tilt can be much further optimised.

To show some relevance, the time performances of other processes crucial to AO

simulation are also measured. The optical turbulence generation and the optical

propagation simulation from Townson et al. (2019) are chosen. Figure 4.4 shows

the time used by each process against the number of simulation elements across the

simulation (N).
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Figure 4.4: Calculation time and its distribution required to simulate a new infinite
phase screen from an existing screen and angular propagation against the number of
simulation elements across the simulation screen (N). The mean and the standard
deviation are calculated from 10,000 independent slope measurements. Please note that
the simulation element across the simulation for the propagation includes all of the
buffering of data required, as explained in Chapter 3.

89



4.1.5. Calculation Speed Comparison

Based on existing MCAO system designs, including DKIST (Schmidt et al., 2022), EST

(Femenía-Castella et al., 2022), MAD (Marchetti et al., 2003), and MORFEO (Busoni

et al., 2022), total time estimates needed for different processes for each system are

calculated as shown in Table 4.2. Data in Table 4.2 are estimated for one temporal

measurement of SH-WFSs in MCAO using a point source. Parallelisation is not used.

For nighttime applications, only 16 simulation elements across the subaperture are

needed since they mostly operate in a negligible scintillation regime. In comparison,

both 16 and 64 simulation elements are estimated for the solar MCAOs. Since I do not

have enough expertise in the wide-field extended image generation, estimation time on

wavefront sensing using extended objects has to be excluded from this chapter.
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DKIST-16 DKIST-64 EST-16 EST-64 MAD MORFEO
Single turbulence layer generation time (s) 1.53 × 100 2.00 × 101 3.84 × 100 5.02 × 101 5.25 × 10−2 2.08 × 100

Single propagation time (s) 5.73 × 10−1 2.52 × 101 1.16 × 100 7.06 × 101 9.59 × 10−3 1.24 × 100

Single FT-Method Line-of-Sight (LoS) measurement (s) 5.68 × 10−5 1.84 × 10−4 5.68 × 10−5 1.84 × 10−4 5.68 × 10−5 5.68 × 10−5

Single IG-Method LoS measurement (s) 3.64 × 10−5 7.87 × 10−5 3.64 × 10−5 7.87 × 10−5 3.64 × 10−5 3.64 × 10−5

Single G-Method LoS measurement (s) 2.85 × 10−5 5.84 × 10−5 2.85 × 10−5 5.84 × 10−5 2.85 × 10−5 2.85 × 10−5

Total turbulence layer generation time (s) 4.59 60.00 19.20 251.00 0.11 6.24
Total propagation time (s) 25.79 1134.00 198.36 12072.60 0.32 55.80
Total FT-Method LoS measurement (s) 0.74 2.40 2.33 7.56 0.03 1.97
Total IG-Method LoS measurement (s) 0.48 1.03 1.50 3.24 0.02 1.26
Total G-Method LoS measurement (s) 0.37 0.76 1.17 2.40 0.02 0.99
Adopting IG-Method time gain (s) 0.27 1.38 0.84 4.33 0.01 0.71
Adopting G-Method time gain (s) 0.37 1.64 1.16 5.16 0.02 0.98
Total simulation time - FT-Method-based (s) 31.12 1196.40 219.89 12331.16 0.45 64.01
Percentage time gain from adopting IG-Method (%) 0.86 0.12 0.38 0.04 2.49 1.10
Percentage time gain from adopting G-Method (%) 1.19 0.14 0.53 0.04 3.45 1.53

Table 4.2: Reduction in simulation time per one temporal measurement of the SH-WFS operating with a point source. Gains
are estimated for various existing multi-conjugate adaptive optics systems when adopting the IG-Method over the Fourier transform
method. DKIST-16 and DKIST-64 are DKIST simulations with 16 and 64 simulation elements per subaperture, respectively. Similarly,
EST-16, EST-64. Parameters used in this table for DKIST, EST, MAD, and MORFEO are generated based on Schmidt et al. (2022),
Femenía-Castella et al. (2022), Marchetti et al. (2003), and Busoni et al. (2022), respectively. Simulation of distorted extended images in
each SH-WFS subapertures are NOT included.
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4.1.5. Calculation Speed Comparison

Table 4.2 only shows the expectation time to compute wavefront sensing with a point

source. If it were to be extrapolated for an extended source, the expected time for the

correlation process for the DKIST-16, DKIST-64, EST-16, and EST-64 were 1.18, 4.97,

3.70, and 15.62 s, respectively. These additional times are approximately four times

larger than the gain from adopting the IG-Method, reducing the usefulness. Moreover,

if the Point Spread Function (PSF) of each section of the extended source were to

be measured at every isoplanatic patch, the new propagation times are as much as

9 × 1010s on a single core, a ridiculously high number. This is an overestimate, where

each isoplanatic patch must be simulated entirely independently.

Simulation of the SH-WFS measurement is commonly done by using the FT-Method

can be sped up using the IG-Method and G-Method. The reduction in calculation time

depends on the number of simulation elements across the subaperture of the SH-WFS (n).

To complete one slope measurement with n equal to 16, 64, and 1024, the IG-Method

only uses 64%, 43%, and 17% of the time taken for the FT-Method, respectively. On

the other hand, the G-Method uses 50%, 32%, and 12%, respectively. Even though time

reduction is preferable for the common simulation size, it is negligible compared to the

time required for the propagation process. For example, MAD simulation is estimated

to have 71% and 24% of the simulation time used by propagation and turbulence

generation, respectively. As such, the time reduction percentage from adopting the

IG-Method or G-Method instead of FT-Method when including propagation steps

between all turbulence layers and DMs is less than 3%, considering existing MCAO

systems. For example, MAD has the highest percentage of time reduction. This estimate

is for SH-WFS in MCAO operating on a point source. Depending on the method of

wide-field image generation, the time reduction achieved by adopting the approximation

will vary. At this point, no specific projection can be made.

Further studies can be conducted in the future, once more information becomes available.

Firstly, how to simulate a wide-field distorted image on the SH-WFS. Secondly, how

many propagation steps are required for the wavefront sensing process? Can the
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4.2. Algorithm Accuracy

propagation steps be used together with other processes in the MCAO simulation?

Lastly, further studies are needed to determine whether applying a threshold to the

IG-Method and FT-Method affects their measurement accuracy in the scintillation

regime. This thesis does not include the study of the threshold effect.

The next section will show whether or not the IG-Method and G-Method can maintain

the FT-Method accuracy, and for which turbulence conditions.

4.2 Algorithm Accuracy

To replace the FT-Method of simulation of the SH-WFS with the IG-Method and

G-Method for AO in non-negligible scintillation, the verification must be made whether

or not the IG-Method reproduces the SH-WFS slope measurement generated using the

Fourier Transform Tilt (FT-Tilt) method in contrast to the G-Method. This section

first selects turbulence conditions to study and then simulates them. Then determine

the Root-Mean-Square (RMS) gradient difference in the high-signal case. After that,

the effect of threshold on the CoG of the SH-WFS is studied. Lastly, measure the RMS

slope difference for various observing conditions that may affect centroiding accuracy.

Note that the goal here is to replace the FT model with a faster approach that emulates

the SH-WFS response. The goal is not to find a model that most accurately determines

wavefront phase gradients across a subaperture.

4.2.1 Selection of Turbulence Conditions

The strength of the scintillation depends on the wavelength being measured by the

SH-WFS. This study is primarily aimed at Solar MCAO application; 500 nm is selected

in line with the WFS design described in (Schmidt et al., 2022).
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4.2.1. Selection of Turbulence Conditions

Integrated turbulence strengths are chosen to have 2, 5, 8, and 11 cm coherence

length (r0) at 500 nm. These values cover a wide range of daytime turbulence strength

conditions (Griffiths et al., 2023). The outer scale is chosen to be 60 times larger than the

SH-WFS subaperture size, behaving in Kolmogorov-like statistics. The corresponding

layer heights are tuned to provide Rytov parameters (σ2
R) values of 0.00, 0.01, 0.03,

0.10, and 0.30. This range covers negligible to moderate scintillation conditions. To

generate the scintillation strength, a two-layer turbulence model is used with one layer

at the ground level and another placed at high altitude. For simplicity, the zenith angle

of the observation is chosen to be zero (ζ = 0). Since the distribution of scintillation

pattern evolves over the propagation distance as discussed in Equation 2.47, the height

of the high-altitude turbulent layer (H) will also be varied from 5, 10, 15, and 20 km.

Lastly, since the subaperture size of the SH-WFS affects the spot image quality, the

ratio between the SH-WFS subaperture size to turbulence coherent length (d/r0) must

also be specified. The chosen values are 0.5, 1, 2, and 3 to match existing SH-WFS

analysis literature (Thomas et al., 2006), which presents the SH-WFS measurement

noise analysis in the negligible scintillation regime that should be validated in the

scintillation regime. All of the discussed parameters are listed in Table 4.3.

Parameter Value(s)

Turbulence layers 2 layers
Coherence length at 500 nm (r0) 2, 5, 8, 11 cm
Turbulence outer scale (L0) 60 dsub

Rytov parameter (σ2
R) 0.00, 0.01, 0.03, 0.10, 0.30

Subaperture size to coherence length ratio (dsub/r0) 0.5, 1, 2, 3
High altitude turbulence height (H) 5, 10, 15, 20 km
Wavelength (λ) 500 nm
Elements per lenslet at pupil plane 64 simulation elements
simulation elements per lenslet at focal plane 64 simulation elements
Angular simulation element resolution at focal plane λ/2dsub

Table 4.3: Key simulation parameters to compare measurement differences between
the IG-Method and G-Method against the FT-Method in scintillation

Using these constraints, it is possible to calculate the turbulence strength of each
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4.2.1. Selection of Turbulence Conditions

turbulence layer.

• Given the coherence length (r0), the total turbulence strength (C2
n,T ) can be

calculated from Equation 2.33.

• Next, with only a single turbulent layer at altitude, the turbulence strength of

the high altitude turbulence can be calculated from Equation 2.46 to give the

required Rytov parameter and high altitude layer height.

• If the turbulence strength of the high altitude (C2
n,H) is larger than the total

turbulence strength, then the given turbulence condition is not physically possible,

and should be ignored.

• Finally, the turbulence strength of the ground layer turbulence (C2
n,0) can be

calculated.

The distribution of turbulence strength with respect to the desired turbulence conditions

is listed in Table 4.4.
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4.2.2. Methodology

r0 σ2
R H C2

n,0 C2
n,H r0 σ2

R H C2
n,0 C2

n,H

11 0.01 5 87.07 12.93 11 0.01 10 92.74 7.26
11 0.01 15 94.82 5.18 11 0.01 20 95.93 4.07
11 0.03 5 61.21 38.79 11 0.03 10 78.23 21.77
11 0.03 15 84.47 15.53 11 0.03 20 87.78 12.22
11 0.10 5 N/A N/A 11 0.10 10 27.43 72.57
11 0.10 15 48.24 51.76 11 0.10 20 59.27 40.73
11 0.30 5 N/A N/A 11 0.30 10 N/A N/A
11 0.30 15 N/A N/A 11 0.30 20 N/A N/A
8 0.01 5 92.39 7.61 8 0.01 10 95.73 4.27
8 0.01 15 96.96 3.04 8 0.01 20 97.60 2.40
8 0.03 5 77.18 22.82 8 0.03 10 87.20 12.80
8 0.03 15 90.87 9.13 8 0.03 20 92.81 7.19
8 0.10 5 23.95 76.05 8 0.10 10 57.32 42.68
8 0.10 15 69.56 30.44 8 0.10 20 76.05 23.95
8 0.30 5 N/A N/A 8 0.30 10 N/A N/A
8 0.30 15 8.67 91.33 8 0.30 20 28.14 71.86
5 0.01 5 96.53 3.47 5 0.01 10 98.05 1.95
5 0.01 15 98.61 1.39 5 0.01 20 98.91 1.09
5 0.03 5 89.58 10.42 5 0.03 10 94.15 5.85
5 0.03 15 95.83 4.17 5 0.03 20 96.72 3.28
5 0.10 5 65.25 34.75 5 0.10 10 80.50 19.50
5 0.10 15 86.09 13.91 5 0.10 20 89.06 10.94
5 0.30 5 N/A N/A 5 0.30 10 41.50 58.50
5 0.30 15 58.27 41.73 5 0.30 20 67.17 32.83
2 0.01 5 99.25 0.75 2 0.01 10 99.58 0.42
2 0.01 15 99.70 0.30 2 0.01 20 99.76 0.24
2 0.03 5 97.74 2.26 2 0.03 10 98.73 1.27
2 0.03 15 99.09 0.91 2 0.03 20 99.29 0.71
2 0.10 5 92.45 7.55 2 0.10 10 95.77 4.23
2 0.10 15 96.98 3.02 2 0.10 20 97.62 2.38
2 0.30 5 77.36 22.64 2 0.30 10 87.30 12.70
2 0.30 15 90.94 9.06 2 0.30 20 92.87 7.13

Table 4.4: Distribution of turbulence strength (%) at ground (C2
n,0) and altitude (C2

n,H)
for different Fried parameters (r0) cm, Rytov parameters (σ2

R), and turbulence distance
(H) km. Unphysical conditions are marked with N/A.

4.2.2 Methodology

With all simulation parameters selected, the validation of the IG-Method measurement

against the FT-Method for noiseless SH-WFS can start.

To validate if the IG-Method can replace the FT-Method for noiseless SH-WFS, slope

measurement (OPD) in nm from both methods will be compared against each other.

For comparison, measurement from the G-Method will also be included.
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4.2.2. Methodology

Ground and high-layer turbulent phase screens are generated using the infinite phase

screen method (Assémat et al., 2006; Fried and Clark, 2008; Reeves, 2016) as discussed

in Chapter 3. A uniform intensity wavefront passes through the high altitude turbulence

layer, and is then propagated to the ground layer using the angular-spectrum method

(Schmidt, 2010) described in Chapter 2 and 3. The technique to reduce phase screen

size in Chapter 3 is not used to avoid its error. Also, the technique had not been studied

when this chapter was studied. The ground layer phase is then added and used as

sampled turbulated wavefronts. The method described in Section 3.2 is used to define

the overall simulation resolution while avoiding effects such as aliasing and wrapping.

Each wavefront distortion is measured using three different methods to determine the

SH-WFS subaperture slope measurements, including the G-Method, the IG-Method,

and the FT-Method. The slope measurements of each method are called Averaged Gradi-

ent Tilt (G-Tilt), Intensity-Weighted Averaged Gradient Tilt (IG-Tilt), and FT-Tilt,

respectively. If the G-Method is as accurate as the IG-Method, then using G-Method

will be much simpler. If the IG-Method is not accurate enough to approximate the

FT-Method, then the IG-Method should not be used as the approximation.

The slope measurements are presented through OPD in nm. The relation between the

OPD and slope measurement are explained in Chapter 3. The difference between the

IG-Method and G-Method against the FT-Method is called OPD error. The RMS of

the difference of the OPD is called RMS OPD error.

During the simulation process, some of the turbulence screens cannot be generated

using available computation resources, either demanding too much memory space or

requiring much longer computation time. The turbulence conditions that are simulated

in the study are listed in Table 4.5.
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4.2.2. Methodology

r0 d/r0 σ2
R H r0 d/r0 σ2

R H r0 d/r0 σ2
R H

11 0.5 0.01 5 11 0.5 0.01 10 11 0.5 0.03 5
11 0.5 0.03 10 11 0.5 0.10 10 11 1.0 0.01 5
11 1.0 0.01 10 11 1.0 0.01 15 11 1.0 0.01 20
11 1.0 0.03 5 11 1.0 0.03 10 11 1.0 0.03 15
11 1.0 0.03 20 11 1.0 0.10 10 11 1.0 0.10 15
11 1.0 0.10 20 11 2.0 0.01 5 11 2.0 0.01 10
11 2.0 0.01 15 11 2.0 0.01 20 11 2.0 0.03 5
11 2.0 0.03 10 11 2.0 0.03 15 11 2.0 0.03 20
11 2.0 0.10 10 11 2.0 0.10 15 11 2.0 0.10 20
11 3.0 0.01 5 11 3.0 0.01 10 11 3.0 0.01 15
11 3.0 0.01 20 11 3.0 0.03 5 11 3.0 0.03 10
11 3.0 0.03 15 11 3.0 0.03 20 11 3.0 0.10 10
11 3.0 0.10 15 11 3.0 0.10 20 8 0.5 0.01 5
8 0.5 0.03 5 8 0.5 0.10 5 8 1.0 0.01 5
8 1.0 0.01 10 8 1.0 0.01 15 8 1.0 0.01 20
8 1.0 0.03 5 8 1.0 0.03 10 8 1.0 0.03 15
8 1.0 0.03 20 8 1.0 0.10 5 8 1.0 0.10 10
8 1.0 0.10 15 8 1.0 0.10 20 8 1.0 0.30 15
8 1.0 0.30 20 8 2.0 0.01 5 8 2.0 0.01 10
8 2.0 0.01 15 8 2.0 0.01 20 8 2.0 0.03 5
8 2.0 0.03 10 8 2.0 0.03 15 8 2.0 0.03 20
8 2.0 0.10 5 8 2.0 0.10 10 8 2.0 0.10 15
8 2.0 0.10 20 8 2.0 0.30 15 8 2.0 0.30 20
8 3.0 0.01 5 8 3.0 0.01 10 8 3.0 0.01 15
8 3.0 0.01 20 8 3.0 0.03 5 8 3.0 0.03 10
8 3.0 0.03 15 8 3.0 0.03 20 8 3.0 0.10 5
8 3.0 0.10 10 8 3.0 0.10 15 8 3.0 0.10 20
8 3.0 0.30 15 8 3.0 0.30 20 5 1.0 0.01 5
5 1.0 0.03 5 5 1.0 0.10 5 5 2.0 0.01 5
5 2.0 0.01 10 5 2.0 0.01 15 5 2.0 0.01 20
5 2.0 0.03 5 5 2.0 0.03 10 5 2.0 0.03 15
5 2.0 0.03 20 5 2.0 0.10 5 5 2.0 0.10 10
5 2.0 0.10 15 5 2.0 0.10 20 5 2.0 0.30 10
5 2.0 0.30 15 5 2.0 0.30 20 5 3.0 0.01 5
5 3.0 0.01 10 5 3.0 0.01 15 5 3.0 0.01 20
5 3.0 0.03 5 5 3.0 0.03 10 5 3.0 0.03 15
5 3.0 0.03 20 5 3.0 0.10 5 5 3.0 0.10 10
5 3.0 0.10 15 5 3.0 0.10 20 5 3.0 0.30 10
5 3.0 0.30 15 5 3.0 0.30 20 2 2.0 0.01 5
2 2.0 0.03 5 2 2.0 0.10 5 2 2.0 0.30 5
2 3.0 0.01 5 2 3.0 0.01 10 2 3.0 0.03 5
2 3.0 0.03 10 2 3.0 0.10 5 2 3.0 0.10 10
2 3.0 0.30 5 2 3.0 0.30 10

Table 4.5: Simulated turbulence condition. The conditions show r0 (cm), d/r0, σ2
R,

and H (km).
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4.2.3. Excluded Turbulence Conditions

4.2.3 Excluded Turbulence Conditions

This study has so many missing conditions as shown in Figure 4.5, making the results

not represent those omitted conditions. The omitted data in summary are: d/r0 = 0.5,

r0 = 2 cm (limited resources), and 0.3 Rytov parameter at large r0 (unphysical).

Excluding the unphysical conditions will not affect the analysis. Even though excluding

0.5 d/r0 may overestimate the error when analysing with respect to other parameters,

since it samples the turbulence at a high rate, the error is small. On the other hand,

excluding most of 2 cm r0 will underestimate the error.
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Figure 4.5: List of turbulence conditions in this study that are simulated (green),
unphysical (blue), and computationally limited (red). The outer x-axis and y-axis mark
the distance of the high altitude layer (H) and the Rytov parameter (σ2

R), respectively.
While the inner x-axis and y-axis mark r0 and d/r0, respectively.

In summary, analysis at 2 cm r0 will underestimate the error. This means that the

following analysis on 2 cm 0 will only represent the sampled conditions, but not the

whole possible condition.

4.2.4 Slope Measurement Results

I would like to verify if all of the methods have the same range of slope measurement

throughout all of the simulated turbulence conditions. Assuming that the FT-Method
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4.2.5. Thresholding Effect on the Measurement

configuration in no scintillation can also be used exactly for turbulence with scintillation.

Indeed, all of the methods still have the same range reflecting through the RMS OPD

depending on d/r0 as shown in Figure 4.6. The RMS OPD of 0.5 d/r0 under the

simulated scintillation is 10 nm higher than in no scintillation (10% larger). Because

all of the measurement methods have the same behaviour, the bias must be from the

sampled turbulence conditions; most of 0.5 d/r0 is excluded from the study as discussed

in the last section.
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Figure 4.6: RMS of the measured OPD using the FT-Method against various d/r0
with and without scintillation.

4.2.5 Thresholding Effect on the Measurement

This section aims to use the FT-Method of the SH-WFS as a standard to compare

against the other methods. The last section shows that extending the same configuration

of the FT-Method in the no scintillation case to the scintillation case can still measure

the same RMS OPD. This section will analyse deeper on how the RMS OPD error
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4.2.5. Thresholding Effect on the Measurement

with respect to the FT-Method changes with threshold level in the CoG process of the

FT-Method, similar to a benchmark study in Figure 3.17.

Assuming that if either the approximation methods can represent the FT-Method,

when the FT-Method varies its threshold level, the RMS error should also behave

approximately the same with the FT-Method in no scintillation in Figure 3.17 for both

the ‘full’ and ‘partial’ CoG. The Figure 3.17 is also based on a 64x64 detector pixel

in a lenslet, same as this Chapter. The benchmark is: the threshold level of 1 × 10−4

yields the least RMS error of the FT-Method using ‘full’ CoG against mean gradient,

having 0.5 nm RMS error at d/r0 = 0.5.

RMS measurement error of the G-Method and the IG-Method vs the FT-Method of

all the simulated turbulence with Rytov parameter at least 0.01 is measured. Then

they are averaged and plotted against varying threshold levels and d/r0.

Figure 4.7 and Figure 4.8 present the RMS error of different approximation methods

against the FT-Method using the ‘full’ and ‘partial’ CoG, respectively. Both figure

shows that the G-Method always has larger errors than the IG-Method. Using the

1 × 10−4 threshold level still gives the smallest error compared to the other threshold

levels.
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Figure 4.7: Threshold on ‘Full’ CoG in scintillation: RMS OPD error and its
distribution against the FT-Method (y-axis) versus the threshold level on the FT-Method
(x-axis) for varying d/r0 (colours).
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Figure 4.8: Threshold on ‘Partial’ CoG in scintillation: RMS OPD error and its
distribution against the FT-Method (y-axis) versus the threshold level on the FT-Method
(x-axis) for varying d/r0 (colours).
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4.2.6. Measurement Bias

With the FT-Method using the ‘full’ CoG with 1 × 10−4 threshold level as standard

in Figure 4.7. The RMS error for the G-Method in scintillation is higher than that in

Figure 3.17, also plotted in Figure 4.7 as no scintillation case. The IG-Method has 9 nm

RMS error at d/r0 = 0.5, while the IG-Method has only 5 nm, matching the benchmark.

This raises a notice that the G-Method cannot approximate the FT-Method when the

Rytov parameter is at least 0.01. Furthermore, it highlights that the IG-Method can

approximate the FT-Method in scintillation up to a 0.3 Rytov parameter.

In conclusion, the FT-Method in scintillation RMS measurement error to the G-Method

does not have a similar threshold effect when the Rytov parameter is larger than or

equal to 0.01 is considered, while the IG-Method does. This potentially means that the

IG-Method is a proper representation of the G-Method when scintillation is considered.

Since the FT-Method using the ‘full’ CoG with 1 × 10−4 threshold level still have the

lowest RMS error to the IG-Method in scintillation, it will be used as the standard

reference in the latter sections.

4.2.6 Measurement Bias

This section would like to inspect if there is bias between the measurement methods.

Whether or not the error increases as the measured OPD using the FT-Method increases

in size. For a strong turbulence condition at dsub/r0 = 3, r0 = 2 cm, σ2
R = 0.3, and H =

10 km, the error of the G-Method and IG-Method are plotted against the FT-Method

measurement in Figure 4.9. The measurement error of the G-Method is much larger

than that of the IG-Method, obscuring any bias. On the other hand, Figure 4.10 zooms

in on the errors of the IG-Method. It shows approximately only 5 nm bias over a 500 nm

range, which is relatively small. The bias level is the same as the benchmark in Figure

3.15. The error in Figure 3.15 and Figure 4.10 is equally opposite in sign due to the

subtractions. The prior has FT-Method - IG-Method, while the latter has IG-Method -

FT-Method. Furthermore, the measurement error of the IG-Method in no scintillation
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is also included in Figure 4.10, having a similar but smaller error distribution at a

glance.

Figure 4.9: Measurement errors of both the G-Tilt (orange) and the IG-Tilt (blue)
compared to the FT-Tilt at dsub/r0 = 3, r0 = 2 cm, σ2

R = 0.3, and H = 10 km
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Figure 4.10: Measurement errors of the IG-Tilt (blue) compared to the FT-Tilt at
dsub/r0 = 3, r0 = 2 cm, σ2

R = 0.3, and H = 10 km. The IG-Tilt measurement error in
no scintillation (orange) is also included for reference.

4.2.7 Analysis of Scintillation Effect on RMS Measurement

Error

The analysis will be focused first on the G-Method compared to the IG-Method. After

that, the analysis of the IG-Method will be inspected closely in comparison to the

no-scintillation cases. In all cases, the IG-Method has a small difference to the no

scintillation cases, while the G-Method has a noticeably larger error.

The parameter that has the highest impact on the slope measurement of both the

G-Method and the IG-Method for both with and without scintillation case is the ratio

of subaperture size to the Fried parameter (dsub/r0) as shown in Figure 4.11. Again,

the G-Method has a much larger RMS error than the IG-Method. The G-Method has

the RMS error varies between 10 and 40 nm, while the IG-Method has 0.6 to 2 nm.

Since the d/r0 parameter has the highest impact on the RMS error measurement, the

other analysis will be done separately for each d/r0 parameter.
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Figure 4.11: RMS OPD error and its distribution from using the IG-Method and
G-Method compared to the FT-Method against d/r0.

In contrast to the measurement RMS error with respect to varying d/r0, the error with

respect to r0 appears to have a small effect on the IG-Method varying within 1 nm

RMS but a significant effect on the G-Method varying up to 40 nm RMS at d/r0 equals

3, when the simulated data is averaged over the other parameters as shown in Figure

4.12.
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Figure 4.12: RMS OPD error and its distribution from using the IG-Method and
G-Method compared to the FT-Method against Fried parameter.

So far, the RMS error of the approximation methods is compared against turbulence

parameters that are applicable to both with and without scintillation cases. Now, they

will be compared against parameters existing only in cases with scintillation. The first

parameter to be inspected is the Rytov parameter. Figure 4.13 shows the evolution of

the RMS error against the Rytov parameter. Please note that the x-axis is normally in

a standard log scale, except for the 0 Rytov parameter, which is cosmetically placed,

since it does not exist in a log scale. Consequently, the plot appears to have a sharp

change in behaviour at the 0 Rytov parameter. The IG-Method has a minimal increase

in the RMS error, having less than 1 nm RMS. On the other hand, the G-Method has

a huge increase between 0 and 0.01 Rytov parameter up to 20 nm RMS, after that it

jumps another 80 nm RMS at d/r0 equals 3. This shows that the G-Method is not

suitable for Rytov parameters larger than or equal to 0.01. With respect to Table

4.4, this means that at 11 cm r0, a layer with 5% strength at 20 km, will have 40 nm

RMS error at d/r0 equals 0.5. In comparison, Femenía-Castella et al. (2022) uses only

1% turbulence strength at 20 km, so this effect might not even be of concern to solar

telescopes at the current usage, unless its turbulence conditions were to be extended.
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Figure 4.13: RMS OPD error and its distribution from using the IG-Method and
G-Method compared to the FT-Method in various expected Rytov parameter.

The last parameter’s impact on the RMS error to be studied is the high altitude

turbulence distance to the ground (H) as shown in Figure 4.14. The RMS error of

the G-Method increases only 10 nm, and that of the IG-Method only 1 nm for d/r0

equals 3. The increase is much smaller compared to the r0 influence. This is potentially

caused by bias as higher turbulence distances miss lower r0 values, as shown in Figure

4.5 due to computational power. Though the 2 cm r0 at 20 km distance at 0.01 Rytov

parameter will have the high altitude strength at less than 0.71% and even has the

turbulence distribution included in Femenía-Castella et al. (2022), it only occurs 10%

of the time in the LoS up to 40 degrees elevation. So, the bias on the high altitude

turbulence distance should not be of concern.

109



4.2.7. Analysis of Scintillation Effect on RMS Measurement Error

5.0 7.5 10.0 12.5 15.0 17.5 20.0
H (km)

10 1

100

101

102
RM

S 
OP

D 
er

ro
r (

nm
) IG

G
2
R=0

d/r0=0.5
d/r0=1.0
d/r0=2.0
d/r0=3.0

Figure 4.14: RMS OPD error and its distribution from using the IG-Method and
G-Method compared to the FT-Method against distance of the high altitude turbulence.

Currently, all of the RMS error comparisons between the IG-Method and G-Method are

covered. The close-up analysis on the G-Method is presented in Figure 4.15. Among

all of the parameters explored, the parameters with the highest to lowest impact

within the sampled turbulence conditions are d/r0, Rytov parameter, r0, and H, having

approximately 2, 0.75, 0.5, and 0 nm RMS increases. The H parameter has the highest

overall difference to the no scintillation case, but it is only 0.25 nm RMS, raising no

concerns (reducing Strehl ratio by 0.0001 at 500 nm wavelength). In addition, the

influence of r0 is not expected since it does not have any in no scintillation cases, but

again has only 0.5 nm RMS increases, raising no concerns.
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Figure 4.15: RMS OPD error and its distribution from using the IG-Method compared
to the FT-Method against r0, d/r0, σ2

R and H (upper left, upper right, lower left, and
lower right, respectively). Values with the same conditions except for the parameter
being investigated are linked by lines. d/r0 of 0.5, 1, 2, and 3 are marked with blue,
orange, green, and red, respectively. The RMS error in no scintillation is shown with
black lines.

In conclusion, in low SH-WFS noise conditions, the FT-Method using all of the 64x64

detector pixels for the CoG computation with 1 × 10−4 threshold level has the least

RMS error to both the IG-Method and the G-Method. The IG-Method has almost

20 times smaller RMS error than the G-Method, 3 nm RMS at max compared to 60

nm. There is bias in the IG-Method compared to the FT-Method, having 5 nm bias

at 500 nm. Turbulence parameters from the highest to lowest contributions to RMS
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error of the IG-Method are d/r0, Rytov parameter, r0, and H, having 2, 0.75, 0.5, and

0 nm RMS increase, respectively. The increase in RMS error for the IG-Method is

negligible, because it only contributes to the Strehl ratio up to 0.1%. Consequently,

the IG-Method is more preferable to approximate the FT-Method at Rytov parameter

larger than or equal to 0.01. At a lower Rytov parameter, the advantage has not yet

been studied.

Now the IG-Method is proven to have negligible RMS error to the FT-Method in high

signal or low noise conditions of the SH-WFS. The next question is, how should the

noise be approximated?

4.3 Noise Approximation

This section investigates the addition of typical SH-WFS and detector noise terms to

the IG-Method. The key noise terms affecting SH-WFS measurement include photon

(σ2
ϕ,Nph

) and readout noise (σ2
ϕ,Nr

).

This section aims to apply the existing noise model on scintillation-free SH-WFS to

the IG-Method in the scintillation case. Because measurements of the IG-Method are

close to the FT-Method, having only 3 nm RMS difference. Consequently, the Noise

Equivalent Angle (NEA) generated from a Gaussian distribution can be added to the

measurement. However, it is questionable if the existing noise models are applicable in

scintillation. This section needs to evaluate noise on the FT-Method, and then compare

the noise in the case with and without scintillation.

Thomas et al. (2006) and Rousset (1999) present an analysis of SH-WFS measurement

error in the presence of photon and readout noise. The measurement noise due to

photon noise in rad2 (σ2
ϕ,Nph

) is estimated by
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σ2
ϕ,Nph

≈ 2 W

Nph

, (4.11)

where W is the FoV of the focal plane in terms of λ/dsub and Nph is the number of

detected photo-electrons in a lenslet.

The measurement noise due to the detector readout noise in rad2 is estimated by

σ2
ϕ,Nr

= π2

3
N2

r

N2
ph

N4
s

N2
samp

, (4.12)

where Nr is the RMS of readout electrons per pixel, Ns is the number of detector pixels

used in the centroiding calculation, and Nsamp is defined as (λ/dsub)/p, where p is the

angular pixel scale.

4.3.1 Methodology

To measure noise distribution, 256 of 64x64-pixel images within a lenslet of the

FT-Method with varying scintillation conditions are drawn from the previous sec-

tion. After that, for each image, measure 256 slope measurements with varying noise

and threshold conditions. After that, to match existing instruments more closely, only

the 17x17-pixel centred on the pixel with the maximum intensity is used for the CoG

calculation (‘partial’ method described in Chapter 3). Consequently, in this simulation,

W = 64/2 = 32, Ns = 17, and Nsamp = 2.

In detail, the noise is added, and a threshold is applied as follows.

• Grab the intensity profile from the last section, and scale its total number of

photo-electrons to the desired level.

• Add photon noise through a Poisson distribution, then a readout noise through a

Gaussian distribution with a matching noise level.
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• Subtract the threshold level from the intensity.

• Any pixels with intensity less than zero are set to zero. Applying the threshold

level with this method ensures that the intensity profile is continuous.

• Resume to CoG measurement as usual.

Noise levels are calculated from RMS{sn,t −s0}, which is RMS difference between noisy

slope or with irregular threshold (sn,t) and slope with high signal analysed in the last

section (s0).

Simulated noise conditions range between a hundred and a million photo-electrons (Nph)

and 0.1 to 10 RMS readout electrons per pixel (Nr). The threshold varies between 0

and 0.1 of the maximum intensity registered by the detector.

Parameter Value(s)

Number of optical turbulence phase screens 256
Number of measurements for each phase screen 256
Number of photoelectrons (Nph) 102, 103, 104, 105, 106

RON (e−/pixel)(Nr) 0, 0.1, 0.3, 1, 3, 10
Normalized threshold level 0, 10−4, 10−3, 10−2, 10−1

Number of phase pixels in CoG calculation 17x17 pixels

Table 4.6: Key simulation parameters to study the effect of scintillation on noise of
SH-WFS using the FT-Method

4.3.2 Photon Noise

The photon noise is calculated from the RMS of the difference between slope meas-

urement with photon noise included (sP,0) and without applying photon noise (s0,0),

RMS{sP,0 − s0,0}.

Figure 4.16 shows the contribution of photon noise to the measurement error against

the model on the photon noise previously introduced. The photon noise level varies

114



4.3.2. Photon Noise

among different d/r0 levels more than from having scintillation or not. Please note that

the photon noise level in this section is the total number of photons in a lenslet - not

the flux, which is the number of photons per unit area. At 100 photoelectrons with 3

d/r0, the noise with and without scintillation is unnoticeable in the figure, overlaying

perfectly. Meanwhile, at 100 photoelectrons, 3 d/r0 has 60 nm noise RMS, while 0.5

d/r0 has 35 nm noise RMS (25 nm difference).
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Figure 4.16: Photon noise: RMS OPD measurement and its distribution due to photon
noise of different d/r0 parameters over all simulated scintillation conditions.

Next, inspect closely the measured noise compared to the noise model presented earlier.

The linearly subtracted measured noise RMS from the model. In other words, the

distance from the solid and dashed lines to the dotted line in Figure 4.16, is shown in

Figure 4.17. It shows how much the model overestimates the measured photon noise.

The difference of noise RMS between scintillation and scintillation-free is negligible for

all photoelectron numbers and d/r0.
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Figure 4.17: Photon noise difference to the model. Shows how much the model
overestimates the measured noise in scintillation and scintillation-free, with only photon
noise applied.

4.3.3 Readout Noise

The noise from RMS readout electrons per pixel (R) at conditions with number of total

photons in a lenslet (P ) is calculated from
√

RMS2
P,R − RMS2

P,0, where RMSP,R is the

RMS measurement error with both photon and readout noise applied (RMS{sP,R−s0,0})

and RMSP,0 has only the photon noise applied (RMS{sP,0 − sP,0}).

Figure 4.18 shows the measured readout noise contribution compared to the readout

noise model previously introduced at 2 d/r0. The readout noise error is larger than

what the model predicts in 106 photoelectrons and 0.3 - 1 RMS readout electrons

per pixel, because the readout electrons are much smaller than the threshold level of

1×10−4 ×106 = 100. At 100 - 1000 photoelectrons per lenslet (64x64 pixels), due to the

low number of photon electrons distributed per pixel, the model largely overestimates

the noise measurement.
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Figure 4.18: Readout noise: RMS OPD and its distribution due to readout noise over
all simulated scintillation conditions at d/r0 = 2.

From Figure 4.18, the linear difference between the measured noise RMS and the model

noise RMS is calculated. In other words, the distance from the solid and dashed lines to

the dotted lines. The difference is plotted in Figure 4.19. Errors of the readout models

are larger at a low number of photoelectrons. The model error of the scintillation case

and the scintillation-free case is negligible.
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Figure 4.19: Readout noise: Shows how much the model overestimates the measured
noise in scintillation and scintillation-free, at d/r0 = 2.

4.3.4 Difference of Measured Noise RMS between

Scintillation and Scintillation-Free

The previous sections investigated the existing noise model on the SH-WFS with and

without scintillation, showing that the linear difference between the model and measured

noise with scintillation is relatively the same as that without scintillation. The model

can estimate measurement noise in scintillation as well as scintillation-free conditions.

The next question is how much the difference is between the measured RMS noise

with scintillation and without scintillation, or what is the error of the measured NEA

between scintillated and scintillation-free SH-WFS. In other words, the RMS of the

linear distance between the solid and dashed lines in Figure 4.17 and 4.19. Consequently,

the linear percentage difference is measured and plotted against the noise in scintillation-

free in Figure 4.20. The figure includes the error of the NEA for just photon noise,

photon and readout noise, and when a non-standard threshold is applied. The difference

is shown to be less than 4%, 7.5%, and 10% of the scintillation-free case for when

only photon noise, photon and readout noise, and non-standard threshold, respectively.
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Consider a SH-WFS in some photoelectrons and a readout electron. If that system

has 10 nm RMS measurement noise in scintillation-free conditions, not necessarily the

same as from the model. The SH-WFS measurement in scintillation with the same

photoelectron and RMS readout electron as the mentioned case will be 10 ± 1 nm.
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Figure 4.20: Error of the NEA between the SH-WFS measurement using the
FT-Method with and without scintillation (y-axis) against the measured noise in no
scintillation (x-axis). Positive values representing the noise in the scintillation case are
higher than those without scintillation.

In summary, since the IG-Method measurement only has less than 3 nm RMS to the

FT-Method of the SH-WFS, noise estimations of the FT-Method in scintillation can

be used to generate NEA as noise directly on the IG-Method. However, there only

exist noise models for the FT-Method in scintillation-free cases (Thomas et al., 2006)

and (Rousset, 1999). The question is whether or not the existing noise models in the

scintillation-free cases can also be used for the scintillation cases. The noise models

are then compared against the measured noise of the FT-Method in scintillation and

scintillation-free conditions. It is found that the noise model can estimate the measured
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noise in scintillation, as well as it can estimate the scintillation-free cases. The difference

in measured noise between the scintillation and scintillation-free is within 10% of the

measured noise in scintillation-free.

4.4 Conclusion

The IG-Method is proposed as a faster alternative to the FT-Method of simulating a

SH-WFS while maintaining simulation accuracy even in the presence of scintillation.

Adopting the IG-Method significantly reduces simulation time, requiring only 0.6 to 0.2

of the time needed for the FT-Method. In addition, the IG-Method uses only 30-40%

of the computational memory required by the FT-Method. However, the time required

to simulate a full solar MCAO simulation is dominated by the propagation process.

Without minimising the propagation process time, adopting the IG-Method is not

useful.

The IG-Method provides a better approximation of FT-Method compared to G-Method,

with an OPD difference of less than 3 nm RMS across Rytov parameter range of 0.01

(negligible scintillation) to 0.3 (medium/strong scintillation), regardless of the turbulence

strength (r0) and turbulence layer distance from ground.

The IG-Method can utilise a NEA approximation to include the effects of both photon

and detector read noise on WFS performance. The measured NEA has ± 10% error

between scintillation-free and scintillation SH-WFS by 4%, 7.5%, and 10% in photon

noise dominated, readout noise dominated, and using a non-standard threshold, re-

spectively. Thus, the accuracy of the noise model is limited by the model’s capability

to estimate the scintillation-free SH-WFS.

Since the IG-Method is a geometrical approximation of a propagation effect in the

FT-Method is found to have only 3 nm RMS in Rytov parameter, less than 0.3, a
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negligible error. Is it possible to also apply a similar approximation to the propagation

process, which is the most time-demanding process to simulate the solar MCAO?

Currently, for MCAO operating on a point source, the propagation process occupies

85% of the computational time. If it can be approximated similarly to the IG-Method,

the total computational time of the solar MCAO can be reduced by 35 - 60%. The

applicability of using the IG-Method for propagation can be studied in the future.

More studies on the applicability of the IG-Method on simulation of actual solar

MCAO systems are left to be done, because this chapter did not include the wavefront

sensing with extended objects, such as the correlation SH-WFS (Löfdahl, 2010). To

generate the distorted wide-field image used in the process, aberrations within the image

anisoplanatism must be measured first. Simulations of this effect require an increasing

number of LoS to be measured, and it is possible that the geometrical approximation

of the IG-Method could be used to either generate distorted extended images required

in the correlation SH-WFS, or potentially to emulate the response of the wide-field

correlation-based SH-WFS directly. These extended studies was not undertaken as part

of this thesis however but are a logical next step to demonstrate the usefulness of the

IG-Method to Solar AO simulations.

The next chapter investigates the effects of optical propagation on the performance

of the MCAO control system. Since the geometrical approximation in this chapter is

found to be accurate, it gives an inspiration on how to characterise the reduction of the

control performance due to the optical propagation.
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Key Findings

1. The IG-Method to simulate the SH-WFS uses only 30-40% memory and 35-

60% of the time used in the FT-Method, depending on the spatial resolution

of the simulation.

2. However, this speed improvement is negligible because the time taken for

propagation between atmospheric layers and deformable mirrors dominates

the simulation time. In the example presented, adopting the IG-Method

only has a 3% reduction, while the propagation process and turbulence

simulation use 71% and 24%, respectively.

3. The IG-Method has RMS OPD error compared to the FT-Method less

than 3 nm at 3 d/r0 and Rytov parameter less than 0.3. The IG-Method

therefore provides an accurate representation of the response SH-WFS, even

in moderate stregnth scintillation.

4. The G-Method has higher error than the IG-Method in the presence of

scintillation. It has up to 30 nm RMS OPD error for d/r0 = 3. We

would not however recommend use of the G-Method for quickly simulating

SH-WFS in the presence of even minimal scintillation.

5. Noise of the IG-Method can be generated by using NEA with estimated

noise values from analytical models of SH-WFS noise.

6. The use of the NEA to emulate realistic noise sources present within a

SH-WFS in scintillation conditions is measured to be ± 10% of the actual

noise observed.
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5 Distortion of

Multi-Conjugate Adaptive

Optics Control

This chapter explores the degradation of Multi-Conjugated Adaptive Optics (MCAO)

control due to pupil distortion. MCAO enhances the resolution of wide-field observations

through optical turbulence layers by utilising multiple Deformable Mirror (DM)s and

Wavefront Sensor (WFS)s. Each WFS observes multiple DMs on top of each other

in a Line-of-Sight (LoS). Control errors can arise from either misalignment between

the DM and WFS (Heritier et al., 2021), or, as is the focus of this chapter, from the

perturbation of other DMs when MCAO is active. For example, consider an MCAO

system where light after the telescope pupil travels through DM1 first, then DM2,

and lastly WFS. When the DM2 applies a phase correction, it can distort the image

and calibration of DM1s if the applied phase is sufficiently strong (e.g., during solar

observation in the optical range). Consequently, commands sent to these more distant

DMs become incorrect (Kongkaew et al., 2024).

Performance of daytime MCAO is degraded by pupil distortion (Von Der Luhe, 2004;

Schmidt et al., 2012; Van Dam et al., 2020). Conditions like daytime, low-elevation

angles, shorter wavelengths, or urban environments lead to stronger atmospheric tur-

bulence. This, in turn, results in more pronounced scintillation and distortion. These
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situations are primarily applicable to solar astronomy, free-space optical communications,

directed energy, and ultraviolet observation.

Pupil distortion involves shifting in the location of objects on the pupil plane, including

the location of the DMs’ actuators compared to the WFS and blurring of influences of

DMs’ actuators. Examples of pupil distortion on an existing MCAO are obtained from

the GREGOR solar telescope as shown in Figure 5.1 (Schmidt et al., 2014). Their key

notable differences are as follows. Figure 5.1 (a)’s distortion is minimal. Figure 5.1 (b)’s

left spider leg is split into two lines, half a subaperture apart, instead of one. Figure 5.1

(c)’s outer edge of the annular oblates horizontally. Its central obscuration and vertical

spider legs are slightly shifted to the left by 50% of the subaperture, compared to (a).

Figure 5.1 (d)’s lower spider leg is out of focus and distorted. The vertical spider’s leg

in Figure 5.1 (b) and (c) is shifted by 50% of the subaperture, compared to (a).
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Figure 5.1: Selected images near pupil plane after DMs corrections in GREGOR
solar telescope with MCAO on an instrument run during an afternoon of 29 May 2014
(Courtesy of Dirk Schmidt). These images illustrate various instances of pupil distortion.
Red lines denote the WFS subaperture boundaries, separated by 10 cm on the telescope
pupil (Schmidt et al., 2014).

Control errors due to perturbation of DMs can be implied from Flicker (2001), Farley

et al. (2017), and Van Dam et al. (2021), where they discuss DMs arrangement and

ordering. Should MCAO correct turbulence in optical order from the ground up to the

high altitude, the opposite, or any order at all? Farley et al. (2017) suggests correcting

from the ground up to the high altitude, so that each DM can correct most of the

turbulence. While Van Dam et al. (2021) suggests that there are no significant errors
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contributed from the ordering, while using regularisation to avoid misregistration (and

extensively control error). Van Dam et al. (2020) simulated an MCAO system with

propagation effect using Farley et al. (2017)’s DM ordering with regularisation. This

simulation has a correct order of turbulence correction according to Farley et al. (2017),

but it still shows poor Adaptive Optics (AO) correction performance at an r0 of 8

cm and lower. Van Dam et al. (2020) expected MCAO corrected 0.28 Strehl ratio

(calculated from the paper) at 500 nm when observing through 8 cm r0 looking at 45o

elevation angle, but only get 0.06 Strehl ratio. According to Van Dam et al. (2020), this

was due to the high level of regularisation used in his simulation, trading the attainable

correction level for the stability, agreeing with Gavel (2003). This poor performance

is concerning because it is much weaker than a common turbulence condition at an

excellent observing site during the daytime, which could have 2–4.0 cm r0 (Kellerer

et al., 2012; Song et al., 2020; Griffiths et al., 2024). Is it possible to recover the

performance drop?

With a large enough regularisation parameter, the pupil distortion will be ignored as

noise (Gavel, 2003). Rather than generalising the control randomness, since the pupil

distortion is created by active DMs and DMs’ control is known, the pupil distortion

should be predictable. If the control can be updated in real time, similar to misalignment

correction studies including Heritier et al. (2021), Lai et al. (2021), and Taylor et al.

(2024), the control error can potentially be minimised.

To assess the effect of Interaction Matrix (IM) distortion on AO performance, we

developed an AO simulation that incorporates optical propagation between DMs and

the WFS. The study to reduce MCAO control error is divided into several steps. Firstly,

compare MCAO performances between with and without updating control for static

turbulence; the objective of this chapter. Then, in future research, compare with frozen

flow turbulence, and determine how to update the control based on MCAO commands.

The first section hypothesises the main drives of control error behaviours, defined here

as the dynamic misalignment indices. The dynamic misalignment indices include Rytov
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parameter induced by DMs (σ2
R,DM) and Root-Mean-Square (RMS) apparent DM’s

actuator shifts compared to its pitch (RMSAS), the latter of which was proposed and

studied briefly by Schmidt et al. (2012). After that, the thesis section derives analytical

equations, predicting the parameters. The second section designs a simulation to single

out the control error effect for further analysis. The third section designs measurement

methods for the dynamic misalignment indices and compares the behaviour against the

derived analytic equation. The fourth section measures and compares the distorted

calibration of an MCAO system. It also shows degradation of the control against the

dynamic misalignment indices. The fifth section analyses the degradation of the AO

performance from using the distorted control. In addition, the dynamic misalignment

indices’ impacts on the control performance are defined. Lastly, the sixth section

projects dynamic misalignment indices and expected AO performance drops to existing

MCAO systems.

This chapter finds the following. There are negligible effects on the existing nighttime

MCAO systems, unless they observe within 30 degrees from the horizon. Solar MCAO

performance will drop during bad afternoon or evening conditions. This chapter finds

that the control of DMs cannot correct optical turbulence when the induced Rytov

parameter is larger than 0.1 or the induced actuator shift RMS is larger than 10% of

the actuator pitch.
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Key Objectives

1. Hypothesise key parameters explaining the control error: expected log-amplitude

variance induced by (σ2
R,DM ) and statistical apparent shift in actuator positions

of DMs as detected by WFSs (RMSAS).

2. Derive and compare analytic equations and measurement methods to quantify

the dynamic misalignment indices.

3. Measure and compare the undistorted and distorted calibration of an MCAO

system.

4. Design a simulation to measure the effects of the control error using optical

propagation.

5. Compare performances between the MCAO without and with control error.

6. Identify relations between the control error and the dynamic misalignment indices.

7. Predict if any existing MCAO systems suffer the control errors under what

observing conditions.

5.1 Distortion of Control

In MCAO, a DM may distort another DM’s control. This distortion is quantified by

the dynamic misalignment, namely, the induced log-amplitude variance and the RMS

actuator shift. This section hypothesises their behaviour.

AO systems correct optical turbulence effects by reconstructing DM actuator commands

based on WFS slope measurements. As explained in Chapter 3, Slope measurements

and actuator commands are mapped linearly through a matrix representation with

IM mapping DM commands to WFS slopes, and Control Matrix (CM) mapping the

opposite. The IM and the CM will be each other’s pseudo-inverse matrices. The IM of
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a system is generated by measuring the difference in slope measurements before and

after an actuator is poked. After that, the CM is computed from the pseudo-inverse of

the IM. Doing so satisfies the least-square residue (Gavel, 2003).

Before proceeding with further discussion, it is important to establish some definitions

in this chapter. Consider the simplest MCAO configuration involving two DMs. Let

DM1 and DM2 denote the first and second DMs in the optical path, respectively, as

illustrated in Figure 5.2.

Figure 5.2: Diagram illustrating the light path through each principal component in
an MCAO system, used extensively as an example in this chapter, unless mentioned
otherwise. DM1 is the first DM in the light path, and DM2 is the second. The specific
conjugation of DM1 and DM2 can vary depending on the system design. Figure
adapted from Kongkaew et al. (2024).

Depending on the MCAO design, the conjugation order of DMs can be different. In

this thesis, the order is chosen to be the ground first, then the high altitude, based on

Flicker (2001); Farley et al. (2017), to allow the best DM correction power.

When the ground-conjugated deformable mirror/DM1 is being calibrated, most MCAO

systems will flatten their altitude-conjugated deformable mirror/DM2, resulting in a

non-distorted control matrix. If this non-distorted control matrix is used to correct only

the ground turbulence layer, with DM2 flat, it would result in a performance without

any DM-induced control error. However, common MCAO will use this non-distorted

control to correct both the ground turbulence layer and the high-altitude turbulence

layer simultaneously. Doing so, the control of DM1 is now distorted by DM2, resulting

in control errors.

Distortions of MCAO control behaviours are categorised into two effects, independent

of each other or not. Firstly, RMS of apparent shifting in DM1 actuator location
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as detected by WFS caused by DM2. In this work, this effect will be called the

actuator shift RMS. Secondly, the variation of intensity at the WFS pupil during

the calibration induced by DM2. This effect is observable when taking the MCAO

out of the sky while maintaining DM2 commands. When shining light of uniform

intensity through the pupil, there will be an intensity variation caused by DM2. In

detail, the difference in the DM-induced log-amplitude variance during the calibration

process between with/without distortion applied. It is debatable whether or not the

effect of the changes in the DM1’s influence function is comparable to the residual

turbulence at a higher spatial scale than the DM1’s actuator pitch, because both are

errors in corrections at a perhaps similar frequency. Consequently, the DM-induced

log-amplitude variance may have a smaller effect on MCAO control performance than

the other contributors. Nonetheless, the distortion of the influence function is still

included in this study as a separate effect, because there are also possibilities that, in

certain conditions, this effect might be larger than the regular residual turbulence. Since

both effects on the control of DM1 are created by DM2, correcting turbulence at the

different altitudes. The DM-induced log-amplitude variance is used as the other source

of control distortion. These two dynamic misalignment indices evolve together, as they

both depend on turbulence strength and propagation distance between deformable

mirrors.

During AO operation, the DM2 surface shape will apply turbulence correction, in-

troducing phase distortion to the image of DM1; thus, the image of DM1 is now

distorted (Schmidt et al., 2012; Kongkaew et al., 2024). As a result, the image of

DM1 and its effective actuator positions at the lenslet plane of the Shack-Hartmann

Wavefront Sensor (SH-WFS) will be shifted, as shown in Figure 5.3. In addition, the

shape will also be distorted by propagation between DMs and SH-WFS (Figure 5.4).

IM of the ground-conjugated deformable mirror (DM1) distorted by active altitude-

conjugated deformable mirror (DM2) are shown in Figure 5.5 with increasing dynamic

misalignment indices; induced log-amplitude variance and actuator shift RMS.
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Figure 5.3: Sketch illustrating the effect of pupil distortions on Fried geometry between
DM1 and SH-WFS with DM2 under two conditions. On the left, during calibration
with DM2 held flat, the actuators are positioned, maintaining Fried geometry. On the
right, during operation, DM2 is not held flat, which introduces pupil distortion, causing
the apparent actuator positions to shift randomly away from the subaperture corners,
disrupting the original geometry. The figure is derived from Kongkaew et al. (2024).

Figure 5.4: The distorted influence function of DM1 actuator pushed forward for 500
nm at the SH-WFS with 5.0 cm subapertures, through active DM2, which is correcting
5.0 cm r0 turbulence. DM2 propagation distances to the WFS are 0, 2.3, and 5.7 km,
respectively, from left to right. The influence functions are normalised to the pushed
distance. Their colour scale is reported on the side. Figure from Kongkaew et al. (2024).
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Figure 5.5: Figure showing the impact of DM2-induced distortions on an IM of
DM1 measured using a SH-WFS, where DM1 and DM2 are conjugated to the ground
and altitude turbulence, respectively. Each row of the IM describes the SH-WFS slope
response of each subaperture to the influence of a deformable mirror actuator in each
column. The measured slope response is normalised to the max and min of the non-
distorted IM (left). The top row of IMs shows the measured IM, with the bottom row
showing the difference between the non-distorted (left) and distorted (the others). AO
geometry distortion increases from left to right. The propagation distances between
DM2 and the SH-WFS are 0, 2.3, and 5.7 km, respectively. These simulations were
conducted for a 9x9 actuator DM with a SH-WFS using 5.0 cm subapertures at a
wavelength of 500 nm. The figure is derived from Kongkaew et al. (2024).

The amount of observed induced log-amplitude variance and actuator shift RMS is

dependent upon the MCAO system configuration and turbulence profile being corrected.

Here, the thesis presents more details and the equations explaining their behaviours.

5.1.1 Log-amplitude Variance Induced by Deformable Mirrors

The log-amplitude variance induced by DMs is inspired by the log-amplitude variance

caused by the atmosphere, as seen through scintillation. The scintillation is generated

by the presence of optical turbulence at high altitudes. The log-amplitude variance can

be estimated by the Rytov parameter.
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AO suffers from log-amplitude variance when the Rytov parameter of the atmosphere

(σ2
R) exceeds 0.2. At this strength, the wavefront sensor measurements can become

inaccurate (Barchers et al., 2003). Analytical solutions for turbulence propagation using

smooth perturbation start to fail at σ2
R = 0.35 (Sasiela, 2007). The scintillation effect

becomes saturated at σ2
R = 0.6, where the phase distribution becomes uniform, causing

maximum scintillation and setting an upper limit beyond which scintillation dominates,

potentially leading to no AO correction.

As described in Chapter 2, scintillation in astronomy is caused by the propagation of

light after aberration by optical turbulence. However, the distortion of MCAO control

is not an atmospheric effect, but is caused by an active DM correcting the optical

turbulence, as shown in Figure 5.6. If the intensity distribution at the pupil of the

telescope is uniform, the pupil image at the WFS should also be uniform. This is

the case when the MCAO system is inactive. However, it is no longer true once the

system is active. This gives an impression of experiencing the log-amplitude variance

in astronomy, but driven by the DM instead. Thus, this chapter coins a new word,

the DM-induced log-amplitude variance. Although they are not the same, they have a

direct relationship.
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(a) Applied optical phase (rad) by/at DM2

(b) Intensity variation induced by DM2 at the WFS (arbitrary unit).

Figure 5.6: As DM2 is applying a correction of 5.0 cm r0 equivalent turbulence at 10
km distance with 5.0 cm DM’s pitch (a), if a uniform light shines through the pupil to
take the pupil image, the pupil image intensity is no longer uniform, being modified by
the DM2. The pupil image as seen by the WFS is shown in (b). This effect is defined
as induced log-amplitude variance.
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For simplicity, the log-amplitude variance driven by DM (σ2
χ,DM) will be estimated

using the Rytov estimation of atmospheric log-amplitude variance. It is most likely that

the equation cannot properly explain the behaviour, but it is convenient and provides a

link to an already well-known parameter. The modified equation for the induced Rytov

parameter (σ2
R,DM) is shown by

σ2
χ,DM ≈ σ2

R,DM = 0.5631k
7/6
0 sec11/6 ζ

∫
DM

C2
n(h)h5/6dh, (5.1)

where the vertical turbulence profile is denoted by C2
n(h) is integrated (

∫
DM ·dh) over

the effective DM correction vertical heights (h), with k0 denoting the wavenumber of the

wavelength that the WFSs are detecting and ζ being the zenith distance of the guiding

object. Turbulence profile in a LoS can be estimated from the vertical turbulence profile.

The corrected turbulence thickness and turbulence strength being corrected by a DM

are estimated accordingly using the method in Ragazzoni et al. (2002).

This thesis assumes that the induced Rytov parameter of a DM can be calculated by

adding all log-amplitude variances induced by other DM between the DM in question

and the WFS.

5.1.2 Apparent Deformable Mirror Actuator Position Shift

RMS

The effect of misregistration or actuator shift on AO calibration in the scintillation-free

case has been widely studied for many AO systems (see, for example, Engstrom and

Schmidt (2009); Schmidt et al. (2012); Heritier et al. (2018)). These studies typically

consider uniform shifts or rotations between the WFS and DM. It is a commonly used

rule-of-thumb in atmospheric adaptive optics that misregistration or rotation, which

results in a wavefront sensor shift greater than 10-30% of the subaperture diameter,

will begin to negatively impact AO performance (Hardy, 1998; Heritier et al., 2021).
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In this study, the source of misregistration is not due to hardware misalignment. For

example, when a secondary mirror DM is blown off alignment during strong winds.

Schmidt et al. (2012) had previously identified and studied this effect. The mathematical

model of the distorted control was analysed. It was discovered that the slope solutions

can no longer be solved linearly from the actuator commands. The misregistration

was considered in the MCAO study through simulation and laboratory experiment.

However, no further analysis on this effect was done.

The active apparent shift in actuator position of DM further away from DMs closer

to the WFSs is described in Figure 5.7. There are three DMs in the figure. The

optical path order from the telescope pupil to the SH-WFS is DM1, DM2, and DM3,

respectively. This is different to the rest of the chapter where there are only DM1 and

DM2. The reason is to show the importance of the absolute distance travelled by the

ray. The absolute distance between two components is named as z, where its subscript

marks the optical element. For example, the total propagation distance between DM1

and DM2 is z1,2 = |z1 − z2|. The angle at which DM2 and DM3 deflect a collimated

ray of light from DM1’s actuator toward the WFS by an angle of θ2 and θ3, respectively.

The total distance that the actuator ray is displaced is now called the apparent actuator

shift in the position of DM1 (AS1).
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Figure 5.7: Shift in apparent DM1 actuator position (AS1) induced by DM2 and
DM3 along the path. Solid horizontal red lines show the actuators of each DM. Lenslets
of SH-WFS are shown by blue ellipses. Red solid curvy lines show instantaneous phase
corrections of each deformable. The deviated angles applied by DM2 and DM3 are
shown with θ2 and θ3, respectively. The total absolute distance travelled between each
component is shown by z. Ray tracings of DM1 poked actuator positions are shown in
black solid arrows.

The apparent actuator shift in position of DM1 (AS1) of the example equals

AS1 = θ2(z2,3 + z3,wfs) + θ3z3,wfs. (5.2)

As the MCAO are active, there will be some variance of the apparent DM1 actuator

position shift (σ2
AS1), which equals

σ2
AS1 = α2

2(z2,3 + z3,wfs)2 + α2
3z2

3,wfs, (5.3)

where α2
2 and α2

3 are the variance of the deviation angle initiated by DM2 and DM3,

respectively.

137



5.1.2. Apparent Deformable Mirror Actuator Position Shift RMS

Kongkaew et al. (2024) assumed that the deviation angle variance of the DMs can

be derived from angle-of-arrival statistics of atmospheric turbulence that the DMs

are correcting over a subaperture without tip/tilt removed over the aperture. This is

not practical because most MCAO systems already have a dedicated tip/tilt mirror.

Consequently, the tip/tilt over the DM aperture is removed in this chapter, leaving only

a smaller amount of tip/tilt variance. Here we derive the variance with a global tip/tilt

remove that will better reflect the values observed in a real system. The angle-of-arrival

variance without tip/tilt removed (α′2) between DM actuators’ pitch can be obtained

from the angle-of-arrival variance over a square aperture (Saint-Jacques, 1998).

α′2 = 0.162λ2r
−5/3
0 d−1/3, (5.4)

where d is the spacing between actuators, r0 is the Fried parameter of the turbulence

layer the DM is correcting, and λ is the operating wavelength of WFS.

Similarly angle-of-arrival variance (α′2
DM ) over the whole DM with active aperture D is

α′2
DM = 0.162λ2r

−5/3
0 D−1/3. (5.5)

So the local angle-of-arrival after global tip/tilt removed (α2) in WFS subaperture or

DM actuator spacing is

α2 = α′2 − α2
DM (5.6)

= 0.162λ2r
−5/3
0 d−1/3 − 0.162λ2r

−5/3
0 D−1/3 (5.7)

= 0.162λ2r
−5/3
0

(
d−1/3 − D−1/3

)
(5.8)

= 0.162λ2r
−5/3
0 d−1/3

(
1 −

(
D

d

)−1/3)
. (5.9)

Now the variance of the apparent DM’s actuator location shift can be calculated with

all of the given equations. In this thesis, the RMS apparent shift ratio percentage to
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the actuator pitch is used extensively instead of the variance itself, so that it will have

a comparable unit to the misregistration parameter used commonly elsewhere, such as

those in Heritier et al. (2021); Lai et al. (2021); Taylor et al. (2024). The RMS actuator

shift percentage ratio (RMSAS) is then

RMSAS =

√
σ2

AS

d
, (5.10)

where d is the actuator pitch of the DM whose actuator shift RMS is being calculated.

This value is often presented by percentage.

5.2 Simulation

We developed an AO simulation that incorporates optical propagation within the

systems to accommodate the scintillation effect commonly observed in the solar MCAO,

as explained in Chapter 3. The DM’s conjugation distances and turbulence strengths

are selected to cover a range that could be encountered at typical observing sites. DM1

is conjugated to the ground turbulence layer, and DM2 is conjugated to the turbulence

at altitude. WFS runs at 500 nm. WFS and all DMs have the same actuator pitch

in the Fried geometry. Selected numbers of subapertures across the telescope pupil

are 10, 8, and 6 to explore their dependencies on the actuator shift RMS. Due to

computational limitations, a telescope pupil diameter of 0.4 m was selected, resulting

in actuator pitches of 4.0, 5.0, and 6.7 cm, respectively.

The operating wavelength of the SH-WFS are chosen to be 500 nm, typical of solar

observations. The Field-of-View (FoV) of the SH-WFS lenslets were set to approximately

only 4 times of the worst seeing, to preserve the linearity of the SH-WFS (Thomas

et al., 2006). The detector pixel scale of SH-WFS was set to at max half of a diffraction-

limited spot. Some directly calculated values can be in accessible, so the nearest values
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satisfying all of the above criteria are chosen. For example, the desired FoV and the

angular pixel scale will result in a fraction of pixels.

Based on this information, the number of simulation elements across the pupil and

its physical size can be estimated. The smallest simulation element scale is chosen

to simulate turbulence. The outer scale of all optical turbulence layers is set to 4 m

due to computational limitations. This value is 10 times larger than the telescope

pupil, potentially indicating Kolmogorov-like turbulence. Residual wavefronts are also

calculated using the same simulation elements scale. The choice of the Singular Value

Decomposition (SVD) conditioning parameter and control gain will be explained in

further sections. The other simulation parameters are automatically chosen by the

simulation presented in Chapter 3. The key simulation parameters are listed in Table

5.1.

Parameter Value
Telescope diameter 0.4 m
SH-WFS wavelength 500 nm
Science Camera wavelength 500 nm
Turbulence outer scale 4 m
ground turbulence layer r0 10 cm
SH-WFS subaperture size, DM1 pitch [4.0, 5.0, 6.7] cm
DM2 spatial frequency less than [2.0, 2.5, 3.3] cm
Number of subapertures across the aperture [10, 8, 6]
SH-WFS FoV [21, 17, 17] arcseconds
Number of SH-WFS detector pixels [18, 18, 22]
Science camera FoV 9 arcseconds
Number of science camera pixels 180 pixels
Simulated simulation elements across the pupil 180 pixels
Control gain 0.8
SVD conditioning parameter 0.05
Number of AO control iterations 5 iterations
Number of random samples 50 realizations
DM2’s r0,DM 2 to 50 cm
DM2’s conjugation height 1 to 10 km

Table 5.1: Key simulation parameters to study dynamic misregistration effect in AO
control

DM2 is chosen to correct a turbulence layer at given distances and strengths. It also
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corrects the same spatial frequency as DM1. Due to computational limitations, the

maximum height for DM2 is chosen to be 10 km. The strongest turbulence strength

for DM2 is chosen to be 2 cm r0. At a stronger strength, the simulated turbulence can

no longer sample the turbulence well enough at 500 nm wavelength, because there is a

high chance that the phase difference between the neighbouring simulation elements is

larger than half of the wavelength (the Nyquist frequency of the optical wave).

Varying combinations of the DM2’s height and correcting turbulence strength are

chosen to give the desired levels of dynamic misalignments. The lowest distortion level

tested is 0.01 induced Rytov parameter and 2% RMS actuator shift, well below the

expected conditions where these effects will cause any control distortions (Barchers et al.,

2003; Heritier et al., 2021). The maximum distortion level tested is 0.6 induced Rytov

parameter and 75% RMS actuator shift, where the distortion level should seriously

affect the AO control performance.

5.3 Characterisation of the dynamic misalignment

indices

The first section proposed the concept and derived the analytic equations of the dynamic

misalignment indices, namely, the induced log-amplitude variance and the actuator

shift RMS. The second section designs a simulation to measure the distortions on the

control of the system. This section will validate the analytic equations that explain

the behaviour of the induced log-amplitude variances and the apparent actuator shift

RMSs. To achieve this, it will propose measurement methods for both simulation and

practice. After that, it will compare the measured values against the previously derived

analytical equations.

The relationships between the measured and expected values of the dynamic misalign-

ment indices, including the DM-induced log-amplitude variance and apparent actuator
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shift RMS, allow comparisons between the observation condition directly to other

analyses in this thesis that mainly use the analytic equation as the metric.

Commonly, calibration of DM1 is measured when DM2 is held flat, resulting in no

calibration error, or dynamic misalignment indices are zero. The distortion of DM1

calibration by DM2, or the dynamic misalignment indices, can be measured by applying

DM2 correction during the usual calibration. To simulate the impact of DM2-induced

pupil distortions on DM1, we low-pass filter a phase screen corresponding to the

strength of turbulence present at high altitude. The low-pass filter removes optical

turbulence with higher spatial frequency, leaving the DM2 with only the lower spatial

frequencies. Lastly, the distorted DM1 IM is measured. The dynamic misalignments

are measured during the calibration process or measurement of the IM. The details are

as follows.

5.3.1 Induced Log-amplitude Variance

The DM-induced log-amplitude variance is measured by taking the log-amplitude

variance of the pupil image during the calibration, with DM2 applying some turbulence

correction. Unlike the simulation, measuring this effect requires isolating the AO system

from the telescope light and using a separate light source to illuminate just the AO

system.

The relationship between the estimated and the measured DM-induced log-amplitude

variance is shown to be linear on a log-scale, as shown in Figure 5.8. Since the expected

analytic equation is derived from the Rytov approximation of the atmospheric log-

amplitude variance, the expected value is called the induced Rytov parameter (σ2
R,DM).
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Figure 5.8: Comparison between the measured induced log-amplitude variance (σ2
χ,DM)

and the estimated induced log-amplitude variance represented by the induced Rytov
parameter (σ2

R,DM). The induced log-amplitude variances are induced by DM2 distorting
the control of DM1. The orange line designates the region where the estimated and
measured values are equal.

The measured induced log-amplitude variance is higher than the expected at low values.

At log-amplitudes of 0.3 and higher, the measured values are slightly lower than the

expected values. The discrepancy is hypothesised to be caused by two reasons. Firstly,

because the DM does not have all spatial frequencies of the atmospheric turbulence,

using the Rytov approximation of the atmospheric-induced log-amplitude variance is

not entirely correct. Lastly, there are diffractions caused by the telescope pupil that are

distorted by DM2 and cannot be recombined into a smooth edge, interfering with the

measurement.

If there is log-amplitude variance induced by the atmosphere during the observation

already, using the observing target light to measure the DM induced log-amplitude

variance will result in incorrect measurement. Consequently, this requires a separate

light source to measure. Depending on the system, measurement of the induced log-

amplitude variance during observation may be less convenient than calculating the
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expected induced Rytov parameter directly from the WFS measurement and DM

commands statistics.

5.3.2 Actuator Shift RMS

This chapter proposes that actuator shift RMS can be estimated using two methods:

the influence function method and the slope method. The influence method requires

correlation of the undistorted and distorted influence functions of DM1. On the other

hand, the slope method uses the slope response of DM1 detected by the SH-WFS.

Though both the influence and slope methods use the same data with a high number of

phase elements, the slope method has a lower accuracy because it reduces the number of

phase elements to just a few slope measurements. In practice, the slope method might

be more convenient. It can use slope measurements from the wavefront sensor, while

the influence method needs to measure the phase influence function first. Despite its

accuracy, if the influence method cannot be done, the slope method can still be used to

measure the expected actuator shift RMS through a relation presented in this section.

5.3.2.1 Influence Measurement Method

The influence function method measures the statistical distribution of the position

of the highest correlation function between the distorted and undistorted influence

functions. This uses the same approach as how a solar SH-WFS measures wavefront

slopes using an image of solar granulation. (Löfdahl, 2010). An example of an instant

actuator shift using the influence function method is shown in Figure 5.9.
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5.3.2.1. Influence Measurement Method

(a) No aberration

(b) With aberration

Figure 5.9: Phase maps (radians) representing the influence function of DM1 actuator
at the pupil plane without (a) and with (b) aberration from (DM2) at 0.6 induced
Rytov parameter and 38% actuator shift RMS compared to DM1’s actuator pitch. The
inferred actuator position (red circle) with original position (black triangle) is overlaid
on the boundary of the SH-WFS lenslet (red dotted lines).

The actuator shift RMS measurements through the influence function method generally
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5.3.2.2. Slope Measurement Method

slightly under-estimates the expected values, as shown in Figure 5.10. As a result, the

analytic equation explaining the apparent actuator shift RMS in the previous section

is confirmed by the measurement. The actuator shift RMS can be measured by the

influence method for all the simulation conditions and parameters.
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Figure 5.10: Comparison between measured apparent actuator shift RMS (RMSAS)
percentage compared to the DM’s actuator pitch using the influence method and the
expected values. The straight line denotes regions where both values are equal.

5.3.2.2 Slope Measurement Method

The slope method measures the observed location of DM actuators by analysis of

the distorted IM directly. From each combination of slope measurement pairs, their

intersections infer apparent actuator centre candidates. The candidates weighted centre

using the Centre-of-Gravity (CoG) inspired method is assumed to be the apparent

actuator shift. An example of a measured apparent actuator shift using the slope

method is shown in Figure 5.11.

146



5.3.2.2. Slope Measurement Method

(a) No aberration

(b) With aberration

Figure 5.11: Inferred actuator position (blue circle) from the intersections (green
circles) of the significant SH-WFS slopes (red arrows) without (a) and with (b) an
aberration of 0.6 induced Rytov parameter and 38% actuator shift RMS. The other
slopes are shown in black.
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5.3.2.2. Slope Measurement Method

When an actuator is poked (the centre-most in the example), the slope measurement of

the SH-WFS influenced by the poke is shown with black and red arrows. We define a

slope threshold that selects only the largest slope measurements of an actuator poke

(red arrows). The threshold used in this work was defined as a quarter of the largest

measured WFS slope amplitude for each actuator, and only the four highest slopes were

used for the calculation. The threshold level on the slope amplitude and the maximum

number of slopes are imposed mainly to reduce the calculation data points. They can

be adjusted, but this was not investigated further.

Each pair of slopes from a subaperture defines a vector that points either towards or

away from the location of the actuator in WFS space. In this example, the slopes point

away from the actuator centre. The valid candidates will be the interceptions of the

two slopes where they both point away from, shown with green circles.

To determine the estimated location of the actuator, each vector is weighted by its

amplitude, and a mean is taken. Weighting with amplitude is applied to reflect the

subapertures with higher actuator influences. The weighted-amplitude mean position

(blue circle) is calculated by

|si||sj| =
√(

s2
x,i + s2

y,i

) (
s2

x,j + s2
y,j

)
(5.11)

x = Σi ̸=jxi,j|si||sj|
Σi ̸=j|si||sj|

, (5.12)

where si and sj is the ith and jth slope measurement with x and y representing the x and

y component of the slope, respectively. The xi,j is the x position of the valid intersection

between the ith and jth slope. The x is the weighted-amplitude mean position. The

y component can be done using the same method. The weighted-amplitude mean

position is the apparent actuator shift for one actuator. The RMS actuator shift can

be calculated from every actuator shift of the DM.
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Comparison between the RMS apparent actuator shift measured using the slope method

and the expected values is shown in Figure 5.12. The measurement values increase

as the expected values increase. However, the slope method always overestimates the

expected values throughout the sampled range. At low expected actuator RMS, the

measurements extremely deviate from the expected values. This is possibly an indication

of the measurement uncertainties. Currently, there is a constant measurement error of

approximately 5% of the actuator pitch.
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Figure 5.12: Comparison of the measured RMS apparent actuator shifts (RMSAS)
using the slope method in percentages of the actuator pitch against its analytic expected
values. The straight line denotes regions where both values are equal.

5.3.2.3 Comparison between Measurement Methods

Instantaneous measurements of instant actuator shifts using the slope and influence

methods do not correlate with each other, as shown in Figure 5.13. Both methods

show the same mean value around zero, but different distributions. The slope method

predicts a higher instant actuator shift compared to the influence method.
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5.3.2.3. Comparison between Measurement Methods

Figure 5.13: Comparison of instantaneous actuator shift measurements using the slope
method (y-axis) versus the influence method (x-axis).

There are examples depicting why both methods do not always agree. In Figure 5.14,

two phase-maps of distorted influence functions with the slope and influence methods

plotted are presented. Both methods don’t always have the same estimation. In some

instances, both method estimates the same actuator shift (top), but some estimate a

much different shift (bottom). There are two reasons why the slope method cannot

properly estimate the actuator shift. Firstly, because the slope method uses slope

measurement of the SH-WFS that are already averaged the slope into a smaller number

of data points, losing information. Secondly, at strong distortions, there tend to be

more conditions that cannot be solved by the slope method (bottom). The influence

method might be more difficult to measure in reality, while the slope method can be

used directly with data from wavefront sensor measurements.
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5.3.2.3. Comparison between Measurement Methods

(a) Measurements agree

(b) Measurements disagree

Figure 5.14: Two phase-maps showing two distorted influence functions (colour),
normalised to the non-distorted phase map, where the slope and influence methods
agree (a) and do not agree (b) on the apparent actuator position (red and orange circle,
respectively) against the subaperture/lenslet pitch and the actual position (white circle).
WFS slope measurements are separated into insignificant (black arrows) and significant
(red arrows).
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5.3.2.3. Comparison between Measurement Methods

Although there is no correlation between instant actuator shift measurements using the

influence and slope method (Figure 5.13), there is a correlation between their RMS

measurements (RMSAS), as shown in Figure 5.15. Except for RMS actuator shift

less than 5% of actuator shifts, both methods follow the same trend, with the slope

method generally predicting values about 1.5 times greater than those of the influence

method. Additionally, the slope method exhibits higher measurement error at lower

values, approximately 5 per cent of the DM pitch.
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Figure 5.15: The actuator shift RMS (RMSAS) is measured using the influence method
(x-axis) and the slope method (y-axis). The orange line draws the 1:1 relation region.

The influence method is the most accurate measurement of the RMS actuator shift,

predicting values correctly. On the other hand, the slope method cannot properly

estimate the RMS actuator shift at low expected values, predicting 5% actuator pitch at

a minimum. Otherwise, the slope method also overestimates the actuator shift RMS by

1.5 times the expected value. If estimation of the phase map of the actuator influence
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functions is possible, it is best to use the influence method. If the influence function

cannot be obtained, the slope method can be provisionally used.

We have now confirmed the behaviour of the hypothesised dynamic misalignment indices,

namely induced log-amplitude variance and actuator shift RMS, through simulations.

The measured induced log-amplitude variance is higher than the expected values when

the induced Rytov parameter is less than 0.1. While at higher induced Rytov parameters,

the approximation is more accurate. The RMS actuator shift can be measured through

either the influence or slope methods. The measured RMS actuator shift through

the influence method always agrees with the expected behaviour. On the other hand,

the slope method always measured higher values, especially when the expected RMS

actuator shift is less than 10%, always reports 5% at the minimum. Though there is no

correlation between instant actuator shift measurement methods, the RMS actuator

shift is. The slope method overestimates the RMS by 1.5 times when the influence

method RMS is 5% or higher. Next, this thesis will quantify the degradation of the

system calibrations as the dynamic misalignment indices increase.

5.4 Degradation of the Calibration

The wavefront reconstructions of the MCAO require a calibration of the system through

the IM. After that, depending on the technique, the CM can be calculated and further

used for the control of the MCAO. This thesis adopted the least-square reconstruction

with the truncated SVD method, as explained in Chapter 3. As explained earlier in

the introduction of this chapter, when DM2 is applying some wavefront corrections

during the MCAO control, it also distorts the IM. Consequently, the SVD of the IM is

also distorted. Lastly, the CM is also distorted. This section measures degradations

in the IM, SVD, and CM of the MCAO systems as the dynamic misalignment indices

increase, including the induced log-amplitude variance and RMS actuator shift previously

presented.
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5.4.1. Singular Value Decomposition of Distorted Interaction Matrices

Despite the degradation of the simulated IMs and CMs that are measured, they are

not quite meaningful, yet. Their effect on control performance must be measured first.

The relation will be presented in the next sections. Meanwhile, the SVD analysis on

the IMs can tell how many modes of control are included or excluded from the system

(Gavel, 2003). Consequently, only the degradation of the SVD will be reported here.

5.4.1 Singular Value Decomposition of Distorted Interaction

Matrices

This thesis uses the truncated SVD method to generate the CM from the IM. This

process is explained by (Horn and Johnson, 1985; Gavel, 2003). The SVD analysis

shows the power of each vector mode of the matrix. In other words, the number of

correction modes the AO can correct. Performance of the CM generated by this method

depends on the conditioning parameter, the minimum level of the SVD included in the

pseudo-invert process, because it is the noise rejection level.

This chapter will not attempt the optimisation of the SVD conditioning level for distorted

IMs, because optimising the conditioning value is not guaranteed to suppress the waffle

modes (Gavel, 2003). Instead, only the non-distorted IM having a 0.4-m telescope pupil

with 8 subapertures across the pupil is optimised. The selected normalised conditioning

SVDs is 0.05 as shown in Chapter 3. It is used for all of the other simulations with a

different number of subapertures across the pupil and control distortions.

All of the previously measured distorted IMs are calculated for the SVDs. Figure

5.16 shows the degradations of the SVDs at a high distortion condition, to stress the

severity. The distortion is generated by another DM at 8.5 km away, correcting 4.2cm-r0

equivalent turbulence. This distortion has a 0.6 induced Rytov parameter and 75,

56, and 38% RMS actuator shift for the system with 4.0, 5.0 and 6.7 cm subaperture

diameter, respectively. Those with a smaller subaperture size have a larger impact. In
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5.4.1. Singular Value Decomposition of Distorted Interaction Matrices

the figure, at the worst samples, the 4.0, 5.0 and 6.7 cm subaperture diameter systems

can only control approximately 53 of 87, 39 of 59, and 26 of 35 modes, or 60, 66, and

74% of the original modes, respectively.

Figure 5.16: Normalised singular values (y-axis) against different modes (x-axis)
of various distorted IMs (faint colours) versus the non-distorted (solid colours). The
horizontal black line shows the condition value optimised through simulation in the
non-distorted case. The distorted IMs are generated with an active deformable mirror
at 8.5 km correcting a 4.2cm-r0 turbulence. The subaperture diameters of 4.0, 5.0, and
6.7 cm are shown in blue, green, and orange, respectively.

Possibly, there are other methods to handle this problem, for example, choosing different

truncating SVD values to reflect ‘energy’ of the control, or constricting the number of

modes to correct. If a constricting number of modes is selected, the control might be

more susceptible to now noisy modes. As such, the system will potentially be more

accurate in trading for its stability. Consequently, selecting a constant SVD conditioning

parameter, as in this chapter, will underestimate the control noise. If a condition is

mentioned as concerning, it really is concerning.
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5.5. Degradation of Control Performance

5.5 Degradation of Control Performance

Since the calibration of DM1 is measured with DM2 flattened, which is not true

during the operation, the control of DM1 is no longer correct. The difference in MCAO

performance will be called the control error. To reduce the control error, MCAOs should

use the instantaneously calibrated control as DM2 is applying different corrections.

The calibration of this instantaneous control is measured and analysed in the previous

sections.

To properly simulate MCAO correction for this system with multiple turbulent layers,

DMs, and WFSs, we must also consider the tomographic wavefront reconstruction

technique, fitting errors from multiple DM corrections and all noise sources within

the system. This introduces a huge number of parameters to optimise and control,

adding complexity and uncertainty to the results. Therefore, we should adopt a simpler

approach to investigate control errors due to DM-induced distortions reduced using

only a single WFS and LoS.

Because the control error ultimately arises from applying a calibration for unmatched

conditions, rather than applying different controls on a full MCAO system, applying

the different controls on a Single-Conjugated Adaptive Optics (SCAO) system will also

single out the control error. Doing so reduces the number of DM and turbulence layers

to be simulated and controlled.

Each different generated CMs from IMs using 0.05 SVD conditioning values, as explained

in the last section, is used to correct the 10 cm r0 ground turbulence layer while keeping

DM2 flat in a closed-loop control system. Throughout this study, a closed-loop control

gain (g) of 0.8 is applied. At this gain value, the undistorted control converges by the

fifth iteration of AO correction.

After 5 iterations of AO corrections, residual wavefronts are measured, as the residual

Wavefront Error (WFE) for the non-distorted control would normally converge. Due
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5.5.1. Residual Phase Wavefront Error

to the simulation configuration, there is no log-amplitude variance in the residual

wavefront, thus avoiding possible optical branch points and branch cuts, where the

phase is undefined. The residual wavefront is then measured for RMS WFE in nm,

power spectrum density, and decomposed into Zernike mode coefficients.

5.5.1 Residual Phase Wavefront Error

The close loop truncated SVD AO control can normally correct the ground turbulence

layer within the first few loop iterations, namely 5 in this chapter, as shown in Chapter

3. The non-distorted control performance is shown in Table 5.2. However, with control

distortion, it cannot, and even amplifies the optical WFE in a various runaway fashion,

depending on the distortion condition, as shown in Figure 5.17. Because the runaway

control loop sometimes never converges to any values, the control error could not be

quoted statistically by RMS WFE in nm, unlike other AO errors such as fitting and

delay errors. Nonetheless, this thesis will try to quantify this for comparisons between

different distortion cases.

Subaperture size (cm) 4.0 5.0 6.7
Residual RMS WFE (nm)

No control error 28±5 34±8 40±8

Table 5.2: Residual RMS WFE of the simulated AO systems with no control error.
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Figure 5.17: Evolution of WFE in systems operating with extremely distorted control.
The control is distorted by DM2 with 5.0 cm actuator spacing, correcting 4.2cm-r0
turbulence at 8.5 km distance.

The samples with large residual WFE are inspected. The common features are the

waffle modes as shown in Figure 5.18. The runaway DM actuator commands exhibit an

alternating pattern of push/pull values, displaying a waffle-like or chequered pattern.

The most pronounced spatial frequency in the pattern is half the actuator spatial

frequency, or the Nyquist frequency of the AO system. As discussed in the previous

sections, optimising the SVD conditioning values cannot guarantee the removal of the

waffle modes (Gavel, 2003).

158



5.5.1. Residual Phase Wavefront Error

Figure 5.18: Residual WFE (nm) of an AO system with 4.0 cm subaperture diameter
using undistorted (left) and distorted (right) control. The dynamic misalignment is
0.6 induced log-amplitude variance and 75 RMS actuator shift. The boundaries of
each SH-WFS lenslet are overlaid with red lines. Centres of DM actuators are at the
intersections of the red lines.

With the control performance tested, the relationship between the distortion of the

IM main actuators and the system performance error can now be studied. Figure 5.19

shows a relationship between the distortion level of the IM or the RMS percentage error

against the error arising from using unmatched IM (excluding the error that existed in

the non-distorted control). The 4.0 cm subaperture system shows a drastically different

performance compared to the other systems. This is possibly because of the SVD

conditioning parameters selected in the previous section. The conditioning parameter is

optimised for the 5.0 cm subaperture diameter, not for the 4.0 cm. In Figure 5.16, the

selected conditioning parameter is on the edge of the second drop in the SVD of the

4.0 cm. This may reduce the performance of the 4.0 cm control considerably. Future

study is required. Besides the 4.0 cm system, the other systems show a closely knit

performance, where the RMS percentage larger than 50% results in a control error larger

than 50 nm. As mentioned earlier, the control error might depend on the selection of
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5.5.1. Residual Phase Wavefront Error

the SVD conditioning parameter. Unless further studies are done, it is too early to

specify when the percentage error of IMs guarantees high control error.
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Figure 5.19: 5-iteration control error of AO systems from using an unmatched control
versus the percentage error of the main elements of the IMs.

The RMS WFE after the fifth AO loop corrections of the distorted AO subtracted

by the undistorted performance are shown compared to the turbulence strength and

distances of DM2 in Figures 5.20. The expected dynamic misalignment indices are

shown with contour lines. For the 5.0 cm subaperture systems, only DM2 correcting

approximately 8 cm r0 or stronger turbulence layer at 3 km or further (upper right

corner) suffer at least 50 nm control error. This finding signifies that only limited

conditions will need to address the control errors.
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Figure 5.20: 5-iteration RMS control error (nm) of an AO system with 5.0 cm
subaperture diameter using distorted control in various situations. Control error (colour)
is shown against turbulence strength corrected by DM2 (lower x-axis), Fried parameter
(upper x-axis), and DM2’s distance (y-axis). Contours of the induced Rytov parameter
of the distortion are shown with red solid lines. Contours of the actuator shift RMS of
the distortion in percentage of actuator pitch are shown with blue dashed lines.

The terminal RMS WFE shown in Figure 5.20 is replotted compared to the dynamic

misalignment indices in Figure 5.21. The general trends now appear, where the terminal

RMS WFE increases compared to the dynamic misalignment indices. The control

error appears to increase more with the RMS actuator shift than the induced Rytov
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5.5.1. Residual Phase Wavefront Error

parameter. Region with 50 nm control error is between 0.1 and 0.3 induced Rytov

parameter and 15 to 20% RMS actuator shift.
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Figure 5.21: 5-iteration control error in nm (colour) against induced Rytov parameters
(x-axis) and actuator shift RMSs (y-axis) of an AO system with 5.0 cm subaperture
diameter. Regions not simulated are shown in white.

To further separate the effect of each dynamic misalignment indices on the terminal

RMS WFE, Figure 5.21 are replotted compared to the induced Rytov parameter in

Figure 5.22 on the x-axis with the expected actuator shift RMS encoded in the colour.

Figure 5.23 does similarly but for the RMS actuator shift. The terminal RMS WFE

increases rapidly when the induced Rytov parameter is larger than 0.3 and the expected

actuator shift RMS statistic is larger than 15% of the subaperture, between 50 and 100

nm.

162



5.5.1. Residual Phase Wavefront Error

10 2 10 1

Expected 2
R, DM

100

101

102

Co
nt

ro
l e

rro
r (

nm
)

Subap.=4.0cm
Subap.=5.0cm
Subap.=6.7cm

Figure 5.22: 5-iteration control errors in nm (y-axis) against induced Rytov parameter
(x-axis) for various subaperture diameters (colour).
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Figure 5.23: 5-iteration control errors in nm (y-axis) against actuator shift RMS for
various subaperture diameters (colour).
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Regarding the previously concerns on the system with 4.0 cm subaperture diameter, its

control errors are higher than the other systems at similar dynamic distortion indices, as

seen in Figure 5.19, 5.22, and 5.23. The question is, if the SVD conditioning parameter

changes to a lower value, will its control error drop and match the other system? The

simulation is run again with 0.01 SVD conditioning value. The results are presented

in Table 5.3. Only the weakest dynamic distortion cases are tested for the 4.0 cm

system. The new results show promising matches in performance with the other systems.

Further study is still required.

Figure x-axis x-values WFE (nm) Uncertainty (nm)
5.19 IM percentage error (%) 11% 5.9 4.4
5.22 Induced Rytov parameter 0.01 7.3 4.3
5.23 RMS actuator shift (%) 3.8% 6.7 4.0

Table 5.3: Residual RMS WFE of the 4.0 cm subaperture system with 0.01 SVD
conditioning values instead of the previously used 0.05.

With the current simulated results, given a desired level of RMS WFE, certain limit on

the control parameters can be set and calculated for the similar MCAO configuration

to determine if such system would need to manage the control from the distortion of

the AO calibrations.

5.5.2 Residual Phase Wavefront Power Spectrum Density

All of the residual wavefront errors after the fifth AO loop correction are analysed for

the Power Spectral Density (PSD) against the spatial frequency. In Figure 5.24, the

wavefront error of the undistorted CM are presented as a benchmark. The wavefront

errors of the distorted CMs, mainly with the largest dynamic misalignment indices, are

shown. Conditions with low distortion have a similar analysis to the no-distortion case.

The undistorted CMs reduce PSD at lower frequencies than the Nyquist frequency of

the SH-WFS and DM1 to be lower than the uncorrected turbulence. There is a limited
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5.5.3. Residual Phase Wavefront Zernike Mode Decomposition

number of data points with a lower frequency than the Nyquist frequency because

only the phase within the square inscribed inside the pupil is used; avoid using the

pupil function in the Fourier transform. Meanwhile, the distorted CMs not only cannot

correct, but also amplify the PSD at the Nyquist frequency. This represents the waffle

mode error, as shown in Figure 5.18, which cannot be mitigated through the truncated

SVD method used to generate the CM from the IM (Gavel, 2003). In brief, with control

distortions, AO system cannot correct turbulence, and may even amplify the aberration.
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Figure 5.24: Mean PSD of phase (y-axis) of residual WFE and its error of the mean is
plotted against spatial frequency (x-axis) for a system with 4.0 cm subaperture diameter.
Various dynamic misalignments are shown (colours). The system’s Nyquist frequency is
marked.

5.5.3 Residual Phase Wavefront Zernike Mode Decomposition

The residual wavefront errors are also decomposed into different Zernike modes for

analysis, as shown in Figure 5.25. The undistorted CMs reduces all Zernike mode

coefficients of the turbulence layer. The distorted CMs can reduce lower Zernike mode
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5.6. Effect on Existing Multi-conjugate Adaptive Optics

powers, but at a reduced performance. At higher Zernike mode orders, the distorted

CMs increases the Zernike mode powers to some power level. This behaviour reminds

the behaviour of noises, potentially due to waffle modes again, since higher Zernike

modes contain higher spatial frequency patterns. The noise level increases as the

dynamic misalignment indices increase. At low enough dynamic misalignment indices,

the noise level might still be lower than the turbulence statistics, but higher than the

AO corrected level.
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Figure 5.25: Mean of Zernike modes power of residual wavefront error (y-axis) against
different modes (x-axis) for a system with 4.0 cm subaperture diameter. Various dynamic
misalignments are shown (colours).

5.6 Effect on Existing Multi-conjugate Adaptive

Optics

Although this chapter did not simulate different MCAO configurations such as DM1

conjugated to altitude and DM2 conjugated to the ground configuration or a higher
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5.6. Effect on Existing Multi-conjugate Adaptive Optics

number of DMs, it proposes equations to predict the control parameters, which behave

accordingly within the simulation of this chapter. Assuming that the equation holds for

other systems, some predictions of the concern level can be made. The expected dynamic

misalignment indices of selected existing MCAO systems, including both daytime and

nighttime, are calculated. The selected systems include DKIST (Schmidt et al., 2022),

EST (Femenía-Castella et al., 2022), GeMS (Rigaut et al., 2014), MAD (Marchetti

et al., 2003), MAVIS (Greggio et al., 2022), MORFEO (Busoni et al., 2022), NFIRAOS

(Crane et al., 2018), and GREGOR (Schmidt et al., 2010). Turbulence profiles used in

the calculation are separated into two types: continental (Paranal (Osborn et al., 2015))

or island (La Palma Hoegemann et al. (2004)). The median profile is a combination

of the median turbulence at each height. Turbulence distributions along a slant path,

non-zero zenith angle, are estimated from the vertical profiles assuming the infinite

atmosphere.
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Parameter DKIST EST GeMS MAD

Tel. Pupil Diam. (m) 4 4.2 8 8
MCAO FoV (arcsec) 60 60 120 120

Number of DMs 3 5 3 2
DM Conj. Height (km)* [0, 4, 11.2] [5, 9, 12, 20, 0] [0, 4.5, 9] [0, 8.5]

DM Pitch (cm)* [9.3, 12, 27] [23.2, 33.3, 25.9, 33.4, 8.4] [50, 50, 100] [88.9, 88.9]
WFS Wavelength (nm) 550 500 589 550

WFS Pitch (cm) 9.3 8 50 100
Turbulence Profile Island Island Continental Continental

Median r0 (cm) 9 7 14 14

Parameter MAVIS MORFEO NFIRAOS GREGOR

Tel. Pupil Diam. (m) 8.2 38.5 30 1.5
MCAO FoV (arcsec) 120 160 120 68

Number of DMs 3 3 2 3
DM Conj. Height (km)* [6, 13.5, 0] [7, 17.5, 0.6] [0, 11.8] [0, 25, 8]

DM Pitch (cm)* [25.3, 31.5, 22] [85, 125, 50] [40, 48.4] [18.8, 121.8, 51.7]
WFS Wavelength (nm) 589 589 589 550

WFS Pitch (cm) 21.6 55 50 [10, 50, 50]
Turbulence Profile Continental Continental Island Island

Median r0 (cm) 14 14 19 7

Table 5.4: Existing MCAO system configurations. (*) The order of these values is according to the light path from the telescope pupil
(leftmost values) to the WFS (rightmost values). Data gathered from Schmidt et al. (2022), Femenía-Castella et al. (2022), Rigaut et al.
(2014), Marchetti et al. (2003), Greggio et al. (2022), Busoni et al. (2022), Crane et al. (2018), and Schmidt et al. (2010).
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The concern RMS WFE level in this chapter is set at 50 nm. The reasoning is as follows.

Currently, the EST has a 40% Strehl requirement (Montoya Martínez et al., 2018),

equivalent to 76 nm at 500 nm. The number of the previously determined observation

conditions that passed the requirement will be reduced. Under the presence of the

control error of 25, 50, and 75 nm control error, the previously determined Strehl ratios

of 45, 60, and 100% will be reduced to 40%, respectively. Based on this analysis, a 50

nm control error is most likely the concerning level. Based on the simulation result, the

observing condition with the induced Rytov parameter higher than 0.1 - 0.2 or RMS

actuator shift higher than 10 - 20% is concerning.

For all of the selected MCAO systems at their median turbulence conditions, only the

EST 0km-DM, the furthest away from the WFS, pointing at an 80-degree zenith angle,

will have a concerning 10.7% actuator shift RMS and 0.088 induced Rytov parameter.

In a similar note, the GREGOR without separating the on-axis and multi-directional

WFS, the ground-DM at 80-degree zenith would have the highest misregistration of 7.6%

actuator shift RMS and 0.46 induced Rytov parameter. This configuration showcased

the dynamic misregistration, so the control was later separated (Schmidt et al., 2010).

However, with its already adjusted control separation, the 25km-DM pointing at

80-degree zenith will have 0.2% actuator RMS and 0.048 induced Rytov parameter.

Meanwhile, the DKIST’s DM with the largest expected dynamic misregistration, the

11km-DM pointing at 80-degree zenith angle, only has 0.8% actuator shift RMS and

0.015 induced Rytov parameter. The airmass effect on the turbulence is included. So,

generally, none of the existing MCAO systems will need to correct for the distortion of

their control, unless they want to extend their observing conditions to smaller r0 or

lower elevation angles.

If those systems were to extend their observation conditions beyond their median

conditions, many of them would now need to handle the dynamic misalignment effect.

The systems under conditions that have a higher predicted induced Rytov parameter

larger than 0.1 and actuator shift RMS larger than 10% of the actuator pitch, which
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may have RMS WFE larger than 50 nm, are listed in Table 5.5 and 5.6. Lots of the

listed entries are mainly at Fried parameter smaller than 5.0 cm, which is rare for the

nighttime systems (Farley et al., 2018). However, the 2 to 5.0 cm Fried parameter

turbulence might exist for the solar telescope systems Griffiths et al. (2023). Some of

the turbulence strength and pointing angle listed for the solar telescope might not be

observed, due to the sun’s pointing angle and the turbulence strength tend to correlate,

as turbulence becomes stronger as the sun rises in pointing altitude.

System r0 (cm) ζ (◦) DM Height (km) RMS RMSAS (%) σ2
R

DKIST 2 80 11.2 2.8 0.180
EST 2 80 0.0 30.5 0.712
EST 2 80 9.0 2.1 0.199
EST 2 80 12.0 4.6 0.363
EST 2 80 20.0 5.0 0.504
EST 2 70 0.0 20.8 0.330
EST 2 70 12.0 3.2 0.170
EST 2 70 20.0 3.4 0.231
EST 2 60 0.0 19.0 0.256
EST 2 60 12.0 2.5 0.105
EST 2 60 20.0 2.7 0.149
EST 2 45 0.0 20.3 0.268
EST 2 45 20.0 2.4 0.107
EST 2 30 0.0 14.6 0.153
EST 2 30 20.0 2.4 0.104
EST 2 0 0.0 12.8 0.144
EST 2 0 20.0 2.8 0.135
EST 3 80 0.0 21.8 0.362
EST 3 80 9.0 1.5 0.101
EST 3 80 12.0 3.3 0.185
EST 3 80 20.0 3.6 0.256
EST 3 70 0.0 14.8 0.168
EST 3 70 20.0 2.4 0.117
EST 3 60 0.0 13.6 0.130
EST 3 45 0.0 14.5 0.136
EST 3 30 0.0 10.4 0.078
EST 5 80 0.0 14.2 0.155
EST 5 80 20.0 2.3 0.109

Table 5.5: Existing MCAO systems under observing conditions where their control
has the expected either actuator shift RMS larger than 10% or induced Rytov parameter
larger than 0.1. (Excluding nighttime systems at low observing elevation angle)
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System r0 (cm) ζ (◦) DM Height (km) RMS RMSAS (%) σ2
R

GREGOR-all 2 80 0.0 21.6 3.724
GREGOR-all 2 80 25.0 0.6 0.385
GREGOR-all 2 70 0.0 17.9 2.571
GREGOR-all 2 70 25.0 0.6 0.231
GREGOR-all 2 60 0.0 14.5 1.676
GREGOR-all 2 60 25.0 0.4 0.136
GREGOR-all 2 45 0.0 11.4 1.038
GREGOR-all 2 30 0.0 10.0 0.737
GREGOR-all 2 0 0.0 9.1 0.669
GREGOR-all 3 80 0.0 15.4 1.895
GREGOR-all 3 80 25.0 0.5 0.196
GREGOR-all 3 70 0.0 12.8 1.309
GREGOR-all 3 70 25.0 0.4 0.117
GREGOR-all 3 60 0.0 10.3 0.852
GREGOR-all 3 45 0.0 8.1 0.528
GREGOR-all 3 30 0.0 7.1 0.406
GREGOR-all 3 0 0.0 6.5 0.340
GREGOR-all 5 80 0.0 10.1 0.809
GREGOR-all 5 70 0.0 8.4 0.558
GREGOR-all 5 60 0.0 6.7 0.364
GREGOR-all 5 45 0.0 5.3 0.225
GREGOR-all 5 30 0.0 4.7 0.173
GREGOR-all 5 0 0.0 4.3 0.145
GREGOR-all 8 80 0.0 6.8 0.369
GREGOR-all 8 70 0.0 5.6 0.252
GREGOR-all 8 60 0.0 4.5 0.166
GREGOR-all 8 45 0.0 3.6 0.103
GREGOR-all 11 80 0.0 5.2 0.217
GREGOR-all 11 70 0.0 4.3 0.150
GREGOR-all 14 80 0.0 4.3 0.148

GREGOR-MD 2 80 25.0 0.6 0.385
GREGOR-MD 2 70 25.0 0.5 0.231
GREGOR-MD 2 60 25.0 0.4 0.136
GREGOR-MD 3 80 25.0 0.5 0.196
GREGOR-MD 3 70 25.0 0.4 0.117

Table 5.6: (Continue) Existing MCAO systems under observing conditions where their
control has the expected either actuator shift RMS larger than 10% or induced Rytov
parameter larger than 0.1. (Excluding nighttime systems at low observing elevation
angle). ‘GREGOR-all’ notes the previous GREGOR system where all the ground DM
is not controlled separately, while the ‘GREGOR-MD’ notes the GREGOR system with
the ground and high-altitude DM have separate controls.

Table 5.5 and 5.6 show a limited occasion where the DKIST and the GREGOR with

control separation may suffer from control distortion, while the EST and GREGOR

without control separation will suffer at a higher rate. This is due to the higher number
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of DMs and the high conjugated elevation of the DMs. The GREGOR system chose to

separate its control to mitigate the dynamic misregistration (Schmidt et al., 2010).

The future MCAO designs that may experience the concerning level of expected dynamic

misalignment indices would be those with large numbers of DMs, as the errors are

accumulated through different layers. If AO systems are to operate in the photometric

U band centring at 365 nm (Johnson and Morgan, 1953), a band supported by the

DKIST telescope (National Solar Observatory, 2025b), the actuator shift RMS will

reduce to 73% while the induced Rytov parameter will increase to 144%. The dynamic

misalignment indices vary in the opposite direction under the wavelength change. There

is a problem as a consequence of adopting a shorter wavelength. The atmosphere is

more opaque (Döhring, 2017).

5.7 Conclusion

This chapter investigates pupil distortion effects and their impact on MCAO system

performance. The major direct effects from the pupil distortion are the shifting of the

DM actuator position (different to uniform misregistration commonly studied), and

another being the DM-induced log-amplitude variance or optical propagation effect

induced by other DMs in the system. These sources of error are now called the dynamic

misalignment indices. This chapter hypothesises that both of these effects will introduce

dynamic misalignment of the DMs that are behind other DMs in the WFS’s point of

view. This misalignment cannot be corrected by existing calibration methods.

Equations and methods to calculate the expected dynamic misalignment indices are

proposed. Methods to measure these values both in simulation and during observations

are also proposed. The induced log-amplitude variance can be measured through pupil

imaging of the system. The RMS actuator shift can be measured by the influence

method, using either the apparent phase map of the actuators’ influence, or by the

172



5.7. Conclusion

slope method, analysing the apparent slope influence of the actuators. The influence

method gives the best estimate. Though the slope method has limitations, since it

uses slope which can be acquired from the WFS, it is more accessible. This chapter

recommends using the influence method to estimate the RMS actuator shift.

Simulation of MCAO system with two DMs is simulated and tested in one LoS for

control error for only one DM order, namely ground-DM1 and altitude-DM2. Doing

so isolates error from scintillation during the AO corrections and in turbulence layer

tomography. This order has the highest theoretical turbulence correction ability. Though

the test in only one LoS cannot represent the actual MCAO systems, it is a check-point

before starting the full analysis on the MCAO. If the one LoS simulation shows any

sign of error, the full MCAO will definitely do.

The simulation includes optical propagation effects between the key conjugate planes

in the system. It confirms that the proposed expected dynamic misalignment indices

equations are true and match the proposed measure methods.

The residual WFE of an AO system running with distorted CMs generated by the

truncated SVD method are shown to have degradation, increasing as dynamic misalign-

ment indices increase, mainly due to the actuator shift RMS rather than the induced

log-amplitude variance. The simulation found that the distorted CMs introduce waffle

modes as seen in the PSD analysis, amplifying the turbulence at the AO spatial Nyquist

frequency. There are some reductions of turbulence aberration in the lower-order Zernike

modes, while higher modes are dominated by noise from the waffle modes effect. The

RMS WFE after 5 iterations of AO loop correction with 0.8 gain, where undistorted

control would have already reached the theoretical correction values, would have a 50

nm increase in the RMS WFE at the induced Rytov parameter of 0.1 and the actuator

shift RMS of 10% of the actuator pitch, potentially turn previously 60% Strehl ratio at

500 nm down to 40%.

With the proposed expected dynamic misalignment indices, equations, and some insights

into the MCAO control performance, predictions can be made about existing MCAO
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performance. Most of the existing MCAO systems will not suffer from the distortion of

the control at their median observing conditions. However, if they would like to expand

their observing conditions, mainly for the daytime turbulence, some systems may need

to consider correcting for the control distortion effect. Lastly, because the dynamic

misalignment indices are expected to add linearly through several DMs, systems with a

higher number of DMs will potentially need to correct for the control distortion effect.

There are several possible follow-up studies for this Chapter. This chapter uses the same

spacing for the WFS and DMs, which is not always true in different MCAO designs.

Simulations of systems with more than 2 DMs or various DM’s orders are required.

Effects of choices of the SVDs conditioning parameter for the truncated SVD methods

to generate the CM should be studied, as well as testing other generation methods.
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Key Findings

1. While running MCAO, active DMs near the WFS distort further DMs control.

This can be seen as pupil distortion.

2. The distortion of MCAO control comes from two sources: DM-induced log-

amplitude variance and apparent shift in position of the DM actuator.

3. Both sources of dynamic misalignment can be predicted and measured. The

relation between them are presented in the chapter.

4. The induced log-amplitude variance can be measured through intensity variation

of pupil image of the system during the operation. The proposed expectation

equation does not match the actual behaviour at the expected Rytov parameter

less than 0.1.

5. The RMS actuator shift can be measured by either the influence or the slope

method. The influence method under-estimated the expectation, while the slope

method over-estimate hugely and only applicable at 10% or larger actuator shift.

6. Within this chapter simulation, the concerning level of control error is 50 nm

RMS WFE at 500 nm. This level of error or larger exists when the induced

Rytov parameter is larger than 0.1 or the actuator shift RMS is larger than 10%.

7. Depending on observing and turbulence conditions, existing MCAO systems for

solar telescopes are potentially suffering from control error if they were to extend

their observing conditions, assuming that the proposed parameter prediction in

this chapter is correct.
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6 Conclusion

As global infrastructure increasingly relies on technology, susceptibility to threats

from solar activity escalates. High-resolution solar observations using ground-based

solar telescopes are essential for understanding these threats; however, they suffer

from atmospheric turbulence–induced optical distortions. Multi-Conjugated Adaptive

Optics (MCAO) mitigates these effects, enabling high-resolution imaging across a wide

field of view. Implementing solar MCAO is particularly complex due to pronounced

daytime turbulence and shorter wavelength observations, which increase scintillation

and complicate system control.

The simulation of Adaptive Optics (AO) in consideration of optical propagation is

implemented based on AOtools and Soapy by Townson et al. (2019) and Reeves (2016).

To provide confidence in the results of subsequent chapters and provide a comprehensive

description of the base simulation used throughout this thesis, the performance of the

simulation is verified against expected or theoretical values in Chapter 3. I implemented

an automated script to generate simulation parameters satisfying any requirements

and limitations listed. In addition, I also verified that the high altitude turbulence

layers required for the propagation can be generated at a smaller size with only 10 nm

intensity-weighted mean wavefront error. This reduces simulation time to generate new
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turbulence aberrations in a layer by up to 15% for typical solar MCAO applications,

but 43% for optical communication applications.

The simulation is then used to investigate two methods of enhancing solar MCAO

simulations. The first method presented in Chapter 4 accelerates the Shack-Hartmann

Wavefront Sensor (SH-WFS) model through the introduction of the Intensity-Weighted

Averaged Gradient Method (IG-Method). The IG-Method offers a more efficient al-

ternative to full modelling the SH-WFS using the conventional Fourier Transform

Method (FT-Method). The IG-Method uses only 35–60% of simulation time and

30-40% memory usage of the FT-Method, while preserving accuracy within 3 nm Root-

Mean-Square (RMS). This result is relevant across a Rytov parameter range of 0.01 –

0.3, regardless of turbulence strength (2 cm < r0 < 11 cm) or layer distance (5 km <

H < 20 km). Compared to the Averaged Gradient Method (G-Method) of determining

an SH-WFS measurement directly from the wavefront phase, the IG-Method performs

significantly better in scintillation, where G-Method errors reach up to 30 nm RMS

Optical Path Difference (OPD). Although adopting the IG-Method provides substantial

local speed improvements, its overall benefit is limited since the propagation processes

dominates simulation time, occupying 85% of total computation for a typical solar

MCAO simulation. If a geometrical approximation similar to the IG-Method could

be applied to the propagation process, total MCAO simulation time could be reduced

further.

The IG-Method can utilise a Noise Equivalent Angle (NEA) with noise model of

the FT-Method in scintillation-free conditions to include the effects of both photon

and detector read noise on the SH-WFS performance. This is possible because the

FT-Method with and without scintillation is found to have similar behaviour in this

study. SH-WFS used in the study has 64x64 detector pixels at λ/2d angular scale

but only uses 17x17 pixels for the Centre-of-Gravity (CoG) process. Detected photon

counts between hundred to million per lenslet and 0.1 - 10 electron RMS readout

noise per pixel are included in the study with varying normalised intensity threshold
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levels between 0.0001 and 0.1 in the CoG process. Differences between scintillation-free

and scintillation conditions of the FT-Method are limited to 4%, 7.5%, and 10% in

photon-noise-dominated, readout-noise-dominated, and non-standard threshold cases,

respectively. Based on results from the baseline FT-Method SH-WFS. The error of the

NEA of the scintillated to scintillation-free FT-Method is ± 10%.

The IG-Method thus provides a reliable geometrical approximation of FT-Method

propagation effects, introducing negligible error (3 nm RMS at Rytov < 0.3). Future

studies should explore whether similar approximations can be extended to the propaga-

tion process itself, which represents the most time-demanding part of MCAO simulation.

Further work is also needed to assess IG-Method performance for extended-object

wavefront sensing, such as correlation SH-WFS, where anisoplanatism and wide-field

aberrations must be incorporated.

Beyond SH-WFS simulation, this thesis also investigates pupil distortion and its effects

on MCAO performance. Two major contributors are identified: DM-induced log-

amplitude variance and RMS shifts of Deformable Mirror (DM) actuator positions,

distinct from uniform DM to WFS misregistration that is typically studied. Together,

these effects constitute dynamic misalignment indices, which introduce misalignment

in downstream DMs from the Wavefront Sensor (WFS) perspective and cannot be

corrected by existing calibration methods. Equations and methods are proposed to

predict and measure these indices. This thesis verified their accuracy within 0.01-0.6

induced Rytov parameter and 2-50% of DM’s pitch RMS actuator shift. The induced

log-amplitude variance can be quantified via pupil imaging, while RMS actuator shifts

can be assessed using either the influence method (most accurate) or the slope method

(less reliable, tending to overestimate at small shifts but accessible via WFS data).

Simulations of MCAO systems with two DMs validate these methods and confirm that

distorted Control Matrix (CM)s generated by truncated Singular Value Decomposition

(SVD) degrade AO performance. The distortions amplify turbulence at the AO Nyquist
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frequency through waffle modes while reducing lower-order aberrations. Residual

Wavefront Error (WFE) increases by 50 nm RMS at induced Rytov = 0.1 and RMS

actuator shift = 10% of DM’s pitch, potentially reducing Strehl ratio from 60% to

40% at 500 nm. These results establish thresholds beyond which DM-induced Rytov

parameter (> 0.1) or RMS actuator shifts (>10% of DM’s pitch) cause significant

degradation in MCAO correction. Although most current MCAO systems are unlikely

to suffer major distortion under median observing conditions, extending their range to

harsher daytime turbulence may require active correction for dynamic misalignment.

Because misalignment effects increase with the number of DMs, systems with larger

DM counts are more susceptible.

Since the RMS actuator shift can be successfully approximated using a geometrical

approximation of the wavefront, it is possible that a geometrical approximation can be

used to update the AO control.

In summary, this work introduces the IG-Method as a fast and memory-efficient altern-

ative to the FT-Method for SH-WFS simulation, achieving substantial gains without

compromising accuracy in the presence of scintillation. While the propagation pro-

cess remains the computational bottleneck, the demonstrated success of geometrical

approximations suggests future opportunities for accelerating this component as well.

Furthermore, the identification and characterisation of pupil distortion effects (par-

ticularly DM-induced scintillation and RMS actuator misalignments) provides critical

insights for predicting and mitigating control errors in solar MCAO. Together, these

contributions advance the modelling and optimisation of solar MCAO systems and

highlight directions for further research into approximate optical propagation to gener-

ate distorted extended objects used in wavefront sensing and dynamic misalignment

correction through geometrical approximations.
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