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Abstract 

The rise of single, uncoupled bubbles in a Newtonian liquid medium is a well constrained 

phenomenon that occurs in a variety of scenarios. Their velocity is an important variable in 

volcanic eruption modelling, in which overpressures and fragmentation driven by bubble 

nucleation, growth, and degassing have been proposed as possible eruption mechanisms. 

Recent work has synthesised a parameterisation for rising rates across all bubble shape regimes. 

This thesis tests the empirical model against a larger experimental dataset and specifically 

within a magmatic regime, to produce an improved parameterisation for volcanic systems. This 

will aid in the creation of a validated quantitative model for bubble ascent in magma. 

Data have been collated from ninety-one experimental studies carried out on rising bubbles. 

Experiments have primarily been carried out using low viscosity (<1 Pa.s) and relatively low 

density (<2000 kg m-3) fluids. These are poor analogues for magmatic conditions. To constrain 

the dataset to relevant magmatic conditions, several dimensionless numbers were used. The 

Reynolds number (Re), the ratio of inertial to viscous forces in the fluid, defines whether the 

flow will be laminar or turbulent. The Eötvös number (Eö), describing the effect of surface 

tension, and the Morton number (M), characterising the shape of the rising bubble. The motion 

of isolated bubbles rising can then be described within three distinct regimes: the spherical, 

ellipsoidal and spherical-cap regimes, with boundary conditions between each of these regimes 

identified by the dimensionless parameters. Scaling analysis of magma rheology shows that 

bubbles remain in the spherical regime within volcanic conduits. This is visualised on an Eö-

Re plot, with bubbles occurring within silicate melts having a Re number of less than 1. 

Consequently, the following parameterisations are suggested for the terminal velocity of 

individual bubbles rising in magma: 
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𝑣𝑏 is the bubble terminal velocity, 𝑑 is the diameter the bubble, 𝜌𝑓 and  𝜇𝑓 are the fluid density 

and absolute viscosity respectively, and 𝑔 is the acceleration due to gravity. 

Constraining the experimental dataset collected to magmatic analogues within the relevant 

bubble rising regimes shows that highly viscous magmas, such as low temperature rhyolites, 

are poorly represented. Viscoelastic analogues could be used; however, these produce 

experimental difficulties. Further studies of isolated bubbles rising in highly viscous magmatic 

analogues would help optimise this equation further for use in eruption modelling.  
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∆𝑝 
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1. Introduction  

Volcanic eruptions are driven by bubbles that nucleate when volatile species exsolve from the 

magma. The conditions for bubble nucleation primarily depend upon the magma composition, 

volatile concentration, the volume fraction of suspended crystals, and the decompression rate 

(Gardner et al., 2023).  Bubble ascent in magma can increase pressure and stress within the 

volcanic conduit, triggering eruptive activity. The growth of bubbles drives this ascent. Under 

the non-isobaric and isothermal conditions within a volcanic conduit, ascent-driven 

decompression occurs, accelerating the rise of both the magma and bubbles within it, potentially 

inducing fragmentation (Melnik & Sparks, 1999; Papale, 1999; Gonnermann & Manga, 2003; 

Gonnermann, 2015; La Spina et al., 2022). Exsolution of volatiles from the melt into the 

bubbles due to a saturation gradient further increases the bubble size or pressure, driving magma 

ascent (Sparks, 1978; Sparks, 1983; Pyle & Pyle, 1995; Woods & Cardoso, 1997; Wallace et 

al., 2015). Outgassing of these volatiles through decoupled bubbles can reduce the explosivity 

of eruptions (Eichelberger et al., 1986; Cassidy et al., 2018). The processes involving bubbles 

that occur during the rising of magma define the eruptive behaviour of the volcano as the 

magma approaches the surface (Sparks, 2003; Gonnermann & Manga, 2007; Vergniolle & 

Gaudemer, 2015; Spina et al., 2019; Crozier et al., 2022; Weaver et al., 2022). Consequently, 

accurately modelling bubble ascent within the conduit is essential for understanding eruptive 

dynamics. 

Various formulae to describe the terminal rising velocity of bubbles under different bubble 

shape regimes have been proposed (Stokes, 1851; Allen, 1900; Hadamard, 1911; Rybczynski, 

1911; Boussinesq, 1913; Davies & Taylor, 1950; Moore, 1965; Mendelson, 1967; Wallis, 1974; 

etc.). More recently, these equations have been combined into parameterisations (Jamialahmadi 

et al., 1994; Bozzano & Dente, 2001; Baz-Rodríguez et al., 2012; Park et al., 2017) to remove 

the circular dependency of the velocity and bubble regime. However, these models have not 

been explicitly tested against magmatic conditions. The datasets they test against are generally 
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limited to 5-10 studies, focused on water, mixtures of glycerol, or oils as the liquid phase. These 

fluids are poor magmatic analogues. Analysis of a model’s fit to experimental data primarily 

rely on water, even when other fluids were used for comparison, leading to potential bias when 

assessing models (e.g., Moore, 1965; Collins, 1967; Wallis, 1974; Wegener & Parlange, 1973; 

Karamanev, 1994; Nguyen, 1998; Bozzano & Dente, 2001; Rodrigue, 2001, 2002, 2004; Clanet 

et al., 2003; Kulkarni & Joshi, 2005; Baz-Rodriguez et al., 2012; Amirnia, 2013; Park et al., 

2017; Kure, 2021; Kosior et al., 2023). The simplicity of the experimental setup by using water 

as the fluid medium can allow for greater precision and the results can then be directly compared 

to the array of previous studies carried out with highly purified water. However, model 

validation should still consider a range of fluids. A clear research gap exists in testing models 

for the terminal velocities of isolated bubbles using a more extensive and varied experimental 

dataset, especially fluids analogous to magma. 

Models for the terminal velocities of isolated bubbles under magmatic conditions have been 

proposed (Prousevitch et al., 1993; Lensky et al., 2004; Huber et al., 2014; Coumans et al., 

2020), but testing these experimentally is difficult. Many additional factors can influence 

bubble growth and ascent within conduits, increasing the complexity of the problem. Magma 

is a multiphase, viscoelastic material in which bubbles are constantly interacting with each 

other. Impurities, including surfactants, are present, and there are external influences such as 

the conduit wall and pressure oscillations. Producing a simplified parameterisation for the 

terminal velocity of rising bubbles will help reduce the complexity of modelling the eruptive 

processes in volcanoes. Therefore, this study aims to compile existing experimental data on 

bubble ascent, evaluate current bubble terminal velocity models against this more extensive and 

varied dataset, and then produce a validated quantitative model for bubble ascent in magma.  
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2. Current Theory 

The motion of bubbles rising in liquid columns has been extensively studied due to its impact 

on countless industrial processes. Research generally focuses on specific sections of a bubble’s 

“lifespan”: nucleation, growth, interaction, and breakup. Each of these stages involves different 

characteristic values, which makes compiling datasets containing all the relevant information 

for bubble rising terminal velocity challenging. To effectively analyse bubble terminal velocity 

models, it is essential to first identify the key variables relevant to each model.  

Due to the varied focus of previous studies, experimental setups are very inconsistent, with 

different independent variables being controlled depending on their specific research 

objectives. Bubble terminal velocity data stretches back as far as the work by Allen (1900), 

while studies on rising bubbles reach the 1850s (Stokes, 1851). Our understanding of the forces 

involved has developed since then. Consequently, it is crucial to identify and incorporate these 

additional forces into the data collection process, as they may have influenced the accuracy and 

relevance of published experimental data. 

2.1 Bubbles 

2.1.1 Forces on a Rising Bubble  

In this study, the focus is single gas bubbles rising at terminal velocity in a boundless, 

homogenous Newtonian liquid under isobaric and isothermal conditions with no mass transfer 

taking place. Taking this simplified frame of reference, the forces acting upon the bubble are 

as follows, 

𝐹𝑏𝑢𝑏𝑏𝑙𝑒 =  𝐹𝑏𝑢𝑜𝑦𝑎𝑛𝑡 − 𝐹𝑑𝑟𝑎𝑔 . 

(1) 
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2.1.2 Single Bubble Terminal Velocity 

Using Newton’s second law, an expression for the bubble rise velocity in the 𝑧-axis can be 

created: 

𝑑

𝑑𝑡
(𝑚𝑏𝑢𝑏,𝑧) = (𝜌𝑓 − 𝜌𝑏)𝑉𝑏𝑔 −  

1

2
𝜌𝑓∆𝑢𝑧

2𝐶𝑑𝐴𝑏,𝑥𝑦 .  

(2) 

∆𝑢𝑧 is the flow velocity of the bubble relative to the fluid in the 𝑧-axis, 𝑉𝑏 is the volume of the 

bubble, 𝐴𝑏,𝑥𝑦 is the cross-sectional area of the bubble in the 𝑥 − 𝑦 plane, and 𝐶𝐷 is the drag 

coefficient, a dimensionless quantity used to describe the resistance of the object to its 

movement through a fluid. 𝜌 is the density and 𝑔 is the acceleration due to gravity. 

When a bubble reaches terminal velocity (𝑣𝑏), it has no acceleration; therefore, equating the 

drag and buoyant forces produces the following expression for the terminal velocity of the 

bubble relative to the fluid: 

𝑣𝑏 = √
2(𝜌𝑓 − 𝜌𝑔)𝑉𝑏𝑔

𝜌𝑓𝐶𝑑𝐴𝑏,𝑥𝑦
− 𝑢𝑓 . 

(3) 

To calculate the terminal velocity, the cross-sectional area of the bubble (𝐴𝑏,𝑥𝑦), and therefore 

its shape, must be calculated. Taking a stationary bubble in a liquid medium, the pressure 

difference across the gas-liquid interface (∆𝑝) can be given by the Young-Laplace equation, 

∆𝑝 = −𝜎 (
1

𝑅1
+

1

𝑅2
), 

(4) 

in which 𝜎 is the surface tension and 𝑅1 and 𝑅2 are the principal radii of curvature. 

As a gas bubble rises in a liquid medium, the forces are no longer homogenous across the gas-

liquid interface, and the bubble shape may be deformed. Consequently, the frontal cross-

sectional area of the bubble (𝐴𝑏,𝑥𝑦) may vary, changing the terminal velocity of the bubble and, 

in turn, the coefficient of drag. This is problematic as Equation (3) falls into a circular 

dependency and cannot be used to calculate bubble terminal rise velocity.  
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2.1.3 Bubble Regimes 

To produce a functional equation for the terminal rise velocity of a bubble, rising bubbles can 

be categorised into shape regimes. This allows the calculation of the frontal cross-sectional area 

for each different bubble shape, independent of the bubble velocity. Feeding these formulas 

back into Equation (3) produces separate equations for each rising regime between the critical 

points at which the shape changes. These can then be combined to produce a parameterisation 

for the terminal velocity of the bubble. 

There are three distinct bubble rising regimes, as seen in Fig. 1, each based upon which forces 

are dominant in creating the shape of the bubble. 

 

 

2.1.3.1 Spherical 

In the spherical regime (also known as the Stokes regime), viscous and/or interfacial forces are 

dominant. Given the uniform nature of these forces acting upon the bubble, the surface area of 

the bubble is minimised, forming the shape of a sphere. Using the Navier-Stokes equation for 

a bubble in the spherical regime, Hadamard (1911) and Rybczynski (1911) both independently 

derived the following simplified equation: 

Figure 1. Evolution of bubble shape regimes as bubble volume increases from 40 to 4000 mm3 in an ethylene 

glycol–Carbopol mixture. The top row covers the spherical to ellipsoidal regimes, progressing into the spherical-

cap regime on the bottom row. Adapted from Chelate (2004), copyright Universidad Nacional Autonoma de 

Mexico. 
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𝑝 = 𝑝0 + μ𝑓𝑢𝑏

(2 + 3𝑘)

2𝑟2(1 + 𝑘)
, 

(5) 

with, 

𝑘 =
𝜇𝑏

𝜇𝑓
, 

 (6) 

where p is the pressure, 𝑝0  is the reference pressure (a constant), μ𝑓 is the fluid absolute 

viscosity, 𝜇𝑏 is the bubble absolute viscosity, 𝑢𝑏 is the bubble velocity, and r is the equivalent 

spherical radius. Integrating the pressure over the surface of the bubble gives: 

C𝑑,𝐻𝑅 =  
4𝜇𝑓

𝜌𝑢𝑏𝑟
(

2 + 3𝑘

1 + 𝑘
). 

(7) 

For a bubble at terminal velocity, there must be no net force; therefore, balancing the forces in 

Eq. 2 and substituting in the above equation for C𝑑 leads to, 

𝑣𝑏,𝐻𝑅 =  
2𝑔𝑟2∆𝜌

3𝜇𝑓
(

1 + 𝑘

2 + 3𝑘
). 

 (8) 

For most gas-fluid systems, the bubble viscosity is significantly lower than the fluid viscosity, 

therefore 𝑘 → 0 , producing the Hadamard-Rybczynski equation for terminal velocity, 

𝑣𝑏,𝐻𝑅 =  
𝑔𝑟2∆𝜌

3𝜇𝑓
. 

(9) 

2.1.3.2 Ellipsoidal 

In the ellipsoidal regime, interfacial forces and inertial forces are dominant and of similar 

magnitude. The shear force created by the fluid moving around the bubble starts to overcome 

the surface tension, elongating the bubble in the 𝑥 − 𝑦 plane. Slight asymmetries in the pressure 

field around the bubble are then amplified, causing the bubble to rotate.  
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When an anisotropic object rotates as it moves through a fluid, it creates pressure differences 

on either side, inducing a lift force commonly referred to as the “Magnus effect.” These 

additional forces produce helical or oscillatory motion of the bubble through the fluid (shown 

in Figure 2), reducing the 𝑧 component of its velocity. The onset of path instabilities for two-

phase systems is similar for spherical and anisotropic objects (Fernandes et al., 2007) and is 

commonly referred to as a critical point, described in terms of the equivalent spherical radius 

or Reynolds number. Beyond this point, the rising dynamics of the bubble are fundamentally 

different as the centre of pressure decouples from the geometric centre of the bubble. The 

rotational dynamics of the bubble and the oscillatory variation of the wake compound 

exaggerate the path instability of the bubble rise (Zhou et al., 2017; Will et al., 2021). 

 
As the bubble deviates from a rectilinear path, the study of the terminal velocity becomes 

empirical due to the multitude of additional forces to consider. Peebles (1952) suggested one 

of the first equations for this shape regime, 

𝑣𝑏,𝑃 = 1.35√
𝜎

𝑟𝜌𝑓
. 

(10) 

Figure 2. Rising trajectories of oxygen bubbles in deionized water at 23°C. The equivalent spherical bubble radius 

varies from 0.38mm to 0.87mm (left to right). Image from Kure et al. (2021), copyright AIP Publishing 
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However, being an empirical equation, it is limited by the dataset used. Later studies indicated 

that bubbles in high-viscosity fluids move much slower than the terminal velocity calculated 

by Equation (10). Mendelson (1967) approached the issue from a wave perspective, due to the 

oscillatory nature of the motion. Using Mendelson’s equation as a base, Clift, Grace, and 

Weber (1978) suggest the following equation for the ellipsoidal regime, using empirical 

constants to adjust the curve (plotted in Figure 3): 

𝑣𝑏,𝐸 = √(
2.14 𝜎

𝜌𝑓𝑑𝑒𝑏
) + 0.505𝑔𝑑𝑒𝑏 , 

(11) 

where 𝑑𝑒𝑏 is the equivalent diameter of a spherical bubble. Considering just the surface 

tension term, Equation (11) is similar to that initially proposed by Peebles, however, the 

additional term provides a better fit of experimental data closer to the spherical-cap regime. 

 

 

Figure 3. The terminal velocity of air bubbles in water at 20°C highlights the impact of each bubble regime on 

the rising velocity and onset of path instabilities. Adapted from Clift et al. (1978), copyright Academic Press. 
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2.1.3.3 Spherical-cap 

In the spherical-cap regime, the inertial forces are dominant. By considering the fluid flow 

around the leading edge of the bubble, we can use Bernoulli’s principle to calculate the pressure 

distribution and therefore the terminal velocity, 

𝑝 − 𝑝0 = 𝑔𝑎𝜌𝑓(1 − 𝑐𝑜𝑠𝜃) −
9

8
𝜌𝑓𝑣𝑏

2 𝑠𝑖𝑛2 𝜃, 

(12) 

where a is the radius of the spherical-cap. For relatively large bubbles, we can consider the 

pressures across the thin interior boundary layer. The slowly moving interior fluid imposes a 

pressure across this layer (Davies & Taylor, 1950; Harper & Moore, 1968), which is supported 

by internal circulation measurements (Wairegi, 1974). The following equation can then be 

determined, 

𝑝 − 𝑝0 = 𝑔𝑎𝜌𝑏(1 − 𝑐𝑜𝑠𝜃). 

(13) 

Equating Equation (12) with Equation (13) and then considering the stagnation point at the 

leading edge of the bubble, at which 𝜃 → 0, produces the Davies and Taylor equation (Davies 

& Taylor, 1950): 

𝑣𝑏,𝐷𝑇 =
2

3
√

𝑔𝑎∆𝜌

𝜌𝑓
. 

 (14) 

For most fluid-gas systems, 
∆𝜌

𝜌𝑓
→ 1 which can simplify Equation (14) further, however, bubbles 

entering the spherical-cap regime are not always spherical, displaying eccentricity and path 

instabilities. As the bubbles increase in velocity and radius, they become geometrically similar, 

with a wake angle of approximately 50° (Davenport et al., 1967; Wu, 1972; Clift et al., 1978). 

Therefore, we can convert the spherical-cap radius 𝑎 to the equivalent spherical diameter 𝑑𝑒𝑏, 

𝑣𝑏,𝑆𝐶 = 0.711√𝑔𝑑𝑒𝑏. 

(15) 
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2.1.4 Dimensionless Numbers 

To compare bubbles under a variety of conditions, dimensionless numbers, which characterise 

the ratio of forces upon the bubble, can be used. These numbers enable the production of 

universally applicable limits of bubble regimes to model rising bubble terminal velocities and 

flow patterns. Therefore, dimensionless numbers will be used to scale experimental data across 

the range of fluid and bubble properties. The ratios between the viscous, interfacial, and inertial 

forces upon a bubble can be described by the dimensionless numbers indicated in Table 1. 

Ratio Inertial Viscous Interfacial 

Inertial d, u, a 
Reynolds 

Number 

Weber 

Number 

Viscous 
Reynolds 

Number -1 
μ 

Eötvös 

Number 

Interfacial 
Weber 

Number -1 

Eötvös 

Number -1 
σ 

Table 1. The dimensionless number characterising each ratio of forces on a bubble. 

2.1.4.1 Reynolds Number 

The Reynolds number (Re) is the ratio of inertial to viscous forces within a fluid, defining 

whether the flow will be laminar or turbulent around a particle (Stokes, 1851; Reynolds, 1883). 

Laminar flows, in which the fluid moves past the particle (or vice versa) relatively undisturbed 

due to the high ratio of viscous to inertial forces, have a low Reynolds number. In this thesis, 

the Reynolds number will be expressed as, 

𝑅𝑒 =
𝑢𝑏𝜌𝑓𝑑𝑒𝑏

𝜇𝑏
. 

(16) 
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When considering bubbles rising in fluids, the equivalent spherical bubble diameter 𝑑𝑒𝑏, is used 

as the characteristic length; however, other studies use the radius. As the bubble shape changes, 

the leading edge retains a curved profile unless breakup occurs. The leading edge is dominant 

(but not isolated) in the calculation of the forces upon the bubble. Therefore, the equivalent 

spherical bubble diameter is the best approximation available. 

2.1.4.2 Weber Number 

The Weber number (We) is the ratio between the inertial force and the interfacial force. It is of 

particular importance when considering multiphase flows such as foams, crystal mushes, and 

suspensions. Considering single bubble systems, the Weber number is the ratio of inertia to 

surface tension and is described as, 

𝑊𝑒 =
𝑢𝑏

2𝜌𝑓𝑑𝑒𝑏

𝜎
. 

(17) 

2.1.4.3 Eötvös Number 

The Eötvös number (Eö), also referred to as the Bond number (Bo), describes the ratio of inertial 

forces to interfacial forces (Eötvös, 1886). A high ratio >> 1 signifies inertial forces are 

dominating. In the case of a rising bubble, a high Eötvös number therefore indicates that the 

bubble is more likely to have an increased cross-sectional area in the direction of travel. The 

Eötvös number is given by, 

Eö =
∆𝜌𝑔𝑑𝑒𝑏

2

𝜎
. 

(18) 

2.1.4.4 Morton Number 

Instead of describing a ratio of forces, as presented by the dimensionless numbers in Table 1, 

the Morton number (M) characterises the shape of a rising bubble (Haberman & Morton, 1953). 

The Morton number is obtained by, 
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M =
∆𝜌𝑔𝜇𝑓

4

𝜌𝑓
2𝜎3

. 

(19) 

Importantly, the Morton number is independent of the bubble radius or velocity; therefore, it is 

constant for any bubble-fluid system, irrespective of the bubble volume, shape, and velocity. 

Consequently, the relationship between the Reynolds number and the Eötvös number can be 

calculated using the Morton number.  

 

Spherical Regime Ellipsoidal Regime Spherical-Cap Regime 

Figure 4. A Grace plot highlighting the different bubble shape regimes and the boundaries between them. 

Morton number lines are overlaid. Adapted from Clift et al. (1978), copyright Academic Press. 
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2.1.5 Boundary Conditions  

Plotting dimensionless quantities such as the Reynolds number against the Eötvös number for 

experimental data and overlaying values of the Morton number is a graphical representation 

referred to as a Grace plot (Grace, 1973). We can use this to define the boundary conditions of 

different bubble rising regimes, as seen in Figure 4. The Morton number is representative of the 

specific fluid-bubble system; therefore, when plotting the theoretical Morton number line and 

experimental dataset on a Grace plot, all the experimental points should fall on the theoretical 

line. Any consistent deviation can identify when the experimental conditions have varied 

throughout the study or other factors have influenced the terminal velocity. 

2.1.6 Further Considerations 

When modelling the terminal velocity of a bubble, we must apply constraints to the situation. 

There are a myriad of forces that can impact the bubble terminal velocity within a volcanic 

conduit, and we currently do not have the computing capacity or understanding to account for 

them all. In practice, these additional forces may have a significant impact on the terminal 

velocity. Previous work on bubble terminal velocity is also inconsistent in accounting for these 

forces, and therefore understanding the impact they may have helps identify experiments with 

systematic errors that must be corrected for or removed from the dataset. 

2.1.6.1 Surface-Active Contaminants 

Experimental results show that small bubbles in viscous fluids within the spherical regime can 

act more like rigid spheres, in part due to a lack of internal circulation, consequently obeying 

Stokes’ Law (Stokes, 1851; Bond & Newton, 1928; Clift et al., 1978). If we treat the bubble as 

a rigid sphere, then 𝑘 → ∞ and we get the following alternate equation for terminal velocity in 

the spherical regime: 
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𝑣𝑏,𝑆𝑡 =  
2𝑔𝑟2∆𝜌

9𝜇𝑓
. 

(20) 

Considering larger bubbles within the spherical regime, it has been observed that the Hadamard-

Rybczynski equation overestimates the terminal velocity. Several iterations of the equation 

have been put forward to address this, notably by Boussinesq (1913), Haberman and Morton 

(1953), Scriven (1960), Levich (1962), and Wallis (1974). These all adjust the constants in the 

equation, similarly to the Stokes equation, but some through different methods. 

The generally accepted theory for these variations from the Hadamard-Rybczynski equation is 

that surface-active substances accumulate at the interface, rendering it immobile and reducing 

the surface tension (Frumkin & Levich 1947). If this is the case, then bubbles that are free of 

surface-active contaminants should display internal circulation, no matter the size. Most 

experimental studies using extremely pure systems support this theory (Redfield & Houghton, 

1965; Maxworthy, 1996; Parkinson et al., 2008; Pawliszak et al., 2019), although some have 

observed distilled systems to follow Stokes’ Law (Detsch, 1991). Consequently, under perfect 

conditions in which we have a pure fluid, or when we can calculate the impact of the surfactants 

on the surface tension, the Hadamard-Rybczynski equation is more accurate than Stokes’.  

2.1.6.2 Wall Effect 

The buoyant force exerted on a bubble can act tangentially to the initial direction of motion, 

especially as the shape of the bubble is deformed. A transverse migration of the bubble can then 

occur. This differs from the standard non-rectilinear paths found in elliptical bubbles in that 

there is a net transverse movement of the bubble. Smaller bubbles tend to migrate towards the 

walls of a system, whereas larger bubbles migrate to the centre (Zun, 1980; Kariyasaki, 1987; 

Tomiyama et al., 1993; Serizawa & Kataoka, 1994; Tomiyama et al., 1998; Tomiyama et al., 

2002). 
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The presence of a boundary layer produces further interfacial interactions with the bubble. A 

“wall force” occurs, reducing the rising velocity of the bubble, and producing additional 

transverse movement (Vasseur & Cox, 1976; Takemura & Magnaudet, 2003; Zeng et al., 2005; 

Zaruba et al., 2006; Zeng et al., 2009). Contaminated bubbles add another layer of complexity 

to the wall force, always being repelled by the wall (Feng, 2017).  

The ratio of bubble diameter to container diameter, 𝜆, has a major influence on the magnitude 

of the wall effect, as do the Reynolds and Eötvös numbers of the system. Experimental and 

theoretical studies have produced a range of minimum values of 𝜆 at which the wall effect 

begins to have an impact on the rising velocity (> 2% reduction), varying from 0.3 (Clift et al., 

1978) to 0.007 (Countanceau & Thizon, 1979) depending on the system conditions. 

When considering magmatic conditions, 𝜆 is rarely going to be in the range for the wall effect 

to have a significant impact on the terminal velocity. The only exception is very close to the 

surface where extreme decompression-based expansion, or coalescing bubbles, form a slug, 

also known as a Dumitrescu-Taylor bubble (Dumitrescu, 1943; Davies & Taylor, 1950). 

However, experimental studies use methodologies that can have far greater values of 𝜆 . 

Increased values of 𝜆 are prominent when generating magmatic analogues in high temperature 

conditions, or using more complex experimental setups, such as rotating containers producing 

Taylor–Couette flow (Taylor, 1923; Couette, 1990), or an annulus. In these cases, one of the 

proposed wall effect correction factors (𝐾) may need to be applied (Ladenburg, 1907; Faxén, 

1922; Francis, 1933; Rosenberg, 1950; Habermann & Sayre, 1958). In this study, Habermann 

& Sayre’s solution for a circulating sphere travelling in steady motion along the axis of a 

cylindrical tube at low Reynold’s number is the most relevant. It is applicable when 𝜆 <  0.6 

in a surfactant free fluid and as  𝜇𝑓 ≫ 𝜇𝑏 within magmatic conditions, it can be simplified to, 

𝐾 =
1 + 1.1378𝜆5

1 − 1.4034𝜆 + 1.1378𝜆5 − 0.72603𝜆6
. 

(21) 
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2.1.6.3 Bubble-Bubble Interactions 

Bubbles are rarely isolated in real-world scenarios. Interaction between bubbles can produce 

additional forces to consider, especially when modelling volcanic processes. The drag force is 

a significant component of the terminal velocity of a bubble. Therefore, when there is a stream 

of bubbles, the wake dynamics of a leading bubble impacts the drag coefficient of the following 

bubble (Coppock & Meiklejohn, 1951). An increased bubble frequency is directly correlated to 

an increase in bubble terminal velocity (Owens, 1921; Sam et al., 1996). 

When the gas volume fraction, ϕ, is greater than 2%, there is the possibility of bubble interaction 

and coalescence (Vergniolle & Gaudemer, 2015; Giachetti et al., 2019). Bubble coalescence 

increases the velocity of the bubbles as it is proportional to 𝑟𝑒𝑏
2. It also further disrupts the 

fluid, reducing the drag coefficient on the following bubbles. Coalescence requires the drainage 

of the melt film surrounding the bubbles (Datta et al., 1950); consequently, the rate of 

coalescence is dependent on the size of the bubble and fluid viscosity (Gonnermann & Manga, 

2007), becoming unlikely for Reynolds numbers ≥10 ( Narayanan et al., 1974). 

2.2 Magmatic Conditions 

To analyse current models of bubble terminal velocities under magmatic conditions, we first 

need to identify the composition of magma within the conduit and the thermodynamic 

conditions. Once we understand the conditions, we can constrain the dataset collected to 

experiments that are well scaled to magmatic conditions. The composition of bubbles affects 

volcanic processes within the conduit, such as bubble growth, due to a concentration gradient 

between itself and the surrounding melt; however, the viscosity and density of the bubbles are 

orders of magnitude smaller than those of the surrounding fluid. Variations in the bubble 

composition produce minimal impact and therefore can be ignored when modelling the terminal 

velocity. 
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2.2.1 Melt Rheology 

2.2.1.1 Viscosity 

The rheological properties of magmas exhibit substantial variability. Highly silicic melts, such 

as rhyolites, are composed of a greater weight of orthosilicate anions. The SiO4 tetrahedral 

anions that form are linked by Si-O bonds that break and reform, resulting in a highly viscous 

flow. The presence of additional alkali cations, such as sodium and potassium, forms metal 

oxides (NaO2 and K2O), depolymerising the melt and reducing its viscosity. Different 

anhydrous melts can be classified on a total alkali silica diagram, as seen in Figure 5.  

 

 

Figure 5. Total alkali silica diagram highlighting the different weightings of SiO2 and NaO2 + K2O in anhydrous 

melts and the resulting classifications. Figure from Perkins (2022), copyright University of North Dakota. 
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The presence of dissolved volatiles, primarily H2O and CO2, causes depolymerisation of the 

melt. H2O molecules react with O2- anions, breaking the Si-O bond and producing hydroxide 

anions, reducing the melt viscosity (Bottinga & Weill, 1972; Behrens & Gaillard, 2006). 

Dissolved CO2 also reduces the melt viscosity, but to a lesser extent (Bourgue & Richet, 2001; 

Zhang et al., 2007). As H2O is more prevalent than CO2 in silicic melts, increased dissolved 

volatiles reduce the viscosity to a greater extent in silicic magmas than mafic magmas, as shown 

in Figure 6 (Giordano et al., 2006; Hui and Zhang, 2007). 

 

Figure 6. Melt viscosity and density as functions of temperature and H2O content for a range of melt compositions. 

Viscosities and densities are calculated for anhydrous melts at a pressure of 10-4 MPa (1 bar) when not otherwise 

listed, using models from Shaw (1972) and Giordano et al. (2008). Adapted from Lesher & Spera (2015), 

copyright Academic Press. 
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Silicate melt viscosity also exhibits a strong temperature dependency. Due to the large 

temperature range found in magma, not all silicate melts follow an Arrhenian temperature-

viscosity relationship (Romine & Whittington, 2015). General models have been proposed (Hui 

and Zhang, 2007; Giordano et al., 2008); however, a simplified Vogel-Fulcher-Tammann 

equation (Vogel, 1921; Fulcher, 1925; Tammann & Hesse, 1926) using empirical fitting 

parameters is preferred for computational modelling (Whittington et al., 2009); given by, 

log10 (μ𝑓 − μ0) =
𝐴𝑚

𝑇𝑚 − 𝐵𝑚
, 

(22) 

where μ0 is the viscosity at an infinite temperature, 𝐴𝑚 and 𝐵𝑚 are melt dependent constants, 

and 𝑇𝑚 is the melt temperature. Low temperatures can therefore increase the melt viscosity 

exponentially. Due to these factors acting in combination, melt viscosity can vary by many 

orders of magnitude. Anhydrous rhyolites have been measured with viscosities over 1015 Pa.s 

(Neuville et al., 1993; Zhang, 2003), whereas high-temperature komatiites and peridotite are 

estimated to be as low as 0.1 Pa.s (Giordano & Dingwell, 2003; Dingwell et al., 2004; Sparks 

et al., 2006). 

The exsolution of bubbles from the melt also impacts the viscosity of magma. As the gas 

volume fraction increases up to a maximum of 0.5, the viscosity can differ by a factor of 5 to 

70. During steady flow conditions in which the shear strain rate is constant, the viscosity will 

increase. When there is a variable shear strain rate, given by the dimensionless Capillary 

number, 𝐶𝑎 >>  1, the viscosity decreases with an increased gas volume fraction (Llewellin 

& Manga, 2005). The Capillary number is given by, 

𝐶𝑎 =
μ𝑓𝑑𝑒𝑏�̇�

2𝜎
, 

(23) 

where �̇� is the shear strain rate. Beyond a gas volume fraction of 0.5, the suspension begins to 

exhibit foam-like characteristics (Mader et al., 2013). As the shear strain rate increases, shear-

thinning of the melt can occur, producing an apparent viscosity that is lower than expected 
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(Webb & Dingwell, 1990; Spina et al., 2016). The shear-thinning is caused by the flow 

deformation rate exceeding the rate at which the melt structure reorganises when the Si–O 

bonds break (Moynihan, 1995), called the viscous relaxation time (τ𝑟), which is given by, 

τ𝑟 =
𝜇0

𝐺∞
, 

(24) 

where 𝐺∞  is the shear modulus at infinite frequency. As  𝐺∞ ≈ 10 𝐺𝑃𝑎  for silicate melts 

(Bansal & Doemus, 1986), the critical shear strain rate for the onset of non-Newtonian rheology 

in silicate melts can be estimated as: 

�̇� ≈
10−3𝐺∞

𝜇0
. 

 (25) 

Therefore: 

�̇� ≥
107

𝜇0
. 

 (26) 

Finally, suspensions of crystals within the melt increase the viscosity. Crystal volume fractions, 

𝜙𝑥 > 0.3, increase the suspension viscosity by multiple orders of magnitude compared to the 

melt (Lejeune & Richet, 1995; Lavallée et al., 2007). The effect of this on the viscosity can be 

approximated using the Krieger-Dougherty equation (Krieger & Dougherty, 1959), 

𝜇𝑟 = (1 −
𝜙

𝜙𝑥
 )

−[𝜇]𝜙𝑥

, 

(27) 

with: 

𝜇𝑟 =
𝜇

𝜇0
, 

(28) 

where 𝜇𝑟is the relative viscosity, 𝜇 is the apparent viscosity, and 𝜇0 is the intrinsic viscosity, 

also known as the Einstein coefficient (Einstein, 1906). Further work has been undertaken to 

combine the equations for suspended particles and bubbles (Costa, 2005; Costa et al., 2009; 

Mader et al., 2013; Moitra & Gonnermann, 2015); however, it is beyond the scope of this study. 
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2.2.1.2 Surface Tension 

Surface tension is particularly important in the processes of bubble nucleation, growth, and 

breakup. It occurs due to imbalances between the intermolecular forces at the extremity of a 

molecule, resulting in internal pressure. Increasing silica content and mafic oxides decreases 

the surface tension, while the presence of excess alkalis can increase the surface tension 

(Kozakevitch, 1959; Sharma & Philbrook, 1970; Epelbaum et al., 1973; Bagdassarov et al., 

2000; Mangan & Sisson, 2000; Mourtada-Bonnefoi & Laporte, 2002, 2004). The temperature 

dependence varies with different compositional changes (Murase & McBirney, 1973; Walker 

& Mullins, 1981; Taniguchi, 1988), but in general, there is a weak positive dependence in the 

region of 0.00015 N/m/°C (Weirauch & Ziegler 1996; Bagdassarov et al., 2000). The presence 

of volatiles, primarily H2O, is more significant, varying inversely with the surface tension, at a 

rate of ~0.06 N/m/wt. % H2O from an anhydrous fluid to 4.5 wt.% H2O. The rate of surface 

tension decreases for H2O contents greater than 4 wt.% (Mangan & Sisson, 2005; Gardner et 

al., 2013).  

The edge cases of surface tension in silicate melts are found with water-saturated dacites and 

anhydrous basalt, with surface tension values of 0.042 N/m and 0.389 N/m, respectively. Given 

that these are single order of magnitude changes to surface tension, the variations in melt 

composition have minimal impact on the terminal velocity, especially when compared to the 

vast changes observed in viscosity.  

2.2.2 Melt Density 

Magma can consist of multiple phases; therefore, the combined density can be calculated by, 

𝜌 = (1 −  𝜙 − 𝜙𝑥)𝜌𝑓 + 𝜙𝑥𝜌𝑥 + 𝜙𝜌𝑏 .  

(29) 

where 𝜙𝑥 is the volume fraction of crystals and 𝜌𝑥 is the crystal density. The melt density, 𝜌𝑓, 

is calculated by summating the mole fractions and molecular mass of each oxide component. 
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As the volume fraction of volatiles increases, the overall density will decrease, as seen in Figure 

6. There is also a temperature dependency. The molecular structure expands as temperature 

rises due to increased kinetic energy overcoming the intermolecular bonds. Consequently, the 

density reduces. The temperature variation within volcanic conduits can be significant; 

however, as with the surface tension, the resulting change in density is within an order of 

magnitude, ranging from ~ 2000-2800 kg/m3. 

2.2.3 Thermodynamic Conditions 

The melt density and rheological properties are temperature dependent, significantly so in the 

case of viscosity, which has the greatest influence on changes in the terminal velocity. Most 

conduit flow models assume isothermal conditions for simplicity (Sahagian, 2005; Costa et al., 

2007). The walls of the magma conduit are not homogeneous, parallel, or solid. There can be 

temperature variations within horizontal cross-sections of the conduit due to heat exchange and 

viscous frictional heating through the conduit’s walls (Huppert & Sparks, 1989; Costa & 

Macedonio, 2003; Mastin, 2004).  

The vertical temperature variation is present due to a change in depth through the magma 

conduit and is of the magnitude of 100 K. As magma ascends through the conduit, the cooling 

rate is correlated to the degassing rate and, therefore, bubble ascent velocity. Eruptions with 

longer cooling durations (21-368 s) are measured as having the slowest cooling rates (0.1–

1.7°C/s) through analysis of the concentration gradients of MgO melt inclusions produced by 

olivine crystallisation on inclusion walls (Newcombe et al., 2020; Saper & Stolper, 2020). 

Similarly, the pressure within the conduit varies with depth, as shown in Figure 7. The pressure 

variation within the conduit is also of a single order of magnitude until very close to the surface. 

The exception to this are rapid degassing events, such as an eruption, which causes 

decompression in the conduit. 
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3. Methodology 

3.1 Data Collation 

In this study, a larger dataset than any previous bubble rising study has been compiled, to test 

the fit of rising bubble terminal velocity models, with over 10,000 individual terminal velocity 

results. Bubble terminal velocity data stretches back as far as the work by Allen (1900), 

although published studies on rising bubbles reaches the 1850s (Stokes, 1851). Since then, our 

understanding of the forces involved has changed, notably, the impact of impurities on surface 

tension. Systematic error is consequently present in certain data and had to be accounted for, or 

removed, from this analysis. Studies on Dumitrescu-Taylor bubbles, bubbles within Taylor-

Couette flow, drops, and bubbles undergoing significant capillary action were not included in 

the initial dataset as they are either not relevant, or require significant corrections before they 

could be included. The full list of studies included in the initial dataset is listed in Table 2 and 

shown in Figure 8.  

Figure 7. Key magmatic parameters for a basaltic effusive eruption plotted against the depth within the conduit. 

Figure from La Spina et al. (2015). 
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Data has been obtained from published studies and theses, either directly from tables, or using 

WebPlotDigitizer v4.6 (Rohatgi, 2022) to collect directly from graphs in the work. 

WebPlotDigitizer v4.6 can automatically extract datasets through calibration of the axis, 

providing a precision of 15 significant figures. The accuracy of this extracted dataset is 

dependant on accurate calibration of the axis, and in turn, the accuracy of the graphs produced 

in the studies. Miscalibration of an axis would create a systematic error for that dataset, shifting 

all the datapoints, however, as most work is published on logarithmic axis, this shift will not be 

consistent for every point. To mitigate this potential error when assessing the fit of each model, 

the deviation is averaged for each two phase system within a study, then averaged for all studies. 

This method prevents undue influence from studies with large datasets, reducing the impact of 

systematic error. The velocities and bubble size cover several orders of magnitude, therefore 

the absolute deviation of the calculated velocities to the experimental velocities have been 

normalised by the calculated velocity to prevent overweighting the fit to the larger values of 

velocity. 

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0.000001 0.00001 0.0001 0.001 0.01 0.1 1

B
u
b

b
le

 T
er

m
in

al
 V

el
o

ci
ty

 m
/s

 

Equivalent Spherical Bubble Radius m

Ceramics

Non-Newtonian

Oils, Syrups & Glues

Water & Solvents

Liquid Metals

Fluidized Beds

Figure 8. Dataset of every rising bubble terminal velocity compiled in this study, categorised by the fluid medium 

into six groups of fluids. Studies included are listed in Table 2. 
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Manual data extraction was also used; primarily within studies with large, or overlapping 

datasets, preventing data points being missed or misallocated by the automatic collection 

alogrithm. Human error will have impacted the data with this method of collection. Visual 

precision within the software is dependent upon the data range and the spatial resolution of each 

graph imported, therefore, it cannot be summarily determined. The software has a potential 

precision greater than a single pixel on the display used and therefore is not a limiting factor.  

Fluid characteristics must be obtained in order to determine dimensionsless numbers, as seen 

in Equations (16)-(19). Not all studies assessed or published these figures. Consequently, 

known values have been obtained at the temperature listed. In studies where a temperature is 

not given, fluid parameters at 20°C have been used. Some experiments have plotted other 

values, such as the Reynolds number or the coefficient of drag. In these cases, where sufficient 

other values are given, the equivalent spherical bubble radius has been calculated for each data 

point from these values. Most of these values are provided to just 2 significant figures, and in 

some cases a single order of magnitude. The uncertainty in these values produces a far greater 

source of potential error than the method of data collection. Due to this, when assessing the fit 

of the bubble terminal velocity model, we do not use the dimensionless version as the 

uncertainty in the fluid parameters would then be compounded. 
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Table 2. All the studies included in the initial dataset, categorised by the fluid medium into six groups of fluids as 

displayed in Figure 8. The primary fluid listed is the main component of any solutions, except for non-Newtonian 

fluids in which the main additive to a water or glycerol base is listed. The focus of the experimental work within 

the study is listed, usually the dependant variable of the data obtained, but also covering certain independent 

variables that impact the bubble terminal velocity such as the presence of impurities or surfactants, or the 

container diameter (wall effect). The range of bubble radii for the group of fluids within each study, and the 

range of calculated dimensionless numbers are also included for reference. 

Study 
Primary 

Fluid 

Focus of 

Experiment 

Equivalent 

Spherical 

Bubble 

Radius 

(mm) 

Reynolds 

number 

Eotvos 

number 

Morton 

number 

Ceramics  

Hornyak & 

Weinberg 1984 

Soda-Lime-

Silica Glass 
Bubble rise velocity 0.39 - 0.78 10-7 - 10-5 10-1 - 101 107 - 109 

Jucha et al. 1982 Various Drag coefficient 0.082 - 5.9 10-7 - 101 10-3 - 101 100 - 107 

Kočárková 2011 
Soda-Lime-

Silica Glass 
Bubble rise velocity 1.4 - 14 10-7 - 10-2 100 - 102 104 - 1011 

Non-Newtonian  

Acharya et al. 

1977 
Various 

Bubble rise velocity, 

regime & drag 

coefficient 
1.1 - 4.9 - - - 

Almani et al. 

2021 
Various Wall effect 0.67 - 1.7 101 - 102 10-1 - 100 10-6 - 10-5 

Amirnia et al. 

2013 
Various 

Bubble rise velocity, 

regime & drag 

coefficient 
0.61 - 9.9 10-2 - 102 10-1 - 102 10-4 - 104 

Astarita & 

Apuzzo 1965 
Various 

Bubble rise velocity & 

regime 
0.34 - 22 - - - 

Calderbank et al. 

1970 

Polyethylene 

Oxide solution 

Bubble rise velocity, 

regime & mass transfer 
1.3 - 28 - 100 - 103 - 

Haque et al. 

1988 

Carboxymethyl 

Cellulose 

solutions 

Bubble rise velocity & 

regime 
1.2 - 24 - 100 - 103 - 

Johnson 1969 
Polyethylene 

Oxide solution 

Bubble rise velocity & 

mass transfer 
1.2 - 28 10-1 - 102 100 - 103 10-2 

Leal et al. 1971 
Peracetic Acid 

solutions 
Bubble rise velocity 1.4 - 15 100 - 101 - - 

Liu et al. 1995 

Polyethylene 

Oxide 

solutions 

Bubble rise velocity & 

regime 
0.93 - 14 10-5 - 100 100 - 102 105 - 107 

Loudon 1968 

Carboxymethyl 

Cellulose 

solutions 

Bubble rise velocity & 

mass transfer 
2.7 - 27 100 - 102 101 - 103 10-1 - 102 

Macedo & Yang 

1974 

Peracetic Acid 

solutions 
Drag coefficient 0.032 - 0.2 - - - 

Margaritis et al. 

1999 
Various 

Bubble rise velocity & 

drag coefficient 
0.16 - 16 - 10-2 - 102 - 

Miyahara & 

Yamanaka 1993 

Carboxymethyl 

Cellulose 

solutions 

Bubble rise velocity, 

regime & drag 

coefficient 
2.0 - 14 - 100 - 102 - 

Räbiger & 

Vogelpohl 1986 

Carboxymethyl 

Cellulose 

solutions 

Bubble rise velocity & 

regime 
0.71 - 9.0 - - - 

Rodrigue et al. 

1996 
Various 

Bubble rise velocity & 

impurities 
0.77 - 5.5 10-5 - 100 10-1 - 102 100 - 108 

Zana 1975 
Peracetic Acid 

solutions 

Bubble rise velocity, 

regime & mass transfer 
1.5 - 21 10-4 - 101 - - 
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Study 
Primary 

Fluid 

Focus of 

Experiment 

Equivalent 

Spherical 

Bubble 

Radius 

(mm) 

Reynolds 

number 

Eotvos 

number 

Morton 

number 

Oils, Syrups & Glues 

Allen 1900 Aniline 
Motion of spheres in 

viscous fluids 
0.035 - 0.55 10-2 - 101 10-3 - 10-1 10-7 

Angelino 1966 Various 
Bubble rise velocity, 

regime & wall effect 
6.2 - 37 100 - 102 102 - 103 10-2 - 102 

Astarita & 

Apuzzo 1965 

Glycerol 

solutions 

Bubble rise velocity & 

regime 
0.89 - 23 - - - 

Bond & Newton 

1928 
Various 

Bubble rise velocity & 

regime 
0.23 - 6.3 10-7 - 10-2 10-1 - 101 106 - 1010 

Bryn 1933 
Glycerol 

solutions 
Bubble rise velocity 0.61 - 8.8 100 - 103 10-1 - 102 10-8 - 10-5 

Calderbank et al. 

1970 

Glycerol 

solutions 

Bubble rise velocity, 

regime & mass transfer 
1.1 - 28 10-1 - 102 100 - 103 10-1 - 101 

Davenport 1964 

Polyvinyl 

Alcohol 

solutions 

Bubble rise velocity, 

regime & mass transfer 
5.8 - 22 101 - 102 101 - 103 10-3 - 101 

Funfschilling & 

Li 2006 
Glycerol 

Bubble rise velocity & 

regime 
1.4 - 7.0 10-2 - 100 100 - 102 102 

Garner & 

Hammerton 

1954 

Various 

Bubble rise velocities, 

impurities & wall 

effect 
0.18 - 7.6 10-3 - 100 10-1 - 102 100 - 102 

Gorring and 

Katz 1962 

Glycerol 

solution 
Drag coefficient 0.20 - 1.5 10-1 - 102 10-2 - 100 10-6 - 10-5 

Guthrie 1967 

Polyvinyl 

Alcohol 

solutions 

Bubble rise velocity, 

regime & mass transfer 
11 - 27 101 - 103 102 - 103 10-3 - 101 

Haberman & 

Morton 1953 
Various 

Bubble regime, 

impurities, wall effect 

& drag coefficient 
0.20 - 16 10-2 - 102 10-2 - 103 10-4 - 10-2 

Jackson et al. 

2022 

Golden Syrup 

solution 
Bubble rise velocity 0.49 - 2.0 10-6 - 10-5 10-1 - 100 109 

Johnson 1969 
Glycerol 

solutions 

Bubble rise velocity & 

mass transfer 
1.2 - 28 10-1 - 102 100 - 103 10-1 - 101 

Jucha et al. 1982 Silicone Oil Drag coefficient 0.28 - 1.5 10-1 - 101 10-1 - 101 10-2 

Kojima et al. 

1968 
Various 

Bubble rise velocity & 

regime 
0.82 - 14 10-3 - 101 100 - 102 10-2 - 105 

Kubota et al. 

1967 

Glycerol 

solutions 

Bubble rise velocity, 

regime & impurities 
0.51 - 5.9 100 - 103 10-1 - 101 10-7 - 10-4 

Leal et al. 1971 Mineral Oil Bubble rise velocity 1.0 - 14 100 - 102 100 - 102 10-2 

Li & Schneider 

1993 

Polyisobutene 

Oils 
Bubble rise velocity 3.7 - 5.8 10-3 - 100 101 - 102 103 - 109 

Liu et al. 2016 
Glycerol 

solutions 

Bubble rise velocity & 

regime 
0.24 - 11 10-3 - 102 10-1 - 102 10-3 - 101 

Mahmoudi et al. 

2019 
Kerosene Bubble rise velocity 0.66 - 6.9 102 - 103 100 - 102 10-8 

Maxworthy et al. 

1996 

Glycerol 

solutions 
Bubble rise velocity 0.22 - 5.2 10-2 - 103 10-2 - 101 10-10 - 10-3 

Miyahara & 

Yamanaka 1993 

Glycerol 

solutions 

Bubble rise velocity, 

regime & drag 

coefficient 
1.5 - 15 10-2 - 101 100 - 102 101 - 103 

O'Brien & 

Gosline 1935 
Various Oils 

Bubble rise velocity & 

wall effect 
1.2 - 25 101 - 103 100 - 103 10-5 - 10-2 
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Study 
Primary 

Fluid 

Focus of 

Experiment 

Equivalent 

Spherical 

Bubble 

Radius 

(mm) 

Reynolds 

number 

Eotvos 

number 

Morton 

number 

Oils, Syrups & Glues 

Peebles 1952 Various Oils 
Bubble rise velocity & 

drag coefficient 
0.68 - 9.5 100 - 103 100 - 102 10-11 - 10-3 

Räbiger & 

Vogelpohl 1986 

Glycerol 

solutions 

Bubble rise velocity & 

regime 
0.27 - 9 100 - 103 10-1 - 102 10-7 - 10-6 

Raymond & 

Rosant 2000 

Glycerol 

solutions 

Bubble rise velocity, 

regime & drag 

coefficient 
0.84 - 6.4 10-1 - 102 100 - 101 10-6 - 101 

Redfield & 

Houghton 1965 

Dextrose 

solutions 

Mass transfer & drag 

coefficient 
2.2 - 9.2 10-2 - 103 101 - 102 10-6 - 103 

Rodrigue et al. 

1996 

Glycerol 

solutions 

Bubble rise velocity & 

impurities 
1.1 - 5.5 10-2 - 101 100 - 101 10-2 - 101 

Tadaki & Maeda 

1961 
Various 

Bubble rise velocity, 

regime & impurities 
0.57 - 10 101 - 104 100 - 102 10-9 - 10-4 

Talaia 2007 
Glycerol 

solution 

Bubble rise velocity & 

drag coefficient 
9.2 - 19 100 - 101 102 102 

Tsuge & Hibino 

1977 
Various Bubble regime 0.62 - 1.8 102 - 103 100 - 101 10-10 - 10-6 

Viana et al. 2001 
"Viscous 

Liquid" 

Bubble rise velocity & 

wall effect 
5.6 - 21 100 - 101 102 - 103 101 

Zana 1975 
Glycerol 

solution 

Bubble rise velocity, 

regime & mass transfer 
1.0 - 5.8 10-1 - 101 100 - 101 10-1 

Zhang et al. 

2004 

Glycerol 

solution 

Bubble rise velocity & 

drag coefficient 
2.2 - 3.0 101 101 10-2 

Water & Solvents  

Abou-el-Hassan 

1983 

"Newtonian 

Fluids" 
Bubble rise velocity 1.1 - 5.5 103 100 - 101 10-11 

Allen 1900 Water Bubble rise velocity 0.047 - 0.39 10-2 - 102 10-3 - 101 10-10 - 10-7 

Almani et al. 

2021 

Water 

(Distilled) 
Wall effect 0.87 - 1.6 103 100 10-11 

Aybers and 

Tapucu 1969 
Water 

Bubble regime & drag 

coefficient 
0.42 - 3.6 102 - 103 10-1 - 101 10-11 

Bachhuber and 

Sanford 1974 
Water Bubble rise velocity 0.072 - 0.20 100 - 102 10-3 - 102 10-11 

Baird and 

Davidson 1962 
Water (Tap) 

Mass transfer & 

impurities 
3.4 - 43 103 - 105 102 - 103 10-11 

Blandín-Arrieta 

1997 
Water Bubble regime 0.95 - 4.3 103 - 105 100 - 101 10-11 

Bryn 1933 Various Bubble rise velocity 0.20 - 12 101 - 104 10-1 - 102 10-11 - 10-9 

Calderbank & 

Lochiel 1964 
Water 

Bubble regime & mass 

transfer 
2.8 - 15 103 - 104 101 - 102 10-11 

Calderbank et al. 

1970 

Water 

(Distilled) 

Bubble rise velocity, 

regime & mass transfer 
2.1 - 19 103 - 104 100 - 102 10-11 

Coppock & 

Meiklejohn 1951 
Water 

Bubble rise velocity, 

mass transfer & orifice 

diameter 
0.093 - 11 100 - 104 10-2 - 102 10-11 

Datta et al. 1950 Water 
Mass transfer & orifice 

diameter 
0.13 - 3.7 101 - 103 10-2 - 101 10-11 - 10-10 

Davenport 1964 Various 

Bubble rise velocity, 

regime, mass transfer 

& impurities 
4.0 - 24 103 - 104 101 - 103 10-10 - 10-8 

Davies & Taylor 

1950 
Various 

Bubble rise velocity & 

wall effect 
7.1 - 36 103 - 105 102 - 103 10-10 - 10-9 
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Study 
Primary 

Fluid 

Focus of 

Experiment 

Equivalent 

Spherical 

Bubble 

Radius 

(mm) 

Reynolds 

number 

Eotvos 

number 

Morton 

number 

Water & Solvents 

Detsch 1991 
Water 

(Various) 

Bubble rise velocity & 

impurities 
0.011 - 0.52 10-2 - 102 10-4 - 10-1 10-11 

Dong et al. 2010 Ionic Liquids 

Bubble rise velocity, 

regime & drag 

coefficient 
0.69 - 0.92 10-1 - 101 100 10-5 - 10-1 

Duineveld 1995 
Water 

(Distilled) 
Bubble rise velocity 0.33 - 0.97 102 - 103 10-1 - 100 10-11 

Garner & 

Hammerton 

1954 

Water 

Bubble rise velocity, 

impurities & wall 

effect 
0.063 - 3.9 100 - 103 10-3 - 101 10-11 - 10-10 

Gorodetskaya 

1949 
Various 

Bubble rise velocity & 

impurities 
0.16 - 12 101 - 104 10-2 - 102 10-11 - 10-7 

Gorring and 

Katz 1962 
Water (Tap) Drag coefficient 0.19 - 1.0 101 - 103 10-2 - 100 10-11 

Guthrie 1967 Water (Tap) 
Bubble rise velocity, 

regime & mass transfer 
11 - 27 104 102 - 103 10-10 

Guyer & Pfister 

1946 
Water Mass transfer 0.90 - 2.4 103 100 10-11 

Haberman & 

Morton 1953 
Various 

Bubble regime, 

impurities, wall effect 

& drag coefficient 
0.11 - 12 101 - 104 10-2 - 102 10-12 - 10-9 

Hoefer et al. 

1913 
Water 

Bubble rise velocity & 

wall effect 
0.16 - 15 101 - 104 10-2 - 102 10-11 

Houghton et al. 

1957 

Water 

(Various) 

Bubble rise velocity, 

regime & impurities 
0.40 - 2.7 102 - 103 10-1 - 101 10-11 - 10-10 

Jamialahmadi & 

Müuller‐

Steinhagen 1993 

Water Bubble rise velocity 0.93 - 20 103 - 104 100 - 102 10-11 

Johnson 1969 
Water 

(Distilled) 

Bubble rise velocity & 

mass transfer 
0.35 - 19 102 - 104 10-1 - 102 10-11 

Karamanev et al. 

1996 

Water 

(Distilled) 

Bubble rise velocity & 

drag coefficient 
3.5 - 3.5 103 100 - 101 10-12 - 10-11 

Kubota et al. 

1967 
Various 

Bubble rise velocity, 

regime & impurities 
0.097 - 6.1 101 - 104 10-2 - 102 10-11 - 10-9 

Kure et al. 2021 
Water 

(Distilled) 
Bubble rise velocity 0.38 - 0.94 102 - 103 10-1 - 100 10-11 

Leifer et al. 2000 
Water 

(Distilled) 
Bubble rise velocity 0.32 - 4.4 102 - 103 10-1 - 101 10-11 - 10-10 

Leonard & 

Houghton 1963 
Water 

Bubble rise velocity, 

mass transfer & 

impurities 
1.1 - 9.6 103 - 104 100 - 102 10-11 

Liu et al. 2015 Water 
Bubble rise velocity & 

regime 
0.085 - 5.6 100 - 103 10-2 - 101 10-10 

Loudon 1968 
Water 

(Distilled) 

Bubble rise velocity & 

mass transfer 
2.1 - 24 103 - 104 100 - 102 10-11 - 10-10 

Luchsinger 1937 Water 
Bubble rise velocity & 

regime 
0.32 - 1.8 102 - 103 10-1 - 100 10-11 

Mahmoudi et al. 

2019 

Water 

(Distilled) 
Bubble rise velocity 0.66 - 7.3 103 - 104 10-1 - 102 10-11 - 10-10 

Maxworthy et al. 

1996 

Water 

(Distilled) 
Bubble rise velocity 0.21 - 6.7 101 - 104 10-2 - 101 10-11 

Merker et al. 

2017 
Water Mass transfer 0.44 - 1.4 102 - 103 10-1 - 100 10-11 
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Study 
Primary 

Fluid 

Focus of 

Experiment 

Equivalent 

Spherical 

Bubble 

Radius 

(mm) 

Reynolds 

number 

Eotvos 

number 

Morton 

number 

Water & Solvents 

Miyagi 1925 Water 
Bubble rise velocity & 

regime 
0.25 - 3.5 102 - 103 10-1 - 101 10-11 - 10-10 

Miyahara & 

Yamanaka 1993 
Water 

Bubble rise velocity, 

regime & drag 

coefficient 
0.50 - 13 102 - 104 10-1 - 102 10-11 

O'Brien & 

Gosline 1935 
Water 

Bubble rise velocity & 

wall effect 
1.4 - 22 103 - 104 100 - 102 10-11 

Okawa et al. 

2003 
Water 

Bubble rise velocity & 

regime 
0.33 - 1.8 102 - 103 10-1 - 100 10-12 - 10-10 

Okazaki 1964 
Water 

(Distilled) 

Bubble rise velocity & 

impurities 
0.16 - 1.3 101 - 103 10-2 - 100 10-11 

Paneni 1969 
Water 

(Distilled) 

Bubble rise velocity & 

mass transfer 
4.6 - 8.9 103 - 104 101 - 102 10-11 

Parkinson et al. 

2008 

Water 

(Distilled) 
Bubble rise velocity 

0.0051 - 

0.057 
10-3 - 100 10-5 - 10-3 10-11 

Pawliszak et al. 

2019 

Water 

(Distilled) 

Bubble rise velocity & 

impurities 
0.023 - 0.75 10-1 - 103 10-4 - 10-1 10-11 

Peebles 1952 Various 
Bubble rise velocity & 

drag coefficient 
0.74 - 7.2 102 - 103 100 - 102 10-11 - 10-9 

Raymond & 

Zieminski 1971 

Water 

(Distilled) 

Mass transfer, 

impurities & drag 

coefficient 
1.1 - 2.2 103 - - 

Redfield & 

Houghton 1965 

Dextrose 

solutions 

Mass transfer & drag 

coefficient 
1.6 - 8.2 103 - 104 100 - 102 10-11 - 10-8 

Rosenberg 1950 Water 
Bubble regime & drag 

coefficient 
0.34 - 33 102 - 105 10-1 - 103 10-11 

Sam et al. 1996 
Water 

(Various) 

Bubble rise velocity & 

impurities 
0.45 - 1.4 102 - 103 10-1 - 100 10-11 

Sanada et al. 

2008 

Water 

(Distilled) 

Bubble rise velocity, 

regime, impurities & 

drag coefficient 
0.20 - 0.87 101 - 103 10-2 - 100 10-11 

Shabalin et al. 

1939 
Water 

Mass transfer & drag 

coefficient 
0.19 - 7.2 101 - 104 10-2 - 101 10-11 

Stuke 1952 Water 
Bubble rise velocity & 

impurities 
0.33 - 3.0 102 - 103 10-1 - 101 10-10 

Tadaki & Maeda 

1961 
Various 

Bubble rise velocity, 

regime, impurities & 

drag coefficient 
0.68 - 10 101 - 104 100 - 102 10-10 - 10-6 

Talaia 2007 Water 
Bubble rise velocity & 

drag coefficient 
0.69 - 11 102 - 104 10-1 - 102 10-11 

Tomiyama et al. 

2002 

Water 

(Distilled) 

Bubble rise velocity & 

impurities 
0.31 - 2.7 102 - 103 10-1 - 101 10-11 

Tsuge & Hibino 

1977 
Various Bubble regime 0.86 - 1.8 102 - 103 100 - 101 10-11 - 10-7 

Uno & Kitner 

1956 
Water 

Bubble rise velocity & 

wall effect 
3.1 - 11 103 - 104 101 - 102 10-11 

Wang et al. 2017 Water 
Bubble rise velocity & 

drag coefficient 
2.5 - 5.8 103 101 10-11 

Yan et al. 2017 
Water 

(Distilled) 

Bubble rise velocity & 

drag coefficient 
0.93 - 2.3 103 100 10-11 

Zawala & 

Niecikowska 

2017 

Water 

(Distilled) 

Bubble rise velocity & 

impurities 
0.49 - 0.89 102 - 103 10-1 - 100 10-11 
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Study 
Primary 

Fluid 

Focus of 

Experiment 

Equivalent 

Spherical 

Bubble 

Radius 

(mm) 

Reynolds 

number 

Eotvos 

number 

Morton 

number 

Water & Solvents 

Zdonik 1942 
Water 

(Distilled) 

Bubble rise velocity & 

impurities 
0.71 - 2.7 103 10-1 - 101 10-11 

Zhang et al. 

2005 
Water (Tap) 

Bubble rise velocity, 

regime & drag 

coefficient 
1.4 - 3.1 103 100 - 101 10-11 

Liquid Metals 

Davenport 1964 
Mercury & 

Silver 

Bubble rise velocity, 

regime & mass transfer 
4.0 - 24 104 - 105 101 - 103 10-13 

Guthrie 1967 Silver  
Bubble rise velocity, 

regime & mass transfer 
9.8 - 15 104 102 10-13 

Mori 1977 Mercury 
Bubble rise velocity & 

regime 
0.63 - 3.0 103 - 104 100 - 101 10-13 

Paneni 1969 Mercury 
Bubble rise velocity & 

mass transfer 
3.3 - 12 104 - 105 101 - 102 10-13 

Wang et al. 2017 Galinstan 
Bubble rise velocity & 

drag coefficient 
1.5 - 2.8 103 - 104 100 - 101 10-13 

Zhang et al. 

2005 
Galinstan 

Bubble rise velocity, 

regime & drag 

coefficient 
2.2 - 4.2 103 - 104 100 - 101 10-13 

Fluidized Beds 

Darton & 

Harrison 1974 
Fluidized Sand 

Bubble rise velocity & 

drag coefficient 
2.3 - 13 10-1 - 102 101 - 102 10-2 - 103 

Luo et al. 1980 
Fluidized 

Glass 
Bubble rise velocity 4.3 - 11 10-1 - 100 102 104 - 105 
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3.2 Statistical Analysis 

To compare the fit of different models, the relative error (𝛿𝑣) of each bubble velocity datapoint 

was calculated for each model, 

𝛿log (𝑣) =  log10(𝑣𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑) − log10(𝑣𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙). 

(30) 

We can then use the mean of these results to assess the models, taking the mean absolute 

percentage error (𝑀𝐴𝑃𝐸 ) values. As previously discussed, this can lead to overweighting 

studies with a greater number of observations, potentially inducing a greater degree of 

systematic error into the model. Therefore, the weighted mean absolute percentage error 

(𝑤𝑀𝐴𝑃𝐸 ) can also be used as a metric of statistical forecasting analysis to assess model 

optimisation, in this case weighted per studied fluid. These statistical methods are given by, 

𝑀𝐴𝑃𝐸 = 102+
1
𝑛

∑ |𝛿𝑖|𝑛
𝑖=1 − 1, 

(31) 

 

and, 

𝑤𝑠𝑓𝑀𝐴𝑃𝐸 = 10
2+

1
𝑛𝑠𝑓

∑ (
1
𝑛

∑ |𝛿𝑖|𝑛
𝑖=1 )

𝑗

𝑛𝑠𝑓
𝑗=1 − 1. 

 (32) 

𝑛𝑠𝑓is the number of studies of a fluid such as Glycerol, Distilled Water (Maxworthy et al., 

1996) and Glycerol (Kojima et al., 1968), and 𝑛 is the number of unique datapoints.  

The weighted mean absolute percentage error also has shortcomings. Each study generally 

covers a limited range of equivalent spherical bubble radii. When 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 is used to fit the 

model, the quantity of datapoints is reduced, weighting the model towards the radii ranges that 

are covered within most studies rather than evenly weighting the fit across the full data range.  

An alternative to this is to group the datapoints based on even intervals of their radius. The 

weighted mean absolute percentage error (listed as 𝑤𝑖𝑀𝐴𝑃𝐸 in this case) can then be calculated 
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with an even weighting for each of these radius intervals. Using 𝑤𝑖𝑀𝐴𝑃𝐸 for analysis of the 

model produces a more even analysis, however, sudden changes, especially those within a 

single interval are poorly accounted for. This flaw can be reduced by using the minimum 

interval range such that each interval contains at least one data point. Experimental and 

systematic error can have a much greater impact with this method, with a single data point 

potentially having the same weighting as one thousand depending on the interval. All these 

methods of statistical forecasting analysis have merits, but also inherent biases that must be 

considered with their use. 

3.3 Model Optimisation 

The models currently used to calculate the terminal velocity of bubbles all contain empirical 

constants to fit the experimental data. This study has compiled the largest selection of data from 

bubble rising experiments, and therefore, can suggest optimised values for these empirical 

values. Minimising the 𝑀𝐴𝑃𝐸, 𝑤𝑠𝑓𝑀𝐴𝑃𝐸, and 𝑤𝑖𝑀𝐴𝑃𝐸 by adjusting the empirical values in 

the chosen model will produce optimal values for this dataset. In this study, the GRG Nonlinear 

engine in Microsoft® Excel® (Version 2402 Build 16.0.17328.20282) is used for optimisation. 

A pure water data set is used initially due to being the largest dataset of a single fluid within 

very similar experimental conditions. The results of this can then be compared against the full 

data set.  

To produce an optimised model for isolated bubble terminal velocities in magma, the same 

method will be used. Minimising the values for statistical analysis, then considering any 

simplifications of the model as well as analysing the limitations of the model produced. 
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4. Analysis 

4.1 General Bubble Terminal Velocity Model 

4.1.1 Impurities in Fluids 

One of the key challenges when analysing fluids is ensuring the purity of the fluid. In most 

experiments, it’s impractical to constantly measure the viscosity and surface tension of the fluid. 

Many studies don’t measure them at all, using known values at that temperature. However, this 

relies on the fluid being totally pure. In practice, that is rarely the case. The composition of the 

impurities determines the impact it has on the terminal velocity of the bubble. The addition of 

substances such as carboxymethyl cellulose (CMC), polyacrylamide (PAA), or polyethylene 

oxide (PEO) can cause the fluid to act with non-Newtonian properties (primarily shear-

thinning), increasing the apparent viscosity in the experiments studied. The addition of 0.1% 

PAA to distilled water increased the zero-shear viscosity from 0.001-0.248 Pa.s (Zana 1975), 

an increase by over two orders of magnitude. This has the effect of reducing the terminal 

velocity for bubbles outside of the spherical-cap regime as shown in Figure 9. Within the 

spherical-cap regime, the inertial force is dominant, therefore the viscosity has minimal impact. 
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Figure 9. A comparison of the terminal velocities of non-Newtonian fluids to those of distilled water for similar 

bubble radii. The bubble terminal velocities can be seen to merge as the bubble enters the spherical-Cap regime 

(see Figure 3) 

Figure 10. The impact of different concentrations of a surfactant (sodium dodecyl sulphate) on reducing bubble 

terminal velocity within mixtures of glycerol and water. As the bubble size decreases, the presence of surfactants 

has a greater impact on the terminal velocity.  
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Many impurities in the fluid act in a similar way to, or are, surfactants, such as heptanoic acid 

or long chain alcohols (n-Octanol, n-Heptanol etc.). This is particularly significant with water, 

which has a relatively high surface tension due to the molecular structure. The addition of other 

components will usually reduce the resulting surface tension. As discussed in Section 2.1.6.1, 

the surface of the bubble becomes less mobile. A surface tension gradient occurs as the 

surfactants migrate to the rear due to advection, inducing a tangential stress because of the 

Marangoni effect, and countering the viscous forces on the bubble. The reduction of the internal 

circulation increases the friction between the bubble and the fluid, reducing the velocity as seen 

in Figures 10 and 11 (Aybers & Tapucu, 1969; Kure 2021). Larger bubbles experience an 

increased shearing force, due to the increased rising velocity, reducing the accumulation of 

surfactants on the surface. Whereas smaller bubbles have a greater surface tension gradient, 

increasing the saturation of surfactants, and in turn reducing the relative velocity (Griffiths, 

1962). The variation in purity of fluids explains some of the scattering of bubble terminal 

velocities within fluid systems and must be considered during the analysis of terminal velocity 

models for pure fluids.  
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Figure 11. The impact of different concentrations of various surfactants on the rising rate of bubbles within water. 

Tap water follows a similar velocity-radius relationship as high concentrations of surfactants, further highlighting 

the issue of fluid purity when conducting experiments and producing models for the rising rate. 
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Studies are inconsistent in their description of their fluid medium. “Water” is commonly listed, 

without any additional information about its source or purity. As previously shown, the purity 

of these liquids has a significant impact on the bubble terminal velocity. Making the distinction 

between pure, or close to pure, liquids and those contaminated is crucial to produce an accurate 

model. Figure 11 shows that tap water is highly contaminated, therefore studies that do not 

explicitly state that the fluid is pure or distilled water cannot be used to analyse pure fluid 

systems and may have systematic error due to incorrect values of surface tension being used. 

Figure 12 shows the variability in velocity for fluids listed as “water”. Most of these fluids 

follow the highly contaminated results, such as tap water and the surfactant experiments. It is 

important to consider a range of fluids when analysing a general model, however, only a quarter 

of studies in the dataset collected test the fluid characteristics themselves. Many use solutions 

for the fluid medium, increasing the potential for error if we use known values for the fluid at 

different concentrations. Therefore, only studies that evaluate the fluid characteristics or use 

calibrated fluids would ideally be used to assess the accuracy of the model. 
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Figure 12. Experiments listing the fluid as “water” are shown to vary in their level of purity. Several experimental 

datasets  follow a similar bubble velocity – radius relationship to pure water, whereas others display similar 

velocities to contaminated or tap water. This highlights the importance of ensuring the purity of the fluid medium 

in bubble rising experiments. 
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4.1.2 Data Constraints 

To analyse proposed general models for bubble terminal velocity, we first tested the models 

against pure water datasets. Some models such as Fan and Tsuchiya (1990), Tomiyama et al. 

(2002), and Park et al. (2017) consider contaminated bubbles. Of note, the contaminated models 

produce a better fit of the bubble rising data in less than half of the “contaminated” studies, 

especially studies carried out in the early to mid-1900s (Allen, 1900; Shabalin et al., 1939; Datta 

et al., 1950; Garner & Hammerton, 1954). In these studies, the fluid is only listed as “water” 

and assumed to be pure when calculating the surface tension. More recent studies of 

contaminated water display an identical, or better, fit with the pure models (Baird and Davidson, 

1962; Davenport, 1964; Guthrie, 1967; Sam et al., 1996; Zhang et al., 2005). If the impact of 

contaminants on surface tension is measured accurately, then the bubble terminal velocity 

follows the pure models; therefore, this study just focuses on a pure fluid model. As such, 

studies that list the fluid as “water” without any mention of the purity, or use tap water, have 

been discounted due to the issues highlighted in Figure 12 when initially analysing the general 

bubble terminal velocity model. Remaining “pure water” studies were compared against the 

rest of the dataset, and those with clear contamination or systematic error were also removed. 

The temperature of the fluid impacts the viscosity, density, and surface tension. To graphically 

compare models against the dataset, a single fluid at a given temperature must be used. A 

significant proportion (12.3%) of the full data collected is pure water at 20±5°C, so this was 

chosen as the fluid for the general model, with the key properties being given in Table 3. The 

pure water dataset was then further constrained to temperatures from 15-25°C. 

Fluid 

Composition 

Temperature 

T 

°C 

Fluid Viscosity 

μf 

Pa.s 

Fluid Density 

ρf 

Kg/m3 

Surface tension 

σ 

N/m 

Pure water 20 0.00100 998 0.0728 

Table 3. The fluid properties used to calculate the bubble terminal velocity for the pure water models over a range 

of equivalent spherical bubble radii. 
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4.1.3 Current Models 

A range of correlations have been proposed to calculate bubble terminal velocity. These can be 

divided into three groups: regime specific, general, and dimensionless. Most dimensionless 

models are based on a general parameterisation; therefore, we focus on the general correlation 

initially before considering a dimensionless version. The regime specific correlations are useful 

initial conditions, however, a general parameterisation of these is more applicable to modelling 

bubble terminal velocities. There are significant areas of transition between these regimes that 

must be accounted for, as seen in Figure 13. The Hadamard-Rybczynski solution for spherical 

bubbles is only valid up to values of 𝑅𝑒 < 1 which for pure water is a bubble radius of around 

0.05mm. Bubbles in the transition between the spherical and ellipsoidal regimes are poorly 

described by the equations for either regime due to the presence of significant inertial and 

viscous forces. Wallis (1974) suggested the following equation as an improvement on the work 

of Peebles (1952), to calculate velocities of bubbles in the region ~1 < 𝑅𝑒 < ~100: 
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Figure 13. Models for each bubble rising regime given in Equations (9), (11) and  (15) are overlaid by the 

experimental velocities for the constrained pure water dataset. Stokes’ spherical model, Equation (20), and Wallis’ 

model, Equation  (33), for spherical bubbles under inertial forces have also been included as dashed lines for 

reference. The models are based on pure water at 20°C, fluid properties are listed in Table 3. The overestimation 

of velocity at the transition between spherical and ellipsoidal regimes can clearly be seen. 
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𝑣𝑏,𝑊 = 0.14425𝑔
5
6 (

𝜌𝑓

𝜇𝑓
)

2
3

𝑑𝑒𝑏

3
2. 

(33) 

Some models, such as that proposed by Tomiyama et al. (2002), utilise the aspect ratio (E) to 

calculate the bubble terminal velocity, 

𝑣𝑏,𝑇𝑜 =
sin−1(√1 − 𝐸2) − 𝐸√1 − 𝐸2

1 − 𝐸2
√8𝜎𝐸

4
3

𝜌𝑓𝑑𝑒𝑏
+

∆𝜌𝑔𝑑𝑒𝑏

2𝜌𝑓
+

𝐸
2
3

1 − 𝐸2
 , 

(34) 

where, 

𝐸 =
𝑅1

𝑅2
. 

(35) 

Calculating the aspect ratio is not practical for calculating the bubble rise velocity, especially 

in magmatic settings. Correlations for the bubble aspect ratio have been proposed in terms of 

Eötvös and Weber numbers, with Moore’s (1959) version being the best general approximation,  

𝑊𝑒 = 4𝐸
4
3 (

1

𝐸3
+

1

𝐸
− 2) (

1

𝐸2
sin−1 sin−1 (

1

𝐸
) −

1

𝐸
√

1

𝐸2
− 1)

2

(
1

𝐸2
− 1)

3

, 

(36) 

which can be approximated to, 

𝐸 ≈
1

1 +
9

64 𝑊𝑒
. 

(37) 

The difficulty with using Moore’s approximation is that the Weber number is dependent upon 

the bubble velocity and therefore cannot be determined. The correlations using the Eötvös 

number, such as Okawa et al. (2003) are limited to non-oscillatory, contaminated bubbles.  

Investigations by Kure et al. (2021) suggest that the generalised model by Baz-Rodríguez et al. 

(2012) provides the next best fit to their dataset. The pure and contaminated parameterisations 

by Park et al. (2017) are also commonly used to calculate bubble terminal velocities. Both 
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models combine the equations for each bubble regime, along with Wallis’ equation for spherical 

bubbles under inertial forces using a minimisation technique. The Baz-Rodríguez. model is 

given by, 

𝑣𝑏,𝐵𝑅 =  
1

√
1

𝑣1
2 +

1
𝑣2

2

, 

𝑣1 =
∆𝜌𝑔𝑑𝑒𝑏

2

36𝜇𝑓

√1 + (0.73667√𝑔𝑑𝑒𝑏

36𝜇𝑓

∆𝜌𝑔𝑑𝑒𝑏
2), 
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3𝜎

𝜌𝑓𝑑𝑒𝑏
+

∆𝜌𝑔𝑑𝑒𝑏

2𝜌𝑓
. 

(38) 

Park’s pure model is calculated by, 

𝑣𝑏,𝑃𝑎𝑟𝑘 =  
1

√
1
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1
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(39) 

Park et al. (2017) also produced a formula for contaminated bubbles, by applying the following 

scaling factor to the viscous and inertial terms (𝑣𝑏,𝐻𝑅 and 𝑣𝑏,𝑊 respectively), producing the 

following equation, 

𝑓𝑠𝑐 = 1 +
0.5

1 + 𝑒
(

𝑙𝑜𝑔10(𝐸𝑜)+1
0.38

)
, 

(40) 
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+ 0.505𝑔𝑑𝑒𝑏

 . 

(41) 



50 

 

4.1.4 Pure Water Analysis 

 

 Park Pure             

Model 

Park Contaminated  

Model 

Baz-Rodríguez  

Model 

𝑴𝑨𝑷𝑬 19.0% 25.3% 26.4% 

𝒘𝒔𝒇𝑴𝑨𝑷𝑬 18.2% 19.0% 23.8% 

𝒘𝒊𝑴𝑨𝑷𝑬 22.6% 27.7% 34.3% 

Table 4. The mean absolute percentage error for each method of statistical analysis carried out on each model 

tested against the pure water dataset. 

Figure 14 shows the pure water dataset with the bubble terminal velocity models of Park et al. 

(2017) and Baz-Rodríguez et al. (2012) overlaid. The Baz-Rodríguez model overestimates the 

bubble velocity in the spherical regime at bubble radii of less than 0.3 mm, with the relative 

error increasing as the bubble size decreases. Both models overestimate the velocity in the 

Spherical-Ellipsoidal transition, and similar overestimations can be seen in all pure models 

reviewed in the studies by Kure et al. (2021), Park et al. (2017), and Baz-Rodríguez et al (2012). 

The Park pure model provides a good statistical fit to the experimental data, with a 𝑀𝐴𝑃𝐸 value 

of 19.0%, however, the Park contaminated, and Baz-Rodríguez models only forecast an 
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Figure 14. A comparison between terminal velocity models and the pure water dataset collected in this study. The 

velocity models are based on pure water at 20°C. The fluid properties are listed in table 3. 
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acceptable fit at 25.3% and 26.4% respectively. The 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 and 𝑤𝑖𝑀𝐴𝑃𝐸 produce the same 

order of fit across the models as shown in Table 4. 

If we limit the dataset to 𝑅𝑒 > 1 (around 𝑟𝑒𝑏 > 60 μm), we find that the Baz-Rodríguez model 

becomes the best fit (𝑀𝐴𝑃𝐸 15.7% vs 17.1% for the Park pure model), especially around the 

onset of oscillatory motion in the ellipsoidal regime, at which point, the Park model 

underestimates the velocity. This is due to the method of parameterisation. A stationary point 

is produced by the transition from the Wallis velocity component to the Ellipsoidal velocity 

component, with the smoothing of this transition being too great in the Park model.  

4.1.5 Experimental Precision 

The 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 values are much closer across the models, ranging from 18.2% to 23.8%, with 

the Park pure model being the best fit. The tighter spread highlights how large datasets can 

skew the statistical analysis. In the case of the contaminated model, this is primarily the 

Parkinson et al. (2008) study, analysing 5-60 µm radius bubbles in purified water. The 

Parkinson study comprises 14.8% of the pure water dataset, an overweighted contribution when 

using the 𝑀𝐴𝑃𝐸 statistical method, however, the contribution to the 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 value is only 

5.9% as there are another 16 fluid studies contributing to the mean of the set. The opposite can 

be said of the 𝑤𝑖𝑀𝐴𝑃𝐸 values (22.6% -34.3%), with the Parkinson study covering 34.6% of 

the radius intervals and consisting of 73.8% of the datapoints within them. 

The bubbles in the Parkinson study are so small that any error in the measurement, or 

calculation, of the bubble size and velocity have a large impact on the relative error, with 

variations of up to ±17.8% in the radius over repeat measurements. Figures 13 and 14 display 

this, with an increase in scattering around the generally accepted values of the Hadamard-

Rybczynski equation demonstrating the difficulties with experimental precision when working 

with such small bubbles. Only the study on water by Detsch (1991) covers bubble radii near the 

bottom of this range. The lack of very low Eötvös number studies can produce 
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parameterisations that immediately diverge away from accepted terminal velocity equations 

beyond the current experimental values, as seen with the Baz-Rodríguez model. This 

divergence will be more pronounced when considering highly viscous fluids that are well inside 

the spherical regime. It is therefore important to consider the forecasting of these models 

beyond the experimental data set they are analysed against, stating limits if required. 

4.1.6 Optimised General Parameterisation  

The divergence of the Baz-Rodríguez model at low Eötvös numbers for pure water, combined 

with the improved statistical fit of the Park model suggests that Park is the better model. Testing 

it against a larger dataset, containing fluids over a range of Morton numbers, is necessary to 

confirm this. To assess the fit of these models, we must be able to calculate the viscosity under 

rising conditions, therefore, non-Newtonian fluids and fluidized beds are discounted from this 

new dataset which will be referred to as the Newtonian dataset. Contaminated fluids have also 

been removed unless their surface tension has been measured as part of the experimental 

procedure. A full list of the included studies and fluids can be found in Appendix A.  

 
Figure 15. The relative error in the model calculated value for the Newtonian dataset against the Morton number. 

The divergence of the Baz-Rodríguez model from experimental values, as Morton number increases, can clearly 

be seen. An expanded, high contrast version is available in Appendix C 

-1

-0.75

-0.5

-0.25

0

0.25

0.5

0.75

1

1E-15 1E-10 1E-05 1E+00 1E+05 1E+10 1E+15

𝛿
lo

g
(v

)

Morton Number

Baz-Rodríguez Model

Park Model



53 

 

Calculating the relative error, 𝛿log (𝑣) , for the Newtonian dataset across a range of Morton 

numbers (Figure 15) highlights that the Baz-Rodríguez model is not appropriate for highly 

viscous fluids such as soda-lime-silica glass, golden syrup, or glycerol. The 𝑀𝐴𝑃𝐸  values 

confirm this, with the Park model again being a good fit at 16.8%, whereas the Baz-Rodríguez 

model is 31.6%. This is an acceptable fit with the range of fluids in this dataset, however, if just 

the highly viscous fluids were considered, it would become a statistically poor fit.  

This study therefore shows that Park’s pure model provides the most accurate fit of the 

experimental bubble rising data collected across a wide range of fluids. It contains three 

empirical fitting constants which can be optimised, designated 𝐴, 𝐵, and 𝐶, 

𝑣𝑏,𝑂𝑝𝑡𝑖𝑚𝑖𝑠𝑒𝑑 =
1

√
144𝜇𝑓

2

𝑔2𝜌𝑓
2

𝑑𝑒𝑏
4 +

𝜇𝑓

4
3

𝐴2𝑔
5
3𝜌𝑓

4
3𝑑𝑒𝑏

3
+

1
𝐵 𝜎

𝜌𝑓𝑑𝑒𝑏
+ 𝐶𝑔𝑑𝑒𝑏

 . 

(42) 

Minimising the error values, through variance of the empirical fitting constants, produces the 

solutions listed in Table 5 and displayed in Figure 16 for the pure water dataset. The bias for 

each solution is discussed in Section 3.3. In this use case, we have 857 datapoints from 17 

studies with the bubble radii covering 5 orders of magnitude. The 𝑤𝑖𝑀𝐴𝑃𝐸 minimisation is 

normally suited to this distribution; however, the data is not evenly distributed across the bubble 

radii range. The minimum interval while maintaining at least one datapoint per interval is 0.05 

log(𝑣), with the quartile 1 (Q1) of the data points containing 54% of the intervals, indicating 

that the distribution is heavily skewed and that 𝑤𝑖𝑀𝐴𝑃𝐸  is not suitable. This would also 

suggest that the 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 minimisation is unsuitable. Most of the studies included in this 

dataset are within a few specific ranges, primarily the transitions between each bubble regime. 

Therefore, that model is heavily overweighted towards those intervals.  
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Figure 16. The relative error for each optimised model in comparison to the original Park model across the pure 

water dataset. An expanded, high contrast version is available in Appendix C 

 Park Pure       

Model 

Optimised for 

MAPE 

Optimised for 

wsfMAPE 

Optimised for 

weMAPE 

A 0.14425 0.14392 0.12424 0.10863 

B 2.14 2.95 2.70 2.72 

C 0.505 0.367 0.383 0.359 

𝑴𝑨𝑷𝑬 19.0% 13.8% 14.6% 16.0% 

𝒘𝒔𝒇𝑴𝑨𝑷𝑬 18.2% 16.3% 15.2% 15.7% 

𝒘𝒊𝑴𝑨𝑷𝑬 22.6% 19.7% 17.9% 17.4% 

Table 5. The empirical fitting constants for Equation (45), obtained by minimisation of the statistical methods of 

error analysis, compared against those for the original Park model for the pure water dataset. The mean absolute 

percentage error values are included at the bottom and colour coded, from red for the largest error to green for 

the lowest percentage error within each row. 

The 𝑀𝐴𝑃𝐸 minimisation does overvalue certain larger studies, with Q1 containing 59% of the 

studies. The risk with this model bias is that systematic or experimental error in certain studies 

containing the majority of datapoints, in this case, the studies of Loudon (1968) and Parkinson 

et al. (2008), have a disproportionate effect on the model. Bubbles studied by Parkinson et al. 

(2008) are largely within the section of the spherical regime modelled by the Hadamard-

Rybczynski section of the parameterisation, therefore the optimised empirical constants will 

not be significantly affected by that data. This further mitigates the bias of the 𝑀𝐴𝑃𝐸 

minimisation, and therefore it is the preferred optimised Park parameterisation.  
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Figure 17. The relative error for the optimised Park model in comparison to the original Park pure model for the 

Newtonian dataset. The main improvement can be seen within the large Eötvös number range. An expanded, high 

contrast version is available in Appendix C 

 Baz-Rodríguez 

Model 

Park Contaminated 

Model 

Park Pure  

Model 

Optimised Park  

Model 

𝑴𝑨𝑷𝑬 31.6% 16.9% 16.8% 15.5% 

𝒘𝒔𝒇𝑴𝑨𝑷𝑬 38.7% 17.1% 17.5% 16.8% 

Table 6. The mean absolute percentage error values for the various models using the Newtonian dataset. The 

values are colour coded from red for the largest percentage error to green for the lowest percentage error within 

each row. 

Analysing the optimised Park parameterisation for the Newtonian dataset shows an improved 

fit for both 𝑀𝐴𝑃𝐸 and 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 as shown in Table 6. Interestingly, the Park contaminated 

model shows an improved 𝑤𝑠𝑓𝑀𝐴𝑃𝐸 than the Park pure model, but a slightly worse 𝑀𝐴𝑃𝐸. 

This suggests that some of the studies may have contaminated or impure fluids within this 

dataset, further supporting the use of the pure water dataset for optimisation of the model before 

testing against the Newtonian dataset. The optimised Park model shows an improved fit of the 

dataset for Eötvös numbers greater than 10, with an almost identical fit for Eötvös numbers 

below 0.1. Therefore, this study proposes the following optimised Park parameterisation for 

isolated bubble terminal velocity: 
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𝑣𝑏,𝑂𝑝𝑡𝑖𝑚𝑖𝑠𝑒𝑑 =
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4 +
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3
+

1
2.95 𝜎
𝜌𝑓𝑑𝑒𝑏

+ 0.367𝑔𝑑𝑒𝑏

 . 

(43) 

4.2 Container Impact 

The container size varies significantly across different studies, ranging from 0.8 m to 4 mm in 

diameter, primarily due to issues with experimental setup. The cross-sectional shape also varies, 

and is usually circular, rectangular, or square. Different sizes and shape of the container can 

cause significant reductions in rising velocity. High temperature setups, such as those used for 

molten soda-lime-silica glass or metals, tend to minimise the size of the container to ensure 

consistent temperature throughout. A correction factor, such as Habermann & Sayre’s in 

Equation (21), must be applied to experimental velocities obtained in confined setups such as 

these. 

When constraining the pure water or Newtonian datasets, data with a significant wall diameter 

ratio (λ) that did not have a correction factor applied according to the study were removed. 

Experiments using fluids as a magmatic analogue regularly require highly confined setups that 

would otherwise lead to the data being discounted. Therefore, to ensure that the quantity of 

experimental datapoints is maximised, the Newtonian dataset was checked against the wall 

effect correction factors of Rosenberg (1950) and Habermann & Sayre (1958) as seen in Figure 

18. This helped identify the Kočárková 2011 study as requiring a correction factor for the wall 

effect to be applied to the experimental velocities before the model can be tested against them. 

The corrected velocities are shown in Figure 19. 

When analysing large bubbles (𝐸ö > 100), there appears to be a consistent overestimation by 

all the models tested against the experimental data. Figure 18 shows that this isn’t due to a wall 

effect correction factor not being applied when required. However, the relative error follows a 
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linear relationship for increases of wall diameter ratio, suggesting that they may be linked. 

Further investigation into this could be carried out as an extension to this project. 

 
Figure 18. A comparison of the relative error for the Newtonian dataset to that of the wall effect correction factors 

for a range of wall diameter ratios.  

 
Figure 19. The bubble terminal velocities from the Kočárková 2011 study corrected using the Habermann & Sayre 

wall effect correction plotted against the original values. 
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4.3 Magmatic Bubble Terminal Velocity Model 

4.3.1 Term Analysis 

The Park and optimised Park models are parameterisations of several terms, covering each 

bubble shape regime. The spherical regime is split into the inertial and viscous force dominant 

regimes, using the Hadamard-Rybczynski and Wallis equations. The percentage contribution 

of each term for a single fluid can be calculated, shown in Figure 20 for pure water. The 

contribution of the ellipsoid and spherical-cap terms is minimal for bubbles rising slowly. 

 

 
Figure 20. The cumulative (top) and percentage (bottom) contribution of each term to the Park and optimised 

Park models plotted against the calculated bubble terminal velocity. The main difference being the impact on the 

spheroid and spherical-cap terms due to the optimisation of the empirical fitting constants.  
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Taking a dimensionless approach to the analysis of each of these terms confirms that the 

contribution of the non-spherical terms is minimal for low Reynolds numbers (𝑅𝑒 < 0.1), as 

shown for various fluids in Figure 21.  

 

 

 
Figure 21. Percentage contribution of the non-spherical, inertial, and viscous terms to the Park model for bubble 

terminal velocity in various fluids, plotted for dimensionless numbers. 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1E-04

1E-02

1E+00

1E+02

1E+04

1E+06

1E-05 1E-04 1E-03 1E-02 1E-01 1E+00 1E+01 1E+02 1E+03

P
er

ce
n
ta

g
e 

co
n
tr

ib
u
ti

o
n
 t

o
 M

o
d

el
 

R
ey

n
o

ld
s 

N
u
m

b
er

Eötvös Number

Distilled Water

Park Model

Non-Spherical Term

Inertial Term

Viscous Term

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1E-04

1E-02

1E+00

1E+02

1E-01 1E+00 1E+01 1E+02 1E+03
P

er
ce

n
ta

g
e 

co
n
tr

ib
u
ti

o
n
 t

o
 M

o
d

el
 

R
ey

n
o

ld
s 

N
u
m

b
er

Eötvös Number

Glycerol

Park Model

Non-Spherical Term

Inertial Term

Viscous Term

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1E-08

1E-06

1E-04

1E-01 1E+00 1E+01 1E+02 1E+03

P
er

ce
n
ta

g
e 

co
n
tr

ib
u
ti

o
n
 t

o
 M

o
d

el
 

R
ey

n
o

ld
s 

N
u
m

b
er

Eötvös Number

Soda-lime-silica glass 1044°C

Park Model

Non-Spherical Term

Inertial Term

Viscous Term

𝑀 = 2.5 × 10
− 11

 

 

𝑀 = 6.8 × 101 

𝑀 = 2.3 × 1010 



60 

 

The contribution of the non-spherical terms decreases as the fluid viscosity, and therefore 

Morton number, increases. Silicate melt viscosity varies significantly depending on the 

composition and temperature. Even high-temperature komatiites and peridotite have viscosities 

greater than pure water, being similar to glycerol. Figure 21 shows how only the largest glycerol 

bubbles are utilising the non-spherical terms of the Park model, therefore they may be irrelevant 

for silicate melts. 

4.3.2 Magmatic Dataset 

To explore the hypothesis that non-spherical terms are irrelevant for silicate melts, the dataset 

must be limited to fluids analogous to silicate melts. By applying typical values for magmatic 

conditions and rheology, the range for each dimensionless number that occurs within silicate 

melts can be calculated as shown in Table 7. Therefore, the following conditions were imposed 

on the Newtonian dataset to produce a “magmatic dataset” analogous to silicate melts: 

𝑅𝑒 < 1, 𝑀 < 0.1 
(44) 

 

Temperature 

T 

°C 

Fluid  

Viscosity 

μf  

Pa.s 

Fluid  

Density  

ρf  

Kg/m3 

Surface 

tension 

σ 

N/m 

Equivalent 

Spherical 

Bubble  

Radius  

reb 

m 

Bubble 

Terminal 

Velocity 

vb 

m/s  

Eötvös 

Number 

Eö 

Reynolds 

Number 

Re 

Morton 

Number 

M 

Maximum 103 1010 103 10-1 100 100 105 100 1041 

Typical  

Basalt 
1200 103 2600 0.1 - - - - 1012 

Typical 

Rhyolite 
850 108 2400 0.1 - - - - 1032 

Minimum 103 100 103 10-2 10-5 10-3 10-4 10-9 10-1 

Table 7. Maximum and minimum fluid properties used in calculating the constraints for the magmatic dataset, 

with the resulting maximum and minimum dimensionless numbers. The values for typical basaltic and rhyolitic 

melts are included for comparison and later use (Murase & McBirney, 1973). 

The transitions between the bubble shape regimes can be calculated by equating dimensionless 

bubble regime terms. The dimensionless version of the optimised Park parameterisation, 

Equation (45), is used to calculate the transitions (values in Appendix B). Plotting the magmatic 

dataset from Equation (44) onto a Grace plot (Figure 22) with these transitions overlaid 

indicates that silicate melts only fall within the spherical regime, further supporting the 

hypothesis that the non-spherical terms of the Park model are irrelevant for silicate melts. 
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𝑅𝑒𝑂𝑝𝑡𝑖𝑚𝑖𝑠𝑒𝑑 =
1

√
144𝑀

𝐸ö3 +
𝑀

5
6

0.1442𝐸ö
5
2

+
𝑀

1
2

𝐸ö
1
2(2.95 + 0.367𝐸ö)

 

(45) 

 
Figure 22. A Grace Plot of the Newtonian, pure water and magmatic datasets overlaid by Morton lines, the shape 

regime transition (red dotted), and the magmatic regime (shaded purple) calculated from the dimensionless 

optimised Park parameterisation and observations by Grace (1973). 
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4.3.3 Magmatic Model 

Analysing the models against the magmatic dataset produces the mean absolute percentage 

error values shown in Table 8. The original Park pure model slightly outperforms the optimised 

Park Model suggested in Equation (43), with both providing good statistical fits of the dataset. 

To test the hypothesis that non-spherical terms of the Park model may be irrelevant for silicate 

melts, all the constants, including the Hadamard-Rybczynski constant of 144 are set as 

variables. Minimising the 𝑀𝐴𝑃𝐸  value produces a solution, seen in Table 8, in which the 

constants belonging to the non-spherical terms ( 𝐵  & 𝐶 ) increase by several orders of 

magnitude. The reciprocal method of parameterisation used in the Park model, causes the 

minimum calculated velocity across each term to take precedence. Increasing the empirical 

constants of those terms, produces extremely large velocity values and therefore they do not 

contribute to the bubble terminal velocity calculated by the model. 

The Hadamard-Rybczynski constant for the unconfined solution converged on 130. 

Considering the presence of impurities in these fluids and the experimental difficulties in testing 

fluids analogous to silicate melts, the value converging so close to the theoretical constant 

further supports the accuracy of the Hadamard-Rybczynski term. Removing the non-spherical 

terms from the Park model and optimising the empirical constant 𝐴 produces an optimised 

model for isolated bubble terminal velocities in magma, shown in the equation below, 

Table 8. The empirical fitting constants for Equation (45) and resulting mean absolute percentage error values 

for various models assessed against the magmatic dataset. The Hadamard-Rybczynski (H-R) constant is also 

included and varied in the unconfined model to confirm the agreement with it. Constants B & C in the unconfined 

model increased by several orders of magnitude, minimising their respective terms’ effect on the predicted bubble 

terminal velocity. The percentage error values are colour coded, from red for the largest to green for the lowest 

percentage error within each row.  

 

Optimised Park 

Model 

Park Pure       

Model 

Unconfined 

Optimised Park 

Model 

Magmatic 

Model 

A 0.144 0.144 0.171 0.202 

B 2.95 2.14 2626 - 

C 0.367 0.505 468 - 

H-R constant 144 144 130 144 

𝑴𝑨𝑷𝑬 21.8% 21.7% 20.2% 19.6% 

𝒘𝒔𝒇𝑴𝑨𝑷𝑬 21.3% 21.1% 18.9% 19.0% 
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𝑣𝑏,𝑀𝑎𝑔𝑚𝑎𝑡𝑖𝑐 =  
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 . 

(46) 

 

The main improvement of the magmatic model’s calculated velocities, over the Park and 

optimised Park models, is at the upper end of Eötvös and Reynolds number ranges within the 

magmatic dataset, as seen in Figures 23 and 24. This is the transitional phase in which both the 

viscous force and inertial force have a large effect on the spherical bubbles ~1 < 𝑅𝑒 < ~100. 

Figure 24 splits the magmatic dataset into ceramic fluids and oils, syrups, and glues. This 

highlights that all the models struggle with fluids at the extremities of Morton number within 

the magmatic dataset. 

 

 
Figure 23. A comparison of the relative error of each model for the magmatic dataset. An expanded, high contrast 

version is available in Appendix C 
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Figure 24. The relative error for the optimised Park model split into different fluid groups, along with the 

Magmatic model, for each dimensionless number. 
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4.3.4 Model Limitations 

Checking the impact of each term of the Magmatic model against those of the Park Model 

(Figure 25) indicates that for high Morton number fluids, such as soda-lime-silica glass, there 

is almost no difference in the weighting of each term within the Eötvös number ranges of this 

dataset. As the Morton number approaches one, the increased empirical constant used in the 

inertial term maintains a linear relationship between the Eötvös and Reynolds numbers. The 

increased contribution of the inertial term to the model accounts for the lack of a non-spherical 

term, which would otherwise be present. As the Reynolds number increases beyond the scope 

of the magmatic dataset, the two models diverge, similarly to the effect seen with the Baz-

Rodríguez model in Figure 15.  

 

 
Figure 25. Percentage contribution of each term in the Park and Magmatic models for a glycerol and soda-lime-

silica glass dataset. The beginning of the divergence between the two models can just be seen on the glycerol plot 

at high Reynolds numbers. 
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Plotting the predicted velocities for typical basaltic and rhyolitic melts, calculated from Table 

7, the models only appear to diverge at 𝑅𝑒 >  1 (Figure 26). Expanding the range of Morton 

numbers out to less viscous fluids such as water (𝑀 ≈ 10−11) displays an increase in the 

Reynolds number at which divergence initially occurs.  

 
Figure 26. The divergence of the optimised Park and Magmatic models for typical silicate melts. There is a clear 

boundary at Re = 1, below which both models are almost identical. 

Taking 𝑅𝑒 =  1, a limiting bubble radius can be calculated for any fluid viscosity, within which 

the Magmatic model produces a good fit for isolated bubble terminal velocity in silicate melts. 

This is displayed in Figure 27. Bubble exceeding a radius of 65 mm within low viscosity 

basaltic melts 𝜇𝑓 ≈ 100 Pa.s may show some deviation between the models, therefore the 

Optimised Park model would be recommended in these edge cases. 

 
Figure 27. The critical bubble radius over a range of viscosities relevant for mafic melts. For bubbles larger than 

this value, the Magmatic model cannot be used to calculate the terminal velocity, and the optimised Park model 

should instead be used. 
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5. Implications and Conclusion 

Within the full Newtonian dataset (Figure 17), there are three regions where our current 

terminal velocity models appear to provide a poor estimation: 𝐸ö <  10−3 ,  10−2 > 𝐸ö >

10−1, and 𝐸ö > 102. The low Eötvös number end of the dataset has issues with experimental 

precision due to the small size of the bubbles, as previously discussed. The Park models provide 

a good fit for this scattered data.  

At the upper Eötvös number end, the bubbles are much larger and faster, requiring huge 

experimental setups to ensure the bubble reaches terminal velocity. The impact of any shape 

deformation due to the bubble injection or nucleation process is also substantial. Therefore, 

experimental error is likely to contribute. There is also more consideration required for the wall 

effect with large Eötvös number bubbles. Most experimental setups use just a single container, 

therefore, increasing the bubble radius also increases the wall diameter ratio. The Habermann 

& Sayre, and Rosenberg corrections that the dataset was tested against are for cylindrical 

containers. Many containers in the study had either square or rectangular cross-sections. These 

would reduce the impact of the wall force on the bubble terminal velocity. In Figure 18, some 

of the data at high wall diameter ratios displays a linear increase in model relative error. This 

increase in error is lower than expected for the wall effect in a cylindrical container but could 

match the expected error for a rectangular container. These datapoints were not included in the 

magmatic study unless a wall effect correction factor had already been applied within the 

original study. Some original studies may also have applied a cylindrical correction factor to 

bubbles in non-cylindrical containers. Applying a wall effect correction factor to studies using 

non-cylindrical containers was beyond the scope of this thesis but could be an avenue for future 

work, especially given the highly confined setups used for most magmatic analogues. 

The relative error of all the models in the 10−2 > 𝐸ö > 10−1 region is significant. In the case 

of pure water, this is the region around 101 > 𝑅𝑒 > 102 and 10−4 > 𝑟𝑒𝑏 > 4 × 10−4 m, which 
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is beyond the scope of the Hadamard-Rybczynski solution due to the increase in inertial forces 

acting upon the bubble. The work by Peebles (1952), and then Wallis (1974), to bridge this gap 

before the ellipsoidal regime transition appears to fit well if the empirical constant 𝐴 is adjusted. 

An example with 𝐴 = 0.95 is shown in Figure 28 (based on Figure 13). 𝐴 is larger than this in 

the Park, optimised Park, and Magmatic models, to bridge the gap to the ellipsoidal term, 

otherwise, the velocity would be underestimated by the models from 10−1 > 𝐸ö > 100.  

 

This suggests that a term is missing from the parameterisation to adequately fit the 10−1 >

𝐸ö > 100 region. The empirical constants would then also need adjusting. An additional term 

covering the transition from spherical to ellipsoidal bubble regimes would also improve the fit 

of the Magmatic model for extremely low viscosity magmas. Therefore, further study into the  

10−1 > 𝐸ö > 100  region of isolated rising bubble terminal velocities is strongly 

recommended. Additional experimental work with pure water would benefit the modelling of 

this transition. 

 

 
Figure 28. The terminal velocities within the poorly fitted 10−2 > 𝐸ö > 10−1 region for the pure water dataset. 

The region is highlighted within the dotted red lines. The Wallis model with the empirical constant 𝐴 = 0.95 is 

included, indicating that it is a good fit for that region. 
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The model proposed in this thesis for isolated bubble terminal velocities in magma produces an 

improved fit of experimental bubble rising data within fluids representative of silicate melts. It 

is also a simplification of the parameterisation proposed by Park et al. (2016) and, therefore, a 

more optimal model for use in quantitative models of bubble ascent in most magmas. 

The terminal velocity of low Eötvös number bubbles in high Morton number fluids are 

overestimated by all models analysed in this thesis. Very few bubble rising experiments have 

high Morton number fluids, possibly due to the experimental difficulty and timescales involved. 

Further investigation into these fluids would help improve our understanding of this 

overestimation.  
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6. Appendices 

6.1 Appendix A – Datasets 

Newtonian dataset Newtonian dataset 

Study Fluid Study Fluid 

Peebles 1952 Acetic Acid Tsuge & Hibino 1977 Glycerol 50% 

Tadaki & Maeda 1961 Acetic Acid 80% Tsuge & Hibino 1977 Glycerol 52% 

Allen 1900 
Aniline 

Bryn 1933 Glycerol 56% 

Peebles 1952 Maxworthy et al. 1996 Glycerol 60% 

Jucha et al. 1982 Boron Trioxide Raymond & Rosant 2000 Glycerol 60% 

Gorodetskaya 1949  Butyl Alcohol Raymond & Rosant 2000 Glycerol 69% 

Kojima et al. 1968  Castor Oil Gorring and Katz 1962 Glycerol 70.6% 

Kojima et al. 1968  Corn Syrup Tadaki & Maeda 1961 Glycerol 75% 

Haberman & Morton 1953 Corn Syrup 62% Raymond & Rosant 2000 Glycerol 76% 

Haberman & Morton 1953 Corn Syrup 68% Maxworthy et al. 1996 Glycerol 80% 

Peebles 1952 Cottonseed Oil Bryn 1933 Glycerol 81% 

Redfield & Houghton 1965  Dextrose Solution 1-12 Raymond & Rosant 2000 Glycerol 82% 

Tadaki & Maeda 1961 
Ethanol 

Zhang et al. 2004 Glycerol 85% 

Davenport 1964 Raymond & Rosant 2000 Glycerol 88% 

Tadaki & Maeda 1961 Ethanol 8% Zana 1975 Glycerol 89% 

Bryn 1933 Ethanol 13% Calderbank et al. 1970  Glycerol 90.6% 

Tadaki & Maeda 1961 Ethanol 30% Johnson 1969 Glycerol 90.6% 

Peebles 1952 
Ethyl Acetate 

Rodrigue et al. 1996 Glycerol 92% 

Tadaki & Maeda 1961 Rodrigue et al. 1996 Glycerol 92% + 300ppm SDS 

Peebles 1952 Ethyl Ether Rodrigue et al. 1996 Glycerol 92% + 30ppm SDS 

Wang et al. 2017 
Galinstan 

Raymond & Rosant 2000 Glycerol 93% 

Zhang et al. 2005 Rodrigue et al. 1996 Glycerol 95% 

Angelino 1966 

Glycerol 

Rodrigue et al. 1996 Glycerol 95% + 300ppm SDS 

Garner & Hammerton 1954 Rodrigue et al. 1996 Glycerol 95% + 30ppm SDS 

Kojima et al. 1968 Raymond & Rosant 2000 Glycerol 98% 

Raymond & Rosant 2000 Calderbank et al. 1970  Glycerol 99% 

Talaia 2007 Johnson 1969 Glycerol 99% 

Maxworthy et al. 1996 Glycerol 10% Rodrigue et al. 1996 Glycerol 99% 

Maxworthy et al. 1996 Glycerol 20% Rodrigue et al. 1996 Glycerol 99% + 300ppm SDS 

Maxworthy et al. 1996 Glycerol 30% Rodrigue et al. 1996 Glycerol 99% + 30ppm SDS 

Maxworthy et al. 1996 Glycerol 40% Funfschilling & Li 2006 Glycerol 99.5% 

Bryn 1933 Glycerol 42% Liu et al. 2016 Glycerol Solutions 1-4 

Tsuge & Hibino 1977 Glycerol 46% Miyahara & Yamanaka 

1993 
Glycerol Solutions 2 & 4 

Tsuge & Hibino 1977 Glycerol 48% 
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Newtonian dataset Newtonian dataset 

Study Fluid Study Fluid 

Bond & Newton 1928 Golden Syrup Hornyak & Weinberg 1984 
Soda-lime-silica Glass 

Jackson et al. 2022 Golden Syrup 80% Kočárková 2011 

Dong et al. 2010  Ionic Liquid [bmim] BF4 Tadaki & Maeda 1961 Sodium Chloride 3.5% 

Dong et al. 2010 Ionic Liquid [bmim] PF6 Tadaki & Maeda 1961 Sodium Chloride 7% 

Dong et al. 2010 Ionic Liquid [omim] BF4 Jucha et al. 1982 Sodium Diborate 

Tadaki & Maeda 1961 
Isoamyl Alcohol 

Bond & Newton 1928 Sodium Silicate 

Tsuge & Hibino 1977 Tsuge & Hibino 1977 Soybean Oil 60% in Hexane 

Mahmoudi et al. 2019 Kerosene Tadaki & Maeda 1961 Toluene 

Davenport 1964 

Mercury 

Haberman & Morton 1953 Turpentine 

Mori 1977 Haberman & Morton 1953 Varsol 

Paneni 1969 Viana et al. 2001 Viscous Liquid 

Haberman & Morton 1953 
Methanol 

Allen 1900 

Water 

Tsuge & Hibino 1977 Aybers and Tapucu 1969 

Tsuge & Hibino 1977 Methanol 30% Blandín-Arrieta 1997 

Tsuge & Hibino 1977 Methanol 60% Bryn 1933 

Haberman & Morton 1953 
Mineral Oil 

Calderbank & Lochiel 1964 

Leal et al. 1971  Coppock & Meiklejohn 

1951 Gorodetskaya 1949 n-Amyl Alcohol 

Abou-el-Hassan 1983  Newtonian Fluid 1-22 Datta et al. 1950  

Davies & Taylor 1950 

Nitrobenzene 

Davies & Taylor 1950 

Peebles 1952 Garner & Hammerton 1954 

Tadaki & Maeda 1961 Haberman & Morton 1953 

Angelino 1966 Oil Hoefer 1913  

Angelino 1966 Propylene Glycol mixture 
Jamialahmadi & Müuller‐

Steinhagen 1993 

Guthrie 1967 PVA 0.1% Leonard & Houghton 1963 

Davenport 1964  PVA 0.5% Liu et al. 2015 

Guthrie 1967 PVA 4.19% Luchsinger 1937 

Davenport 1964  PVA 4.5% Merker et al. 2017 

Davenport 1964 PVA  PVA 5.4% Miyagi 1925 

Guthrie 1967 PVA 5.64% Miyahara & Yamanaka 

1993 Davenport 1964 PVA 6.1% 

Guthrie 1967 PVA 6.65% Okawa et al. 2003 

Guthrie 1967 PVA 8.4% Peebles 1952 

Peebles 1952 Pyridine Rosenberg 1950  

Li & Schneider 1993  S-2000 Oil Shabalin et al. 1939 

Li & Schneider 1993 S-8000 Oil Stuke 1952 Water 

Jucha et al. 1982 Silicone Oil Talaia 2007 

Davenport 1964 Silver Uno & Kitner 1956 

Guthrie 1967 Silver 99.95% Wang et al. 2017 
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Newtonian dataset Pure Water dataset 

Study Fluid Study Fluid 

Sam et al. 1996 Water (30ppm MIBC) Calderbank et al. 1970  

Water (Distilled) 

Sam et al. 1996 Water (30ppm MPG) Davenport 1964 

Sam et al. 1996 Water (30ppm Pine Oil) Detsch 1991 

Haberman & Morton 1953 Water (4200ppm Glim) Duineveld 1995 

Garner & Hammerton 1954  Water (Vaseline) Gorodetskaya 1949 

Calderbank et al. 1970  

Water (Distilled) 

Johnson 1969 

Davenport 1964 Kure et al. 2021 

Detsch 1991 Leifer et al. 2000 

Duineveld 1995 Loudon 1968 

Gorodetskaya 1949 Maxworthy et al. 1996 

Johnson 1969 Merker et al. 2017 

Kure et al. 2021 Okazaki 1964 

Leifer et al. 2000 Parkinson et al. 2008 

Loudon 1968 Pawliszak et al. 2019 

Mahmoudi et al. 2019 Tsuge & Hibino 1977 

Maxworthy et al. 1996 Yan et al. 2017 

Okazaki 1964 Zdonik 1942 

Paneni 1969 Magmatic dataset 

Parkinson et al. 2008 Study Fluid 

Pawliszak et al. 2019 Jucha et al. 1982 Boron Trioxide 

Sam et al. 1996 Kojima et al. 1968  Castor Oil 

Tsuge & Hibino 1977 Kojima et al. 1968  Corn Syrup 

Yan et al. 2017 Redfield & Houghton 1965  Dextrose Solutions 1-4 

Zawala & Niecikowska 

2017 

Garner & Hammerton 1954 

Glycerol Kojima et al. 1968 

Zdonik 1942 Raymond & Rosant 2000 

Leonard & Houghton 1963 Water (He saturated) Raymond & Rosant 2000 Glycerol 93% 

Leonard & Houghton 1963  Water (N2O saturated) Rodrigue et al. 1996 Glycerol 95% 

Detsch 1991 
Water (Salt) 

Raymond & Rosant 2000 Glycerol 98% 

Houghton et al. 1957 Calderbank et al. 1970  Glycerol 99% 

Baird and Davidson 1962 

Water (Tap) 

Johnson 1969 Glycerol 99% 

Davenport 1964 Rodrigue et al. 1996 Glycerol 99% 

Detsch 1991 Funfschilling & Li 2006 Glycerol 99.5% 

Gorodetskaya 1949 Liu et al. 2016 Glycerol Solutions 1 & 2 

Gorring and Katz 1962 Miyahara & Yamanaka 1993 Glycerol Solutions 2 & 4 

Guthrie 1967 Jackson et al. 2022 Golden Syrup 80% 

Houghton et al. 1957 Li & Schneider 1993  S-2000 Oil 

Sam et al. 1996 Li & Schneider 1993 S-8000 Oil 

Zhang et al. 2005 Hornyak & Weinberg 1984 
Soda-Lime-Silica Glass 

Garner & Hammerton 1954 White Oil Kočárková 2011 

  Jucha et al. 1982 Sodium Diborate 

  Bond & Newton 1928 Sodium Silicate 

  Garner & Hammerton 1954 White Oil 
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6.2 Appendix B – Dimensionless Equations for Grace Plot 

Transition between spherical and ellipsoidal regimes: 

𝑅𝑒 =
𝐶

5
4

𝐴
3
2

(1 +
𝐵

𝐶𝐸ö
)

5
4
 

= 5.23 (1 +
8.04

𝐸ö
)

5
4
 

Transition between spherical and spherical-cap regimes: 

𝑅𝑒 = 5.23 

Transition between ellipsoidal and spherical-cap regimes from Grace (1973): 

𝐸ö = 40 
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6.3 Appendix C – Expanded High Contrast Figures 

 
Figure 29. The relative error in the model calculated value for the Newtonian dataset against the Morton number. 

The divergence of the Baz-Rodríguez model from experimental values, as Morton number increases, can clearly 

be seen. 
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Figure 30. The relative error for each optimised model in comparison to the original Park model across the pure 

water dataset.  
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Figure 31. The relative error for the optimised Park model in comparison to the original Park pure model for the 

Newtonian dataset. The main improvement can be seen within the large Eötvös number range.  
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Figure 32. A comparison of the relative error of each model for the magmatic dataset. 
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