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Abstract

The modern power system is undergoing significant modifications as a result of the integration

of variable renewable energy system, particularly offshore wind farms. These modifications have

increased the complexity of power grid operations, especially in terms of maintaining a balance

between variable generation and demand. Consequently, operational planning has become notably

more challenging, requiring greater flexibility (i.e., the ability to provide control and load-following

throughout a wider operating range) to meet demands, whilst maintaining the security and relia-

bility of the power system. This thesis presents a reinforcement model for transmission systems,

designed to enhance the operational planning of hybrid AC/DC networks integrated with offshore

wind farms, with a particular emphasis on the MT-HVDC link, through the utilisation of Voltage

Source Converter (VSC) technology. A mathematical model for hybrid AC/DC networks is devel-

oped based on the Flexible Universal Branch Model (FUBM) to provide functionalities, which offer

flexibility in both short-term and long-term operational planning, specifically addressing the opti-

misation problems of Optimal Power Flow (OPF) and Security Constrained OPF (SCOPF). This

mathematical model has been tested using control techniques (i.e., conventional control and droop

control) in the VSC in-model (one model in the FUBM) incorporated with the Remedial Action

Scheme (RAS), known as RAS-FUBM (i.e., RAS-FUBM conventional control and RAS-FUBM

droop control), whilst considering a range of scenarios (e.g., worst-case scenarios, multi-period

scenarios, and multi-objective scenarios). The results clearly show that the model demonstrates

greater flexibility and reliability, as well as mitigates the contingencies (following the standard N-1

rule) and congestion within the MT-HVDC link. These results provide a benchmark for mod-

ern operational planning and assist Transmission System Operators (TSOs) in making optimal

decisions, thereby ensuring both reliability and economic feasibility in power system operation.
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Chapter 1

Introduction

1.1 Problem Statement

The Electric Power System (EPS) faces significant challenges due to the increasing demand for

energy consumption driven by population growth, which is projected to rise by 29% to 9.8 billion by

2050, up from the current world population of 7.6 billion [1]. Furthermore, ongoing modifications

in power system infrastructure, as illustrated in Figure 1.1, are necessary not only to address this

challenge but also to achieve the net zero target by 2050 [2]. These modifications involve the

transformation of energy generation from fossil fuels to renewable energy sources [3], changing

demand patterns (e.g., electric vehicles, storage devices, smart grids, etc.), the deployment of

new technology trends (e.g., power-electronic devices, sensors, control devices, and grid services

automation), regulatory requirements [4] and innovations in the transmission system (e.g., HVDC

networks and Flexible AC transmission systems (FACTS) devices) [5]. However, many existing

components within the EPS are aging, necessitating modernisation to facilitate the integration of

renewable resources (e.g., offshore wind farms, photovoltaic solar farms, wave energy, etc.) [6]. This

modernisation also needs to enhance operational flexibility (i.e., the ability to accommodate large-

scale variable renewable generation sources) of the power system, whilst maintaining operational

security and reliability to meet all demand requirements (i.e., stability and cost effectiveness) [7].

Therefore, the development of a modern EPS is essential not only for transmitting power over long

distances, i.e., from regions with abundant renewable resources to regions with significant demand,

but also for improving efficiency within the power system through a combination of AC and DC

systems, which is vital for effectively incorporating renewable energy sources.

The hybrid AC/DC network, i.e., a power system with embedded HVDC links that are mainly

used to facilitate integration of variable renewable generation, is a critical next step for the future

growth of the EPS. Such a system however requires the establishment of new methodologies for

planning and operational strategies, particularly with regards to controlling and managing inter-

action [8] between generator, transmission and demand sides within the power system. There
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1.1. Problem Statement

Figure 1.1: Power system structure

are inevitably new technical challenges in the route to adopting hybrid AC/DC networks as the

next evolutionary step in the development of a modern and flexible power systems infrastructure.

Challenges such as the requirement for coordinated control between both AC and DC components,

achieving power quality, maintaining stability, ensuring a reliable communication infrastructure,

addressing protection issues, and implementing energy management systems [9] create additional

complexity when planning and operating hybrid AC/DC networks. On the other hand, in an effort

to become a global leader in green energy, the United Kingdom (UK) has established a Ten Point

Plan for a Green Industrial Revolution, one of which is to double the offshore wind energy capacity

to 40GW by 2030 [10]. This transition implies that the power system is becoming increasingly

dependent on weather conditions, which inevitably leads to uncertainty and variability in power

production during operational planning. In the past, the operational planning process did not

consider these uncertainties and variability on the generation side. Modern hybrid AC/DC net-

works require the inclusion of these factors (i.e., uncertainty and variability) along with numerous

scenarios in the ensuing operational planning models, which are optimization problems related to

solving optimal power flow, and security-constrained optimal power flow problems. Considering

these factors and scenarios are essential for ensuring the safety and reliability of power system

operations at all times, as well as for delivering electricity in the most economical manner whilst

adhering to acceptable power quality standards [11]. Furthermore, it will assist and enable Trans-

mission System Operators (TSOs) and policymakers to make informed decisions (i.e., decision

considered all factors, scenarios, and insights before making a choice), which is critical for effective

real-world applications [12]. Therefore, for modern hybrid AC/DC networks, it is imperative to

develop comprehensive operational planning models that account for all factors and scenario events

across various operating conditions.

A Multi-Terminal HVDC (MT-HVDC) link embedded within an AC network represents an ad-
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vanced topology of the hybrid AC/DC network and has been proposed as a future energy solution,

which can effectively harness electricity from large Offshore Wind Farms (OWFs) (i.e., DC system)

and transmit it to onshore system (i.e., AC system). Furthermore, the MT-HVDC link can en-

hance the flexibility and reliability of the power system through the deployment of converters (i.e.,

Current Source Converter (CSC) or Voltage Source Converter (VSC)). Nevertheless, the offshore

industry has not yet realised this link, especially the interconnection of OWFs clusters [13]. This

is due to the technical constraints such as standards and interoperability in DC systems, strong

AC system connection points, substation-to-substation communication, protection and ground-

ing [14]. Therefore, this thesis presents analyses of transmission system reinforcement centred

on the MT-HVDC link integrated with Offshore Wind Farms (OWFs), deploying the VSC under

various operating conditions (i.e. normal and abnormal conditions) and through different scenar-

ios (e.g., worst-case wind generation, multiple periods and multiple objectives). The proposed

analyses can provide greater flexibility by leveraging the high controllability of VSC technology to

independently regulate power system variables [15], including voltage and power, in both AC and

DC systems.

1.2 Research aims and objectives

The main aim of this thesis is to model the reinforcement of transmission systems through the

utilization of VSC technology, employing a Flexible Universal Branch Model (FUBM) within the

context of a MT-HVDC link integrated with OWFs. This comprehensive modelling approach has

the potential to expedite the development of a Supergrid infrastructure. The FUBM model has

been chosen due to its ability to replicate the operation of standard AC branches and AC/DC

interfaces within a single frame of reference. Additionally, it can represent real-world devices (e.g.,

voltage source converter, phase shifter transformer, and control tap changer transformer), whilst

providing additional degrees of freedom in the form of additional state variables, a topic that will

be discussed in more detail in Chapter 3. This thesis subsequently entails an extensive analysis of

reliability in the power system, with the following objectives related to this critical analysis:

1. To develop a flexible transmission system operation strategy taking advantage of controllabil-

ity and flexibility of VSC devices, with applicability spanning for both short-term operational

planning and long-term planning horizons

2. To devise a novel, state of the art approach for solving the SCOPF problem for hybrid AC/DC

networks, accounting for the worst-case scenarios of demand and Offshore Wind generation,

as well as incorporating a multi-period OPF framework.

3. To rigorously investigate the techno-economic impacts of strategic VSC placement within

the hybrid AC/DC networks architecture, through the formulation of a comprehensive multi-

objective infrastructure planning problem.
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1.3 Research questions and challenges

The EPS has experienced considerable transformation in recent years, in order to meet the rising

demand and accommodate the integration of intermittent, variable renewable generation sources,

particularly OWFs. This thesis seeks to investigate the modelling of power system infrastructure

(i.e., VSC), emphasising on the reinforcement and strengthening of the transmission system. The

study will explore the implementation of control strategies that could have potential to enhance

the flexibility and reliability of the performance power system. Overall, the research questions are

outlined as follows:

(a) What are the greatest challenges facing the electric power system today especially related to

large-scale integration of variable renewable generation?

(b) How can the EPS system be strengthened in order to overcome these challenges, particularly

at the transmission system?

(c) How can the current transmission system be reinforced in order to enhance the production

from OWFs, considering the control actions?

(d) Why is it important to consider the control actions, particularly in context of short-term

operational planning and long-term planning in the EPS?

(e) To what extent is the control actions’ implementation within the EPS flexible and reliable?

From these research questions, this thesis delves into the more challenging aspects of:

1. A Mathematical Model for MT-HVDC links: To present a concept of MT-HVDC link

as an optimal solution for integrating large scale VSC-interfaced variable renewable energy

sources, particularly OWFs, providing an appealing approach for creating interconnected DC

network hubs, enabling the maximisation of power sharing amongst renewable generation

resources and facilitating long-distance power exchange between otherwise independently

operated regions. In this thesis, this objective is addressed in Chapter 3.

2. A holistic operational planning framework: To establish an innovative modelling frame-

work for operational planning of hybrid AC/DC networks taking advantage of the additional

control actions promised by the VSCs that exist in such networks to enhance their opera-

tional flexibility. In this thesis, we call this framework, RAS-FUBM, which is introduced in

Chapter 4.

3. Application and impact assessment of additional control strategies in hybrid

AC/DC networks with embedded MT-HVDC links: To implement the VSC control

strategies framework, considering a variety of scenarios (e.g., worst-case scenarios, multi-

period scenarios and multi-objective scenarios). To this end, the implementation should be
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able to demonstrates the flexibility and reliability of the power system, particularly related

to contingency and congestion. In this thesis, this objective is addressed in Chapters 4 and

5.

1.4 Publications

Table 1.1 presents a list of the papers that have been presented and published, along with prospec-

tive future publications, which have been produced during the PhD research. The content and

results from these papers have been incorporated into Chapters 3, 4, and 5 of this thesis.

Table 1.1: List of Publications and Presentations.

Type of Paper Details of the Paper Chapter

Conference
publication

Optimum operational planning of wind-integrated power systems
with embedded Multi-terminal High Voltage Direct Current Links
using the Flexible Universal Branch Model.
IEEE International Conference on Environment and
Electrical Engineering and 2023 IEEE Industrial and Commercial
Power Systems Europe (EEEIC/I&CPS Europe), pp. 1-6. IEEE, 2023.

3

Conference
presentation

Operational Network Planning for Different Multi-Terminal
High Voltage Direct Current Offshore System Interfaced
Wind Integration.
19th EAWE PhD Seminar on Wind Energy,
6 - 8 September 2023, Hanover, Germany

4

Conference
publication

Minimizing the Impact of Contingency in Multiple-Period
Short-Term Operational Planning with RAS-FUBM for Wind Integration.
IET Conference Proceedings, 2024, p. 180-187,
DOI: 10.1049/icp.2024.2155. (13th International Conference on
Power Electronics, Machines and Drives(PEMD 2024))

4

Journal
Under Review

The Effect of Voltage Variations at the Reference VSC
within the Multi-Terminal HVDC System Integrated with
Offshore Wind Farms.
IEEE IAS Publication

5

1.5 Chapter summary

This chapter provides a general introduction to the thesis, beginning with a problem statement that

describes the challenges and ongoing modifications within the power system structure, the neces-

sity of developing a modern EPS (i.e., hybrid AC/DC network) planning framework that accounts

for uncertainty and variability, particularly when arising from weather-dependent power genera-

tion, whilst incorporating multiple scenarios into the operational planning models, and proposing

advanced topology in hybrid AC/DC network with MT-HVDC link, as future energy solutions.

5



Chapter 2

Literature Review

This chapter provides an overview of two key components, the transmission system and converters

(sections 2.1 and 2.2), which supports the thesis’s aim of investigating the reinforcement of the

transmission system through the utilization of VSC technology for purposes of large-scale offshore

wind generation capacity integration. The remainder of this chapter contains the following: Sec-

tion 2.3 provides a brief overview of the elements of operational planning and security assessment

within the power system. In section 2.4, a detailed explanation of power flow is presented as a

fundamental mathematical framework for purposes of power system’s operational planning and

security assessment. Section 2.5 introduces a general concept and standard formulation of optimi-

sation problems applied to the power systems operational planning, encompassing several specific

models, including economic dispatch, optimal power flow and security constrained optimal power

flow. This section also discusses two types of control actions (i.e., preventive and corrective) to

emphasise their significance, particularly in relation to assessing the performance of power system’s

operational security and its reliability. Finally, section 2.6 provides a summary of this chapter.

2.1 Transmission System

The transmission network, which is responsible for transmitting electricity from power plants (gen-

eration) to load centers (demand), is one of the primary components in the Electrical Power System

(EPS) [16]. Furthermore, it has an enormous influence on the production side, influencing aspects

such as the location of the power plants (i.e., where to build), operation of the power plants (i.e.,

which generators need to be operated) and the production of the power plants (i.e., how much

power needs to be generated from each generator) [17]. However, the integration of variable re-

newable energy systems, particularly Offshore Wind Farms (OWFs), in the modern power system

increases the complexity of the power grid’s operation especially with regards to maintaining bal-

ance between variable generation and demand, making the operation of such transmission systems

significantly more challenging [18]. In order to maximise the energy output from OWFs, trans-
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mission system reinforcement is essential, resulting in reduced consumer cost by necessitating an

economically prudent investments for both the OWFs and transmission systems [19]. It can be

concluded that the planning of the transmission systems and the planning of OWFs are closely

interrelated. Consequently, when undertaking analysis of OWFs, it is essential to also consider

the planning of the associated transmission systems. Considering of these aspects, it is impor-

tant to comprehend the system and structure of the transmission system, in order to optimise the

integration of OWFs and ensure the sustainability and affordability of the power system.

An optimal operational planning in the transmission system typically seeks to establish the

most economical operating point in the system given a specific generation and demand profile

through minimising generating costs, generation re-dispatching expenses, or investment costs, in

cases of long term planning problems. These problems can also be formulated such that they aim

to find the best operating points to alleviate network congestion and maximising social welfare

[20]. The Transmission System Operators (TSOs) have to consider uncertainties and variability

in various scenarios, in order to propose an economically viable transmission investment plan

that addresses all possible outcomes, including the intermittency nature of renewable energy and

demand uncertainties in the future [21]. The only way the wind generators are compensated for

their power is to offer at zero price through the Locational Marginal Price (i.e., the marginal

cost of supplying the increment of electric energy at a certain bus, taking into account the cost

of generation and the physical characteristics of the transmission system [22]) of the bus where

these generators are located. Therefore, the current and future growth transmission network

strategies determine the revenue and profitability of wind generating installations [23]. The current

operational planning strategies for the transmission system need to be updated to account for

transmission reinforcement measures [24]. These updated plans should be able to capture the

various scenarios of uncertainty and variability inherent in wind power generation, thereby ensuring

the overall reliability of the power system. The transmission system can be classified in general into

types: High Voltage AC (HVAC) system and High Voltage DC (HVDC) system. A Multi-Terminal

HVDC (MT-HVDC) system represents an advancement of the traditional HVDC system, and the

details of these transmission systems will be elaborated upon in the following section. MT-HVDC

systems will be key to integrating large-scale OWF generation capacity into the conventional AC

systems.

2.1.1 High Voltage AC System

The HVAC transmission system is a well-established technology, which is primarily used for bulk

electric power transmission using transformers for stepping up and down the transmission voltages

[25]. Most existing OWFs connectivity utilises this type of transmission [26], due to the installation

of OWFs close to the shore, where the transmission distance is minimal (i.e., typically around

50km) and has a low voltage (i.e., less than 175kV) resulting in lower transmission losses [27].
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Despite the maturity and considered desirable choice for short distances, HVAC transmission has

some limitations, particularly for longer distances (i.e., more than 700km). The capacitance of

the HVAC cables, which maintain the voltage across the cable and allows charging current to flow

along it, limits the amount of active power (P ) that can be transferred, affecting cable length in

offshore applications [28]. The charging current, Ic is defined as:

Ic = 2πfCV (2.1)

Where f is frequency, C and V are the capacitance and voltage. It is clear from (2.1) that

the frequency (f = 50Hz or 60Hz) determines the amount of Ic. If the amount of Ic lower, the

available cable capacity to carry a useful load current, In, will also be decreased, as shown by the

following equation:

I2n = I2r − I2c (2.2)

Where Ir is the ampacity rating of the cable. This equation shows that the flows of the Ic in

the HVAC cable is not uniform [29].

a. Reactive Power Consumption of AC Transmission Lines

Reactive power is an essential component of some electric power system, arising from the char-

acteristics of both capacitance and inductance (also called reactance) within the load and the

transmission line, which lead to the production and absorption of this power in AC systems [30].

In fact, the performance of the AC transmission line, particularly medium-length lines (ranging

from 80 km to 160 km) and long-length lines (more than 160 km) [31], is significantly affected by

this power, and without it, active power could not be transmitted at all. Furthermore, the stability

of these length lines and voltage magnitude are depends on the reactive power transfer, which will

be further explained further.

Figure 2.1: General power system diagram

Based on Figure 2.1, the complex power at the receiving end (Sr) can be expressed as:

S̃R = PR + jQR = ṼRĨ
∗ (2.3)

where PR, QR and ṼR are the active power, reactive power and voltage at the receiving end.
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Ĩ∗ is the conjugate current, which can be expressed as:

Ĩ∗ =

[
ṼS − ṼR

jX

]∗
(2.4)

where X is the reactance. Then, substituting (2.4) into (2.3), the new complex power equation is:

S̃R = ṼR

[
ṼS − ṼR

jX

]∗
(2.5)

S̃R = VR

[
VR cos δ + jVS sin δ − VR

jX

]∗
(2.6)

Equation 2.6 can be divided into active power (P ) and reactive power (Q) as shown below: At

the receiving end:

PR =
VSVR

X
sin δ (2.7)

QR =
VSVR cos δ − V 2

R

X
(2.8)

At the sending end:

PS =
VSVR

X
sin δ (2.9)

QS =
V 2
S − VSVR cos δ

X
(2.10)

Equations (2.7) to (2.10) describe how active and reactive powers are transmitted in a trans-

mission line. Let’s interpret this in more detail by considering the differences in voltage magnitudes

and angles.

i Condition 1: δ = 0

The receiving and sending active powers (P ) becomes 0.

PR = PS = 0 (2.11)

The reactive power (Q) at both ends will be:

QR =
VR(VS − VR)

X
(2.12)

QS =
VS(VS − VR)

X
(2.13)

If VS > VR, the reactive power at both ends (QR andQS) will become positive, indicating that

reactive power is being transmitted from the sending end to the receiving end. If VS < VR,

the reactive power at both ends (QR and QS) will become negative, indicating that reactive
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power is flowing from the receiving end to the sending end. The phasor diagram for this

statement is shown in Figure 2.2.

Figure 2.2: Phasor diagram with δ = 0

From Figure 2.2, it can be interpreted that:

• Lagging current (I) in transmission lowers the voltage at the receiving end (Vr).

• Leading current (I) in transmission increases the voltage at the receiving end (Vr).

Therefore, the following formulation describes the amount of reactive power consumed in the

transmission line:

QS −QR =
(VS − VR)

2

X
= XI2 (2.14)

ii Condition 2: δ ̸= 0, VS = VR

The receiving and sending active powers (P ) now can be expressed as:

PR = PS =
V 2

X
sin δ (2.15)

The reactive power (Q) at both end will be:

QS = −QR =
V 2

X
(1− cos δ) =

1

2
XI2 (2.16)

If δ is positive, the active powers (PR and PS) at both ends will be positive, indicating that

active power flow from sending to receiving ends. If the δ is negative, the active powers at

both ends will be negative, indicating the active power flow in reverse direction.

Figure 2.3 shows the phasor diagram for second condition, which stated that there is no

reactive power transfer from one end to other, instead each end (receiving and sending)

supply half of the reactive power as shown in (2.16).

iii Condition 3: δ = 1, (Unity)

If power factor (δ) is unity, means the current and voltage in an AC electrical system are

perfectly in phase, the magnitude of sending voltage (VS) is slightly larger than receiving
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Figure 2.3: Phasor diagram with δ ̸= 0, VS = VR

voltage (VR). The reactive powers are supplied by the sending end. The phasor diagram for

this condition is shown in Figure 2.4.

Figure 2.4: Phasor diagram with δ = 1

iv Condition 4: Any values of δ, (VS) and (VR)

The current (I) at this condition can be calculated as below:

I =
VS cos δ + jVS sin δ − VR

jX
(2.17)

From (2.8) (2.10) and (2.17), the total reactive power between the sending and receiving ends

is given by:

QS −QR =
V 2
S + V 2

R − 2VSVR cos δ

X
=

(XI)2

X
= XI2 (2.18)

If the series resistance (R) is considered, the power losses (both active and reactive) at the

transmission lines can be calculated as follows:

Qloss = XI2 = X
P 2
R +Q2

R

E2
R

(2.19)

Ploss = RI2 = R
P 2
R +Q2

R

E2
R

(2.20)

It can be seen from (2.18) that the reactive power absorbed by the reactance (X) under all
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conditions can be defined by XI2. This leads to a concept of reactive power loss, similar to

active power loss, defined by RI2, which is associated with the resistive elements. Equations

(2.19) and (2.20) demonstrate that an increase in reactive power within the transmission

line corresponds to a rise in losses for both active and reactive power, thereby impacting

the efficiency of power transmission and voltage regulation. The reactive power flow in the

transmission lines can be summarised as follows, based on the aforementioned conditions [32]:

(a) Reactive power flow depends on voltage magnitude, which is transmitted from the higher

voltage side to the lower voltage side.

(b) Reactive power cannot be transmitted over long distances, as this would require a large

voltage gradient (i.e., the potential difference between receiving and sending ends volt-

ages divided by the distance between them).

(c) An increase in reactive power flow results in higher loses for both active and reactive

power.

The concept of line loadability, which refers to the permissible degree of line loading expressed as a

percentage of Surge Impedance Load (SIL) for given thermal or voltage drop steady-state stability

limits, plays an important role in the power transfer capability of the lines, affecting voltage levels

as well as the length of overhead AC transmission lines [33].

Figure 2.5: Transmission line loadability curve

Figure 2.5 illustrates the general loadability curve for uncompensated lines, which is applicable

across all voltage levels, and indicates the limiting power transmission values in relation to line

length. The figure clearly shows that for short-length lines, the steady state limit loading exceeds

the thermal loading; therefore, loadability is primarily determined by the thermal loading rather

than steady state loading. In the case of medium-length lines, voltage levels become a critical
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consideration for line loadings. Conversely, for long-length lines, the steady-state stability limit

loading is the predominat factor as the loading is typically less than the surge impedance loading

[3].

Given that reactive power affects the voltage profile and stability of transmission lines, as pre-

viously discussed, compensation within a transmission system is essential for enhancing the quality

of supply, particularly over long distances. Transmission compensation involves the management

of reactive power through reactive compensation, which refers to the installation of reactive devices

on AC transmission lines. The aims of this installation are to:

1. Generate a constant voltage profile across all levels of power transmission

2. Enhance the stability of the AC transmission line by increasing the maximum transmitted

active power; and

3. Supply reactive power requirements in a cost-effective manner

The primary objective of compensation is to modify the SIL by adjusting the capacitive and

inductive reactance of the AC transmission lines. There are two types of compensators:

1. passive compensators that include shunt reactors, capacitors and series capacitors; and

2. active compensator, which typically consist of shunt-connected devices that aim to maintain

a constant voltage at their terminals

These compensators can be located anywhere along the line, including the midpoint, line terminals

or at the 1/3 or 1/4 points of the terminals. However, the midpoint location offers several advan-

tages, as the relaying requirements are less complicated when compensation is less than 50% [31].

Furthermore, at this midpoint, the compensators can supply or absorb the reactive power remain-

ing in the central half of the line after the synchronous machines at both end sides (receiving and

sending ends) have supplied and absorbed the reactive power for the leftmost and rightmost halves

of the line [33].

Overall, although reactive powers do not perform any useful work in AC transmission lines

or loads, its necessity is crucial for maintaining voltage levels and ensuring the efficient operation

of power system equipment. Excessive reactive power can cause voltage levels to rise, leading

to inefficiencies in power system equipment, higher operational cost and increased stress on the

equipment that can shorten its lifespan. Conversely, insufficient reactive power can result in voltage

drops, particularly under heavy load conditions, as well as voltage instability, poor power factor,

and increased losses for both active and reactive powers. Therefore, effective management of

reactive power is critical not only for ensuring power system stability but also for enhancing the

constraints on the amount of active power that can be transmitted along AC transmission lines.
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2.1.2 High Voltage DC System

The HVDC transmission system emerged as a viable solution to address the challenges encountered

by the HVAC transmission system (i.e., higher transmission loss over long distances, reactive power

consumption of the line, and limited active power transmission capability). Furthermore, the

development of the HVDC system has been driven by: a) the escalating need for transmitting

electrical power on a global scale; b) the optimal utilisation of transmission lines; and c) the

operational flexibility [34]. On the other hand, the development of OWFs would evolve toward

larger capacity that will lead to farther away from the shore, with OWFs located more than 80km

offshore. Over these distances, long cable transmissions will be used to connect the OWFs to

the onshore stations to generate a substantial amount of power [35]. With the advantages of

no charging current (Ic=0) in the HVDC transmission due to the zero frequency (f=0), which

lead to no reduction of cable’s rating (Ir) as I2n = I2r (refer to (2)), the HVDC system is able

to transmit more power over long distances. Additionally, the HVDC system offers more flexible

control techniques [36] with the integrated Flexible AC Transmission Systems (FACTS) devices

(e.g. Voltage Source Converters (VSC) and Current Source Converters(CSC)) [37] that enable the

AC and DC systems to be adjusted to adapt to the intermittent nature of output from OWFs.

Despite the numerous benefits offered by the HVDC system, the investment cost associated with

this technology exceeds those of the HVAC system. The converters are the main component of the

HVDC system and more than 50% of the cost of the HVDC transmission system is related to this

equipment. Due to this, the cost comparison related to the converter station is the key component

between HVAC and HVDC systems, as illustrated in Figure 2.6. From this Figure, it can be seen

that the initial cost (i.e >$150million) for the HVDC station is significantly higher compared to

the initial cost (i.e., <$50million) of the HVAC station. However, the HVDC transmission system

becomes more cost-effective when the transmission distance exceeds 450 miles, as compared to the

HVAC transmission system. Therefore, the HVDC system is a more cost-effective option for long

-distance transmission than the HVAC system [38].

The prevalent connection configuration in existing HVDC systems is the point-to point trans-

mission architecture, which is similar to the topology commonly found in the HVAC systems.

As shown in Figure 2.7, this configuration consists of two converters connected between the on-

shore and offshore system, where the converters depicted in this figure are based on multi-modular

converter technology [39].

2.1.3 Multi-Terminal High Voltage DC Systems

A Multi Terminal HVDC (MT-HVDC) link is an extension of a point-to-point HVDC system

(i.e., two converters) that represents an interconnection of nodes and branches, which has more

than two converters connected in radial or meshed topologies. This link interconnects various AC

systems to the power grid through converters (i.e., hybrid AC/DC networks), enabling them to
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Figure 2.6: A comparison of costs between HVAC and HVDC systems.

Figure 2.7: Point-to-point topology

function as either input or output power nodes, depending on whether power is being fed into or

drawn from the EPS. Figure 1 illustrates an example of a simplified layout of an offshore HVDC

grid in an MT-HVDC link, which consists of m AC systems that inject power into the EPS, n

AC system that extract power from the EPS, p intermediate connection nodes and r branches. It

can be seen from this figure that the number of p and r depend on the particular interconnection

pattern [40] (i.e., layout topology). The MT-HVDC link is an appealing option, especially for

integrating multiple offshore wind farms into onshore AC systems, as it facilitates the transmission

of renewable energy sources [41], which are typically located in remote areas, over long distances

and across international borders [42]. Furthermore, this system can resolve issues such as remote

offshore generating connection, undersea or long-distance interconnection, power injection into a

weak node, power grid reinforcement, isolated load connection, and asynchronous grid coupling

that currently exist in AC technology [43].

The MT-HVDC can be configured in a number of topologies depending on the design specifica-
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Figure 2.8: Offshore HVDC Grid Configuration in an MT-HVDC Link

tions and operating conditions. The selection of network topologies is a critical consideration, as it

significantly impacts the investment requirements, operational modes, complexity of the network

architecture, and power generation factors such as the choice of wind turbine type. Critical ele-

ments include the total complexity of the wind farm interconnections as well as the arrangements

of the connections, which are designed to maximise power output. These layouts need to be made

to provide a robust and appropriate solution in the case of an outage or equipment malfunction.

Furthermore, the selected network topology has to facilitate future expansion, particularly with

respect to converters or power generation assets [44]. The MT-HVDC topology can be broadly cat-

egorized into two main types of layout configurations: radial connections and meshed connections,

or combinations of both [40].

The parallel MT-HVDC configuration, as shown in Figure 2.9, also known as the radial topology,

represents an extension of the point-to-point topology HVDC transmission architecture. This

topology is characterised by a string connection composed of several VSCs connected side by

side. Figure 2.9a shows the illustration of general radial topology, which has the benefit of being

simple to construct and requiring low investment. However, the drawback is that it has very low

reliability compared to other topologies [45]. The star topology represents another type of parallel

MT-HVDC layout configuration, where VSCs are connected to a central DC switching station (i.e.,

central star node), as displayed in Figure 2.9b. This configuration is formed from the point-to-

point link and then tapping to other terminals for the integration of AC networks or power sources

such as renewable energy. The star topology is a more economic investment as compares to the

ring or mesh design due to the fewer number of cable connection [46]. The main drawback of this

layout type is that if there is a fault at the central node, it can affect the entire system, potentially

leading to a complete shutdown of the system.

Figure 2.10 depicts a configuration of a meshed MT-HVDC system, which represents a com-

bination of radial and star topologies. This layout architecture has been developed to enhance

the reliability and economic operation of HVDC systems. Additional advantage of this topology

includes increased flexibility for power exchanges between areas, reduced shortest connection dis-
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(a) Radial MT-HVDC (b) Star MT-HVDC

Figure 2.9: Parallel MT-HVDC configurations: a) Radial topology b) Star topology

Figure 2.10: Meshed topology

tances between two points and improved security compared to radial network designs. However,

the primary drawback of this configuration is the higher cost incurred by the need for longer cable

lengths [45]. Furthermore, meshed topology can contribute to the formation of a Supergrid system,

as illustrated in Figure 2.11, which consists of a special node (i.e., SuperNod) that interconnects

multiple DC links with wind farms through an islanded AC network. This special node is a VSC-

based AC hub within HVDC transmission that connects HVDC systems via AC systems to form

a hybrid system, which offers effective solutions for integrating either OWFs or oil and gas plat-

forms. More importantly, the VSC-HVDC device can be regulated to maintain stable voltages in

the AC hub. This hub will constitute a comprehensive power electronics-linked network, effectively

eliminating natural system inertia in offshore AC systems that lack synchronous generators. The

coordination of the VSC-HVDC is crucial for ensuring stability, control and regulation of voltage

and frequency within Supergird system [40]

The ring topology is a configuration where all the nodes are arranged in a circular pattern, as

display in Figure 2.12. This topology provides flexibility in controlling the power flow between the
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Figure 2.11: Supergrid system

wind farms and the onshore substations. Furthermore, the ring topology can be operated in two

different modes: a) closed loop (i.e., all circuit breakers and isolators remain closed during normal

operation, which allows power to flow through the entire path); and b) open loop (i.e., all circuit

breaker or isolator are kept open during regular operation, which effectively breaking the loop if

there is failure or malfunction equipment) [47]. This type of topology has generated significant

interest from the research community [48], due to the benefit of being simple to construct and

operate. However, it also has low reliability and significant losses due to the lengthy transmission

lines [45].

2.2 Converter

2.2.1 Current Source Converter

A classical converter system, known as a Current Source Converter (CSC) or Line Commutated

Converter (LCC), uses valves based on thyristor as switching devices. These devices are only

able to be turned on; however, external circuits are required to turn them off and perform valve

commutation. Furthermore, the CSC requires a strong AC voltage system between its two terminals

to maintain stable operation and operates efficiently. Connection to a weak AC voltage may result

in issues with the converter itself, such as commutation failure especially at the inverters [49],

which can lead to significant power loss. In spite of this CSC is typically employed in higher-
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Figure 2.12: Ring topologies

power levels (i.e., normally above 1000MW), it is unable to independently control the active and

reactive powers [50]. The power flow direction is determined by reversing DC voltage polarity;

nevertheless, this converter only permits current to flow in one way within the DC system [51].

However, reversing the voltage polarity leads to increased complexity in the required switching

arrangements [52]. Due to the necessity of commutation voltage during operation, the CSC is

unable to perform black start and supply power to a passive network. This poses challenges,

particularly in the case of wind farms where there is no commutation voltage available before

the startup, to solve this problem, external devices such as a Static Synchronous Compensator

(STATCOM) are required to supply a stable AC voltage in the CSC [53].

Figure 2.13 illustrates the steady state model of CSC components, which include reactive power

compensation, AC and DC filters, transformers, thyristor valves and a smoothing reactor. The AC

filters are responsible for reducing the current harmonics generated on the AC side of the converter.

On the other hand, the DC filter in the CSC serves two functions; a) to reduce or avoid the DC

voltage ripple (i.e., fluctuating AC component of the DC output); and b) to reduce or eliminate

unwanted interference present on the DC line. Noteworthy, this filter is only necessary for overhead

line and is not required in the case of underground cable or back-to-back transmission [54]. As the

CSC generates significant harmonics on both the AC and DC sides, filters are required on both

sides to reduce or filter out the harmonics in the power system [55]. Reactive power compensation

is responsible for increasing the stability of the power system and optimising power availability.

In the CSC operation, the AC current lags voltage and this process demands reactive power. This

power is provided by the AC filters that exhibit capacitive behaviour at the fundamental frequency
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(i.e., 50Hz or 60Hz) and can also be supplied by shunt banks or series capacitors, which are essential

components for this converter. If there is an insufficient or excess reactive power supplied from

these sources, the AC system will need to adjust to accommodate the reactive power differences. In

order to maintain the desired voltage tolerance, tight control over reactive power exchange becomes

more important especially when the CSC is further from the generator [56]. This is one of the

biggest drawbacks of the CSC, as its reactive power requirement can exceed 50% of the active

power rating [57].

Figure 2.13: The steady state CSC model

The constraints of CSC as discussed earlier, reversing voltage polarity and high reactive power

requirements, restrict the feasible connection options of this component to radial or two-terminal

configurations within the MTDC link [58]. Another challenge is the size and weight of this com-

ponent, which is larger and heavier compared to the VSC, making it more difficult to implement

offshore. To date, the CSC system has not been implemented in Offshore Wind Farms (OWFs), gas

or oil extracting platforms connection, with installations only existing on onshore power grids [59].

Despite these drawbacks, this system has been credited for its high reliability and better perfor-

mance in high-power applications, due to the low voltage drop of the semiconductor used [60].

However, due to its disadvantages, this classical technology is considered unsuitable candidate for

the MT-HVDC link, particularly in integration with offshore wind farms. Therefore, this study

sets out to explore the VSC rather than the CSC due to its flexibility and efficiency in connection

with the MT-HVDC link.

2.2.2 Voltage Source Converter

A Voltage Source Converter (VSC) is a self-commutated converter based on Gate Turn Off Thyris-

tor (GTO) or Insulated Gate Bipolar Transistor (IGBT) valves to enable current to flow through,

which can be either positive or negative [33]. This feature allows a VSC to individually control

the magnitude (i.e., amplitude) and phase angle of an AC voltage, which in turn permits the in-

dependent control of both active and reactive power outputs [61]. Despite having a lower power

rating, the power flow reversal capabilities of the VSC make it a superior option for connecting
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to the MT-HVDC link, because of its constant voltage polarity and its ability to alter power di-

rection through current reversal [62]. The latest offshore wind project, the Dogger Bank HVDC

connections (i.e., Dogger Banks A, B, and C), has a power rating of 1200 MW and symmetrical

poles with ±320 kV DC. Each project is scheduled for commissioning in 2023 (Dogger Bank A),

2024 (Dogger Bank B), and 2026 (Dogger Bank C) [63]). Furthermore, this device has the ability

to control both AC and DC systems by regulating two control variables: power and voltage, as

depicted in Figure 2.14.

Figure 2.14: VSC converter schematic diagram.

The structure of the VSC in the steady-state model of the hybrid AC/DC system, as shown in

Figure 2.15, consists of a transformer, an AC filter (i.e., low pass filter) and a phase reactor. The

variables of this model are as follows [64]:

(a) Ps and Qs represent both active and reactive powers injected by the VSC into an AC system.

(b) Vs is the voltage of an AC bus.

(c) Rc and Xc are the resistance and reactance of the phase reactor.

(d) Vc is the voltage of the converter at the AC side.

(e) Vd is the voltage of the converter at the DC side.

(f) Pdc is the power of VSC injected to the DC bus.

The equivalent circuit of the VSC model (i.e., steady state) is illustrated in Figure 2.16, which

has a controllable voltage source (Vc) on the AC side and active power control using a current

source (Idc) on the DC side [65]. The parameters of this model are described below:

(a) Impedance of the transformer: Zt = Rt + jXt.

(b) The susceptance of the low-pass filter: jBf .

(c) Impedance of the phase reactor: Zc = Rc+Xc.

(d) The active (Pf ) and reactive (Qf ) powers of the low pass filter.
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Figure 2.15: The steady state VSC model.

(e) The VSC active (Pc) and reactive (Qf ) powers on the AC side.

(f) The VSC active power on the DC side: (Pdc) .

(g) Power losses: Ploss.

In the equivalent circuit of VSC converter, the division between AC and DC systems are

noticeable. In order to find a solution for this circuit, three sets of equations need to be solved:

one for the AC system, one for the DC system and the last one is a coupling equation representing

active power exchange between the AC and DC systems for the VSC. In the steady state analysis,

this coupling is modelled using two dummy generators (refer to Figure 2.16). The power balance

equation for this circuit can be mathematically expressed as follows:

Pac + Pdc + Ploss = 0 (2.21)

where Pac, Pdc and Ploss refer to active power injection on AC system, active power injection

on DC system and active power losses in the VSC.

Figure 2.16: The equivalent circuit of VSC converter.
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Given that the VSC is a self-commutated converter that commonly employ high-power semi-

conductor components such as Insulated Gate Bipolar Transistor (IGBT), developing an accurate

model for power loss is essential, as these losses significantly affect the efficiency of the VSC’s

performance. Normally, the power losses in a VSC can be categorised into two types: conduction

loss and switching loss [66]. The conduction loss typically occurs in the freewheel diodes and

switches in the semiconductor (e.g., IGBT and MOSFET) during the on state, where the voltage

varies non-linearly with current [67], as illustrated by the I − V characteristics in Figure 2.17 [68].

The calculation of conduction power losses is different for each semiconductor. For example, the

conduction losses that occur in IGBTs, both for the IGBT switches (PcsIGBT ) and the IGBT diode

(PcdIGBT ) can be calculated using the formula below:

PcsIGBT = Uceo · Isav + rc · I2srms (2.22)

PcdIGBT = Udo · Idav +Rd · I2drms (2.23)

Where Uceo, Isav, rc and I2srms represent on-state zero current collector-emitter voltage, aver-

age switch current, collector-emitter on-state resistance and RMS switch current for the IGBT,

respectively. Whilts Udo, Idav, Rd and I2drms indicate diode on-state voltage, average diode current,

diode on-state resistance and RMS diode current [69], respectively.

Figure 2.17: Characteristics of the I − V Relationship of IGBTs

A commonly used approach for modelling power losses in the VSC is through a generalised

loss formula, which expresses converter losses as quadratically dependent on the magnitude of the

converter current (Ic) [70], as shown below:

Ploss = α1I
2
c + α2Ic + α3 (2.24)

where α1, α2, and α3 are parameter values referring to the quadratic, linear and constant of the

losses on the converter current (Ic).
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2.3 Operational Planning in the Power System

Operational planning in the power system refers to the utilisation of the existing components (e.g.,

generators, transmission systems, distribution systems, FACTs devices, etc) in the most efficient

manner [71], by developing a decision-making framework to generate, transmit and deliver the

electricity [72], whilst maintaining the reliability [73] and economic feasibility [74] of the associated

interconnected system. The associated decision framework can be categorised into long-term,

medium-term and short-term [75], with studies influenced by the respective time horizon spanning

from milliseconds to seconds (i.e., real time operation) [76] up to 30 years. Each categorised

planning has different timeline and different purposes: a) long-term reaching timeline for more

than three years that includes the generation and transmission expansion planning, as well as

policy development [77]; b) medium term planning related to the asset management that involves

maintenance scheduling and allocation components, with time horizon from a month up to three

years [78]; and c) short-term planning deals with minimizing operational costs and ensuring network

reliability, as well as stability [79] with time spanning from milliseconds to a day. Figure 2.18

shows the visual representation pertaining to operational planning terms at each stage. However,

increased climate change escalates the penetration of variables renewable energy sources, which

makes power grid operation more challenging [80]. As a result, a comprehensive approach to

operational planning is required to deal with the current changes occurring in the power system.

The decisions made in every phase and stage of operational planning are considered as strategies

to solve the problem facing by current power system, as a result of the transition from fossil fuel

to renewable energy generation and growing demands. There are certain considerations that need

to be accounted for each planning. Some of the important questions that need to be kept in mind

when conducting a short-term planning are [81]:

1. What are the voltages throughout the system?

2. What are the loads of components such as transmission lines, transformers and generators?

3. What are the options to mitigate the congestion on the transmission lines?

4. What are the options to provide continued service as equipment fails unexpectedly?

The proposed long-term planning requires an assessment of the power system modification that

will be implemented. The assessment queries are [81]:

1. Where is the new transmission line/generation site located?

2. Which new FACTS devices will provide the necessary control to maintain system reliability

and a secure operating state?

3. Where is the new demand able to be added given the present system design?
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Figure 2.18: Operational Planning in the Power System

2.3.1 Security Assessment

The performance of the power system is assessed through the reliability (i.e., probability of the

power system operating satisfactorily in the prolonged duration and the capacity to provide ade-

quately uninterrupted energy supply for a lengthy period of time [82]), which relies on the security

and adequacy of the power system [83]. The adequacy is defined [84] as the ability of power system

to supply aggregate power requirements to meet the demand and energy needs of all times, consid-

ering all scenarios (i.e., scheduled and unscheduled outages of the power system elements), whilst

security refers to the ability of the power system to withstand the sudden disturbances such as an

outage of components or natural disaster. In order to assess this security, a comprehensive Security

Assessment (SA) needs to be performed that involves a thorough evaluation, including assessment

system performance related to the security criteria or operational limits. The objective of the SA

is to evaluate whether the power grid is operating under secure or insecure conditions [85]. Tradi-

tional SA is based on deterministic criteria. These criteria (N-1 or N-k) refer to whether or not the

system can withstand contingencies, when one or more elements are out of service [86]. The static

security analysis method typically involves the execution of a significant number of computer sim-

ulations, in order to determine a set of network topologies, a range of system operating conditions,

a list of contingency scenarios and the associated performance evaluation criteria [87]. However,

the deterministic method is inappropriate for modern power systems, particularly when dealing

with uncertainties in renewable energy. The method does not consider a lot of factors including

uncertain nature of customer demands, stochastic nature of system behavior and probabilities of

contingencies and components failure [88]. Therefore, the probabilistic method has been intro-

duced in SA methodology. This technique combines both effects and probabilities that are much

more attractive for representing system risk [89].

Figure 2.19 displays the structure of the SA framework for both the deterministic and prob-
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Figure 2.19: Security Assessment

abilistic criteria. Each of these criteria can be further categorised under either static security or

dynamic security, with the ability to be utilised interchangeably between the respective method-

ologies. These criteria, both deterministic and probabilistic, will then be evaluated through an

assessment and decision-making process. However, the decision-making component, which consists

of preventative and corrective actions, will only be conducted through the dynamic SA methodol-

ogy, as this strategy mimics the operation of the power system in the real world. The preventive

actions are implemented during the pre-contingencies period, with the objective of protecting the

network system from breaching operational limit violations, which may occur during contingency

events. On the other hand, the corrective actions are utilised to ensure that any violations of

the predetermined limits are resolved within specified time frames in the event of a contingency

scenario [90]. Further details on these actions are provided in Section 2.5.

Static security analysis, a technique commonly employed in both planning and dispatching oper-

ation [91], refers to the ability of the power grid to restore to a steady state within a predetermined

secure region (defined by bounding limits) following a contingency event [92]. The primary concerns

in this analysis are the violations of thermal limits on transmission lines and bus voltage limits, as

such violations can potentially trigger a cascading outage scenario leading to a large-scale blackout.

Normally, the evaluation of static security is conducted through analytical network modelling and

iterative solving of algebraic load flow equations, with each prescribed outage scenario assessed

individually [93]. Furthermore, this security approach neglects the transient behaviour and other

time-dependent variations that arise due to changes in load generation conditions, instead solely

focusing on the post contingency steady-state evaluation. Due to the significant computational

burden associated with the assessment in static security analysis, most TSOs utilise SA predictors

such as sensitivity matrix, distribution factors or performance indicators to reduce the number of
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critical contingencies that need to be specifically calculated in real-time [94].

Dynamic security analysis refers to the evaluation of the dynamic behaviour of the power sys-

tem [95], by analysing the time-dependent transition from the pre-contingent to post-contingent

steady state [96]. A conventional off-line study method called transient stability program is applied

in dynamic security analysis, to simulate the dynamic behaviour of the machines along with their

electrical network connection [97]. The main purpose of dynamic security analysis is to identify

and evaluate the impact of contingencies arising from outages or severe system faults under var-

ious system operating states [98], by assessing the security criteria such as dynamic under/over

frequency, dynamic under/over voltages, overload transmission lines, stability limits and low fre-

quency oscillations [99]. Furthermore, online dynamic security analysis plays an important role in

modern power systems to predict the future operating conditions, particularly those related to the

uncertainty and variability from the generation side (i.e., renewable energy sources). However, the

effectiveness of this analysis is reliant upon the quality of the underlying system model, particularly

if the assessment performed relies on fully defined system models computations [100]. Additional

challenges arise from the constraint on the time available for computation and interpretation as

well as the qualification of the results. These drawbacks present significant challenges for dynamic

security analysis, especially with regards to online analysis, where the required time performance

is typically set to 10 minutes, with each simulation run lasting 10 seconds, in order to process 30

contingencies for a 2,000 bus, 250 generators [101].Figure 2.20 provide a summary of the assessment

analyses conducted for both static and dynamic security considerations.

Figure 2.20: Static and Dynamic Security Assessments.
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2.4 Power Flow

The Power Flow (PF) problem consists of solving complex voltages (i.e., angle and magnitude) at

each bus in the network, which deliver the active and reactive powers (i.e., power flows) to each

transmission line and transformer [102] in a steady state analysis [103]. It is represented by a set

of equations for active and reactive power flows. Considering the system is typically balanced, a

single-phase representation of the power network is used for power flow studies [104]. The power

flow is a fundamental tool for power system planning and operation, which is represented through

a set of equations and nonlinear algebraic inequalities that correspond to the Kirchhoff law and

the system’s operational constraints, respectively, in network modelling [105]. The fundamental

principles and basic power flow concepts will be thoroughly discussed in the next part.

2.4.1 Fundamental principles

1. Phasor and complex number

The Voltage (V ) and current (I) at the node power system is assumed to be purely sinusoidal

and constant frequency. A complex number, denoted by the quantities of ’V ’ and ’I’, is a pha-

sor representation of sinusoidal voltages and currents. The phasor is a fundamental concept

that has been extensively used for efficient calculations in AC circuit analysis. It represents

the sine waveform in time domain by specifying the magnitude (i.e., Root -Means- Square

(RMS) values) and phase angle (i.e., in relation to a reference). This phasor representation

allows for the simplification of the mathematical analysis (i.e., techniques and principles)

of AC circuits, as the time-varying sinusoidal signals can be reduced to constant-magnitude

and constant-phase angle quantities. The sinusoidal or sine wave function is defined by three

variables: amplitude, angular frequency and phase angle, and Figure 2.21 illustrates the

relationship between these three variables.

Figure 2.21: Phasor representation

Regarding the voltage and current, the magnitude of phasors is designated by |V | and |I|
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and their angles is denoted by θV and θI [106]. The phasor concept can be developed using

Euler’s identity, which relates the exponential function to trigonometric functions:

e±jθ = cos θ ± j sin θ (2.25)

The cosine (con) and sine (sin) function provide alternative to (2.25), which also can be

represented as the real part and imaginary part of the exponential functions, respectively.

These exponential functions can be expressed as [107]:

cos θ = ℜ{ejθ} (2.26)

sin θ = ℑ{ejθ} (2.27)

Where ℜ refers to the real part and ℑ refers to the imaginary part. Figure 2.22 illustrates

the exponential function in a complex number, which will be explained further in a simple

manner. Let say Z is a complex number that can be written in the form of rectangular

coordinates as:

Z = a+ jb (2.28)

where a is a real part and b is the imaginary part. The complex conjugate of a complex

number Z is denoted by Z∗, then this complex conjugate can be written in the form of:

Z = a− jb (2.29)

’Z’ in a Euler’s identity (i.e., polar coordinates) is denoted as:

Z = |Z|eiθ (2.30)

Z = |Z| cos θ + i|Z| sin θ (2.31)

From (2.28) and (2.31), the a (i.e., real part) and b (i.e., imaginary part) can be expressed

as:

a = |Z| cos θ (2.32)

b = |Z| sin θ (2.33)

The complex number is important as it provides a powerful and flexible tool for represent-

ing the flow of energy and power in electrical power systems [108], which have sinusoidal

quantities that can be divide into real and imaginary parts to represent the magnitude and

phase angle, respectively. In network modelling, most of power system parameters and com-

ponents used complex number modelling such as voltages, currents, impedances, generators
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or transmission lines.

Figure 2.22: Complex number

2. Per Unit System

Transmission line power transfer often involves high voltage levels (i.e., kilovolt amperes or

megavolt amperes) and large power amounts (i.e., kilowatts or megawatts), which complicate

calculations. The per unit (p.u) method was developed by properly defining base quantities,

in order to simplify equivalent circuits and convert them into the same unit values. These

values are expressed as a percentage or per unit of a specified base value. Furthermore, the

advantages of p.u could avoid making serious calculation errors when referring quantities

from one side of a transformer to the other. The p.u value of any quantity is the ratio of the

actual value of that quantity to the base value for that quantity [109] [110] , which can be

mathematically express as:

Quantity in per unit =
actual quantity

Base value of quantity
(2.34)

In the p.u system, there are four p.u values that are important in the power system: Power

(S), Voltage (V ), Current (I) and Impedance (Z), and the expression for each value is shown

below:

Sp.u =
S

SB
(2.35)

Vp.u =
V

VB
(2.36)

Ip.u =
I

IB
(2.37)

Zp.u =
Z

ZB
(2.38)

In the three-phase system, S and V will always be the base value and I and Z will be
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dependent on these two values. These are displayed as follows:

Current: IB =
S√
3VB

(2.39)

Impedance: ZB =
(VB)

2

SB
=

(kVB)
2

MVAB
(2.40)

The impedances of the machines and transformer are normally specified by the manufac-

turer and are expressed as a percentage or in the nameplate rating, whilst the impedance of

the transmission lines is generally given in ohmic values. During power system analysis, all

impedance values have to be in p.u. on a common system basis, which requires the specifi-

cation of a random apparent power base that is typically set to 100MVA. Subsequently, the

voltage base is selected, and this reference value is then designated as a point of reference.

The remaining voltage bases can no longer be regarded as independent after the reference

value is established as the point of reference. For this particular case, the p.u. impedance is

expressed as follows:

Zold
p.u =

ZΩ(actual)

Zold
B

= ZΩ

(
Sold
B

V old
B

)2

(2.41)

In the case of Zp.u being based on a new power, the new p.u value is calculated as follows:

Znew
p.u =

ZΩ(actual)

Znew
B

= ZΩ

(
Snew
B

V new
B

)2

(2.42)

Then, the old and new p.u values have the following relationship:

Znew
p.u = Zold

p.u

(
Snew
B

Sold
B

)(
V old
B

V new
B

)2

=
MV new

AB

MV old
AB

(
kV old

B

kV new
B

)2

(2.43)

If the voltage reference values are the same, (2.43) become:

Znew
p.u = Zold

p.u

(
Snew
B

Sgold
B

)
(2.44)

2.4.2 Power Flow Problem Formulation

The most important law in the power system is an ohm’ law, which stated the relationship between

three parameters: current, voltage and resistance [111]. Given the current, voltage and resistance,

the ohm’ law can be defined as:

V = IZ (2.45)

I =
V

Z
(2.46)
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i Power flow equation between two buses

Figure 2.23: Nodes between two buses

Based on Figure 2.23 and (2.46), the current at bus ’i’ can be calculated as follows:

Ii =
Vi − Vn

Zin
(2.47)

The bus admittance between two buses is:

Ỹin =
1

Zin
(2.48)

Substituting (2.48) into (2.47), the Iican be expressed as:

Ĩi = Ỹin(Ṽi − Ṽn) (2.49)

Complex power at node i:

Si = ṼiĨi (2.50)

Then, substitute (2.49) into (2.50), and the complex power at node ’i’ can be expressed as:

Si = Ṽi(Ỹin(Ṽi − Ṽi)) (2.51)

= Ṽi(ṼiỸin − ṼnỸin) (2.52)

= |Ṽi|2Ỹin − ṼiṼnỸin (2.53)

ii Power flow equation at node i:

Figure 2.24: Powers at node i
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The complex power injected into the system at node i:

Si = Pi + jQi = ṼiĨi (2.54)

The total current injected at node i:

Ii = Yi1V1 + Yi2V2 + · · ·+ YinVn (2.55)

Ii =

n∑
k=1

YikVk (2.56)

Where n is the number of buses. Substituting (2.56) into (2.54), the complex power can then

be expressed as:

Si = Vi

n∑
k=1

YikVk (2.57)

=

n∑
k=1

|ViVkYik|ej(δi−δk−θik) (2.58)

=

n∑
k=1

|ViVkYik| cos(δi − δk − θik) + j

n∑
k=1

|ViVkYik| sin(δi − δk − θik) (2.59)

By separating the complex power into active power (Pi) and reactive power (Qi), the expres-

sion becomes:

Pi =

n∑
k=1

|ViVkYik| cos(δi − δk − θik) (2.60)

Qi =

n∑
k=1

|ViVkYik| sin(δi − δk − θik) (2.61)

iii The nodal power balance equation at node i:

For the complex nodal power balance (gS) at bus i (refer to Figure 2.24), it can be represented

as:

gs(x) = Sg
i − Sd

i + Si = 0 (2.62)

This complex nodal power balance can be divided into active (gP ) and reactive (gQ) powers:

gP (x) = P g
i − P d

i + Pi = 0 (2.63)

gQ(x) = Qg
i −Qd

i +Qi = 0 (2.64)

The aim of power analysis in the nodal power balance equation is to find a feasible operating

point of state variable x, which is a set of voltages (i.e., magnitude and angle) in the matrix
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2.5. Optimisation in the power system

form of:

x = (θ, V ) = [θ1, θ2, θ3, . . . , θn, V1, V2, V3, . . . , Vn]
⊤

There are three types of nodes in the power systems, and each node has two assumed known

variables and the other two variables are state variables that need to be calculated [112].

These nodes and variables are explained below:

(a) Slack node: There should be one node assigned for a slack node (i.e., reference node)

in the power system, which specified the constant voltage (i.e., magnitude and phase

angle). Therefore, in this node, the Voltage Magnitude (VM) and voltage angle (θ) are

the known variables, whilst active power ’(P )’ and reactive power ’(Q)’ are the unknown

variables that need to be solved.

(b) PQ nodes: These nodes also known as load nodes, where the ’P ’ and ’Q’ are the known

variables due to the fixed values, whilst the unknown variables are ’VM ’ and ’θ’ that

need to be calculated. These sorts of nodes represent the majority of the nodes in the

power system.

(c) PV nodes: These nodes are referred to generator nodes, where the ’P ’ and ’VM ’ are

known variables, whilst the unknown variables that need to be calculated are ’Q’ and

’θ’. These nodes are also known as voltage-controlled nodes, because they have ability

to regulate voltage using the reactive power capacity of their generators.

2.5 Optimisation in the power system

There are a wide range of optimisation problem in the power system that related to the planning,

design, operation, and maintenance of the electrical infrastructure (e.g., generator, transformer,

transmission lines, FACTS devices) [113]. In order to solve this problem, a set of mathematical

formulations (i.e., known as mathematical model) is utilised to identify the best optimisation

model [114]. According to [115] the optimisation model consists of three steps, which are :

1. The selection set of variables: These variables specify different states of a power system,

such as voltage magnitude, voltage angle, active power and reactive power.

2. The selection of objective function: The objective is the function (criterion) that needs

to be optimised, either by minimising or maximising its value.

3. The determination of constraints: The solution must meet all the constraints imposed

on the model, which are equalities, inequalities, etc.

The objective function (i.e., a quantitative measure of the performance of the system under

study) is represented by a scalar (i.e., a single number) that could be either profit, time, potential
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2.5. Optimisation in the power system

energy or any other quantities or combination of those quantities [116]. Generally, the power

system optimisation problems can be mathematically formulated as follows:

min
x

f(x) (2.65)

subject to:

g(x) = 0 (2.66)

h(x) ≤ 0 (2.67)

where f(x) is the objective function, x is the variables, g(x) and h(x) represent the equality

constraints and inequality constraints respectively. The point x satisfies all the constraints that

called the feasible solution [117]. There are several traditional optimisation models for power system

analysis, including unit commitment, economic dispatch, optimal power flow, security constrained

optimal power flow, etc. Whilst the physics of the power has not been changed, the inputs have

changed drastically over the years such as renewable energies, storage, HVDC links and demand

responds [118]. A detailed discussion of several of these optimisation problems will be provided in

the upcoming section.

2.5.1 Economic Dispatch

The Economic Dispatch (ED) problem is an important tool in the operation and planning of the

power system [119]. It is a process that determines how much power each individual generating unit,

within a varied generation mix should produce in order to most effectively meet the overall demand

for electricity at the cost-effective way, whilst accounting for network losses without considering

security constraints [120] (i.e., transmission line limits). The objective function (f) is to minimise

the total generation cost by satisfying a set of equality constraint (g) (i.e., balancing supply and

demand without accounting for network losses, and at the same time ensuring the power system and

generating units operate at their respective bounds) [121]. This statement can be mathematically

formulated as:

min
x,u

f(x, u) (2.68)

subject to:

g(x, u) = 0 (2.69)

Where x refers to the state variables that is a set of voltage (i.e., magnitude (VM) and angle

(θ)), whilst u refers to the control variables such as active power and reactive power controls. The

power balance equation in (2.69) at node k can be divided into active power (g(P,k)) and reactive
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power (g(Q,k)), as per below:

gP,k(x) = P g
k − P d

k = 0, ∀k ∈ N (2.70)

gQ,k(x) = Qg
k −Qd

k = 0, ∀k ∈ N (2.71)

where P g
k is the active power generation and P d

k is the active power demand at node k. The Qg
k

and Qd
k represent the reactive power generation and reactive power demand at node k, respectively.

N refers to the set of all nodes. Traditionally, the objective function is the summation of individual

cost functions (fg) of active power injections (Pg) for each unit of generator (g).

min F =

ng∑
g=1

fg(Pg) (2.72)

where F is a quadratic function that represents the total individual cost functions and ng is

the number of generators in the power system. The individual generator cost functions at unit k,

(f(g,k)), can be defined as:

f(g,k) = ak + bkP(g,k) + ckP
2
(g,k) (2.73)

Where ak, bk and ck are the cost coefficients of that measured in units $, $/MW and ($/MW )2

respectively.

2.5.2 Optimal Power Flow

Optimal Power Flow (OPF) is another important optimisation problem, which is normally used to

find the immediate optimal operation of power system whilst complying with system constraints,

feasible operation and security [122]. In other words, the aim is to identify an economic resource

dispatch schedule ahead of real-time operation based on the network’s realistic operational con-

straints (i.e., nodal voltage magnitudes and active power limits in transmission lines.) [123] [124].

Typical problems solved using OPF include improving energy efficiency through new technology

and policies [125], optimising electrical systems in the presence of offshore wind farms [126], and

searching for the optimal point of maximum loadability at a load bus [127], etc. Based on these

types of problems, the optimisation of the objective function can vary such as total generation

cost, transmission line losses, FACTS cost, voltage stability, voltage deviation, etc [128]. Further-

more, the OPF problem that is normally solved in this context is useful for identifying any control

actions, by generators, transformers, and any other available control devices in the system under

both normal and abnormal operating conditions [129]. The TSOs therefore solves instances of OPF

problems to account for any changes in the system’s steady-state operating points (i.e., generators’

resource dispatch, transformers’ tap changer positions, and other controller actions) to plan the

system operation in a reliable and economic manner ahead of real-time operation. Generally, OPF

is formulated as a nonlinear, nonconvex optimisation problem, which is expressed in the following

36



2.5. Optimisation in the power system

form:

min
x,u

f(x, u) (2.74)

subject to:

gk(x, u) = 0, ∀k ∈ N (2.75)

hl(x, u) ≤ 0 ∀l ∈ L (2.76)

In (2.74), f represents the objective function, x and u are the state variables and control

variables, respectively. The equality constraint (g) in (2.75) refers to the nodal network power

balance (i.e.,balanced supply and demand) during steady state operation. N is the set of all nodes

with k being indexed over this set, and L is the set of all transmission lines with l being indexed

over this set. The equality constraint can be expressed in terms of active power (g(P,k)) and reactive

power (g(Q,k)) as follows:

gP,k(x) = P g
k − P d

k + P bus
k = 0, ∀k ∈ N (2.77)

gQ,k(x) = Qg
k −Qd

k +Qbus
k = 0, ∀k ∈ N (2.78)

where N refers to the set of all nodes with k being indexed over this set. At this node, the

active power generation is denoted by P g
k , the active power demand by P d

k , and the active power

injections at node k are denoted by P bus
k . TheQg

k is the reactive power generation, Qd
k is the reactive

power demand, and Qbus
k is the reactive power injections, respectively, at node k. Equation (2.76)

represents the inequality constraints (h) pertaining to the limits on the transmission lines and

physical constraints on the components (e.g., generators’ power limits, transformers’ tap ratios

and VSC power rating). The constraint related to the transmission line limit at line’l is defined as

follows:

hR
l (x) = Rl − LR(max) ≤ 0, ∀l ∈ L (2.79)

where L is the set of all transmission lines with l bein indexed over this set. The variable Rl

can be either an apparent power (S) in unit MVA, an active power (P ) in unit MW or a current

(I) in Ampere. The LR
l (max) refers to the upper limit of the variable Rl. The expression for the

general physical constraint related to the components at node k, can be expressed as follows:

xmin
k ≤ xk ≤ xmax

k , ∀k ∈ N (2.80)

where xmin
k and xmax

k refer to the lower and upper limits of variables below:

(a) Active power generation constraints:

Pmin
g ≤ Pg ≤ Pmax

g , ∀g ∈ G (2.81)
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(b) Reactive power generation constrains:

Qmin
g ≤ Qg ≤ Qmax

g , ∀g ∈ G (2.82)

(c) Voltage magnitude constraints at node k:

V min
k ≤ Vk ≤ V max

k , ∀k ∈ N (2.83)

where G is the set of all generators with g being indexed over this set, whilst N is the set of all

nodes with k being indexed over this set. Presently, the standard PF and the OPF formulations are

only suited for AC systems [90].Furthermore, most software implementation of PF/OPF solvers lack

the model libraries [130] and realistic network element representations required for implementing

and solving a system with embedded VSC-HVDC links and their associated controls (voltage

and power control), to provide a quick and an accurate solution for hybrid AC/DC networks.

Besides that, existing OPF formulations mostly employ a sequential methodology to independently

solve the AC and DC elements of the hybrid networks. As a result, the governing equations for

the AC and DC system models are different. Yet, developing accurate models that are capable

of representing the control actions of Flexible AC transmission systems (FACTS), particularly

converters in the context of operating in a meshed MT-HVDC network is still an area of active

research [131] [132].

2.5.3 Security Constrained Optimal Power Flow

The Security Constraint OPF is an extension of an OPF problem that mathematically models for

contingency scenarios. This model was developed to eliminate the constraint violations [133] and

ensure that even if the contingency occurs, the post-contingency state is always feasible [134], which

can increase the security level of the network system operation. The security in this context refers to

the ability of power system to tolerate sudden disturbances (e.g., unexpected loss of system elements

or faults, often called N − 1 condition [135]) and transition to an acceptable operating state [136].

The SCOPF objective function (f) is to minimise the overall cost of electricity generation, by:

a) satisfying a set of equality constraints (g) (i.e., balancing supply and demand); b) inequality

constraints (h) related to the operational security limits (e.g., power flows in the transmission

lines); c) physical equipment limits (x) (e.g., generators powers, transformers ratios, etc.); and d)

coupling constraints (∆uc). The mathematical presentation of this statement can be presented as

below:

min
x0,u0......xc,uc

f(x0, u0) (2.84)

subject to:

gk,c(xc, uc) = Sg
(k,c) − Sd

(k,c) + Sbus
(k,c) = 0, ∀k ∈ N, ∀c ∈ C (2.85)
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hl,c(xc, uc) ≤ Smax
l,c , ∀l ∈ L, ∀c ∈ C (2.86)

|uc − u0| ≤ ∆uc, ∀c ∈ C (2.87)

Where N , C and L are the set of all nodes, the set of all contingencies and the set of all

transmission lines, respectively, with k, c and l being indexed over these sets. The state and

control variables represented by xo (basecase scenarios), xc (contingency scenarios), uo (basecase

scenarios), and uc (contingency scenarios) consist of the following: a) Nb x1 vectors of voltage

angles (θ) and magnitudes (VM); and b) Ng x1 vectors of generator active (P g) and reactive (Qg)

power injections, which can be specified in the following form:

(x, u) = (θ,VM, P g, Qg)
⊤

The g(k,c) is the equality constraint pertaining to the network’s nodal power balance during

steady-state operation. These constraints must be equal to the difference between the complex

power injections (Sg
(k,c)) and the sum of complex power demands (Sd

(k,c)) and net complex power

injections (Sbus
(k,c)) at node k for each contingency case (c). These complex powers (S) can be

represented by a set of nonlinear active (P ) and reactive (Q) power balance equations as per

follows:

SP = P g − P d + P bus = 0 (2.88)

SQ = Qg −Qd +Qbus = 0 (2.89)

The coupling constraints in (2.87) represents the maximum allowed variations in control be-

tween pre- and post-contingency [90]. Generally, the control actions have been formulated into

two type of modes: preventive and corrective, which will be further explained in the next section.

The SCOPF emphasise three criteria that are removal cost congestion, maximum power transfer

computation, and minimisation of generation cost [137]. The solution of the SCOPF problem

allows for the evaluation of the optimal trade-off between the objective function and the number

of control actions employed in the optimisation process, maximum number of controls and the

amount of flexibility available in the event that any control actions fail [138].

2.5.4 Security Constrained Optimal Power Flow: Preventive Action

The problem formulation of Preventive SCOPF (P-SCOPF) is the same as the standard SCOPF.

In (2.87), ∆uc is defined as a vector of maximum allowed adjustments after contingency c has

occured. Within the P-SCOPF framework, the control variables (u0) are constrained such that

they are not permitted to undergo any changes once the contingency has occurred, consequently,

the ∆uc is set to zero. It can be mathematically express as:
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∆uc = 0 → uc = u0, ∀c ∈ C (2.90)

Where C is the set of all contingencies with c being indexed over this set. The actions in

the P-SCOPF include generator re-dispatch, topology configuration and load shedding, which

aims to eliminate the constraint violations during post-contingency. P-SCOPF is a traditional

approach and is regarded as an expensive method, as no actions are permitted (∆uc = 0) during

post-contingency scenarios to eliminate violations, and additional costs must be incurred during

normal operations to prevent contingencies, which may result in infeasibility during severe events.

Nevertheless, industry practice often favours this type of action, despite the higher operational

costs (i.e., additional costs included in normal operations) associated with the relative simplicity

of solving the optimisation problem. In conclusion, P-SCOPF actions are generally perceived as

a safer alternative compared to other methods, thereby enhancing confidence and perceptions of

safety among industry practitioners [139] [140].

2.5.5 Security Constrained Optimal Power Flow: Corrective Action

The second mode of SCOPF actions is the Corrective SCOPF (C-SCOPF), which is based on the

assumption that violations of operational limits (e.g., voltage, power flows, etc) can be tolerated

for a minimum of several minutes without causing damage to the corresponding equipment. This

corrective action can continue until the post contingency control actions (e.g., automatic or human

interactions) are implemented [141]. The vector ∆uc in (2.87) for the C-SCOPF framework exhibits

a distinct definition compared to the P-SCOPF. In C-SCOPF the vector ∆uc contains the vector of

maximal allowed for control adjustment of variables in uc between the pre-contingency and c− th

post-contingency state. The ∆uc can be further explained as:

∆uc = Tc
duc

dt
, ∀c ∈ C (2.91)

Where C is the set of all contingencies with c being indexed over this set, Tc is the assumption of

time horizon allowed for corrective actions to ensure the feasibility of the post-contingency state,

and
duc

dt
is the rate of change of the control variables in response to contingency [142]. The actions

in the C-SCOPF include post-contingency generation rescheduling, load shedding or generation

shedding. The key difference between the P-SCOPF and C-SCOPF actions lies in their objective

formulations. The P-SCOPF aims to identify an optimal solution that ensure security in both

normal and post-contingency conditions, whilst the C-SCOPF focuses on mitigating security vio-

lations specifically during post-contingency conditions [143]. In order to meet both the normal and

post-contingency modes, the P-SCOPF only considers a single set of control variables that will be

the same for both states. Regarding the C-SCOPF, it needs ’n’ sets of adjustment variables for the

’c’ contingency scenarios in addition to one set of control variables under normal states. As a result,

the C-SCOPF has more constraints and variables, which lead to higher computational time [144].
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Due to the same control variables being used for both pre- and post-contingency periods, the P-

SCOPF may incur high operational costs, as adjustments to control variables are not permitted

during contingency scenarios. This situation is exacerbated when a feasible operating point does

not exist for both normal and contingency constraints. Conversely, the C-SCOPF approach may

achieve lower operating costs and a more flexible strategy due to the permitted adjustment in con-

trol variables. However, there are several disadvantages associated with the C-SCOPF approach,

such as the requirement to adjust the output levels of a large number of generators for optimal

solutions to be feasible, and there may be substantial rescheduling of active power (P) between nor-

mal and contingencies states [145]. Generally, the C-SCOPF is considered a cost-effective control

because post-contingency adjustments to control variables are allowed. However, in the context

of instantaneous cost comparisons, the C-SCOPF may incur a relatively higher cost than the P-

SCOPF. Nevertheless, this significant initial cost is expected to be minimised in the long term due

to the low probability of contingency scenario [146]. Furthermore, the utilisation of VSC controls

in an MT-HVDC network provides an advantage for C-SCOPF. Hence, the TSO can viably apply

C-SCOPF in critical situations to alleviate the impacts of post-contingency disturbances. In con-

clusion, C-SCOPF represents a more economically viable long-term solution, whereas P-SCOPF

provides a simple solution to the optimisation problem.

2.6 Chapter summary

This chapter presents a comprehensive overview of the concepts and theories related to power

systems in steady-state analysis, beginning with the structure and topology of transmission systems

in section 2.1 and discussing two types of converters in section 2.2. These two sections form the

main focus of this thesis and are of great importance for the operational planning discussion that

will follow in the next section. In section 2.3, operational planning is discussed in detail, as it is an

essential element that establishes a framework for decision-making, ensuring both reliability and

economic feasibility in power system operations. One crucial aspect of the operational planning

that has been covered in the same section is the security assessment, which is used to examine

the performance of the power system in order to ensure operational adequacy and security in the

event of a contingency. Before fully understanding the optimisation problem, it is necessary to

be familiar with the fundamental principles underlying the power system and the concept of basic

power flow, which are covered in section 2.4. Finally, section 2.5 provides a comprehensive overview

of optimisation problems in the power system, describing the general formulation of optimisation

problems and presenting further details on specific models, including ED, OPF and SCOPF. These

specific models are the central focus of this thesis, forming the foundation for the development

of multiple scenario cases in Chapters 3, 4, and 5. In the SCOPF problem, corrective control

actions have received attention due to their core importance in this thesis and their pivotal role

in developing greater flexibility in the power system, which is incorporated into the development
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of multiple scenarios and periods in Chapter 4. The VSC control strategies are developed to

demonstrate and evaluate their effectiveness within the hybrid AC/DC system in relation to OPF

problems, which will be discussed in detail in the next chapter.
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Chapter 3

Mathematical Modelling of Multi

Terminal HVDC Links for Hybrid

AC/DC Networks

The Multi-Terminal HVDC (MT-HVDC) link is envisioned as a viable solution for the integration

of large-scale offshore wind resource capacity and enabling long-distance power exchange between

different independent operating regions (e.g., countries). MT-HVDC links normally consist of

several converters forming a meshed DC link. In practical applications, power converters can be

categorised into two types: Current Source Converter (CSC) and Voltage Source Converter (VSC).

The CSC is a mature technology and classified as a conventional converter, whilst VSC is considered

a modern converter that has gained significant attention in current research, specifically since it can

be used to easily form multi-terminal meshed DC networks, which would be suitable for offshore

wind transmission. VSC has more advantages compared to CSC, which are: a) offering more

operational flexibility in terms of independent active and reactive power control in their AC side;

b) having a smaller footprint due to smaller sized filters; c) capability of performing black start (i.e.,

the process of restoring power system operation, after a complete shutdown or blackout situation

using its internal resources and capabilities, without requiring external power sources [147]); and d)

capability of connecting and energising weak AC systems, due to the characteristics of the VSC, as

discussed in section 2.2.2 of Chapter 2. The current topology of the VSC, the Modular Multilevel

Converter (MMC), has gained interest among researchers and industry worldwide, particularly

in HVDC transmission due to its high quality of voltages and currents, high modularity and

high voltage ratings [148]. The higher conversion efficiency within the submodule of the MMC

contributes to lower total power losses [149], and it also exhibits reduced switching losses when

compared to two-level and three-level VSCs. Furthermore, the MMC, characterised by its reduced

stress on switches that facilitates high-voltage applications such as HVDC systems and its ability
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to generate high-quality waveforms, has emerged as an integral component in the development of

MTDC and DC grids [150]. Although the benefits of the VSC, particularly the MMC topology, are

appealing, it nonetheless has drawbacks from an economic perspective, specifically the high cost

compared to the CSC [151]. The main focus of this research is VSC technology, as it is key to the

hybrid AC/DC networks.

The hybrid AC/DC network is currently in the early stage of research development, in contrast

to the well established AC system. One of the limitations of this hybrid system lies in its modelling

for power flow and optimal power flow analyses, which requires further development and improve-

ment from the current state of the art. This modelling is related to the structure (i.e., arrangement,

configuration or framework) that regulates how AC and DC system integrate and interact with one

another. The Flexible Universal Branch Model (FUBM) first introduced in [152] is presented in

this study in order to address the limitations of the steady state analysis, providing a simpler and

condensed form to solve the optimisation problems in the hybrid AC/DC network. Therefore, this

research establishes an innovative modeling framework for developing and incorporating additional

control actions, utilizing one of the FUBM models (i.e., VSC in-model) for short-term operational

planning of hybrid AC/DC networks, specifically an MT-HVDC link, whilst taking into consider-

ation the additonal control capabilities and flexibilities that are available to the network operator

from the VSCs. The MT-HVDC link integrated with several wind farms is a complex network,

which requires appropriate planning of its operation particularly with regards to scheduling VSC

control actions to achieve optimal economic and operational performance (e.g., power transfer ca-

pability, voltage stability, response to contingencies, etc). This reinforced system performance is

greatly influence by the control strategies, which depend on the converter, the HVAC connection

and the HVDC network topology. Several types of control strategies have been implemented in the

MT-HVDC link, including DC voltage controls, active and reactive power controls, droop control,

main-follower control, margin voltage control, priority control and ration control [153]. Two types

of control strategies have been developed in this research for the MT-HVDC link, comprising DC

voltage control, active power and droop control. Section 3.3 will provide further discussion about

these control strategies.

In the context of the MT-HVDC link, there are several elements and components involved

that need more investigation and development. This development and research are indispensable,

as they enhance understanding and improve the functionality and performance of each element

and component, thereby contributing to the comprehensive advancement of the MT-HVDC link.

The mathematical modelling of hybrid AC/DC networks constitutes a fundamental aspect of the

topics covered in this chapter. The remainder of this chapter contains the following: Section (3.1)

explains the FUBM components and the OPF-FUBM formulation structure. Section (3.3) provides

a detailed explanation of the control strategies related to the VSC model in the FUBM, considering

three control types (i.e., DC voltage control, active power control, and droop control) that have
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been implemented in the case study. Section 3.4 presents the case study and the discussion of

results, and finally, section 3.5provides a summary of this chapter.

3.1 Flexible Universal Branch Model (FUBM)

The Flexible Universal Branch Model (FUBM) first introduced by Alvarez-Bustos in Durham [152]

is a general-purpose mathematical model that can represent the real-world devices in power systems

(e.g., Voltage Source Converter (VSC), Static Compensator (STATCOM), Phase Shifter Trans-

former (PST), and Control Tap Changing Transformer (CTT)) for purposes of solving steady-state

computational problems used in short-term operational planning (e.g., Optimal Power Flow (OPF)

and economic dispatch). This model is powerful because it offers greater freedom and flexibility, by

introducing additional state variables to solve the ensuing optimisation problems (e.g., power flow,

OPF, Security Constraned OPF (SCOPF) and contingency analysis) used for operational planning

of hybrid AC/DC networks. Furthermore, the model is scalable and efficient since the equations

for all system (i.e., AC system, DC system and coupling) elements are similar, as the entire sys-

tem is conceptually modelled as an AC system. FUBM can be utilised to accurately simulate the

operation of typical AC branches or AC/DC converters on a single frame of reference (i.e., no

need for solving coupling equations for such devices). To this end, it allows Transmission System

Operators (TSOs) to plan different control actions (voltage control, independent active/reactive

power control) available in VSC stations for example in a MT-HVDC link in hybrid AC/DC net-

works. It therefore provides researchers with a powerful tool to gauge the effectiveness of additional

operational flexibility (promised by VSC control actions) and their impact on the power system

behaviour under different operating conditions [152]. To this end, this thesis makes use of the

FUBM mathematical model, more importantly its VSC in-model to present a unique planning

framework for both short-term and long-term planning of hybrid AC/DC networks.

Figure 3.1: General Equivalent Circuit of the FUBM Model in Steady State

There are five internal models (also known as in-models) in the FUBM: a) AC branch; b) DC

branch; c) Transformer (i.e., Controlled Tap Transformer (CTT) and Phase Shifter Transformer
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(PST)); d) Voltage Source Converter (VSC); and e) Static Synchronous Compensator (STAT-

COM). One of the FUBM requirements states that there should be only one in-model for each

transmission line in the power system model. Figure 3.1 illustrates a general equivalent circuit

for the FUBM in steady-state,which can be used to model a variety of in-models depending on

the available degrees of freedom in the model. For example, to model a simple AC branch it is

sufficient to have the complex tap ratio in the transformer behave as simply a fixed parameter or

to simply turn it off by setting the complex valued N to zero, which will reduce the FUBM to a

simple π AC transmission model. The core components of the FUBM which allows this level of

modelling flexibility are listed below:

(a) Complex Tap Transformer (CTT)

The core component of the FUBM which allows precise mapping of VSC controls such as

voltage and power flow control is the transformer with the complex tap ratio shown in (3.1).

This component allows for modelling of VSC’s voltage control (AC and DC sides) and active

power flow control by simply mapping the amplitude modulation control in a VSC to the

variable m′
a and phase angle control to the variable θsh. To this end, variable θsh controls the

amount of transmitted active power through the VSC, and variable ma corresponds to the

VSC’s amplitude modulation co-efficient, when controlled using an appropriate pulse-width

modulation scheme.

N = m′
ae

jθsh (3.1)

(b) Variable susceptance (jBeq)

Responsible for absorbing or supplying reactive power at the AC side of the FUBM when it

is used to model AC/DC interfacing converters such as the VSC. It specifically represents

the reactive power control capabilities and is activated exclusively during the modelling of

the VSC and STATCOM components.

(c) Shunt conductance (Gsw)

This variable relates to the switching losses in the VSC and is exclusive to the VSC in-model.

Further explanation about these losses will be discussed in the next section.

3.1.1 VSC in-model

The VSC in-model within the FUBM is an enhancement of the conventional VSC model presented

in Figure (2.16) which makes it feasible to solve the entire hybrid AC/DC networks within a single

frame of reference without needing to solve an additional coupling equation. There are two main

differences between the VSC in-model and the traditional VSC, as clearly shown in Figure 3.2.

The first difference is that the coupling equation for the traditional VSC is represented by two

dummy generators, whilst for the VSC in-model there is no coupling equation. Instead, it has a

physical interaction consisting of two components: CTT and variable susceptance (jBeq). The AC
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and DC sides are seamlessly connected in this model. From this Figure, the VSC only needs to

satisfy reactive power compensation on the AC side using the jBeq. To this end, a zero reactive

power constraint is defined for the DC side of the converter, which is mapped to jBeq variable

allowing for either injection or absorption of reactive power at the AC side (exactly like an actual

VSC station), whilst preventing any flow of reactive power to the DC side of the converter [152].

Active power flow is regulated using the variable phase shifter angle, θsh, and therefore power

balance can be maintained at the DC side without the need for a coupling equation. The other

differences include the calculation of losses, where the switching losses in the VSC in-model are

considered by including a shunt conductance (Gsw) on the converter’s side, which accounts for

both the converter current (iswG ) and voltage on the DC side (vdc). The calculation of active power

losses in the FUBM (PFUBM
loss ) is shown below:

PFUBM
loss = vdci

sw
G = vdc (Gswvdc) = v2dcGsw (3.2)

PFUBM
loss = α+ βic + γi2c (3.3)

0 = −PFUBM
loss + α+ βic + γi2c (3.4)

Where α, β and γ represent the co-efficient losses of constant, linear, and quadratic terms. The

Gsw can be calculated as follows:

Gsw =
PTraditional loss

|Vdc|2
(3.5)

Where PTraditionalloss represents the active power losses in the traditional VSC and |Vdc|2 is the

magnitude of the DC voltage. Although there is a difference in the calculation of losses between the

traditional VSC and the VSC in-model, the loss calculations for both models adhere to the same

standard recommendations outlined in IEC 62751-2, which is based on a quadratic function. As a

result, the power losses for both models are expected to be the same, as expressed mathematically

by the following equation:

PTraditional loss = PFUBM loss (3.6)

The VSC in-model is also capable of simulating the separation (i.e., isolation) of AC and DC

systems, enabling the modelling of scenarios in which these two systems operate independently.

Despite this isolation, the VSC in-model still allows for the transfer of active power between

AC and DC systems. This demonstrates the advanced capabilities of the VSC in the FUBM by

ensuring that active power can be exchanged efficiently, in addition to simulating real-world device

operations.
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Figure 3.2: VSC in model compared to traditional VSC.

3.2 OPF Formulation using FUBM for Hybrid AC/DC Net-

works

The structure of the OPF formulation when the power system is modelled using the FUBM is the

same as the general OPF (see Chapter 2, section 2.5.2), with the exception of an additional set of

equality constraints that represents all VSC in-model controls, as specified in Table 3.1. In this

table, it shows that the VSC in-model has three types of control and seven modes. In each mode,

there are two active control constraints that govern the behaviour of the VSC. Control type I has

three modes and the constraints for mode 1 are the phase shift angle (θsh) and AC voltage (vac),

whilst modes 2 and 3 have constraints that combine DC active power (Pf ) with reactive power

(Qac) and voltage (vac) on the AC side, respectively. Type II control has two modes (i.e., modes

4 and 5) with constraint 1 being the DC voltage (vdc) and constraint 2 being the reactive power

(Qac) and voltage (vac) on the AC side for each mode. The last control, type III, which is related

to droop control has two modes (i.e, modes 6 and 7). The constraint combination for this type

includes voltage droop control (vdcdroop), whilst the second constraints are reactive power (Qac)

and voltage (vac) on the AC side for modes 6 and 7, respectively. These constraints ensure the

stability, reliability and desired performance of the power system by imposing specific limits on

the operation of the VSC.

The injected nodal powers that are active and reactive for any devices in the power system can be

calculated by evaluating the branch admittance matrix pertaining to the FUBM general model,

which is given below [152] defined for the equivalent circuit given in Figure 3.1:

48



3.2. OPF Formulation using FUBM for Hybrid AC/DC Networks

Table 3.1: Type of control mode in VSC in-model

Mode Constraint 1 Constraint 2 Control Type

1 θsh vac

2 Pf Qac I

3 Pf vac

4 vdc Qac

5 vdc vac II

6 vdcdroop Qac

7 vdcdroop vac III

Yfubm =


Gsw +

(
ys + j bc

2 + jBeq

) −ys
m′

ae
−jθsh

−ys
m′

ae
jθsh

ys + j bc
2

 (3.7)

where variable Gsw represents the actual losses in the VSC, ys is series admittance, bc and

Beq are shunt and variable susceptances, ma is the magnitude of the complex tap ratio (N)

representing the amplitude modulation index and θsh is the phase angle of the complex tap ratio

(N) representing phase shift between voltage in either side of the in-model. This admittance matrix

is used to represent the VSC in-model together with its associated controls, enabling the calculation

of associated nodal powers (i.e., following the general form S = diag{V }(Y V )∗ to compute the

nodal active and reactive power pertaining to the VSC. All the controls in the VSC given in

Table 3.1 are therefore mathematically represented in the OPF problem, as explicitly defined by

the equality constraint equations below. These equations, which represent nodal power balance

equations, are an additional set of equality constraints added to the original OPF formulation as

presented in (2.75).

1. Active power control:

gnPf
(x) = Real

{
Sn
f (x)

}
− P

set(n)
f = 0, ∀n ∈ Jsh ∪ Jvsc (3.8)

In this type of control, only two internal models can utilise it: transformer (i.e., PST) and

the VSC. The control variable, shift angle (θsh), can be adjusted to regulate the active power

at the ‘From’ DC side (Pf ). Here, n refers to the number of nodes, Jsh represents a set of

PSTs and Jvsc represents a set of all VSCs. It can be stated that n is a member of either

the set of shift angles or the set of VSCs, or it belongs to both sets.

2. Reactive power control (AC Side):

gnQt
(x) = Imag {Sn

t (x)} −Q
set(n)
t = 0, ∀n ∈ Jvsc ∪ Jcct (3.9)

For this type of control, only transformer (i.e., CTT) and VSC are able to utilise this control.
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The control variable, referred to as modulation amplitude (ma) for the VSC and normal tap

for the transformer, can be adjusted to regulate the reactive power at the ‘To’ AC side (Qt).

Here, n refers to the number of nodes, Jvsc represents a set of all VSCs and Jcct represents

a set of CTTs. It can be stated that n is a member of either the set of VSCs or the set of

CTTs, or it belongs to both sets.

3. Reactive power compensation (DC Side):

gnQz
(x) = Imag

{
Sn
f (x)

}
− zero = 0, ∀n ∈ JvscI (3.10)

This type of control is exclusive to the VSC and is also known as zero constraint, as it

ensures that there is no reactive power flow in the DC system. The control variable, variable

susceptance (Beq), can be adjusted to regulate the reactive power at the ‘From’ DC side (Qf )

to achieve zero constraint, ensuring zero reactive power in the DC system. Here, n refers to

the number of nodes, Jvcs1 represents a set of VSC type I, indicating that this type of control

is only applicable for converter type I.

4. AC voltage control:

gnVt
=
{
V n
t − V set

t

}
, ∀n ∈ Jvsc ∪ Jcct (3.11)

In this type of control, only two internal models can utilise it: transformer (i.e., CTT) and

the VSC. The control variable can be adjusted to regulate the AC voltage at the ‘To’ AC side

(Vt), whilst simultaneously adjusting the reactive power. The Voltage Magnitude (VM) can

then be configured to the set point (VMset
t ) at the AC terminal. For the VSC, this control

variable is known as modulation amplitude (ma) and for the CTT it is known as controllable

tap ratio. Notably, the bus type at the node switches from PQ to PV when this control is

implemented. Here, n refers to the number of nodes, Jvsc represents a set all VSC and Jcct

represents a set of CTTs. It can be stated that n is a member of either the set of VSCs or

the set of CTTs, or it belongs to both sets.

5. DC voltage control

gnVf
=
{
V n
f − V n

set

}
, ∀n ∈ JvscII ⊂ Jvsc (3.12)

This type of control is exclusive to the VSC, specifically control type II (refer to Table 3.1).

The control variable, variable susceptance (Beq), can be adjusted to regulate the DC voltage

at the ‘From’ DC side (Vf ), and then the VM can be configured to the set point (VMset
f )

at the DC terminal. Similar to AC voltage control, this control also switches the bus type

when implemented, changing it from PQ to PV nodes. Here, n refers to the number of nodes,

JvscII represents a set of VSC type II and Jvsc represents a set of all VSCs. It can be stated

that n is a member of either the set of control type II VSC or the set of all VSCs, or it

belongs to both sets.
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6. Voltage droop control:

gnPVdp
(x) = −Real

{
Sn
f (x)

}
+ P

set(n)
f − kdp

(
VMn

f − VM
set(n)
f

)
= 0

∀n ∈ JvscIII ⊂ Jvsc (3.13)

This type of control is exclusive to the VSC, specifically control type III (refer to Table 3.1).

The control variable, shift angle (θsh), can be adjusted to regulate the DC voltage at the

‘From’ DC side (Vf ), whilst simultaneously adjusting the active power flow (Pf ). The VM

and active power can then be configured to the set points (VMset
f and P set

f ) at the DC

terminal, as well as the droop gain (kdp). The parameter kdp represents the characteristic

of the linear slope for (vdc − Pf ), as shown in Figure 3.7. Notably, when this control is

implemented, the bus type at the ‘From’ DC side is set to PQ node. Here, n refers to the

number of nodes, JvscIII represents a set of VSC type III and Jvsc represents a set of all

VSCs. It can be stated that n is a member of either the set of control type III VSC or the

set of all VSCs, or it belongs to both sets.

7. Converter Losses:

gnGsw
(x) = −V

2(n)
f Gn

sw + γi
2(n)
t + βi

(n)
t + α = 0

∀n ∈ Jvsc (3.14)

This loss formulation is only related to the VSC station as it exchanges power (i.e., active and

reactive) between the converter and the AC system. The calculation of active power losses

in the FUBM uses a constant value Gsw, as explained in detail in (3.2) to (3.5) in section

3.1.1. The parameter of interest is the current at the ‘To’ AC side (it), which depends on the

no-load losses, constant losses (α), linear losses (β) and quadratic losses (γ), as shown in the

equation above. Here, n refers to the number of nodes, Jvsc represents a set of all VSCs. It

can be stated that Jvsc is the set of all VSCs with n being indexed over this set. It should be

noted that in the above equations, the subsets, JvscI , JvscII , and JvscIII refer to the subsets

of VSCs in the system that are of type I, II, or III depending on their control configurations

as per Table 3.1.

Meanwhile, these equations are complemented by the following inequality constraints:

8. Line limits (including limits for the MT-HVDC DC lines):

hk
sf
(x) = {P k

f (x)}2 + {Qk
f (x)}2 ≤ {Lk

S}2, ∀k ∈ K (3.15)

hk
st(x) = {P k

t (x)}2 + {Qk
t (x)}2 ≤ {Lk

S}2, ∀k ∈ K (3.16)

Where hk
Sf

and hk
St

refer to the thermal limits at the ‘From’ and ‘To’ of line k pertaining to
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the complex power, Lk
S refers to the thermal upper limit at line k pertaining to the complex

power. The variables P k
f and Qk

f represent the active and reactive powers ‘From’ line k,

whilst P k
t , and Qk

t represent the active and reactive powers ‘To’ line k, respectively. K is the

set of all transmission lines with k being indexed over this set.

9. Upper and lower bounds on all state variables (for all VSCs and other internal models in the

FUBM):

xmin
n ≤ xn ≤ xmax

n ∀n ∈ N (3.17)

Where N is the set of all nodes with n being indexed over this set. The variables xmin
n and

xmax
n refer to the lower and upper limits of the FUBM models.

3.3 Control Strategies in hybrid AC/DC system using VSC

The control strategy that applies to MT-HVDC links using the VSC in-model, represents an

advanced version of the conventional VSC control strategy. As stated earlier in this chapter,

the two variables, modulation amplitude (m
′

a) and shift angle (θsh), represent the Pulse Width

Modulation (PWM) control of an actual VSC device. These variables can model the control

capabilities for individual active and reactive powers. The VSC in-model is able to compensates

for the reactive power flow at the DC side (i.e., From bus) using variable susceptance (jBeq).

This variable will be automatically adjusted in the OPF solution process to maintain zero reactive

power injection in the DC link. This means that the reactive power at the “From bus” side is

being monitored by this variable. This solution process is mathematically represented by the “zero

constraint” in the FUBM OPF formulation which is illustrated in Figure 3.3.

Figure 3.3: Control in the VSC in-model

The VSC can be configured to operate in different control modes such as voltage control, active

power control, reactive power control or a combination of both powers and voltage. This specific

selection of control types depends on the operational and control requirements of the power system.

The OPF problem in the hybrid AC/DC networks can be effectively and mathematically solved

using the FUBM model. However, there are certain rules that must be adhered to in order to be

able to model and solve AC/DC networks with embedded MT-HVDC links using the FUBM VSC
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in-model. The first rule is that there needs to be one VSC acting as a reference converter (i.e.,

slack VSC), which can be either types II or III - this is functionally equivalent to the VSC station

setting a DC link voltage within an MT-HVDC link. Meanwhile, the slack VSC functions to ensure

that the DC voltages and power flows do not exceed the limits, thereby, the power systems can

remain stable and secure. The second rule states that if converter type II is chosen as the slack

VSC, the other VSCs must be of type I, and there should be only one VSC of type II within each

DC system. Morevoer, the third rule states that if converter type III is selected as a slack VSC,

there must be j converters type III and m converters set to type I, with only one converter allowed

to be designated as the slack VSC under this rule. The final rule sets out that type I converters

must be used if there is a connection to renewable energy sources (i.e., wind farms and photovoltaic

power plants).

Table 3.2: Rules for VSC in the FUBM model

Rule Explanation of the rules

1
One VSC needs to be a reference VSC, which can be
either type II or III.

2

Slack VSC type II:
One VSC is of type II, whilst the remaining VSCs are
of type I. There can only be one VSC of type II in each
DC system.

3
Slack VSC type III:
”j” VSCs of type III and ”m” VSCs of type I
There can only be one slack VSC in each DC system.

4
Converter type I must be used if connected to the
renewable energy sources (i.e., wind farms and photo-
voltaic power plants)

The control in the VSC in-model can be divided into five types of control that are:

(a) DC Voltage Control.

This type of control related to assign one converter as a slack VSC.

(b) AC voltage control.

The variables that need to be set are AC voltage (Vac) and limits for the modulation amplitude

(ma).

(c) Active power control (DC Side).

The variables setting are active power control on AC side (Pac) and boundaries for the shift

angles (θsh).

(d) Reactive power control (AC side).

The configuration variables are reactive power control on AC side (Qac) and the modulation

amplitude limits(ma)
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Table 3.3: Types of control and setting variables in the VSC in-model.

No Type of control Setting Variables

1 DC Voltage control Vdc

2 AC Voltage control Vac and ma,ma

3 Active power control Pdc and θsh, θsh

4 Reactive power control Vac and ma,ma

5 Droop control
Pdc, Vdc, kdp, Beq, Beq and

θsh, θsh

(e) Droop control.

The configuration variables are active power control on AC side (Pac), DC voltage (Vdc),

converter constant (kdp), boundaries both for the variable susceptance (Beq) and shift angles

(θsh).

This thesis employs three types of control strategies in the VSC model, which have been pro-

posed in many literature to investigate the operation of the hybrid AC/DC networks, specifically

the model with the MT-HVDC link, namely: a) DC voltage control; b) active power control; and

c) droop control. These controls are subsequently classified into two primary types:

(a) Conventional control: A combination of a DC voltage control and an active power control

(b) Droop control: A generalisation of traditional control.

The aforementioned controls are discussed in detail in the OPF-FUBM formulation in section 3.2.

The next section will discuss these types of controls in further detail.

3.3.1 Conventional control

A conventional control in the VSC has two types of controls: a) DC voltage; and b) active power.

DC voltage control is considered as the most straightforward approach that assigns one VSC,

also known as a reference VSC or a slack bus at the DC node, to regulate the voltage within

a predetermined range (i.e., upper and lower bounds of voltage). Controlling voltage with the

reference VSC is essential, as it ensures that the total amount of active power entering the power

system (P vsc
enter) equals the sum of the power exiting the power system (P vsc

exit) , accounting for losses

(Ploss). This statement can be mathematically expressed as:

P vsc
enter = P vsc

exit − Ploss (3.18)

Equation (3.18) known as the VSC power balance equation, provides further insight into necessity

of maintaining the required active power in the DC system. Specifically, it states that the active

power required in the DC system must not exceed the active power rating of the reference converter
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in order to maintain stable operating conditions and promptly mitigate abnormal voltage conditions

(i.e., undervoltage or overvoltage) or alleviate congestion. [154][18]. Furthermore, the MT-HVDC

link is primarily dependent on the DC voltage regulation, which supplies and absorbs any power

imbalance in the power systems to ensure stable operation and power balance among all the

system’s buses (i.e., AC and DC nodes). Thus, the availability and capabilities of this type of

control is fundamental to the power balance in the MT-HVDC links [155][19].

The second traditional control is an active power control, which is the simplest technique similar

to the DC voltage control. This control also known as a power angle control, due to the fact that

angle is the main variable in controlling and maintaining the stability of the power system.

Figure 3.4: Two bus system

The transmission model (refer to Figure 3.4) can be mathematically expressed as below, in

terms of sending (s) and receiving (r) voltages, currents and phase angle.

Vs = Vse
−j∅s (3.19)

Vr = Vre
−j∅r (3.20)

where Vs, ∅s, Vr, ∅r are the voltage sending end, phase angle sending end, voltage receiving end

and phase angle receiving end, respectively. The complex impedance (Z) and current (IL) are

expressed in the form of:

Z = R+ jX (3.21)

IL =
Vs − Vr

Z
(3.22)

where R and X are the resistance and reactance (i.e., a capacitor or inductor), respectively. The

complex AC power at both sending and receiving ends can be calculated as follows:

Ss = Ps + jQr = VsI
∗
s (3.23)

Sr = Pr + jQr = VrI
∗
r (3.24)

The power transfer across the transmission line can be calculated using the formula provided
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below.

S = VrI
∗ = Vr

[
Vs − Vr

jX

]∗
(3.25)

S =
VsVr

X
sin δ + j

Vr

X

(
VsVr

X
cos δ − Vr

)
(3.26)

The active and reactive power transfers in (3.26) for the transmission line can be formulated

as:

P =
|Vs| |Vr|

X
sin δ (3.27)

Q = j
Vr

X
(Vs cos δ − Vr) (3.28)

From (3.27), it can be inferred that the transmission angle (δ) is an important variable, as

it defines the amount of power transmitted between two buses and also affect the stability of

the overall power system. This expression also states that power will only flow when there is a

phase difference between the voltages at the sending and receiving ends. Figure 3.5 illustrates

the relationship between power and transmission angle. In this curve, power transmission needs

to be controlled to keep the transmission angle (δ) within safe limits, which are below Pmax.

In theoretical limit, the maximum power (Pmax) occurs when the transmission angle (δ) is 90◦,

representing the steady state stability limit. If the transmission angle (δ) exceeds 90◦, the whole

power system becomes unstable and can lead to sudden power loss. In the worst-case scenario,

the power system can collapse, resulting in a blackout. However, the power transfer capability of

the transmission line is always constrained by various other factors, such as thermal loading limits

and temperatures not solely relying on differences in the transmission angle [156]

Figure 3.5: Power versus transmission angle
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3.3.2 Droop control

Droop control is a proportional type of control for power sharing mode among the converters.

The principle of this control is similar as frequency droop control, which is to achieve a distributed

frequency control in the synchronous generator in conventional AC system. Droop control normally

refers to Voltage Droop Control (VDC), which has been receiving attention, especially in research

related to the MT-HVDC link, due to its advantages over other controls, such as: a) higher

reliability and robustness resulting from less requirements for a communication infrastructure [157];

and b) the minimal impact on the transmission system due to a continuous and smooth relationship

between voltage and power. However, the drawback of this control is the stable voltage rises as

the proportional constant (i.e., converter constant) increases. There are various types of droop

characteristics under this control, namely voltage-power (V −P ), voltage -current (V −I), adaptive

control and voltage droop with different dead-bands and limits [158] [159]. Figure 3.6 shows several

characteristic curves associated with these droop control types. The development of VDC aimed

to overcome the difficulty of achieving efficient power sharing among converters operating within a

shared DC system.. The structure of this control is similar to the master-slave configuration, except

the converter constant (kdp) is added in the voltage deviation input for the power flow equation.

This constant is the key to determine the proportion sharing of power among the converters. The

higher the power sharing, the higher the converter constant and vice versa [160]. Therefore, it can

be stated that the converter constant is vital to optimising the operation of the power system.

Normally, this constant is preferred to be higher in order to avoid large voltage deviation, but if it

too high it can lead to non-linearity in the power control circle, potentially causing instability or

inefficiency in the power control mechanism.

Figure 3.6: Characteristic curve of droop control: a) vdc − If . b) voltage droop with dead-band
and limit.

The FUBM model utilises a voltage-power (vdc − Pf ) droop characteristic, whilst the VSC

in-model classifies this control as type III (refer Table 3.1). In this type of control, the active

power (Pf ) and voltage magnitude (Vm) are obtained from the “From bus” at DC side of the VSC

in-model (refer to Figure 3.3). The power controlled in the converter at bus ‘n’, as determined by
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this control, can be expressed using the following equation:

−P cal
f(n) + P set

f(n) − kdp

(
V cal
mf(n) − V set

mf(n)

)
= 0, ∀n ∈ N (3.29)

Where N is the set of all nodes, with n being indexed over this set, and the voltage and power

references of the droop line are denoted by V cal
mf(n) and P cal

(f(n)). This equation indicates that the

voltage magnitude at the “From bus”at DC side (Vmf(n)) is varied in proportion to the active

power (Pf(n)) being exchange between the generators. As active power increases, the magnitude of

the voltage decrease and vice versa, maintaining a proportional balance between power generation

and demand. The converter constant (kdp) quantifies the sensitivity of the converter’s output

power to the local DC voltage source. This constant defines the linear slope that characterises

the relationship between the converter power and the DC voltage, as illustrated in Figure 3.7 and

described by (3.29).

Figure 3.7: Characteristic curve of linear slope: vdc − Pf

3.4 Case Study: Flexibility in the MT-HVDC Link through

Control Strategies

This section presents the simulations of the VSC model in the MT-HVDC link that attempt to

solve the OPF problem in a three-terminal MT-HVDC link. The system is connected to three

OWFs (i.e., Wind Farms A, B and C) as illustrated in Figure 3.8. The AC system is an IEEE30

bus system consisting of six generators, 41 transmission lines and 24 loads. The data for this

system is available in an open-source programming package called MATPOWER [130] [12], which

is also provided in Appendix B. The DC system highlighted by red line consists of six DC lines (i.e.,

B001, B002, B003, B004, B005 and B006), three transformers (i.e., Tx1, Tx2 and Tx3) and three

converters (i.e., VSC1, VSC2 and VSC3). For this case study, the transformers and converters

located after all the wind farms are not considered in the simulation. Therefore, the wind farms

(i.e., Wind Farm A (WFA), Wind Farm B (B) and Wind Farm (C) are directly connected to the

lines (i.e., WFA to line B004, WFB to line B005 and WFC to line B006). This modified system (i.e.,
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the MT-HVDC link) has been used as a model to address hybrid AC/DC network optimization

problems. There are nine parameters in the MT-HVDC, which are listed below. Table 3.4 provides

the setup values for each parameter.

(a) Voltage rating for the VSCs and DC lines.

(b) Maximum and minimum DC Voltage.

(c) Maximum and minimum variable susceptance (jBeq).

(d) Resistance (rs) and reactance (xs) for each VSC.

(e) DC line Resistance (rs).

(f) Loss coefficient for the VSCs (quadratic loss (α), linear loss (β) and constant loss (γ))

(g) The upper power limit of the VSC

(h) Thermal limit (i.e., transmission limit) for the DC line

Figure 3.8: MT-HVDC system

There are four cases considered in this study: a) Basecase; b) DC voltage control; c) 20%

increase active power control; and d) droop control. Table 3.5 provides the control settings for

VSC variables, with VSC 1 (i.e., the reference VSC) designated as type II with mode 4 in the base
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Table 3.4: Parameters of the converter and DC grid.

Parameter Values

Rating VSC/DC Voltage 100MVA 200kV

Max/Min DC Voltage 1.15p.u 0.9p. u

Ma (Max/Min) 1.2 0.8

Beq (Max/Min) 0.5p. u -0.5p. u

VSCs (rs/xs) 0.0001p.u 0.1643p.u

DC lines (rs) 0.05p.u

VSCs loss coefficient α = 0.0001, β = 0.015, γ = 0.2

VSC’s upper power limit 100MVA

DCs transmission limit 200MVA

case scenario. Whilst, both VSC2 and VSC3 are classified as type I with mode 3. DC voltage and

DC active power are the control constraint variables for these VSCs (i.e., VSC2 and VSC3), and

their respective setup are as follows: VSC1: Vf = 1.0p.u; VSC2: Pf = 25MW; and VSC3: Pf

= 15MW. For both the DC voltage control and the 20% increase in active power control cases,

the designated VSC types, modes and control constraints follow the basecase scenario. The setup

parameter values for DC voltage are as follows: VSC1: Vf = 0.98p.u; VSC2: Pf = 25MW; and

VSC3: Pf = 15MW. For active power control, the parameter values are as follows: VSC1: f =

1.0p.u; VSC2: Pf = 30MW; and VSC3: Pf = 18MW. In the case of droop control, VSC1 is chosen

as a slack VSC with type III, whilst the other VSCs are type I. As for the chosen mode, VSC1

is set to mode 7, while VSC2 and VSC3 are set to modes 3 and 2, respectively. The parameter

settings for all VSCs are shown in Table 3.5.

3.4.1 Result and Discussion

Each simulation case has successfully converged. Tables 3.6, 3.7, and 3.8, as well as Figure 3.9 and

3.10 show the results pertaining to convergence times, generation costs, voltage and power profiles,

respectively. Table 3.6 shows the results of the convergence time, indicating that the fastest

convergence (131.6 seconds) occurs during DC voltage control, whilst the slowest convergence time

is 196.7 seconds, which occurs when droop control is adopted. Meanwhile, the basecase converged

at 177.76 seconds, whilst the active power control converged at 151.29 seconds. Convergence time

(i.e., computational time) is an important factor in solving PF and OPF problems, especially given

that power system topology changes frequently during the short-term or long-term operational

planning [161]. Faster convergence is crucial because it reduces the computational time needed

to obtain solutions for optimization problems in power systems. Using an unsuitable method can
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Table 3.5: Settings for the VSC.

No Type of control Converter Type Mode Control constraint

1 Basecase

VSC1 II 4 Vf=1.0p. u

VSC2 I 3 Pf = 25MW

VSC3 I 3 Pf= 15MW

2
DC voltage

control

VSC1 II 4 Vf=0. 98p.u

VSC2 I 3 Pf = 25MW

VSC3 I 3 Pf= 15MW

3
Active power

control (+20%)

VSC1 II 4 Vf=1.0p. u

VSC2 I 3 Pf = 30MW

VSC3 I 3 Pf= 1MW

4 Droop control

VSC1 III 7

Vf=1.0p. u,

Pf = 25MW,

Kdp = -0.1

VSC2 I 3 Pf = 25MW

VSC3 I 2 Qt = 25MW

prolong the processing time for solving optimisation problems, which poses a significant challenge

in the real time operations involving large power systems. Based on these findings, DC voltage

control demonstrated fast convergence followed by active power control. This implies that the

conventional method performs better in terms of computational efficiency compared to the basecase

and droop control. It is important to highlight that, when formulating any OPF problems, it is

fundamental to carefully consider which optimal controls are appropriate for the objectives and

application problems. Whilst accuracy, feasibility and robustness are key factors to consider, the

rapid convergence (i.e., related to hardware and algorithm) [162] of the OPF modelling solution

provides a significant advantage in the MT-HVDC link.

Table 3.6: Time converged and generation cost.

Case Basecase
DC Voltage

Control

Active power

control (+20%)
Droop control

Converged

(Second)
177.86 131.6 151.29 196.47

Generation

cost ($/hr)
472.54 469.46 476.89 475.07

The objective function, as outlined in the standard OPF formulation in (2.74) in Section 2.5.2,

is to minimize the overall generation cost of power in this case study, which includes the costs of

fuel consumption as well as the operation and maintenance of conventional generators. For a ther-

mal unit, the generation cost is represented by a quadratic function of fuel consumption, measured
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in British thermal unit per hour (Btu/h or MBtu/h). This cost is expresses in terms of dollars

per hour ($/h) and includes operating cost such as labour, maintenance and fuel transportation.

However, due to the complexity of directly modelling these costs as a function of the thermal unit’s

output, these costs are included as a fixed portion of the overall operating cost [163]. Minimizing

the power generation cost is a prominent goal in the power system, as it offers significant advan-

tages, including economic efficiency for businesses, affordable electricity prices for consumers, and

investment in infrastructure. Furthermore, it helps energy companies operate their resources and

equipment at appropriate levels, avoiding both overutilisation and underutilisation. This can also

optimise energy usage and prevent energy spillage (i.e., the wastage of energy in the power system).

Table 3.6 provides the results of this objective for four different scenarios. From this table, it can

be observed that the active power control has the highest generation cost, 476.89$/hour, followed

by the droop control and basecase, with production costs 475.07$/hour and 472.54$/hour, respec-

tively. The lowest overall cost for electricity occurs when the DC voltage control is activated, with

a price of 469.46$/hour. The overall generation cost is higher in active power control because all

generators in this case injected more active power (i.e., a 20% increase) into the power system to

satisfy the demands. Conversely, the DC voltage has the lowest generation cost due to the fact

that this type of control focuses only on voltage stability.

Figure 3.9: Voltage Magnitude result

Figure 3.9 presents the results of the voltage profile (i.e., VM), which shows that all voltages

are within their boundaries, with the upper and lower values being 1.02 p.u. and 0.95 p.u.,

respectively. It also can be observed that the highest voltages occur by far at buses 5 and 6 in

all cases. The most surprising aspect of this result is that the voltage values are lowest in the

droop control case compared to other cases. The concept of Voltage Droop Control (VDC) is

not the same as the voltage drop, even though this control allows for a controlled reduction in

voltage, by creating proportional relationship between voltage and the control base (e.g., power

or current) [164]. This is because this control primarily focuses on adjusting the output power of

converters in response to changes in demand, as discussed in section 3.3.2. It involves dividing
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demands in proportion to their output power based on the converter constant (kdp) value. This

constant value indicates how much the voltage levels differ from their nominal values in response

to changes in power demands, ensuring that the power system can effectively respond to varying

levels of demand while maintaining stability. Consequently, when demand increases, the converters

with this control slightly reduce their voltage output, allowing power to be distributed among the

various demands, which results in a lower overall system voltage. The DC voltage control has the

second lowest voltages compared to other cases, as its function is to regulate the voltage within a

predetermined range at the reference converter, ensuring the balance of active power (i.e., power

in equals power out plus losses) in the DC system. DC voltage is also a vital control to keep the

power system operating under stable conditions, ensuring that the power flow does not exceed the

ratings of the reference converter and avoiding abnormal voltage conditions (i.e., undervoltage and

overvoltage). The last control is active power control, which has a voltage profile slightly similar to

the base case. This type of control involves managing the active power output of the converters to

maintain stability and meet the demands.Stability is an important criterion in the power system

operation, defined in [82] as, the ability of an electric power system, for a given initial operating

condition, to regain a state of operating equilibrium after being subjected to a physical disturbance,

with most system variables bounded so that practically the entire system remains intact. In hybrid

AC/DC networks, stability operation is classified based on rotor angle, frequency and voltage as

well as two new stability introduced in [165]: converter-driven stability and resonance stability.

However, this thesis focuses on the standard classification of voltage stability, defined as the ability

of a power system to maintain steady voltages near nominal values for all buses, particularly during

outages (N−1 or N−k), and the capacity of generation and transmission systems to supply power

to meet electricity demand [166].

Table 3.7: Voltage Angle result.

Branch
Basecase

Control

DC

Voltage

Active power

(+20%)

Droop

control

PF (MW) PF (MW) PF (MW) PF (MW)

1 -1.357 -1.551 -2.376 -4.524

2 -1.357 -1.551 -2.376 -4.524

3 -1.357 -1.551 -2.376 -4.524

4 -1.357 -1.551 -2.376 -4.524

5 -1.357 -1.551 -2.376 -4.524

6 -1.357 -1.551 -2.376 -4.524

Table 3.7 shows the Voltage Angle (VA) results, which have the same values at all buses for

each case. These values are expected to be the same because the FUBM model only allows active

power flows in the DC links. This means that there is no injection or absorption of reactive powers

in the links due to the activation of zero-constraint, as stated in the OPF-FUBM formulation.

Additionally, these angles are constant because the FUBM model is notionally derived from the AC
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system, rather than being a separate component within the power system. This notion eliminates

the need for separate network elements as typically applied in a conventional method.

Figure 3.10: Active power flow result

The result of the active Power Flow (PPF ) in the DC branches within the MT-HVDC link is

presented in Figure 3.10. From this figure, it is clearly observed that there is an increase in PPF

at DC lines 1 to 3 compared to the basecase. Active power control results in an increase in PPF at

DC line 1, whilst PPF decreases at DC lines 2 and 3. Contrary, when droop control is activated,

PPF at DC line 1 becomes the lowest among the cases because most of the PPF is diverted to DC

lines 2 and 3. These results demonstrate that the VSC control strategies are capable of effectively

managing PPF in the MT-HVDC link integrated with OWFs. On the other hand, PPF across the

DC lines 4, 5 and 6 remain the same for all cases because the power at these lines are injected by

the wind farms (i.e., WFA, WFB and WFC).

Table 3.8: Reactive power flow result.

Branch

Basecase

(MVAR)

Control

DC Voltage

(MVAR)

Active power

(+20%)- (MVAR)

Droop control

(MVAR)

Qf Qt Qf Qt Qf Qt Qf Qt

VSC1 0 -13.7 0 -13.3 0 -16.57 0 1.05

VSC2 0 -9.22 0 -3.9 0 -6.18 0 4

VSC3 0 -8.46 0 -6.32 0 -7.58 0 -25

DC line 1 0 0 0 0 0 0 0 0

DC line 2 0 0 0 0 0 0 0 0

DC line 3 0 0 0 0 0 0 0 0

DC line 4 0 0 0 0 0 0 0 0

DC line 5 0 0 0 0 0 0 0 0

DC line 6 0 0 0 0 0 0 0 0

Table 3.8 presents the reactive power flow (QPF ) results for the scenarios, where the values in
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the Qf column are all zeros, indicating that there is no QPF across the DC branches. The only

QPF observed is at the VSC’s AC terminal, as seen in the Qt column. This is because the VSC

only allows PPF within the DC system due to the activation of the zero constraint, as discussed in

the OPF-FUBM formulation in (3.10) in section 3.2. This is clearly shows that the VSC in-model

is able to maintain zero reactive power flow in the DC branches, by compensating the QPF at one

of its terminal only as discussed detail in the section 3.1.1.

3.5 Chapter summary

This chapter presents a comprehensive overview of the concepts, elements, and formulations related

to hybrid AC/DC networks, with a particular emphasis on the advanced topology of the MT-HVDC

link. The focus of this thesis is on the VSC technology due to its suitability as a candidate for

forming MT-HVDC links used to integrate large-scale OWF generation capacity to future AC

networks and its superior capability in introducing additional flexibility of operation both in terms

of voltage and power flow control. To model the VSC device efficiently and compactly, the FUBM is

utilised because it offers greater freedom and flexibility, making it feasible to solve the entire hybrid

AC/DC network within the single frame of reference for purposes of steady-state computation. The

VSC in-model, which is one of the models in the FUBM, is explained in detail in section 3.1.1,

covering the mathematical model and the OPF formulation structure (i.e., OPF-FUBM). In the

OPF-FUBM formulation, an additional set of equality constraints is discussed that represents the

controls in the VSC in-model within the FUBM. Then, the control strategies based on three types

of controls (i.e., DC voltage control, active power control and droop control) are subsequently

divided into two primary types of controls (i.e., conventional control and droop control), which

are discussed in detail in section 3.3. A case study is presented to demonstrate the flexibility of

the advanced hybrid AC/DC network topology, specifically with the model of the MT-HVDC link

using these control strategies. The results demonstrate that VSC control strategies are effectively

capable of managing the active power flow in the MT-HVDC link, whilst preventing reactive power

flow in the DC system. Furthermore, the case study highlights how the VSC is able to regulate the

voltage in the DC system and ensure that all voltages are within the acceptable limits. The SCOPF

problem, particularly corrective control actions have received attention due to their pivotal role in

developing greater flexibility in the power system, which is incorporated into the development of

multiple scenarios and periods that will be discussed in the next chapter.
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Chapter 4

Short-term Optimum Operational

Planning for Hybrid AC/DC

Networks used for Offshore Wind

Integration

Short-term operations planning forms the key component with which the Transmission System

Operator (TSO) manages the operation of the power system guaranteeing a seamless, reliable and

economic operation of the system. Short-term operations planning can therefore be used as a

key tool to maintaining operational security at all times and under all operating conditions [167].

Typically within a short-term operations planning framework a set of decisions (actions) such

as a generation schedule are outlined ahead of real-time operation [78]. Such actions can often

be complimented by a specific set of control decisions taken under different operating conditions

thereby guaranteeing security of operation even at instances of loss of generation or excess demand

(i.e., contingencies). Short-term operational planning studies therefore serve as a vital stage of the

decision making process by the system operator to maintain a reliable and secure Electric Power

System (EPS), whilst identifying operating bounds that meet all reliability criteria, which adhere to

all technical and environmental constraints [168]. The initial objective of the operational planning

is to minimise the cost of generation over a specific planning time horizon aligning with the load

duration curve (i.e., graphical representation that are curves, illustrating the relationship between

the time and demand by showing the percentage of time the demand is greater than or equal to

a certain level. It is simply information on how electricity is used over time [169]). Nevertheless,

this aim has been customised to take consideration for advancement in technology, driven by the

transition energy sources from fossil fuels to renewable energy sources.
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The integration of renewable energy resources, particularly wind, in the EPS creates technical

and economic challenges related to short-term operational planning, which will require more op-

erational flexibility (i.e., the ability to provide control and load-following over a larger operating

range) in the power system to respond to the uncertainty (i.e., prediction error) and variability

(i.e., changes in the renewable generation related to time variables) due to the random and inher-

ently variable nature of the renewable energy resource [170] [171]. Within the renewable energy

sector, wind power has emerged as a prominent source of electricity generation, due to the cost

effectiveness and reliability of wind technology. However, wind power does have certain challenges

including high uncertainty, low dispatchability, non-storability, high variability and limited pre-

dictability. Since wind farms can only reduce their output power, they are unable to increase the

production in response to demand, hence wind power cannot be directly regulated either. These

drawbacks have a significant impact in the power system operations, making it difficult to maintain

a minimum cost of electricity whilst balancing supply and demand [172]. Given this, the need of

accurate short-term operational planning with high penetration level of the wind power is crucial,

not only for reliable and secure operation in the power system, but also for the commitment to

end reliance on fossil fuel generation to achieve the net-zero carbon emission.

In the past the operational planning only had to consider the demands and discrete events

(e.g., generator or line failures, equipment malfunctions or natural disasters) as uncertainties and

variability [173]. Nonetheless, with the wind integration, the TSOs have to incorporate these

factors (i.e., uncertainty and variability) in the generation side of operational planning, which

requires the TSOs to evaluate and plan ahead flexibility (i.e., ability of the power system to adapt

to a variety of uncertain scenarios by taking an alternative strategy of actions within an acceptable

cost-limit and time-frame [174]). In contrast, the inaccurate short term operational planning (i.e.,

without incorporation of these factors) may lead to insufficient flexibility in the real time operation,

inadequate power capacity and potential to undesirable circumstances (e.g., load shedding, wind

curtailment or blackout). Therefore, modern short-term operational planning processes for systems

with high levels of variable renewable energy penetration need to take into account the uncertainty

and variability factors with various scenarios to ensure feasible and economical operation [175].

This chapter discusses short-term operational planning for hybrid AC/DC networks used for

offshore wind integration, beginning with a brief explanation of short-term operations planning.

The remainder of this chapter contains the following: Section 4.1 provides a full explanation of the

single-period worst-case scenarios and the associated SCOPF formulation structure. Section 4.2

explains the two elements of multi-period operational planning that are utilised in the multi-period

Security Constrained Optimal Power Flow (SCOPF). Sections 4.3 and 4.4 present the discussion

of contingency analysis and the remedial action scheme. Section 4.5 provides a modified SCOPF

formulation based on the incorporation of two elements discussed in section 4.2. Section 4.6 presents

the case study and the discussion of results. Finally, Section 4.7 summarises this chapter.
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4.1 Single Period Operational Planning

In the context of steady state analysis, the Economic Dispatch (ED) problem (or its counterpart,

the Optimal Power Flow (OPF) problem) is viewed as a straightforward single period problem,

which aims to find an optimal generator dispatch schedule that satisfies a specified demand whilst

minimising the total cost [176] of operation incurred to the system operator. The term “single pe-

riod” describes the process of planning and making decisions that concentrate on a single, specific

time period (i.e., a snapshot) such as an hour or a day within the planning timescale. The ensuing

decision problem need not be an economic dispatch and could also be formulated as unit com-

mitment, or outage scheduling and can include a number of control actions such as voltage/VAR

control and power flow control if appropriate. In this context, a deterministic problem formulation

is used to execute a single deterministic scenario, which has a fixed set of input data and variables

to optimise the operation of the system. The decisions determined by solving the single-period

deterministic problem however should extend not only to instances of normal operation but also

to abnormal, contingency, operation conditions as well. To this end, different scenarios are gener-

ated for which a unique solution is obtained deterministically (i.e., multi-scenario solutions). This

approach is particularly useful if there are variables with uncertainty in the original power system

operational planning problem for example in case of offshore wind or wind resource forecast [177].

4.1.1 The worst-case scenarios

As discussed at the beginning of this chapter, the primary issue associated with wind-based pro-

duction is the uncertainty and variability, due to the variable nature of wind resources. These

problems present major obstacles for the TSOs in controlling and managing this energy, since they

need to accurately forecast the amount of energy generated by wind farms over a given planning

timescale in which they are required to generate an optimum schedule for conventional generating

units to ensure a balanced supply and demand equilibrium while minimising costs [178]. This

becomes more crucial in the presence of high levels of wind power penetration, as this challenge is

exacerbated in extreme contingency scenarios which may increase the risk of introducing unfore-

seen operational conditions further compromising the ability of the system to maintain balance

between generation and demand.

In this context, many simulations have been conducted to examine and provide valuable infor-

mation on the static security of the wind-dominated power system [179]. However, their lack of

modelling tools for the multiple worse-case scenarios (i.e., multiple worse-case scenarios for winds

and demands at the same time as the occurrence of an outage) hinders the TSO’s ability to anal-

yse and improve decision-making, particularly when considering grid security (i.e., the ability to

balance generation and demand even after the occurrence of faults). The worst-case scenarios rep-

resent the extreme outcomes that could potentially occur, which TSOs need to manage in addition
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to having a flexible operational plan (e.g., contingency plan or operational flexibility) to address.

The consideration of these scenarios is vital especially for wind-dominated power systems, since

the intensity of extreme wind speeds (i.e., high or low) are causing the wind farms to shut down

(i.e. curtailment). Furthermore, projections from regional climate models are anticipated to in-

dicate changes in the frequency and intensity of wind events that are expected to occur in the

future [180].Therefore, in this research, incorporating a broader range of worst-case wind energy

scenarios (i.e., High wind (HW) and Low wind (LW)) and worst-case demand scenarios (i.e., High

Demand (HD) and Low Demand (LD)) with N-1 contingency (i.e., equipment outage) criterion has

been investigated for a single period short term operational planning framework formulated as a

SCOPF problem. These simulation scenarios have been thoroughly investigated, as demonstrated

by the comprehensive case study presented in Section 4.6.1 of this chapter.

4.1.2 Security-constrained Operational Planning with Worst Case Sce-

narios

The traditional SCOPF formulation (as detailed in section 2.5.3 in Chapter 2) has been modified

in order to manage and optimise power system operation under the adverse operating conditions

(i.e., the worst-case scenarios (S)). The following is the mathematical expression for the basecase

(i.e.,normal operating condition in the MT-HVDC system) optimisation for the worst-case scenarios

without consideration of any contingencies (i.e., focusing only on extreme variations of demand

and wind resource as outlined above).

min
x,u

F (x, u) =
∑
s∈S

fs
0 (x0, u0) (4.1)

gs0 (x0, u0) = 0, ∀s ∈ S (4.2)

hs
0 (x0, u0) ≤ 0, ∀s ∈ S (4.3)

Within the set of numerous scenarios, S = {HW,LW,HD,LD}, the variable s represents the

worst-case scenario, and fs
0 denote for function of total generation cost with C = 0. The worst-

case scenario equality and inequality constraints, gs0 and hs
0 are based on the same constraints

as traditional SCOPF (i.e., nodal power balance constraints and limits on power flow through

transmission lines). The x0 and u0 are the state and control variables for the worst-case scenario

without contingency. Moreover, to include contingencies based on the N − 1 reliability criterion

(i.e., one outage at a time), the problem presented in (4.1) - (4.3) have been modified to include

constraints explicit to contingencies as well as any additional controls from the RAS-FUBM control

scheme.

The SCOPF problem formulation considering both contingencies and worst-case scenarios with
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RAS-FUBM control scheme is expressed as below:

min
x,u

F (x, u) =
∑
s∈S

∑
c∈C

fs
c (x0, u0, xc, uc) (4.4)

gsc (xc, uc) = 0, ∀c ∈ C,∀s ∈ S (4.5)

hs
c (xc, uc) ≤ 0, ∀c ∈ C,∀s ∈ S (4.6)

|ur − u0| ≤ ∆ur, ∀r ∈ R (4.7)

The function fs
c , which represents the total generation has been extended to incorporate the

contingency case and applied across multiple worst-case scenarios, which are consistent with the

set of scenarios discussed previously. The variable c refers to the specific contingency case, where

c ∈ C and C is the set of all contingency indices (i.e., C = {1, 2, . . . , Nc}, where Nc is the

number of contingencies). The equality and inequality constraints gsc and hs
c refer to the specific

binding constraints for contingency case c - notice that these contingencies may not necessarily

be same as the contingencies for the pre-contingency case where c = 0. The state variable xc

refers to the contingency and the state control in the RAS-FUBM action is denoted by symbol ur.

The constraint of RAS-FUBM control (r) in the set of permitted control in the RAS-FUBM (R)

corresponds to equation (4.7).

A probability reliability assessment needs to be considered while analysing the integration of

wind power within the power system analysis, since wind energy exhibits constrained and inter-

mittent characteristics [181]. This probability consideration is crucial, as the inherent variability

and uncertainty of wind generation could have an adverse impact on the overall reliability of power

system, particularly in the worst-case scenario. The SCOPF formulation given above can there-

fore be modified to take into consideration the probabilistic nature of the wind resource, which is

presented below again considering an N − 1 reliability criterion:

min
x,u

F (x, u) =
∑
s∈S

∑
c∈C

wsf
s
c (x0, u0, xc, uc) (4.8)

gsc (xc, uc) = 0, ∀c ∈ C, ∀s ∈ S (4.9)

hs
c (xc, uc) ≤ 0, ∀c ∈ C, ∀s ∈ S (4.10)

|ur − u0| ≤ ∆ur, ∀r ∈ R (4.11)

where variable ws refers to the probabilities associated with scenario s ∈ S. For example, the

probability of the high wind scenario (wHW ) can be defined as, wHW=0.5 if the likelihood of high

wind is 50%, and the probability of the low wind scenario (wLW ) can be defined as wLW=0.25 if

the likelihood of low wind is 25%. In this case, the objective function calculates an expectation of

the cost of operation across all scenarios. However, in the worst-case scenario case study presented,

the probability has been fixed for all worst-case scenarios, with ws=1 assigned a value of 1.
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The aims of the SCOPF with multiple worst-case scenarios is:

(a) To conduct a comprehensive risk assessment by identifying and analysing various worst-case

scenarios of wind generation and demand variations

(b) To address a potential range of contingencies (i.e., outages of transmission lines or generators)

and develop control strategies to mitigate the negative outcome of such contingencies (e.g.

to alleviate network congestion and/or voltage profile variation)

(c) To ensure the EPS has appropriate plans and actions to cope with multiple extreme scenarios.

(d) Allow more thorough preparation and development of a robust contingency plan.

4.2 Multiple Period Operational Planning

Predicting demand behaviour is crucial, as daily demand is constantly changing due to a variety

of contributing factors such as: a) consumption of electricity in a residence or industry; b) price of

electricity; c) seasons; and d) economic conditions [182] [183]. Meanwhile, the wind power genera-

tion fluctuates over time, resulting in an increased level of uncertainty, because wind forecasts are

influenced by dynamic weather conditions and the inherently intermittent nature. The simulations

in many of the current research on wind power integration studies are predominantly using a single

time period, which makes it challenging to analyse the variability and uncertainty within this time

frame. However, in practical real-world applications, demands and wind forecasts are continuously

updated within a multi-temporal framework, and any forecast errors will, consequently, impact the

EPS in multiple aspects including reliability and economic performance [184]. Furthermore, the

aim of power systems operational planning is to properly plan the operation of the system, includ-

ing planning any control actions to deploy flexibility, given the hourly pattern of electricity demand

and wind power forecasts to ensure the flexibility. In the context of multi-period operational plan-

ning, the term flexibility refers to the ability of the power system to deal with uncertainty and

variability for both generation (i.e., wind power) and demand, while still adequately maintaining

a reliable (i.e., stable and secure) system operation even as disturbances or unexpected situations

occur, at an economical cost over a specific planning time horizon [185]. Therefore, the necessity to

predict both demand and wind energy has driven the development of multi-period models within

short term operational planning of power networks.

The need for the multiple time period modelling is to provide a detailed planning road map,

which can capture the variability and uncertainty of wind generation and demand projections. This

enables the operational planning framework (including any control actions to deploy additional

flexibility if needed) to be easily and seamlessly implemented in real-time control actions, which

is a critical consideration for modern power system with growing levels of wind integration. This

integration has led to intricate impacts on EPS operation, particularly for the TSOs, who now carry
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the vital responsibility of effectively scheduling the energy production from diverse generation

units (i.e., conventional generators will typically be taken into consideration once wind power

has been fully dispatched to its maximum output) [186], in order to achieve an optimal balance

between generation and demand. The multi-period modelling approach can substantially mimic the

hourly pattern of power system operation, which can offer significant advantages in terms of cost

effectiveness, system reliability [187] and operational security as compared to the model of single

period operational planning. However, developing multi-period operational planning framework

requires modifications of mathematical formulation of the single-period planning framework, which

makes the process more complicated, especially for larger-scale power system. This increasing

complexity also directly affects the computational expenditure of solving the ensuing multiple

period (multi-period) problem, especially for larger systems. Therefore, faster computing speed

and higher efficiency on the computer hardware are required to provide insight, which is necessary

for understanding how real time operation operates under different time horizons through a variety

of assumptions.

To incorporate hourly variability of demand and wind resource into the multi-period planning

framework presented in this thesis, a scaling factor has been used which scales randomly a given

basecase demand/wind profile for all buses/wind generators respectively across all planning time

periods. Furthermore, the partitioning concept of power systems has been applied in multi-period

planning, simplifying the operation and management of power systems by breaking them down

into manageable smaller subsystems or zones. Together, these two elements, scaling factor and

partitioning, will be explained in more detail in the following section.

4.2.1 Scaling Factor

In a single period deterministic OPF, the demands modelled are constant and represented as

a specified quantity of real and reactive power consumed at a particular bus. These standard

demands are formulated as follows:

Si
d = P i

d + jQi
d = Di

d (4.12)

With i is the bus index, S is the complex power (MVA), P is the demand active power (MW),

and Q is the demand reactive power (MVAR). The matrix size representing complex demands at

all buses is Nb x 1, which Nb refers to the number of buses.

A standard non dispatchable wind generator is represented by a complex power injection at

a specific bus (modelled essentially as negative demand), and the formulation for this power at

generator k is as below:

Sk
g = P k

g + jQk
g = W k

g (4.13)

Where S is the complex power (MVA), P is the generator active power (MW), and Q is the
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generator reactive power (MVAR). The size of the vector containing all wind generators is Nw ×1,

where Nw is the number of all wind generators (a subset of all generators) [176]. In a single period

problem, the vectors Di
d and W k

w in equations (4.12) and (4.13) can be represented in the following

form:

Dd =

[
d1 d2 d3 · · · · · · di

]T
Nb×1

(4.14)

Ww =

[
w1 w2 w3 · · · · · ·wi

]T
Nw×1

(4.15)

Where Nb and Nw are numbers of buses and wind generators respectively. To extend this

single-period formulation to multiple periods, scale factors (α) are introduced that are sampled

from a uniform (u) distribution (i.e., α ∼ u(0, 1)), which can be defined for each time period

t ∈ [1, . . . , Nt]. This will yield a 1 × Nt row vector as seen in (4.16). The scale factors for wind

and demand in the vector form can be expressed as shown below:

α =

[
α1 α2 α3 · · · · · ·αt

]
1×Nt

(4.16)

From equations (4.14), (4.15) and (4.16) the demand and wind models for the multiple period

scenarios at time t at bus j and wind k are represented by matrices St
d and St

w:

St
d = Djα

T
d (4.17)

St
d =



α1d1 α2d1 · · · · · · αtd1

α1d2 α2d2 · · · · · · αtd2

α1d3 α2d3 · · · · · · αtd3

...
...

. . .
. . .

...

α1dj α2dj · · · · · · αtdj


(4.18)

The demand matrix of St
d is represented by equation (4.18), which is Dj multiplied by αT

d . On

the other hand, the wind generator matrix form of St
w is represented by equation (4.20), which is

Wk multiplied by αT
w.
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St
w = Wkα

T
w (4.19)

St
w =



α1w1 α2w1 · · · · · · αtw1

α1w2 α2w2 · · · · · · αtw2

α1w3 α2w3 · · · · · · αtw3

...
...

. . .
. . .

...

α1wj α2wj · · · · · · αtwj


(4.20)

The proposed scaling factor is able to modify standard demands and wind generations, en-

abling variability in both profiles across different time periods. This factor can be higher or lower

depending on its application in the network analysis, representing a range of wind/demand profiles.

4.2.2 Partitioning Technique

In load flow analysis, wind generators are represented as negative loads in the power system.

Furthermore, some literature models these non-dispatchable generators as a PQ bus [188] [189], by

specifying an active power and a given power factor, with calculated reactive power consumption.

However, in the multiple-period operational planning model developed in this thesis, the wind

generator is represented as a PV bus (a type of bus described in section 2.4.2 of Chapter 2), where

the active power is specified. Furthermore, this multi-period model incorporates the partitioning

technique to facilitate the scalability of active power for demand and wind generation. This

technique is implemented by grouping several buses into zones and the scale factor allows for the

increment and decrement of active power. The partitioning technique is a method that divide a

large power system into smaller subsystem or zones, which can be classified into different types such

as geographic partitioning, operational partitioning or hierarchical partitioning. The advantages

of this method include reducing computational burden (e.g., memory usage, energy consumption

and processing time) and achieving faster simulation speed [190] for the optimisation problems.

This thesis utilises the operational partitioning to divide the hybrid AC/DC network into

multiple zones, employing a load zone concept within the power system model. The load zone is

a conceptual framework used to aggregate and manage the demand within a specific area of the

power system. Each bus in the power system is represented by a value in a vector. In this vector,

each value can either be:

• A number (index): This indicates the specific load zone that the bus belongs to.

• Zero: This means the bus does not belong to any load zone.

74



4.3. Contingency Analysis

Let consider Z as a load zone consisting of multiple buses (b), which can be defined as:

Z = {b1, b2, b3, . . . , bn}, ∀n ∈ N ∪W (4.21)

where n refers to the number of buses, N represents a set of demands and W represents a set

of wind generations. It can be stated that n can either be the set of demands, the set of wind

generations or belongs to both sets. Once the load zone has been defined, the total active power

for demand, wind generation or a combination of both in that load zone, represented by Pz, can

be increased or decreased using a scaling factor (β), where the value must be a positive integer

(β ≥ 0). This statement can be mathematically express as:

P scale
z = β

Nb∑
n=1

Pz, ∀n ∈ N ∪W (4.22)

Where P scale
z is the total scale active power either for demand or wind generation and Nb is

the number of buses. If the load zone (Z) is set to zero, the active power at both demand and

wind generation will not be modified.

In summary, the load zone concept allows for efficient management and analysis of power

system operations within clearly defined operational boundaries. By aggregating demand and

wind generation using the operational partitioning technique based on the load zone concept,

this approach enables more streamlined adjustments to active power, allowing for increases and

decreases to be made collectively rather than on an individual basis.

4.3 Contingency Analysis

The loss of equipment can cause changes in power flow and voltage, potentially leading to voltage

drops or thermal overloads that may have a huge impact on the EPS. Predicting which outages are

critical is challenging, as the simulations are performed simultaneously. Therefore, it is necessary to

perform a security assessment by evaluating the effects of individual equipment outages. The most

common approach utilised by researchers and TSO to anticipate the consequences of equipment

failures is known as Contingency Analysis (CA) [191]. The CA is crucial in operational planning

of modern power systems, due to the undergoing structural changes in the power generation (i.e.,

increased integration of renewable energy sources) and electricity demand (i.e., growth of smart

devices and electric cars). The CA procedure involves modelling single failure events (N-1) and

multiple failure events (N-k) in sequence, evaluating each scenario until all credible outages have

been examined. The process in the CA verifies that all EPS voltages and thermal limits are within

their respective bounds for every outage examined. However, the most challenging aspect of CA is

the accuracy of the method [192] in selecting the most credible outages that have the most severe

impact on the EPS . Additionally, there are a large number of contingency possibilities, which
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would make this analysis time consuming, computationally burdensome and costly. In practice,

TSOs only select a small number of contingencies that may be critical to the security and reliability

of the power system. Once these critical contingencies have been identified, only these contingencies

will be analysed to determine their effect. The process of identifying these critical contingencies is

known as Contingency Ranking, where the contingencies are ranked in terms of severity [193].

4.3.1 Contingency Ranking

Contingency Ranking methods can be divided into two categories: Performance Index (PI) (i.e.,

in this research known as Severity Index (SI)) and screening. The screening method relies on

approximating network order, such as the local outage distribution factor. On the other hand,

the PI method is based on the severity of outages using either a rapid automated method, human

assessment (i.e., years of operating experience) or combination of both [194]. In this research, the

focus is only on PI technique, which is used to evaluate the EPS state after certain disturbances,

and therefore, estimate the severity of each contingency. The SI analysis is crucial for identifying

the most critical lines or generators in the EPS, which addresses how the EPS variables (e.g.,

voltage and power) deviate from their rated values. The higher the SI number means the more

severe the impact of contingency to the EPS [195]. This makes the SI method well-suited for

evaluating different contingencies relative to each other, because it ranks the contingencies based

on how the relevant system or indicator reacts to the changes brought by those contingencies [196].

The general formulation for the SI is:

F =
∑

fi (4.23)

where fi refers to the function representing the overloading condition at ith outage, which can

be related to the current, active power, reactive power, or bus voltage. The most common SI

formula is shown in (4.24) with small x represents the overloading condition, whilst Xmax refers

to the upper limit of that condition. W is a weighting factor and n is the penalty factor, which

should be a positive integer.

F =
∑

W
( x

Xmax

)2n
(4.24)

In this research the SI focus is solely based on the active power flow (loading in each line), and

it is formulated as follows:

SI =

n∑
k=1

W

(
Pk

Pmax
k

)2n

k = 1, 2, 3 . . . . . . , Nl (4.25)

Where Pk is the power flow from line k, Pmax
k is the upper thermal limit for line k, and Nl

is the number of branches. The ranking list was then determined by calculating the severity of

each scenario (i.e., HW Low Demand (HWLD), HW High Demand (HWHD), LW Low Demand

(LWLD), and LW High Demand (LWLD)). The sum of the severity of each scenario gives the
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Contingency Ranking Index (CRI) values, through ranking the following formulation:

CRI =

Ns∑
i=1

Si, i = 1, . . . . . . Ns( i.e.number of scenario) (4.26)

Based on these equations (4.25) and (4.26) , the severity of contingencies can be ranked from

the highest to the lowest, providing valuable information for TSOs to identify congested lines and

take necessary measures to mitigate them.

4.4 Remedial Action Scheme

The management of the power transmission system refers to not merely the balancing of supply and

demand, but also the requirement to uphold security of operation (i.e., the ability to withstand and

alleviate the impact of any contingencies under a given reliability criterion). In order to ensure the

overall security and reliability of the transmission system, as well as to meet regulatory compliance

standards, the Remedial Action Scheme (RAS) has frequently been regarded as an attractive

mitigation approach. This is primarily due to its straightforward design, easy implementation and

economical control strategies, as compared to other alternative solutions [197]. The definition of

RAS as per [198], is a scheme designed to detect predetermined system conditions and automatically

take corrective actions. The aims of this scheme are to [199]:

(a) Maintain system stability.

(b) Maintain appropriate voltage levels.

(c) Maintain appropriate power flows (i.e., thermal limits).

(d) Minimise the impact of contingencies, congestion, catastrophic or cascading events (e.g.,

overloading thermal, voltage instability, transient instability, hidden failures in protection

system).

In the process of developing the RAS, a number of important criteria have to be taken into

account [200]:

(a) Compliance with regulatory reliability.

National Grid ESO in the UK has outlined system defence plan related to the system protec-

tion scheme aka RAS, which must adhere to the Network Code on Emergency and Restora-

tion (NCER). The accordance in NCER Article 15 has a guideline for an automatic under

frequency control scheme and an automatic low frequency demand. Whilst Article 16 and

Article 17 underlines the automatic over frequency control scheme and automatic schemes

against voltage collapse, respectively [201].
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(b) Severity of violations.

The implementation action depends on the severity of the violations. If the violations are

severe such as voltage collapse or cascading, the RAS actions should be implemented in-

stantaneously. If the violations less severe including slight overloading thermal or voltage

violations, the RAS actions may take delayed action to coordinate with other components or

nearby protective relays. The RAS action also include the redispatch or reduce the loads or

generations for the alleviation of violations.

(c) Security and dependability of RAS.

The security is related to the response of RAS actions in certain degree of certainty, which

means that when there are no disturbances present there will be no actions taken. A number

of precautions are also made to prevent mis-operation caused by measurement or communi-

cation errors. The RAS design and implementation should include failure analysis followed

by risk mitigation measures such as voltage monitoring and control, power flow management,

increased redundancy or more reliable components. Dependability of this scheme has to do

with how certain the RAS actions will respond to the disturbances, such as independent DC

supply system, control coordination, independent communication system, coordination and

back up of the two RAS systems or consideration of components failures such as breakers or

switching system.

(d) The feasibility of implementing RAS.

In the technical feasibility related to the infrastructure and system capabilities need to be

feasible to initiate the RAS responses. This includes having software capabilities to solve

the computational challenges (i.e., numerical solutions), control devices to enable fast and

reliable RAS actions and available communication systems. Additionally, the scalability and

expandability of RAS are important factors. The RAS design should be able to handle the

increasing system complexity and allow expansion as the grid evolves over time.

The utilisation of RAS is often considered as a cost-effective alternative for transmission plan-

ning optimisation, particularly in scenarios where the capital expenditure associated with trans-

mission system expansion is prohibitively high. However, this approach has drawbacks in the

implementation that add complexity to the transmission system problem and require careful de-

sign to ensure all possible events are captured and the system is not prone to false triggering [202].

The RAS can be categorised into two types: conventional RAS related to current implementing

actions and the RAS-FUBM that has been developed as part of this research. Both types of actions

will be explained in detail in the following section.
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4.4.1 Conventional RAS

The conventional RAS is related to a range of corrective action interventions that can be performed

based on the following categories [203]:

(a) Event-based approach: This approach is activated during contingencies to identify outages

or faults in the EPS and performs pre-planned targeted action to alleviate the problem.

Furthermore, this approach is also designed to reactively respond to specific situations such

as overloading transmission line.

(b) Response-based approach: This approach is designed to be activated in response to

detected instability or abnormal operating conditions (i.e., disturbances) within the EPS,

including frequency drops or voltage drops. Additionally, this approach is programmed to

reactively respond based on measurement of various system variables.

Figure 4.1: Standard RAS structure.

Figure 4.1 shows the standard RAS conventional structure with the corrective actions. When

there is a disturbance in the EPS, all the input data (e.g., information related to the components

and discrete events) is collected and sent through to RAS scheme that has been designed. Then, the

scheme analyses all the data and provide an appropriate decision-making plan for the TSO. Finally,

the corrective actions (i.e., switching or non-continuous actions) are performed on components such

as load shedding, generation rescheduling, FACTs devices, Transformer (i.e., utilisation of on load

tap changers) [204].

4.4.2 RAS-FUBM

The development of the ‘VSC in model’ by [205] has allowed for incorporating the additional

controllability features of the VSC within a typical operational planning framework. In this thesis,

taking advantage of the modelling flexibility of the FUBM, which was previously presented in
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Figure 4.2: RAS-FUBM Framework

section 3.1 of Chapter 3, a new RAS scheme is introduced which can be used within any short-term

operational planning framework to plan and deploy additional flexibility control actions promised

by the VSC. This modelling capability is even more critical for security-constrained planning

frameworks for networks with large-scale offshore wind generation capacity because it will allow

the TSO to make use of the additional control actions available by the VSCs, which are often

used to integrate large-scale offshore wind generation capacity to the network (in form of for

example MT-HVDC links).The RAS-FUBM control, which is based on an event-based approach

can therefore be considered as a novel approach to extend the conventional RAS and can be used

in hybrid AC/DC networks. Mathematically, the RAS-FUBM scheme is an improved optimisation

model for modelling the operation of various control strategies for the VSCs within any network

that has converter-interfaced resources such as offshore wind turbines. The framework is illustrated

in Figure 4.2. By incorporating multiple control mechanisms, the RAS-FUBM control is designed

to:

(a) Alleviate the congestion in transmission lines within a hybrid AC/DC network.

(b) Reduce the security risk posed by uncertainty in the wind power in systems with high pene-

tration of offshore wind generation capacity.

(c) Enhance the security and stability of hybrid AC/DC systems which have embedded MT-

HVDC links.

Figure 4.3 illustrates the detail outline of the RAS-FUBM framework, which consists of three

main parts: input data, analytical framework and output data. The input data is a data collection

process that can be sourced from historical records, measurements, and simulation studies. It

contains an information either from the components (e.g. buses, transmission lines or generators),

scenarios (e.g., demands or wind powers) or discrete events (e.g., malfunction or failure equipment).
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Figure 4.3: Detail outline of the RAS-FUBM framework

The second part is an analytical framework, which involves network modelling, steady-state oper-

ations and RAS-FUBM actions. The development of network modelling is to capture connectivity

and physical characteristics of the system, which aims to simulate and analyse the behaviour of

power system components. Some key points that need to be considered in the network modelling

are:

(a) Network elements (i.e., characteristics and parameters of each component).

(b) Topology such as connection points and paths for the power flow.

(c) Impedance and admittance.

(d) Power flow equations such as Kirchoff’s Law, Ohm’s Law or Newton Raphson.

(e) Bus representation (i.e., slack bus, load or generator buses).

Third step in this framework is the steady-state analysis that involves running the simulations

based on the scenarios (e.g., basecase, contingency or multiple period), analysing the results,

making necessary adjustments and repeating the process again to achieve the desired outcome.

The simulations are performed using software tools such as MATPOWER, AIMMS or CPLEX.

The aim of this process is to solve the power system optimisation problem that can be either OPF,
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SCOPF or contingency analysis. The system is assessed on critical variables such as voltages,

powers or currents to identify potential issues related to stability and security. The RAS-FUBM

controls to identify critical system conditions and trigger appropriate actions, to mitigate the

contingencies or congestions. The last process in the analytical framework is evaluation of the RAS-

FUBM performance, which measures how well the RAS-FUBM meets the defined objective during

different scenarios. The final part is the output data that represents the production of satisfactory

results, which is intended to ensure the power system’s performance meets its objectives, whilst it

operates in a secure and reliable manner.

4.5 Security Constrained Multi Period Optimal Power Flow

Formulation

The time-dependent in presence of emergent flexibility resources should be included in a compre-

hensive SCOPF problem, in order to effectively manage wind energy’s uncertainty and variabil-

ity [206]. Furthermore, power system is dynamic by nature; therefore, conducting a SCOPF based

on a multi-period strategy is necessary, due to the fluctuations exhibited by electricity demand and

wind power generation over time. Managing these fluctuations is essential, as they significantly

influence the variables in the power system (e.g., voltage, power flows and cost). In order to repli-

cate the real-world operation of the power system, the standard single period SCOPF has been

expanded in this research to a multiple period operational planning, incorporating RAS-FUBM

scheme. The following is the mathematical formulation of the new SCOPF problem that includes

time-dependent variables:

min
x0t,u0t.....
xct,uct......
xrt,urt

f (x0tu0t) (4.27)

subject to:

gn,c,r,t,t (xc,r,tucc,r,t) = Sg
(n,c,r,t) − Sd

(n,c,r,t) + Sbu
(n,c,r,t),

n ∈ N, c ∈ C, r ∈ R, t ∈ T

(4.28)

hn,c,r,t (xc,r,tuc,r,t) ≤ Smax
(n,m),c,r,t

(n,m) ∈ L, c ∈ C, r ∈ R, t ∈ T
(4.29)

xmin(n,g) ≤ x ≤ xmax(n,g), n ∈ N, g ∈ G (4.30)

|uct − u0t| ≤ ∆uc, c ∈ C (4.31)

|urt − uct| ≤ ∆urt, r ∈ R, t ∈ T (4.32)

The variable t indicates the time periods, whilst xrt and urt represent the state and control

variables for the RAS-FUBM control strategy actions, which are in the form of:
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(xrt, urt) =

(
P g Qg VM θ Beq θsh ma Gsw

)T

The variables Beq, θsh, ma and Gsw refer to the following: susceptance, shift angle of the VSC,

tap changer ratio for the Controlled Tap-Changing Transformers (CTT) and VSC switching losses,

respectively. The variable θ is the voltage angle refers to the phase angle of the nodal voltages

at different buses. On the other hand, θsh denotes the phase angle of the VSC, which functions

similarly to the phase angle of the Phase Shifter Transformer (PST) in controlling the active

power flow between two nodes to maintain the quality of the power supply. In this research, both

variables are expressed in degrees. The coupling constraint in equation (4.32), which is included

in the multiple period SCOPF formulation, establishes the maximum allowable action controls in

the RAS-FUBM following post-contingency states. These control actions refer to the corrective

measures that need to be implemented during contingency scenarios to ensure the network system

always remains secure and reliable.

4.6 Case Study

Both single-period and multi-period operational planning are included in the case study. The single

period analysis takes into account several worst case scenarios with contingency, whilst multi-period

analysis looks at a 24-hour time horizon and account for contingencies as well.

4.6.1 Simulation: Single Period Operational Planning

Optimisation scenarios presented in this case study involve the approach described in section 4.1.

The worst-case scenario (i.e., HW, LW, HD, LD) is applied to the modified IEEE30 bus system

(refer to Figure 4.4) integrated with three wind farms to perform the SCOPF simulations and

evaluate the RAS-FUBM application. The bus, branch, and generator data for the IEEE 30-bus

AC system are provided in Appendix B. The DC parameters and converters data utilised in this

case are consistent with Table 3.4, which was presented in the case studies (section 3.4) in Chapter

3. Multiple scenarios, both with and without contingency (i.e., contingency case follow the N-1

rule, which is an outage at branch 38) have been considered as a critical case, which requires RAS

actions to restore a secure operational state. The simulation program is executed on the MATLAB

platform, and the contingency simulation did not create any islands.

Result and Discussion

The results of the SI calculations for the various worst-case scenarios have been plotted in the graph

shown in Figure 4.5, in accordance with the SI formulation as outlined in equation (4.24). From

this graphical illustration, it can be observed that the case without contingency has the lowest

CRI values relative to the whole contingency case. On the other hand, as can be seen from the
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Figure 4.4: MT-HVDC network model

graph, the thermal stress within the system escalates across all worst-case scenarios (i.e., HWLD,

HWHD, LWLD, LWHD), when an outage occurs at branch 38. It is noteworthy to point out that

the CRI rises in proportion to the elevated levels experienced by the demand situations, for cases

HWHD and LWHD. In contrast, the CRI dramatically drops when the demand scenarios hit their

lowest points, as observed in cases HWLD and LWLD.

In the basecase, the congestion is not severe as observed in the SI numbers (i.e.,4.2982 (HWLD),

6.0687 (HWHD), 3.2635 (LWLD), 5.2258 (LWHD)) which show the lowest values compared to the

other cases. Nonetheless, when branch 38 is disconnected the severity worsen for all scenarios (i.e.,

HWLD, HWHD, LWLD, LWHD) as can be seen from the SI values (i.e.,4.9559 (HWLD), 6.8679

(HWHD), 3.9022 (LWLD), 6.0223 (LWHD), as also displayed in Figure 3. In order to alleviate

these congestions, particularly during worst-demands scenarios (i.e., HD and LD), control actions

have to be implemented, and in these cases, voltage controls (i.e., high and low) have been utilised

in the simulations at the reference VSC, which is VSC1. When the VSC is configured to a high

voltage setting (i.e., near the upper limit), it is notable that both control schemes exhibit elevated

SI values: for the CC = 5.0244 (HWLD), 7.0134 (HWHD), 3.9211 (LWLD) and 6.1383 (LWHD);

and for the VDC = 5.0858 (HWLD), 7.045 (HWHD), 3.8336 (LWLD), 6.05 (LWHD). As opposed to
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Figure 4.5: Contingency Ranking Index (CRI) for all scenarios based on SI Value

the high voltage setting (i.e., VSC is set to a low voltage setting, which is near the lower limit), the

SI values are decreased for both control schemes: for the CC = 4.8434 (HWLD), 6.7138(HWHD),

3.833 (LWLD) and 5.9173 (LWHD)); and for the and VDC = 4.9127 (HWLD), 6.7577 (HWHD),

3.7316 (LWLD) and 5.8217 (LWHD)).

The results from these simulations demonstrated that the ranking in the CRI can be purpose-

fully adjusted, either increased or decreased, depending on the specific DC voltage configuration

at the reference VSC. This ranking is considered a valuable guideline for TSOs to maintain vigi-

lance regarding any abnormalities, which may arise within the EPS, particularly when numerous

worst-case scenarios happen in the system. Additionally, this allows TSOs to take appropriate

corrective actions right away, especially in the case of an unforeseen event. The implementation

of necessary control actions is paramount to restoring the power system to a secure state after

a contingency, even in the face of multiple concurrent worst-case scenarios. Furthermore, these

control interventions have the capability to prevent a cascade of events that might eventually lead

to a blackout, or the collapse of the entire system.

Figure 4.6 illustrates the active power generation by the conventional generators for both high

voltage and low voltage configurations at the reference VSC, under worst case scenarios with a

contingency (i.e., an outage at branch 38). Figures 4.6a illustrate the conventional control with

high voltage configuration and Figure 4.6b displays the conventional control with low voltage

setting. A closer inspection of graph 4.6a shows that when the voltage setting at the reference

VSC is configured to a higher voltage, the active power generation is lower in the cases HWHD

(i.e., generators 1, 2) and HWLD (i.e., generators 3, 4, 5 and 6), whilst the active power generation

is higher in the cases LWLD (i.e., generators 1, 2) and case HWHD (i.e., generator 4). In Figure

4.6b, there is a slight increase in the active power generation in the cases HWHD (i.e., generators
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1, 2) and case LWHD (i.e., generator 4). Figures 4.6c and 4.6d plot the results of the droop

control implementation for both high voltage and low voltage configurations at the reference VSC.

These results demonstrate a similar pattern of correlations (i.e., relationships) analysis performed

under the conventional control conditions. From this statistical analysis of the graphical data, it

can be summarised that generators located in close proximity to the DC system, are capable of

reducing their active power generation during high voltage configuration, for both the conventional

control and droop control under high wind (i.e., HW) conditions. These findings will assist TSOs

in selecting appropriate sort of control techniques to mitigate the congestion, especially when

considering voltage setting at reference VSC under worst-case scenarios.

Figure 4.6: Generation optimal active power flow profile for the contingency scenarios with control
strategies.
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4.6.2 Simulation: Multiple Period Operational Planning

The performance of the proposed multi-period planning model, which is based on the scaling factor

technique, is evaluated on the modified IEEE30-bus system. The topology of the modified network

system is illustrated in Figure 4.14 that has been divided into two areas employing partitioning

technique discussed in section 4.2.2. This partitioned system comprises a DC system with three

wind farms located in partition 2, whilst partition 1 contains an AC system. The DC system

consists of six DC lines, three converters (i.e., VSC1, VSC2 and VSC3) and three transformers

(i.e., Tx1, Tx2 and Tx3), whilst the AC system has six conventional generators (i.e., G1, G2, G3,

G4, G5 and G6), 30 buses, 41 transmission lines, and 18 demands. The simulations are performed

in Matlab open-source programming language on laptop equipped with an Intel (R) Core (TM)

i5-10210U CPU running at 1.60GHz (2.11 GHz), a 64-bit processor and 8.00 GB of RAM. All cases

are successfully converged in the MATPOWER platform. The data for IEEE30 bus can be found

in Appendix B, and the parameters related to the DC system (i.e., converter and DC grid) are

the same as in the single period operational planning model. Table 4.1 provides detailed control

settings of the VSCs for the basecase, and also the control settings for both conventional and droop

control modes.

Table 4.1: Power Converter Characteristics

Scenario Converter Type Mode Control Constraint

a) Basecase VSC1 II 4 Vr = 1.0p.u.

VSC2 I 3 Pr = 25MW

VSC3 I 3 Pr = 15MW

Types of control

b) Conventional Control

i. DC Voltage VSC1 II 4 Vr = 0.98p.u.

ii. Active Power VSC2 I 3 Pr = 27.5MW

VSC3 I 3 Qr = 12MW

c) Drop Control

VSC1 II 7 Vr = 0.98p.u.

Pr = 27.5MW

kdp = −0.1

VSC2 I 3 Pr = 12MW

VSC3 I 2 Qr = −25MVAR

Three scenarios have been carried out in the multi-period operational planning that are: a)

basecase; b) conventional control (i.e., combination control of DC voltage control and active power

control); and c) droop control. For all cases, VSC1 is designated as the reference VSC, while the
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Table 4.2: Contingency scenario

Contingency scenario Lines Generator

Outage 1 Branch 15 -

Outage 2 Branch 31 -

Outage 3 - Generator 2

Outage 4 - Generator 6

other VSCs operate according to the control types specified in Table 4.1. In case a (basecase) and

b (conventional control) both VSC2 and VSC3 are assigned to active power control, as for case c

(droop control) the VSC2 is set to active power control and VSC3 is set to reactive power control.

The cases also considered a contingency event that adhered to the N-1 rule (i.e. outage occur one

at a time, where only one branch or generator experiences as an outage at a time, as specified in

Table 4.2), with 10% probability without creating an island. This probability approach is essential

to be included in the steady state analysis, as it enables a more reliable estimation of the risk in

the power system [207].

Result and Discussion

The objective function presented in (4.27) is a function related to the total generation cost of

conventional generators over a period of 24 hours. From this function the costs for the basecase

and contingency cases (i.e., outage at branch 15 and generator 2) are plotted in the graph as

presented in Figure 4.7. It can be observed from the graph that the costs for the basecase vary

over the 24-hour horizon, with the highest generation cost occurring at hour 20 and the lowest

generation cost happening at hour 6. There is an unusual pattern where the costs are negative

at hours 2 and 18, likely due to the majority of electricity generation coming from wind farms,

as the wind generation costs in this research are set to zero. These costs increase in the event

of a contingency (i.e., outages at branch 15 and generator 2) as opposed to the basecase, and it

is obvious that these costs rise dramatically when the outage occurs at generator 2. The overall

cost generation within 24 hours for the basecase is 6366.62$/MWh, whilst the contingency costs

associated with outages at branch 15 and generator 2 are 6390.09$/MWh and 7257.05$/MWh,

respectively. This corresponds to a 0.37% increase for the branch 15 outage scenario, whilst the

generator 2 outage result in substantially higher cost increase of approximately 14% in respect to

the basecase.

The comparison of the increment cost for 24 hours period between branch 15 outage and

generator 2 outage is clearly shows in Figure 4.8. From this graph, it is apparent that when the

outage happens at generator 2 the total generation becomes higher as compared to the outage

at branch 15, especially at hour 20 (i.e., the highest cost) and hour 6 (i.e., the lowest cost). At

hour 20 the cost for contingency branch 15 (contingency B15) is 557.58$/MWh and the cost for
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Figure 4.7: Total generation cost over 24-hour period for basecase and contingency case

Figure 4.8: Cost comparison: Contingency B15 versus contingency G2

contingency at generator 2 (contingency G2) is 631.09$/MWh, and the difference between both

cost is 73.51$/MWh. Further analysis at hour 7 shows that the costs for both contingency B15

and contingency G2 are 501.56$/MWh and 561.41$/MWh, respectively. The difference between

both costs is 59.86$/MWh. At hour 8 the contingency B15 cost is 434.58$/MWh and the cost for

contingency G2 is 493.71$/MWh, and the difference between them is 59.13$/MWh. As for the

lowest cost that occurs at hour 6, the contingency B15 cost is 0.97$/MWh and the contingency G2

cost is 0.98$/MWh, the difference between both costs are relatively small, which is 0.018$/MWh.

The observation from these results could be summarised as follow: an outage at the generator

would result in higher production costs (i.e., 53.18% from overall cost for both contingencies) for

electricity generation from the conventional generators as opposed to the branch outage costs (i.e.,

46.82% from overall cost for both contingencies).
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Figure 4.9: Contingency versus RAS-FUBM actions. a) Outage at branch 15 b) Outage at gener-
ator 2

As depicted in Figure 4.9, the execution of RAS-FUBM actions shows minimal cost savings for

both control methods in terms of the hourly total generating expense when RAS-FUBM actions

are executed, when considering the hourly total generating expenditure for electricity within a

day. The costs comparison between contingency B15 (i.e., outage at branch 15) and RAS-FUBM

actions. (i.e., the RAS-FUBM actions consist of the RAS-FUBM CC and RAS-FUBM DC, which

are the conventional control and droop control, respectively, incorporated within the RAS-FUBM

approach. Both the conventional control and droop control employ VSCs within the FUBM model,

which have been discussed in detail in Section 3.3 of Chapter 3.) is displayed in Figure 4.9a, whilst

Figure 4.9b illustrated the contingency G2 (i.e., outage at generator 2) in relation to both RAS-

FUBM actions. Analysing the data presented in Figure 4.9a (i.e., Outage at branch 15), reveals that

at hour 20, which exhibits the highest cost in the overall period, the cost for the contingency B15

is 557.58$/MWh, whilst RAS-FUBM CC and RAS-FUBM DC are 557.92 and 552.02 respectively.

This translates to a saving cost of 0.341$/MWh for RAS-FUBM CC and 5.556$/MWh for RAS-

FUBM DC compared to the contingency B15. Examining Figure 4.9b (i.e., Outage at generator

2) at the same hour, the cost for the contingency G2 is 631.09$/MWh. The RAS-FUBM CC

cost is 632.91$/MWh, whilst the RAS-FUBM DC cost is 625.47$/MWh. Consequently, the cost

saving in relation to the contingency G2 are 1.816$/MWh for RAS-FUBM CC and 5.623$/MWh for

RAS-FUBM DC. These calculations clearly show that compared to the RAS-FUBM CC, the RSA-

FUBM DC has had smaller effect on the overall generation cost. Both graphs, which demonstrate

that the RSA-FUBM DC cost is less than the RAS-FUBM CC cost almost every hour, confirm

the result of this investigation. Overall, these outcomes show that both RAS-FUBM action can

reduce the total cost of generation, with the RAS-FUBM providing a small further savings in the

event of a contingency, such as generator or branch outage.
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Figure 4.10: VM for all cases across 24-hour period for outage at branch 15

Difference Voltage Magnitude (VM) limitations are applied to an AC and DC systems, with the

AC system having two upper limits in particular. The lowest bound for the AC system is 0.95p.u,

whilst the upper bounds are set at 1.1p.u for the generator bus and 1.05p.u for the demand bus.

The upper and lower limits for the DC system are 1.15p.u and 0.95p.u, respectively. Figure 4.10

depicts the voltage profile outcomes (i.e., basecase, contingency, RAS FUBM CC and RAS-FUBM

DC) over a 24-hour period in the event of an outage at branch 15. All VM in the basecase lies

within the ranges allowed on both AC and DC systems. However, when branch 15 disconnected

(i.e., contingency B15), there is a significant voltage drop below the threshold, as shown by the

contingency graph. The voltage drops to 0.94p.u at period 2, and many voltages are lower at

periods 5 and 7 compared to the basecase, which is considered an unstable voltage condition. If

this voltage instability continues,the power system may not be secure and significant losses could

occur, potentially leading to power shutdown or a blackout. RAS-FUBM has been implemented

to reduce the risk since it is vital to conduct suitable control in order to mitigate the risk of this

situation deteriorating further. When the RAS-FUBM measures are activated, the voltages are

increased as illustrated in the RAS-FUBM CC and RAS-FUBM DC graphs at hours 2, 5 and 7.

The effect of voltage instability also occurs when there is a generator outage as shown in Figure

4.11. Even though the voltages are within the permitted range during the basecase, they decrease

when generator 2 is turned off. What stands out in this Figure compared to Figure 4.10 is that the

number of voltage drop is less, as opposed to the branch outage scenario, where the voltage drop
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Figure 4.11: VM: Generator 2 off

only occurs at period 2 (i.e., approximately 0.945p.u). These voltages are raised to the allowed

levels at the same hour by the RAS-FUBM control actions (refer to the Figure RAS-FUBM CC

and RAS-FUBM DC), allowing the power system to operate in a secure and stable manner. The

observations drawn from Figures 4.10 and 4.11 provide credibility to the theory that effective

controllability can improve voltage stability, which is crucial for strengthening the power system’s

ability to operate more reliably, securely and stably. Based on these outcomes, when a contingency

scenario, such as a branch or generator loss, happens in the system the implementation of RAS-

FUBM measures considerably delivers a healthy voltage profile over a 24-hour period. Adopting

RAS-FUBM can restore the voltages to an acceptable limit for a steady state operation, particularly

in the event of a contingency.

In order to assess the degree of congestion in the MT-HVDC system under several scenarios

(i.e., basecase, contingency case, RAS-FUBM CC and RAS-FUBM DC), the contingency ranking

approach, as outlined in section 4.3.1, has been applied to the multi-period operational planning

model. The Severity Index (SI) for active power flow has been calculated as per equation (4.25).

Subsequently, the SI for each branch has been added together using equation 4.26, yielding the

overall SI value for each scenario over a 24-hour period, and these values are then ranked and

presented on a heatmap. The branch 15 outage is depicted graphically in Figure 4.12, whilst the

generator 2 outage is illustrated in Figure 4.13. From the heatmap presented in Figure 4.12, it

can be observed that hour 20 exhibits the highest SI value of 0.9418, indicating it represents the
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most critical scenario in terms of thermal overloading over the 24-hour period for the basecase.

The next most severe thermal overloading occurs at hours 16 and 8, with SI values of 0.7909 and

0.7729, respectively. The lowest SI value on the list is 0.3228, which occurs at hour 6.

Figure 4.12: SI for outage at branch 15

The list of SI remains unchanged when the contingency occurs (i.e., outage at branch 15),

however, the heatmap’s SI number indicates level of congestion has intensified. The SI value at

hour 20 remains the highest at 0.9722, followed by 0.8215 at hour 16 and 0.8115 at hour 8 in

descending order. For the respective hours of 20, 16 and 8, the contingency severity exhibits an

incremental percentage of 3.2%, 3.9% and 5% in comparison to the basecase. At hour 6, the

lowest SI value in the contingency scenario is 0.325, representing a 0.7% increase higher than

the basecase. To alleviate the congestion during contingency scenario, the RAS-FUBM controls

(i.e.,RAS-FUBMM CC and RAS-FUBM DC) have been implemented. The application of these

control measures has resulted in a significant reduction in system severity, as evidenced by the SI

values presented on the heatmap. For the RAS-FUBM CC, the higher SI values are observed in

decreasing order: 0.9718 at hour 20, 0.8182 at hour 16 and 0.8092 at hour 8. In comparison, hour 6

has the lowest SI number of 0.3335. The percentage of RAS-FUBM CC decrements relative to the

contingency case is 0.04%, 0.40% and 0.28% for hours 20, 16 and 8, respectively. In contrast, the

lowest SI value demonstrates a 2.62% increase percentage from the contingency scenario. The RAS-

FUBM DC result is similar to the RAS-FUBM CC, nevertheless, the severity in the system is less

congested as evidence by the SI number exhibited on the heatmap. The SI values are significantly

lower at the same hours as previously described (i.e. hours 20, 16, 8 and 6) than the RAS-FUBM

CC, which are 0.8434, 0.6907,0.6938 and 0.2605. Comparing the RAS-FUBM CC with the hours

20, 16, 8 and 6, the SI values in this form of control are decreasing at 13.2%, 15.92% and 14.5%

and 19,85%, respectively. The results presented suggest that, in comparison to the RAS-FUBM

CC, the RAS-FUBM DC is a more effective control for mitigating congestion. Taken together, the
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outcomes of RAS-FUBM CC and RAS-FUBM DC lend credibility to the concept that RAS-FUBM

measures are able to alleviate power system congestion, particularly in the event of a contingency

strike such as a branch outage.

The heatmap representation from the total SI calculations based on equation 4.26 for the

generator 2 outage is presented in Figure 4.13, and the SI ranking list for this contingency matches

the outcome of the branch 15 outage. Although the ranking list remains identical with the outage

at branch 15, the severity of the congestion appears more severe when generator 2 is disconnected.

The contingency SI values for the third highest ranks are 1.22, 0.9504, and 0.9409, observed at

hours 20, 16 and 8, respectively. The aforementioned data, when converted to percentage relative

to the basecase SI values (i.e., hour 20 is 0.9418, hour 16 is 0.7909 and hour 8 is 0.7729), shows that

the relative increments are 29.5% for hour 20, 20.2% for hour 16 and 21.7% for 8. The SI values

of 1.226 at hour 20, 0.9536 at hour 16 and 0.9455 at hour 8, demonstrate that the activation of

RAS-FUBM CC has resulted in slightly more severe congestion than the contingency case. These

values, when converted to percentages, are 0.49%, 0.34% and 0.49%. The lowest SI values for

RAS-FUBM CC is 0.3318, which is 2.79% higher than the contingency scenario (i.e., SI value for

the contingency is 0.3228, which is the same as basecase). The results for the RAS-FUBM DC

are somewhat counterintuitive compared to the RAS-FUBM CC, even though the ranking list is

still the same. Referring to the SI values on the heatmap for hours 20, 16 and 8, which are 1.056,

0.7875 and 0.791, respectively, there has been a decrease in congestion for 13.44%, 17.14% and

15.93% of the time. The heatmap’s most notable discovering in RAS-FUBM DC case is that the

lowest SI value (i.e., 0.2566) has dropped by 20.51% compared to the lowest SI contingency value.

Overall, these results indicate that RAS-FUBM DC is more effective to alleviate the congestion in

the power system network compared to the RAS-FUBM CC, when there is a generator outage.

Figure 4.13: SI for outage at generator 2

In summary, several simulations have shown the effectiveness of RAS-FUBM controls (i.e.,
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RAS-FUBM CC and RAS-FUBM DC), which is demonstrated by the voltage profile and SI results.

Furthermore, these methods can alleviate congestion effects from the branch or generator outages

by restoring the healthy voltage and minimising congestion as presented on the discussion results.

As observed from the SI values, the RAS-FUBM DC is more efficient that the RAS-FUBM CC

at alleviating congestion during the generator outage. The RAS-FUBM controls are effective at

restoring the network system to a secure and reliable state. Additionally, the TSOs can use the

RAS-FUBM controls to develop an optimal operational profile for a system incorporating large

scale converter interfaced wind integration, before implementing it into practice in a real time

operation.

Figure 4.14: MT-HVDC system with two zones
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4.7 Chapter summary

This chapter presents a comprehensive overview of the short-term operational planning related to

the hybrid AC/DC networks used for offshore wind integration, which can be divided into single

period operational planning and multiple period operational planning. The single period planning

discussed in section 4.1 introduces the modelling tools to simulate multiple worst-case scenarios,

associated with wind energy generation (i.e., high and low) and demand (i.e., high and low)), whilst

concurrently simulating the possibility of an outage (i.e., complying with the N-1 rule) in the power

system during a steady-state analysis. These scenarios are important considerations for TSOs

to plan and develop robust contingency plans for operational flexibility. However, in real-world

application, demand and wind energy are continuously changing due to various factors. Therefore,

it is crucial to investigate the hourly pattern of demand and wind energy. To incorporate hourly

variability in demands and wind resources, two elements have been introduced (i.e., scaling factor

and partitioning technique) to modify the standard SCOPF formulation and enable variability in

both demand and wind profiles across different time periods, which are covered in section 4.2. A

novel approach for the RAS scheme (i.e., RAS-FUBM) is introduced in section 4.4, which can

be utilised in a short-term operational planning framework to plan and deploy flexibility actions

within hybrid AC/DC networks and mitigate contingency. To replicate the real-world operation

planning, this thesis has modelled the multi-period SCOPF incorporating the RAS-FUBM scheme

in section 4.5, in order to conduct dynamic analysis in the power system related to the fluctuations

exhibited by electricity demand and wind power generation over time.

Two case studies are presented to demonstrate both single-period and multiple-period short-

term operational planning. The results for the single period case highlighted that the contingency

can be mitigated by taking prompt corrective actions, especially when the system experiences mul-

tiple worst-case scenarios. Meanwhile, the results in multiple-period operational planning demon-

strate that the RAS-FUBM scheme is effective at restoring the hybrid AC/DC network integrated

with offshore wind to a secure and reliable state. Furthermore, this scheme can assist TSOs in de-

veloping an optimal operational profile for a system incorporating large-scale converter-interfaced

wind integration before implementing it in real-time operations. Further discussion of alleviating

congestion in long-term planning associated with the multi-objective optimisation problem and the

deployment of the VSC will be presented in the next chapter.
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Chapter 5

Long-term Planning of Hybrid

AC/DC Networks with

Multi-terminal HVDC Links for

Offshore Wind Integration

The infrastructure of the power system is aging [208], wherein transformations and upgrading are

required to accommodate the growing integration of variable renewable energy output, particularly

from Offshore Wind Farms (OWFs). These transformative and upgrading aspects are related to

the long-term planning of the energy system, which requires comprehensive forward planning. In

this context, long-term planning normally focuses on the development paths for the energy system

that takes into account the infrastructure and long-lived technology investment cycle [209] such

as expansion of generation through procurement planning and transmission, policy development

and investment decision-making. The investment-planning model, which is intrinsically linked to

the investment decisions made by the private sector and government’s policies, represents a crucial

aspect of long-term planning of energy systems. This model serves as a valuable analytical tool,

enabling the assessment and guidance of investment and policy decisions pertaining to the devel-

opment of the energy system [210]. However, modern power systems are undergoing a transition

towards higher levels of renewable energy, and the unpredictable and variable nature of the renew-

able sources are making the overall power generation levels increasingly difficult to forecast [211].

The main obstacles during this transition period are the reliable delivery of electricity [212] and

effectively managing the variability and uncertainty associated with the power balance between

generation and demand. Practically, the traditional long-term planning approach is inadequate

or not designed to meet this challenge and needs to be updated to be sufficiently flexible to keep
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up with the rapid changes occurring during this transitional phase. The flexibility in the context

of operational planning [213] is the ability of wind generation to be deployed within a certain

timeframe to respond to changes in the additional demand and reduce the conventional generation

outputs. Therefore, the power system needs to be transformed to ensure flexibility, particularly in

the transmission system, which requires investment in the long- term investment planning focus-

ing on transmission infrastructure that is suitable for maximising integration and deployment of

variable renewable generation output.

Within the very paradigm of new enabling transmission technologies, the Multi-Terminal HVDC

(MT-HVDC) system is the transformative concept in power systems that has great potential in

addressing the obstacles of forthcoming transmission systems, particularly for enabling large OWFs

with hundreds of MWs of generation capacity and located in farther distances from the shore [214].

The MT-HVDC systems could also potentially accelerate and facilitate the realisation of the Eu-

ropean supergrid concept [215]. The supergrid is an extension of the existing transmission grid

that is a combination of an AC and DC topology with either fully meshed or alternative topolo-

gies [216]. Its purpose is to transmit larger amounts of electricity and offers greater flexibility (i.e.,

improving the performance of AC system by regulating voltage, active power, reactive power, or

current [217]). Given the higher levels of flexibility and control promised by MT-HVDC links,

particularly those that are based on Voltage Source Converters (VSC), such a transmission tech-

nology may become a feasible solution for enabling higher flexibility of operation in future power

systems with high levels of variable renewable generation output. However, this could present

new challenges for the Transmission System Operators (TSO) [218], including the need to manage

complex and varied control strategies, complex HVDC system topologies and infrastructure (e.g.,

FACTS and DC cables), and different requirements for each AC system terminal (i.e., cable ratings,

capability of each AC node to inject and absorb a large amount of power (e.g., in the gigawatt

range), protection and grounding, pylon size and space, and standard operability) [219] [14] [220].

In this chapter, the focus is on developing a new methodology with which a MT-HVDC link can

be designed with optimum placement of VSC stations.

The rest of this chapter contains the following: section 5.1, explains the optimal VSC place-

ment within the MT-HVDC transmission planning. Section 5.2 describes the Multi Objective

-OPF (MO-OPF) in detail, considering overall generation, congestion and VSC capital/operation

costs. The next section provides an overview of the congestion management techniques. In the

next section, this thesis studies the DC voltage at the reference VSC node, deploying the VSC

placement along with statistical analysis, to provide insightful understanding of the VM variables

characteristics. Finally, the most important aspects of this chapter are summarised in the chapter

summary.
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5.1 MT-HVDC Transmission System Planning with Opti-

mum VSC Placement

Installation of new components, in particular plug-in VSC stations into an existing transmission

system (i.e., VSC placement), is expensive and requires careful consideration of various factors

that influence the decision criteria. The identification of component needs to take into account

three main steps [221]:

(a) Scenario:

Potential future scenarios to evaluate infrastructure requirements and projects.

(b) System needs:

Identify which scenarios would benefit from new system assets.

(c) Project assessment:

Cost-benefit evaluation of the projects for transmission, generation and storage in each sce-

nario.

Given the economic constraints [222], the optimal number of VSC stations within a particular

power system can be determined through the identification of components need analysis. This an-

alytical stage would yield valuable insight and resolve the limitations of VSC stations (e.g., costs,

availability of space for the VSC station, demand for the VSC stations, policy requirements, etc)

by meticulously weighing the benefits of deploying these VSC converters and their associated costs.

The VSC is considered as a feasible option for utilising transmission line assets to their maximum

potential [223], as they provide for the new flexibility (i.e., controlling power system parameters

such as voltage and power) that can increase the system’s reliability, stability and operations secu-

rity [224], particularly for hybrid AC/DC networks (e.g., AC systems with embedded MT-HVDC

links). The integration of the VSC can increase power transfer capability from one location to

another location that most require it, without necessitating procurement of additional generation

capacity or topological changes that require costly grid expansion investment [225]. Hence, embed-

ded MT-HVDC links, whilst requiring high initial investment costs can reduce the overall cost of

operation of the power system in the long-term by introducing additional flexibility into the system

and deferring or avoiding costly grid expansion and/or generation procurement in the long-term

to account for growing demand and/or growing variable renewable generation output.

In order to optimise the VSC placement within a typical long-term planning problem, the op-

timisation tools need to incorporate the multiple decision criteria, namely the VSC station initial

installation costs as well as operation and congestion, both from cost perspective and from grid

steady-state performance perspective. These multiple criteria may be introduced mathematically
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as different objective functions, which will make the ensuing long-term planning problem mathe-

matically expresses a multi-objective optimisation problem. The trade-off principle [226], which

competes one objective against another, is not the focus of this thesis. Instead, the multi-objective

analysis in this chapter focuses more on the advantages of integrating VSC in the power system

under study, which will be covered in more detail in the following section.

5.2 Multi-Objective OPF (MO-OPF) Problem Formulation

The OPF is the most significant tool in the context of power system planning and is extensively

studied as a viable optimisation tool for power systems, as covered in-depth in Chapter 2. How-

ever, real-world optimisation problems require the solution of numerous objective functions to be

considered, especially when dealing with critical problems such as reducing carbon emissions, re-

ducing losses, etc, making single-objective optimisation problems impractical. In this chapter, a

general Multi-Objective OPF (MO-OPF) problem formulation is developed for purposes of long-

term transmission planning of hybrid AC/DC networks with MT-HVDC links. The MO-OPF

problem can be mathematically expressed in (5.1):

Minimise F(x, u) =
∑
j∈J

fj(x, u) (5.1)

subject to:

ge (x, u) = 0, ∀e ∈ E (5.2)

hf (x, u) ≤ hmax
f ∀f ∈ I (5.3)

In (5.2) and (5.3) sets E and I are defined as sets of indices associated with equality and

inequality constraints in the MO-OPF problem. Equality constraints are the power balance equa-

tions and inequality constraints pertain to the physical limits of the transmission lines as well as

all other devices, including VSC stations in the system under study.

Functionfj , where j ∈ J is the number of objective functions, is referred to as the total objective

function associated with the MO-OPF problem, which can be explicitly expressed as follows:

Minimise F = [f1, f2, f3, . . . , fT ] , ∀j ∈ J

where ’T ’ denotes the total number of objective functions and ’F’ is the sum of all objective

functions as
∑

j∈J fj , where j represents the number of objective function for all ∀j ∈ J in a set

of all objective function indices, J . The MO-OPF problem can be extended to incorporate the

following objectives: a) minimising the combined cost of overall generation (fg) and congestion

cost (fc); and b) minimising the combined cost of overall generation cost (fg), congestion cost

100



5.2. Multi-Objective OPF (MO-OPF) Problem Formulation

(fc), and VSC placement cost (fp) in an MT-HVDC system integrated with OWFs. The modified

MO-OPF formulation related to both objectives can be expressed as below:

Minimise FT = fg + fc + fp (5.4)

Subject to:

ge (x, u) = 0, ∀e ∈ E (5.5)

hf (x, u) ≤ hmax
f , ∀f ∈ I (5.6)

In (5.4), fg, fc and fp are the overall generation cost, congestion cost and VSC placement costs,

respectively. In the case where VSC is not considered, the objective function of placement fp will

be omitted and this will be further elaborated in the section 5.2.2 and 5.2.3. The following section

will provide an explanation of each objective function.

5.2.1 Objective function

There are three objective functions in this section, which are all associated to the costs of overall

generation, congestion and VSC placement. The MO-OPF takes all objective functions simulta-

neously to be solved, in order to find an optimal solution for all objective function, with each

objective function explained in detail in the following section.

1. Objective function 1: Minimise overall generation cost for conventional generator.

The standard generation cost function’s objective is to minimise the total generation cost,

and related to the fuel cost, operation and maintenance costs that mathematically expressed

as below:

f(g,i) =
∑
i∈G

ai + bPi + cP 2
i , ∀i ∈ G ($/h) (5.7)

Where f(g,i) is the quadratic function that represents the total generation cost of the i− th

generation unit with i ∈ G and G set of all generator indices. The variables a, b, and c are

the cost coefficients related to that conventional generator unit, which are given in the units

of $, $/MWh and $/MWh2, respectively. In (5.7), Pi represents the active power generated

by the i− th generator.

2. Objective function 2: Congestion cost.

The second objective is the cost of congestion pertaining to the sum of all Severity Index

congestion (SIc) and the associated congestion cost (α). This objective is formulated as:

fc =
∑
c∈C

αSIc, ∀c ∈ C ($) (5.8)
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where C is defined as the set of all congestions with c being indexed over this set. The

Severity Index (SI) for each line is calculated as follows:

SI =
∑
k∈K

W

(
Pk

Pmax
k

)2n

, ∀k ∈ K (5.9)

where K is defined as the set of all line congestions with k being indexed over this set. In

(5.9), Pk is the power flow from line k, and Pmax
k is the upper limit for line k. The variables

W and n are the weighting factor and the penalty factor that have to be positive, respectively.

3. Objective function 3: VSC placement cost.

The third objective function is associated to the VSC placement cost (fp), which is the sum

of the VSC’s capital investment cost (fCAPEX
p ) and the operating costs (fOPEX

p ) multiplied

by the number of VSC (Nvsc). This expression can be mathematically formulated as:

fp =
∑
p∈P

(
fCAPEX
p + fOPEX

p

)
Nvsc, ∀p ∈ P ($/MW ) (5.10)

where P is defined as the set of all VSC placements with p being indexed over this set. The

variable Nvsc refers to the number of VSCs, and the capital investment cost (fCAPEX
p ) as

well as the operation cost (fOPEX
p ) for the VSCs are described further below:

(a) CAPEX cost: capital investment cost

fCAPEX
p = cpPp, ∀p ∈ P (5.11)

Where fCAPEX
p is the capital expenditure per VSC, which is calculated as the product

of two scalar values: the cost of the initial VSC (i.e., component only) denoted as cp

and expressed in dollars ($), and the capacity of the VSC, denoted as Pp and expresses

in megawatts (MW ).

(b) OPEX cost: Operation cost

fOPEX
p = n

Nyear∑
y=1

fCAPEX
p

(1 + dr)y
∀p ∈ P (5.12)

Where fOPEX
p , is the Net Present Value of the incurred operating costs of maintaining

the VSC stations, and the variables n, dr and y refer to the normal utilisation rate,

the discount rate and the project lifetime in years per VSC station, respectively. The

utilisation rate is the effective equipment life cycle [227] of the VSC, which is expressed

as a percentage value.
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5.2.2 Multi-objective function without VSC

The multi-objective function without VSC is a function consisting of two objectives (j = 2). These

objectives are the summation of the generation cost (fg) and the congestion cost (fc), within a

standard HVAC system that consists of conventional generators only. The purpose of this function

is to minimise the overall generation cost in conjunction with the total congestion cost across each

transmission line in the standard HVAC system (i.e., IEEE30 bus system) without the presence of

wind generation. The expression of this function is determined by below:

Minimise FT = fg + fc (5.13)

g0e (x, u) = 0, ∀e ∈ E (5.14)

h0
f (x, u) ≤ hmax ∀f ∈ I (5.15)

Function FT, is the sum function of two objective functions: overall generation cost (fg) and

congestion cost (fc), as shown detail in (5.7) and (5.8). The (g0e) is the equality constraint that

represents the basecase scenario, and E is the set of all equality constraints with e being indexed

over this set. The (h0
f ) refers to the inequality constraint for the basecase scenario, with I is the

set of all inequality constraints with f being indexed over this set. Both constraints follow the

same constraints as the single OPF constraints, as discussed in Chapter 2.

5.2.3 Multi-objective function with VSC placement

The multi-objective function in the presence of VSC is a function that has three objectives (j=3),

which is the summation of generation cost (fg), congestion cost (fc) and VSC placement cost (fp),

within a MT-HVDC system consisting of combination generation of conventional generators and

wind generators. This function FT has the same expression as in the (5.4) except the index (p)

has been added into the equality and inequality constraints, which refer to the VSC placement in

the MT-HVDC system. The MO-OPF in this scenario is expressed as:

Minimise FT = fg + fc + fp (5.16)

gpe (x, u) = 0, ∀e ∈ E, ∀p ∈ P, (5.17)

hp
f (x, u) ≤ hmax, ∀f ∈ I, ∀p ∈ P (5.18)

|ur − u0| ≤ ∆ur, ∀r ∈ R (5.19)

where (gpe ) is the equality constraint in the MT-HVDC system, whilst E and P are defined

as the set of all equality constraints and VSC placements, with e and p being indexed over these

sets, respectively. As for the inequality, it is denoted by (hp
f ), where I is the set of all inequality

constraints, and f being indexed over this set. The last equation has been introduced in the

103



5.3. Congestion management in the power system

presence of the VSC, which refers to the maximum allowable control permitted in the RAS-FUBM

control (∆ur), as explained in detail in Section 4.4.2] of Chapter 4. The VSC device, when placed

within the grid system, is capable of controlling the voltages and power flows on both the AC and

DC sides, particularly during contingency events. The variable ur refers to the RAS-FUBM control

action taken during the post-contingency state, and u0 refers to the base case action (i.e., without

the presence of VSC). The set ’R’ is defined as the set of all control actions in the RAS-FUBM,

with r being indexed over this set.

5.3 Congestion management in the power system

Congestion refers to a situation where the transmission line capacities are exceeded (i.e., over-

loaded thermal limits) due to higher demands, operational limitation (i.e., physical limit in the

infrastructures or components) or contingency cases (i.e., outages or failures equipment such as

transmission line or generator). The congestion may result in economically sub-optimal operation

(i.e.,a state where the power system is not operating in the most cost-effective manner, despite still

being able to meet the requisite power delivery demands in a consistent and reliable service [228]),

stability issues (i.e., voltage and frequency), or in severe cases cascading blackout events. There-

fore, implementing a congestion management technique is vital to mitigate any severe risks of

congestion and maintain the security and reliability of power system. There are many conges-

tion management methods developed over the years [229] [230], and they can be divided into two

groups: technical and non-technical as illustrated in Figure 5.1. There are two approaches on

the technical: a) generation-centric (e.g., rescheduling generation or Distribution Generation (DG)

including smart grid DG, location or sizing the DG); and b) transmission-centric (e.g. Flexible AC

transmission systems (FACTS) integration, FACTS location or placement, HVDC integration, Se-

curity Constrained Optimal Power Flow (SCOPF), and contingency analysis). On the other hand,

the non-technical side can be divided into: a) Market-centric approaches encompassing nodal pric-

ing, zonal pricing and auctioning; and b) customer-centric involving demand response analysis

and load curtailments. The main focus of this research on congestion management techniques is a

transmission-centric approach related to the FACTS/HVDC grid integration.

FACTS devices, which are based on power electronic devices have seen increasing utilisation

in the power transmission system. These devices have the ability to control line impedance, nodal

voltage magnitude and phase angle, as well as active and reactive powers [231], thereby alleviating

transmission congestion and enabling improvement in the grid infrastructure, together with other

benefits. Optimising the return on investment from the FACTS integration is necessary because

of the high cost of these components. This is particularly important when it comes to the control

settings, which directly affect the generators and loads in the power system [232], and also could

mitigate the congestion in the transmission lines. Considering the importance of these control

settings and their ensuing impact on the operation of the power system, within the context of
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Figure 5.1: Congestion Management Technique

hybrid AC/DC systems, this research investigates the role and impact of DC voltage control at

the reference VSC station within a MT-HVDC transmission system, which is designed to integrate

offshore wind farm generation capacity to an existing AC power system. The first problem to

consider is the optimal placement of VSC converter stations within the MT-HVDC system, followed

by an analysis of the impact of DC voltage control at the VSC reference node for the purpose of

alleviating any congestion impacts within the entire AC/DC system.

5.4 Control of DC voltage at Reference VSC node

One of the important state variables characterising the operation in a power system is Voltage

Magnitude (VM), which normally exhibits variations due to the factors such as load changes,

generator output (e.g., wind and solar), network topology changes and disturbances. Maintaining

VM levels at every bus is paramount for both normal operation and in the event of disturbances.

Within an MT-HVDC system, the reference VSC plays a pivotal role in regulating the entire

voltage profile, ensuring that the total active power entering the power system equals the total

power leaving, inclusive of the losses [233] incurred across the hybrid AC/DC network. The chosen

DC voltage setpoint at the reference VSC influences the severity of voltage variations and the

distribution of balancing power at both the AC and DC sides. By applying precise control of

the DC voltage at the VSC reference, it ensures the healthy voltage (i.e., VM that is maintained

within the range limit), which could prevent abnormal voltages (i.e., overvoltage or undervoltage
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scenarios) that could disrupt power transmission. Existing research on DC voltage control has

primarily focused on controlling DC voltage deviation through simulation of DC link dynamics

associated with the VSCs connected to weak grids [234], implementing voltage droop control in

MT-HVDC system [235] [236], applying distributed DC voltage control in two-terminal HVDC

systems [237] and regulating DC voltage in a point-to-point VSC-HVDC system [238].

The operations of VSC in the MT-HVDC system integrating large-scale OWFs presents two pri-

mary control challenges namely, active power sharing and voltage regulation. Despite the fact that

both active power control and voltage regulation are relatively important to ensure the reliability

of the hybrid AC/DC networks, the analysis of these controls depends on the operational require-

ments, either to regulate the voltage or transmit the power flow. The most typical control structure

layout in the MT-HVDC system consists of many buses that integrate with VSC to regulate the

active power injected into the AC system, one bus as a reference bus (i.e., the slack bus) for an AC

system and one VSC (i.e.,reference VSC) assigns to control the DC voltage to maintain the voltages

within the whole MT-HVDC system. [233]. For the power system to be stable and resilient [239],

DC voltage regulation has therefore higher control priority, particularly in the weak grid condi-

tions such as OWF connections. Furthermore, the power fluctuations in the OWFs, resulting from

weather-related variations in wind energy supply leads to voltage variations that have an impact

on the operation of the power system and subsequently reliability of supply to consumers [240].

Uncontrolled voltage variations could lead to tripping converters, blackouts or potential damage

to equipment. Given the importance of maintaining stable DC voltage in an MT-HVDC system

used to integrate large-scale OWF generation capacity, it is crucial to analyse the variations of DC

voltage control setting at the reference VSC within such systems. This is necessary to achieve a

balance between supply and demand, control power flow through the entire AC/DC network, min-

imise losses, and effectively manage any contingencies or disturbances that may arise. There has

not been extensive research conducted regarding DC voltage control in reference VSC node within

an MT-HVDC system specifically suited for power systems planning (long-term and short-term)

studies which are the context of this thesis. Determining the optimal placement for the VSCs is

highly important, since it affects not only the economy aspects (i.e., capital and operation cost as

explained in Section 5.2.1 under objective function 3) but also the efficiency and reliability of the

future power system, particularly in the MT-HVDC system. Furthermore, the VSC placement has

an impact on voltage profiles, power flow and overall power system performance, due to the VSC

ability to control power system parameters such as power and voltage. However, there are not

many research studies related to the DC voltage control, particularly at the reference VSC within

the MT-HVDC system. Given this, the main focus of this thesis is the investigation of this specific

type of control (i.e., DC voltage control at the VSC reference node) within the context of the VSC

placement in the MT-HVDC system. Studying the DC voltage at the VSC reference node may

help understand the voltage characteristics within the MT-HVDC system, as well as maintain all
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node voltages within acceptable limits even during unforeseen events such as varying demands and

winds or transmission congestion. Furthermore, comprehending the DC voltage control at the VSC

reference can help ensure the control approach is designed and operated to maintain the security

of the power system, and meet future demand scenarios for any given operating conditions [241].

This insight can be very valuable in the long-term transmission strategies.

The characteristic of VMs with the DC voltage control at the VSC reference node can be anal-

ysed using a statistical model approach. This approach involves data collection, preprocessing and

the implementation of applicable statistical techniques, which in this thesis focuses on probability

distribution function. Firstly, all the data (i.e., VM values) from every simulation are compiled,

capturing all operating conditions. Then, a probability distribution analysis (i.e., on discrete or

continuous variables) is performed to analyse the probability distribution of the data. This prob-

ability analysis can help in determining the fundamental statistical properties of the variations

in the VM variables, which includes the process of descriptive statistics (i.e., calculation of mean,

variance, standard deviation, etc.) to understand the characteristics of these variables. The results

of this statistical analysis would then be presented through appropriate visualisations (e.g., density

plots, histograms, scatter plots, or box plots) and summarised in a report, which would provides

valuable insight for the operation, control and long-term planning of the MT-HVDC system utilis-

ing the DC voltage control at the VSC reference node. Therefore, studying the DC voltage control

at VSC reference node within the MT-HVDC system deploying the VSC placement can be highly

beneficial for long-term planning.

In this thesis, the VM behaviour, as it varies with the voltage settings at the reference VSC in

the MT-HVDC system, is examined using the normal probability distribution. This distribution

has been chosen because it can accurately represent how variations in demand and generation

produces changes in voltage. Furthermore, the probability distribution model has been applied to

characterise the randomness in the demand [242], wind energy assessment [243], solar radiation

[244], and the power system reliability analysis [245].Considering unpredictability at the demand

and generation sides typically causes voltage changes, modelling the VM values becomes essential

in an effort to understand the volatility in the voltages for all nodes (i.e., both AC and DC

systems). In this thesis, the normal distribution has been utilised to model the VM values to

comprehend the voltage profiles across all nodes, within the variation voltage settings at reference

VSC. Analysing and presenting the VM values in a more informative way is necessary to provide a

better understanding of this variable (i.e., VMs). The normal distribution (i.e., known as Gaussian

distribution) is widely used in many engineering fields, as it allows for accurate representation of a

broad range of random phenomena, such as electrical parameters [246]. Numerous studies have been

conducted on the normal distribution in regard to power system analysis, including randomness

of load data based on historical data [247], wind power prediction in relation to wind speed [248],

and monitoring the harmonic current based on abnormal data [249]. In this chapter the normal
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distribution assumption is used to statistically model and visualize VM variations to help better

understand the inherent relation between line congestion and VM variation. This is explained in

more detailed in Section 5.4.1.

The key challenge in the hybrid AC/DC network is effectively managing transmission line con-

gestion, which arises due to the contingency events (e.g., the outage system components or abrupt

increases in demands and wind generations). This congestion can be mitigated following the initial

stage of Contingency Analysis (CA) framework. This framework involves identifying and ranking

transmission lines according to their level of severity. The CA is crucial in operational planning

of modern power systems, due to undergoing structural changes in the power generation (i.e.,

increased integration of renewable energy sources) and electricity demand (i.e., growth of smart

devices and electric cars). The ranking in the CA is calculated based on the level of severity in the

measured variables (e.g., bus voltage, current, active power or reactive power) using a performance

index (in this research it is called a Severity Index (SI)). The advantages of evaluating these two

variables through SI, providing a comprehensive overview of the changes in the transmission lines

across a specific scenario [250]. Generally, there are two variables measured in the SI namely, active

power and bus nodal VM. The focus variable in this research pertaining to the SI is active power,

and the formulation of this SI as presented in section 4.3.1 of Chapter 4. Furthermore, the effect of

changing the VSC set point has been covered through SI analysis, including the implementation of

two control methods: RAS-FUBM CC (i.e., conventional control) and RAS-FUBM DC (i.e.,droop

control), which are covered in-depth in section 4.4.2 of the same chapter. From the SI formula,

the congestion of each voltage control setting for each scenario (as presented in the case study in

this chapter) can be ranked and analysed. This will assist the Transmission System Operators

(TSOs) in taking measurable and appropriate actions to ensure the stable and secure operation of

the EPS.

5.4.1 Statistical Modelling of Voltage Magnitude Variations

In this section, a simple but effective statistical model for analysing and visualising the VM vari-

ations is given. The descriptive statistics are a method to process and present different types of

data, such that the data can be more informative [251]. These statistics can be classified into two

major categories [252]:

(a) Measures of Central Tendency (MCT) describe the center point of a data set using a single

value. There are three types of measurements in MCT: mean or average, median and mode.

The mean, which is the most common measurement in the normal distribution, can be

calculated by summing all the values in the data set (xj) and dividing this result by the

number of observations (k). The formula for the sample mean (µ) is expressed as follows:

µ =

∑k
j=1 xj

k
(5.20)
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(b) Measures of Dispersion (MD) describe the extent to which individual data values deviate

from the mean. There are three methods for assessing MD: range, variance and standard

deviation. The range is computed by subtracting the lowest value from the highest value in

the data set. The variance (v) represent the relative dispersion of data points from the mean,

and it is denoted by:

v2 =

∑k
j=1 (x̄− xj)

2

n− 1
(5.21)

Where ’x̄’ is the sample mean, ’(x̄− xj)’ is the deviation from the mean for each value in the

data set and k is the size of the sample (i.e., the number of data values). The last method

is the standard deviation (σ) is simply the square root of the variance, which formulated as

per below:

σ =

√∑k
j=1 (x̄− xj)

2

n− 1
(5.22)

The graph in Figure 5.2 illustrates the normal distribution, commonly known as a bell curve,

with the x-axis representing the two categories in the descriptive statistics. In this graph, the data

symmetrically distributed around its mean, whilst the width of the curve is determined by the

standard deviation.

Figure 5.2: Probability Density Function for Normal Distribution

A probability distribution can be defined for both discrete and continuous random variables.

In this thesis, it is assumed that voltage magnitude variations are represented as a continuous

random variable. For any random variable X defined as a function from sample space Ω to the

real numbers (representing the outcome in Ω) a Probability Density Function (PDF) [253] can

be defined as fX(x). The PDF is often characterised by a set of parameters Θ. The Cumulative

Distribution Function (CDF) is defined as the probability measure of x ≤ X as F (x) = P (x ≤

X) =
∫ x

−∞ fX(x)dx. In this context, the PDF gives a density measure of the random variable
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distribution.

For a normal probability distribution the PDF is characterised by its mean (µ) and standard

deviation (σ), and can be mathematically expressed as follows for any continuous random variable

X:

fX(x) =
1

σ
√
2π

e
−(x−µ)2

2σ2 (5.23)

In this thesis, the voltage magnitude variable has been treated as a continuous random variable,

VM , following a normal distribution assumption with a density function given in (5.23). The

random distribution of different VM values are then visualised using this assumption of normal

distribution using figures similar to the one shown in Figure 5.2.

5.5 Hybrid AC/DC Network Planning - Case Studies

There are two case studies that have been performed to understand the impact of VSC placement

within the hybrid AC/DC network. The first case study (Case One) explores a multi-objective

function incorporating into the standard OPF formulation which has three objective costs as

explained in section 5.2. The second case study (Case Two) delves into the relationship between

DC voltage control at the reference VSC node within the MT-HVDC system in relation to VSC

placement, analysing a scenario involving four VSCs. Collectively, these case studies aim to provide

a comprehensive analysis of the implications of VSC placement within a hybrid AC/DC network,

considering both the economic and operational aspects of an optimum placement of VSCs within

an MT-HVDC system. It therefore provides a holistic techno-economic framework for planning

and designing such systems precisely aimed at integrating large-scale OWF generation capacity

into existing AC power networks.

5.5.1 Case One: Hybrid AC/DC Network Planning using Multi-Objective

OPF

The proposed formulation of the MO-OPF problem is tested in two systems, which are a purely

AC system (HVAC) and a hybrid AC/DC network with embedded MT-HVDC link. Two different

topologies for the MT-HVDC link have been considered for the case of the hybrid AC/DC network

namely, one topology with three VSCs and a second topology with four VSCs. Each topology is

simulated once in the ensuing MO-OPF model. The HVAC system is based on the IEEE30-bus

system and the data of this system can be found in Appendix B. The MT-HVDC system with

three VSCs is the same as the case study in section 4.1 in Chapter 4, but without any contingency

(refer to Figure 4.4), whilst for the second MT-HVDC topology with four VSCs, there is one

additional VSC connected to bus 123 on the HVAC side as shown in Figure 5.6. The VSC1 is

assigned as the reference VSC for both topologies in the relevant MT-HVDC link. The control

settings of the other VSCs can be found in Table 4.1 for MT-HVDC topology 1 and Table 5.6
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for MT-HVDC topology 2. Details of the VSC parameters for different MT-HVDC topologies are

given in Table 5.1. The simulations for the case studies are executed using MATPOWER version

7 run on MATLAB (R2021b) on a laptop equipped with an Intel(R) Core (TM) i5- 10210U CPU

running at 1.60GHz (2.11 GHz), a 64-bit processor and 8.00 GB of RAM.

Table 5.1: VSC parameters for different MT-HVDC topologies

VSC parameters

Cost component ($) 10,000

Project lifetime (years) 25

Normal utilisation 0.75

VSC capacity (MW) 50

Discount rate 0.09

No. of VSCs (MT-HVDC Topology 1) 3

No. of VSCs (MT-HVDC Topology 2) 4

Table 5.2 shows the results of the different objective functions following the solving of the MO-

OPF model for the basecase (i.e., purely AC system), MT-HVDC topologies 1 and 2 cases. The

basecase cost is 5,113.54$/MWh, whilst the MT-HVDC topologies 1 and 2 cases are 1,635,626.12$/MWh

and 2,179,426.10 $/MWh, respectively. The difference in cost between topology 1 and basecase

is 1,630,512.58 $/MWh and the difference between topology 2 and the basecase is 2,174,312.56

$/MWh. The differences in these values demonstrate the significant cost for VSC integration into

the purely AC power system, thus this integration requires a careful analysis, such as the identifi-

cation of system needs analysis that has been discussed in section 5.1. From the costs of topology

1, which has three VSCs, and topology 2, which has four VSCs, it can be seen that there is a

543,799.99 $/MWh cost difference between these different topologies, representing a 33% increase

in cost. This cost indicates that an increased number of VSC will result in a higher overall cost

in the objective function, as demonstrated by the percentage increase in cost between the two

topologies. Despite the overall cost being higher for the integration of VSC based MT-HVDC

systems compared to the basecase, the VSC placement demonstrates superior performance with

respect to generation cost from conventional generators, an outcome that will be further discussed

in the forthcoming result.

Table 5.2: Total cost for all cases

Total cost (FT )-($/MWh)

Basecase Topology 1 (3VSCs) Topology 2 (4VSCs)

5, 113.54 1, 635, 626.12 2, 179, 426.10

The total generation cost for every case is displayed in Table 5.3, where it is obvious that
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there is considerable cost reduction with the hybrid AC/DC network (i.e., AC system embedded

MT-HVDC system) as opposed to the basecase (i.e., purely AC system). The overall generation

costs for basecase, topology 1 and topology 2 are 576.8923 $/MWh, 470.7239 $/MWh and 476.136

$/MWh, respectively. Comparing the MT-HVDC topologies to the basecase, the cost reductions

are 106.17 $/MWh and 100.76 $/MWh, respectively, and these reductions equate to 18% for

topology 1 and 17% for topology 2. However, the reduction in cost between topologies 1 and 2

is not very significant, amounting to only a 1.15% saving, which equates to 5.4121 $/MWh in

monetary terms. These findings provide support that the renewable energy could lower the total

cost of generation from conventional generators. In the future scenario, all conventional generators

(i.e., powered by fossil fuel) will be turned off, and electricity will only be generated from clean

energy sources such as wind, enabling the achievement of net zero carbon emission by 2050.

Table 5.3: Overall generation cost for all cases

Generation cost (fg)-($/MWh)

Basecase Topology 1 (3VSCs) Topology 2 (4VSCs)

576.8923 470.7239 476.136

Contingency analysis has been conducted on the basecase, and severity of each line has been

calculated as per equation 4.25 in section 4.3.1 in Chapter 4. The SI values are then presented in

the graph shown in Figure 5.3. The ranking list from the graph shows that the highest rank occurs

at line 35 with an SI value of 0.8737, followed by lines 10 and 33 with SI values of 0.5542 and

0.4882, respectively. These three lines are considered the critical lines that need to be monitored,

particularly during contingencies related to N-1 scenarios (i.e., single component outage). This

analysis provides a more accurate observation related to the congestion in the HVAC system, by

utilising the SI ranking list to determine the most severe contingency on the lines. Given this

information, the TSO will be able to monitor the critical lines and take the necessary actions to

ensure the power system remains in a secure state in terms of lines overloading. The following

results will demonstrate the performance of this SI ranking list in the modified IEEE30 bus system

with the large- scale integration of converters with the generation from OWFs.

Figure 5.4 analyses the impact of line congestion severity for different number of VSC place-

ments, with placement 1 having three VSCs and placement 2 having four VSCs. Figure 5.4a shows

the SI ranking for the placement 1, it is apparent that the branch with the highest severity ranking

is branch 35, exhibiting a SI 0.9432. This is followed by the second and third highest severity

rankings of 0.5614 and 0.5556, occurring at branches 30 and 10, respectively. Comparing the SI

values for branch 35 between placement 1 and the basecase, the difference is 0.0695, representing

an 8% increase in severity in the system. For branch 10, the difference in SI value is 0.0674, which

means there is an increase of 12% in severity on this line from the basecase. However, the SI

ranking marginally changes when an additional VSC is plugged into the MT-HVDC system for
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Figure 5.3: SI Basecase

the placement 2 case, as shown in Figure 5.4b. Branch 30 is presently in the highest ranking with

a SI value of 0.9547, followed by branch 35 at 0.7406 and branch 10 at 0.5552. In comparison

for placement 2 and the basecase, the difference in SI value is -0.1331 for branch 35 and 0.067 for

branch 10. This represents a 15% decrease in severity for branch 35 and a 12% increase in severity

for branch 10. For branches 30, 35 and 10, the comparison of SI value between placement 1 and

placement 2 is 0.0115, 0.1792 and -0.0004, which indicates a 1.22% and 31.92% rise in severity

for branches 30 and 35 and a 0.07% decrease for branch 10. The difference in SI value between

placement 1 and placement 2 is rather large when considering the impact of branch 52 (i.e., HVDC

line). There is a 91% reduction in severity on that line (i.e., branch 52) with SI values of 0.015

(i.e., placement 1) and 0.0013 (i.e., placement 2). Overall, these results indicate that the VSC

placement is able to increase and decrease the severity on each line and can modify the ranking

list in the SI without any control actions. The implementation of the control action, which is a

built-in element of the VSC, may cause the SI ranking to change, which could reduce the severity

and mitigate the congestion in the hybrid AC/DC network.

The impact of the VSC placement not only can be seen at SI ranking list, but also in the

active power generation as displayed in Figure 5.5. Generators 2 and 5 injected 55.402MW and

16.267MW active power, respectively, into the hybrid AC/DC network. However, the amount of

these power injections changes when the VSCs are connected to the hybrid AC/DC network with

the integration of three wind farms. During the placement 1 with three VSCs, the active power

generation at generator 2 is 43.035MW and generator 5 is 15.726MW, indicating a 22% and 3%

drop in injected power for both generators as compared to the basecase. As for the placement 2,

with four VSCs, the injected active power generation for generator 2 is 48.559MW and 9.640MW

for generator 5, representing a decrease of 12% and 41% for each generator. The difference between

placements 1 and 2 for active power generation at generators 2 and 5 are 5.525MW and 6.087MW,
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Figure 5.4: SI values with a) Toplogy 1 (3VSCs); and b) Topology 2 (4VSCs

respectively, representing a 13% and 39% proportional increase and decrease in comparison to

placement 1. The VSC is plugged at same buses (i.e., bus B102 for generator 2 and bus 123 for

generator 5) in the HVAC side, which is why the comparison only pertains to these generators.

From these results, it can be summarised that the VSC placement can significantly reduce the

active power generation from the conventional generators and is able to deliver power effectively

from the three integrated wind farms into the hybrid AC/DC network.

Figure 5.5: Active power generation (MW)

Table 5.4 shows the total losses for all cases: basecase, placement 1 with 3 VSCs and placement

2 with 4 VSCs, which have the values of 2.860MW, 3.106MW and 3.189MW, respectively. The

difference losses between placement 1 and the basecase are 0.245MW, whilst the difference between

placement 2 and the basecase is 0.328MW. This corresponds to increments of 8.6% and 11.5% in
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losses for the respective placements compared to the basecase. The losses are larger in placement 2

by 2.7% or 0.083MW, as compared to placement 1. From these outcomes, it can be concluded that

the VSC connection with HVDC lines has higher losses compared to the HVAC link, which supports

the theory that the energy losses along the 50 km transmission lines for a VSC-HVDC link are

4.45%, whilst losses along the HVAC link are only 3.31% [43]. Furthermore, the higher the number

of VSCs, the higher the losses in the hybrid AC/DC power system, as the VSC converters present

higher losses due to the high switching frequency [254]. Therefore, the VSC integration requires

careful consideration not just of the cost of installation, but also the higher losses. However, these

drawbacks can be offset by the controllability features that VSC provides

Table 5.4: Total losses for all cases

Total lossess (MW)

Basecase Topology 1(3VSCs) Topology 2(4VSCs)

2.86 3.105 3.188

5.5.2 Case Two: Hybrid AC/DC Network Planning -

DC Voltage Control within the MT-HVDC Link

An MT-HVDC link as seen in Figure 5.6, which is a modified model based on IEEE30 bus system,

integrated with Offshore Wind Farms (OWFs) has been simulated to evaluate the variations in

voltage control at reference VSC node (i.e., VSC1) within the MT-HVDC link. The data pertaining

to the HVAC network within the hybrid AC/DC system can be obtained from Appendix B. The

MT-HVDC link consists of 7 DC lines, 4 VSC stations and 4 transformers. The system is simulated

using MATPOWER version 7 run on MATLAB (R2021b) on a laptop equipped with an Intel(R)

Core (TM) i5- 10210U CPU running at 1.60GHz (2.11 GHz), a 64-bit processor and 8.00 GB of

RAM. The MT-HVDC grid and control parameters are the same as in the case study in Chapter

3, presented in Table 3.4. These parameters are used to solve the OPF for the proposed test

system, and to evaluate the impact of using different voltage settings at the reference converter

(i.e., reference VSC).

The VSC control settings (i.e., DC voltage settings at the DC side) have been configured as

per Table 5.5. In all cases, VSC1 is assigned as a reference VSC, while the other VSCs operate in

accordance with their chosen control type, as per detailed in Table 5.6. There are four scenarios

to be considered in this study: a) Basecase; b) Demand and Wind Increased (DWI) by 5% (DWI

+5%); c) conventional control; and d) droop control. The parameters of the standard demand

and demand increased by 5% are shown in Table 5.10, whilst the parameters of the standard wind

generation and wind increased by 5% are displayed in Table 5.11. In cases (a), (b) and (c) the

active power is assigned for the VSC2, VSC3 and VSC4. As for the case (d), VSC2 and VSC 4

are assigned for active power control, whilst VSC3 controlled the reactive power.
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Figure 5.6: MT-HVDC system integrated with OWFs

Table 5.5: DC Voltage Set Points at VSC1

DC voltage set points at VSC1

Set 1 0.9555
Set 2 0.96
Set 3 0.97
Set 4 0.98
Set 5 0.99
Set 6 1.005
Set 7 1.01
Set 8 1.01
Set 9 1.02
Set 10 1.03
Set 11 1.04
Set 12 1.05
Set 13 1.06

Figure 5.7 illustrates the Probability Density Function (PDF) for the Voltage Magnitude (VM)

at all buses for a particular voltage setting (i.e., 0.955, 0.96, 0.98, 0.99, 1.005, 1.01, 1.02, 1.04

and 1.06) at the reference VSC. The green and red curves represent the VM for the basecase

and increased all demands and winds by 5% (i.e., DWI (+5%)). Whilst the RAS-FUBM CC and

RAS-FUBM DC control curves are depicted by blue and pink, respectively. The CC refers to the
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Table 5.6: VSC setting

No Type of control Converter Type Mode Control constraint

1 Basecase and DWI (+5%) VSC2 I 3 Pf = 25MW

VSC3 I 3 Pf = 15MW

VSC4 I 3 Pf = 15MW

2 Conventional Control VSC2 I 3 Pf = 27.5MW

VSC3 I 3 Pf = 12MW

VSC4 I 3 Pf = 13.5MW

3 Droop control VSC1 III 7 Pf = 27.5MW, kdp = −0.1

VSC2 I 3 Pf = 12MW

VSC3 I 2 Qt = −20MVAR

VSC4 I 3 Pf = 13.5MW

conventional control and DC refers to the droop control, which employ VSC within the FUBM

model, each have been discussed in detail in Section 3.3 of Chapter 3. These control strategies

have subsequently been incorporated into the RAS-FUBM approach, as further elaborated upon in

Section 4.4.2 of Chapter 4. The dotted lines in the graphs represent the VM mean values. It can be

observed that when the voltage settings are set below 1.0 p.u. (i.e., the base case), the probability

curves for VMs at both controls (i.e., RAS-FUBM CC and RAS-FUBM DC) are underneath the

basecase and the DWI +5% case curves. Furthermore, the VM mean values during these settings

are noticeably less than 1.0p.u, except for the voltage setting at 0.99p.u, where the VM mean for

the RAS-FUBM CC is slightly above 1.0p.u (i.e., 1.0016), which span from approximately 0.95p.u

at the lower end to 1.08p.u at the higher end.

However, these curve trends transition when the voltage settings are greater than 1.0p.u, as

the density curves for VM values at both controls lie on top of both the basecase and DWI +5%

case curves. The values of VM during these voltage settings range from 0.96 at the lower end

to beyond 1.08p.u at the upper end. An anomalous pattern emerges when the voltage is set to

0.9555, exhibiting a higher probability of occurrences for VM (i.e., the bell shape curve lies above

the basecase and DWI +5% case) in the case RAS-FUBM DC control compared to RAS-FUBM

CC control. The exhibited anomalous pattern when the voltage is set to 0.955p.u indicates that

this specific VSC setting point is not recommended. The lower limit of the VM for the AC system is

0.95 p.u, whilst DC system is 0.9p.u, which implies that the VSC setting should not be configured

in close proximity to the lower limit of these respective systems. Analysing the pattern (i.e.,

density) curve for the VM from the PDF is crucial, as it provides insight into how this variable

behaves under different voltage settings. Observing this pattern can detect occurrences where the

voltage significantly deviates from the nominal values, which can help detect the potential voltage

stability issues or abnormal pattern as shown in the case voltage setting 0.9555p.u.

The SI based on active power (P) flow is calculated at each transmission line to identify conges-

tion along the lines. Then each SI is summed together to obtain the overall SI. The overall SIs are
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Figure 5.7: Voltage profile for all DC voltage settings

then visualised using a heatmap, showing the results for all cases across the different voltage set-

tings at reference VSC, as depicted in Figure 5.8. The heatmap reveals that the SI values increased

by 2.84% (i.e., the value is 0.8327) across all voltage settings compared to the basecase value of

0.8097. This indicates that the network congestion within the MT-HVDC system becomes severe

when the demand consumption and wind injections are increased by just 5%. In order to miti-

gate this congestion, two controls are implemented (i.e. RAS-FUBM CC and RAS-FUBM DC).

Analysing the performance of these two types of controls, it can be observed that RAS-FUBM CC

demonstrates the lowest SI numbers, indicating it is more effective at alleviating the severity of

congestion across variable voltage settings. The RAS-FUBM CC, which is a combination control of

DC voltage control and an active power, provides an improvement in the overall EPS stability. In

the RAS-FUBM CC, one VSC is assigned for the voltage control and others VSC are assigned for

an active power control, which provides better distribution among active power in the transmission

lines. This in turn can help mitigate congestion in the overall or specific transmission lines. To the

contrary, the SI numbers for the RAS-FUBM DC are higher and continue to increase as the voltage

setting is raised. Once the voltage reaches a certain setting (i.e., ≥ 1.05) the SI number is higher

compared to the DWI +5% case. The RAS-FUBM DC is a distributed control technique, by which

the proportion of power sharing among converters is determined by the droop gain. Each VSC

adjusts its power independently based on the droop characteristic. This characteristic depicted

in Figure 3.7 in section 3.3.2 of Chapter 3 consists of a negative slope in the regulation curve.

The steeper slope in the droop curve is a drawback, as it corresponds to a poorer regulation volt-

age [255], which can potentially impact the overall stability of the power system. This limitation

is inherent to linear control scheme, as they tend to be less robust against the proportional power

sharing requirements.

Maintaining voltage stability within acceptable limits is a critical aspect in power system op-

118



5.5. Hybrid AC/DC Network Planning - Case Studies

Figure 5.8: Severity Index for all DC voltage settings

eration. In order to evaluate the feasibility of VM values under different scenarios (i.e., basecase,

DWI +5%, RAS-FUBM CC and RAS-FUBM DC for different DC voltage setting at DC side),

the probability of VM ranges are measured using the CDF. Table 5.8 and Table 5.9 show the

probability of specific ranges of VMs (i.e., P (0.96 ≤ x ≤ 0.98), P (0.98 ≤ x ≤ 1.02), P (0.97 ≤ x ≤

.04), P (1.03 ≤ x ≤ 1.04)andP (1.06 ≤ x ≤ 1.08)) for the basecase and DWI +5%. For the basecase

and DWI+5% cases, which have the same standard deviation (σ) of 0.0296, but different mean (µ)

values (i.e., basecase at 1.0054 p.u. and DWI +5% case at 1.0039 p.u.), the analysis of the data

from these tables reveals that the VM values exhibit the highest probability of falling within the

0.97 p.u. to 1.04 p.u. range for both scenarios. The CDF indicates that the probability of the VM

values within these acceptable ranges is 0.7623 (76.23%) for the basecase and 0.7632 (76.32%) for

the DWI +5% case. The probability of the VM values falling within the interval between 0.98p.u

-1. 02p.u is 0.4930 (49.30%) for the basecase and 0.4976 (49.76%) for the DWI +5% case. Investi-

gating the probability of the VM values nearing the lower limit (i.e., the voltage magnitude limits

for AC and DC systems are displayed in Table 5.7) demonstrated that the probability is relatively

low. For the basecase, the probability is 0.1329 (13.29%) for the VM range between 0.96 p.u. -

0.98 p.u., and for the DWI +5% case, the probability is 0.1407 (14.07%) for the same VM ranges.

For the VM values close to the upper limit (with VM ranges 1.03p.u-1.04p.u), the data shows the

probability for the basecase and DWI+5% are 0.0818 (8.18%) and 0.0776 (7.76%), respectively.

The probability for the VM values near the upper limit is 0.0818 (8.18%) for the basecase and

0.0776(7.76%) for the DWI +5%, where the VM ranges from 1.03p.u to 1.04p.u. The percentage

probability of VM values beyond the upper limit for the AC system (i.e., the upper limit for the

load bus is 1.05p.u), specifically in the range of 1.06p.u – 1.08p.u, is approximately 2% for both

cases. The calculated probabilities are 0.0268 (2.68%) for the basecase and 0.0238 (2.38%) for the

DWI +5% case.

Table 5.12 compares the results obtained from the probability analysis for two types of RAS-
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Table 5.7: Voltage Magnitude Limits

Voltage Magnitude Limits Lower limit Upper limit

AC system

Load bus : 1.05 0.95

Generator bus : 1.1 0.95

DC system

All buses : 1.15 0.95

FUBM controls (i.e., RAS-FUBM CC and RAS-FUBM DC), which has the DC voltage setting at

VSC1 is set to 0.98p.u, that has been implemented within the MT-HVDC system. The means and

standard deviations for RAS-FUBM CC are 0.9973p.u and 0.0329, respectively, whilst for RAS-

FUBM DC are 0.9956p.u and 0.0328, respectively. From the data in Table 5.12, it is apparent that

the highest probability occurred for both RAS-FUBM actions within VM range 0.97p.u -1.04p.u,

which is approximately 70%. The exact probability calculations are 0.6994 (69.94%) for the RAS-

FUBM CC and 0.6949 (69.49%) for the RAS-FUBM DC. The likelihood of VM variance between

0.98p.u and 1.02p.u for the two RAS-FUBM actions is around 45% (i.e., RAS-FUBM CC is 0.4553

(45.53%) and RAS-FUBM DC is 0.4547 (45.47%)). As for the VM values near to the upper limits

(i.e., 1.03p.u – 1.04p.u) the probability for RAS-FUBM CC is 0.0630 (6.30%) and RAS-FUBM DC

is 0.0591 (5.91%). Whilst for the VM values near to the lower limits (i.e., 0.96p.u- 0.98p.u) the

probabilities for RAS-FUBM CC and RAS-FUBM DC are 0.1710 (17.10%) and 0.1785 (17.85%),

respectively. The likelihood of VM values lying in the range beyond the limit of 1.06p.u – 1.08p.u is

relatively low, with RAS-FUBM CC at 0.0224 (2.24%) and RAS-FUBM DC at 0.0196 (1.96%). In

summary, the results demonstrate that the VM values remain within acceptable operating limits,

even when the DC voltage setting at the DC side has been configured to a lower value than the

basecase (i.e., VSC1 parameter at basecase is set at 1.0p.u)

Table 5.13 displays the probability observations for the VM ranges between RAS-FUBM CC

and RAS-FUBM DC actions at the higher DC voltage setting at DC side (i.e., VSC1 is set to

1.02p.u). Normal distribution for both control actions is defined by means and standard devia-

tions at 1.0168p.u and 0.0264 for RAS-FUBM CC and 1.015p.u and 0.0261 for RAS-FUBM DC,

respectively. The results obtained from the CDF calculation indicated that, approximately 77%

(0.7726) of the VM values for the RAS-FUBM CC and 80% (0.7893) for the RAS-FUBM DC lie on

the ranges of 0.97p.u-1.04p.u. Furthermore, almost 50% for both action (i.e., RAS-FUBM is 0.4667

and RAS-FUBM DC is 0.4866) of the VM values fall in the ranges of 0.98p.u – 1.02p.u. Contrary

to when the VSC1 is set to the 0.98p.u, the probability of VM values close to the lower limits (i.e.,

0.96p.u- 0.98p.u) is comparatively low, at about 6% (0.0656) for RAS-FUBM CC and 7% (0.0724)

for the RAS-FUBM DC. It is noteworthy that there is a significant increase in the percentage of
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likelihood for VM values close to its upper limits (i.e., 1.03p.u-1. 04p.u). For RAS-FUBM CC

and RAS-FUBM DC, this corresponds to almost 12% (0.1190) and 11% (0.1136), respectively.

The probability of VM ranges beyond 1.06p.u and less than 1.08p.u are relatively smaller, which

is 4.24% for RAS-FUBM CC and 3.57% for RAS-FUBM DC. These percentages, however, are

somewhat greater than those obtained with the VSC1 set to 0.98p.u. Overall, the results pre-

sented indicate that all VM values fall within the acceptable limits, regardless of whether the DC

voltage setting at the DC side has been changed to a higher setting than the basecase (i.e., VSC1

parameter at basecase is set at 1.0p.u).

Table 5.8: Basecase

Basecase

mean(µ) : 1.0054

std (σ) : 0.0296

VM range (p.u) Probability

P (a ≤ X ≤ b)

0.96− 0.98 0.1329

0.98− 1.02 0.4930

0.97− 1.04 0.7623

1.03− 1.04 0.0818

1.06− 1.08 0.0268

Table 5.9: DWI +5%

DWI +5%

mean (µ) : 1.0039

std (σ) : 0.0296

VM range (p.u) Probability

P (a ≤ X ≤ b)

0.96− 0.98 0.1407

0.98− 1.02 0.4976

0.97− 1.04 0.7632

1.03− 1.04 0.0776

1.06− 1.08 0.0238

These results are particularly important, as these analyses show that the hybrid AC/DC net-

work with the MT-HVDC link model offers greater flexibility, especially when demand and wind

generation increase, and in this case study, it increases by 5% using DC voltage control. Further-

more, hybrid AC/DC networks are expected to become a prevalent form of network in the future,

making it essential to develop planning scenarios that consider various types of control (i.e., DC

voltage in this case study).
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Table 5.10: Demand Data (Pd)

Bus
Standard

Demand (Pd)
Demand Increased

by 5% (Pd)
101 0 0
102 21.7 22.785
103 2.4 2.52
104 7.6 7.98
105 0 0
106 0 0
107 22.8 23.94
108 30 31.5
109 0 0
110 5.8 6.09
111 0 0
112 11.2 11.76
113 0 0
114 6.2 6.51
115 8.2 8.61
116 3.5 3.675
117 9 9.45
118 3.2 3.36
119 9.5 9.975
120 2.2 2.31
121 17.5 18.375
122 0 0
123 3.2 3.36
124 8.7 9.135
125 0 0
126 3.5 3.675
127 0 0
128 0 0
129 2.4 2.52
130 10.6 11.13
131 0 0
132 0 0
133 0 0
134 0 0
135 0 0
136 0 0
137 0 0
141 0 0

Table 5.11: Wind generator (Pg)

Wind Farm
Standard Wind
Generation (Pg)

Wind Increased
by 5% (Pg)

A 8 8.4
B 10 10.5
C 15 15.75
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5.6. Chapter summary

5.6 Chapter summary

This chapter presents a study for long-term planning to provide a holistic techno-economic frame-

work for planning and designing the hybrid AC/DC networks with MT-HVDC link integrated with

OWFs. The first aspect investigates incorporating multiple decision criteria through the MO-OPF

problem formulation to optimise the VSC placement, considering overall generation, congestion

and VSC placement (i.e., capital and operation costs) costs. The second aspect relates to the DC

voltage control at the reference VSC node, deploying the VSC placement, which can benefit long-

term planning to mitigate the MT-HVDC link congestion. Two case studies have been conducted

to investigate the impact of VSC placement in hybrid AC/DC networks. The first case discovered

the optimal VSC placement able to demonstrate superior performance, mitigating and reducing

the congestion, despite relatively high integration costs of VSC within the MT-HVDC link. The

second case study, utilised DC voltage control at the reference VSC node, along with statistical

analysis to provide insightful understanding of the VM variables characteristics, which offers bene-

fits for the operation, control and long-term planning of the MT-HVDC link. Overall, the findings

from these two case studies provide a comprehensive understanding of techno-economic impacts of

VSC placement within the hybrid AC/DC network.
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Chapter 6

Conclusion

This final chapter synthesises the conclusions drawn from the research presented throughout the

thesis. In line with the thesis aims and objectives, it explores the aspects of associated challenges,

focuses on significant contributions, and addresses the crucial issues of problem transformation in

the power system as stated in the research questions. Furthermore, it lays out a path forward for

future directions in which this work can be extended at the end of this chapter.

6.1 Conclusion

The aim of this thesis has been to develop a model for reinforcement of transmission systems

through the utilisation of Voltage Source Converter (VSC) technology, employing the Flexible Uni-

versal Branch Model (FUBM) to model the operation of a Multi-Terminal HVDC (MT-HVDC)

link integrated with Offshore Wind Farms (OWFs). In order to achieve the reliability of a power

system, which is related to the extensive analysis of the objectives outlined in section 1.2, a series

of research questions has been identified in section 1.3 that further delves into the more challenging

aspects of the research challenges presented in the same section. Chapter 3 presented a compre-

hensive mathematical modelling of the MT-HVDC link, utilizing the VSC in-model (one of the

FUBM models) for OPF formulation, collectively referred to as OPF-FUBM. Chapter 4 introduced

a modification of SCOPF formulation structures for short-term operational planning, specifically

single-period and multi-period approaches, in the power systems to respond to the uncertainties

and variability associated with the random and inherently variable nature of renewable energy

resources, particularly offshore wind. Furthermore, the novel approach to the traditional Reme-

dial Action Scheme (RAS), known as RAS-FUBM, was established to facilitate flexible actions

aimed at mitigating contingencies within hybrid AC/DC networks. Chapter 5 presented a long-

term planning approach associated with the multi-objective optimization problem related to OPF

(i.e., MO-OPF) and the deployment of the VSC to alleviate the congestion with MT-HVDC link

integrated with OWFs. This planning aims to provide a holistic techno-economic framework for
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6.2. Key outcome and contributions

planning and designing the hybrid AC/DC networks with the MT-HVDC link. In summary, this

thesis contributes to the development of reinforcement transmission models and control strategies,

which can enhance the integration of renewable energy into existing power systems. The following

subsection will provide a summary of the contributions made by this work.

6.2 Key outcome and contributions

The challenging aspects of this thesis in section 1.3 have contributed to the development of trans-

mission reinforcement models through control strategies in VSC technology, thereby enhancing the

integration of renewable energy into existing power systems. Further explanations of the contribu-

tions of this thesis can be summarized as follows:

(a) A Mathematical Model for MT-HVDC links:

MT-HVDC links, which typically consist of multiple converters forming a meshed DC link, are

seen to be a feasible solution to integrate offshore wind resource capacity on a large scale and

facilitate long-distance power exchange between different independent operating regions (e.g.,

countries). The mathematical modelling of these links for steady-state operational planning

and analysis was discussed in Chapter 3. This modelling demonstrated the capability of

converters, particularly focusing on VSC technology, to regulate voltage and power in both

AC and DC systems, thereby providing greater freedom and flexibility within the power

system and effectively enhancing reliability and operational security. This comprehensive

modelling approach could yield critical insights into the design and operation of Supergrid

infrastructures, which aim to enhance interconnectivity among power systems across regions.

Furthermore, it could expedite the implementation of such infrastructures, facilitating energy

trading and enabling efficient power system management.

(b) A holistic operational planning framework:

The control strategy discussed in Chapter 3 for MT-HVDC links using VSC technology rep-

resents an innovative modelling framework within the power system, especially for the hybrid

AC/DC networks. Given its enhanced flexibility, the operation of the power system can be

improved in terms of both voltage regulation and power flow control. The VSC is a suitable

candidate for forming MT-HVDC links that also integrate large-scale OWFS generation ca-

pacity into future AC networks. The development of control strategies could enhance the

resilience of the transmission system against disruptions, thereby improving reliability in the

power system and reducing the impacts of outages. These contributions showcase the versa-

tility of VSC technology in modern power systems, particularly in facilitating the transition

to renewable energy sources and addressing future demand for technologies such as electric

vehicles, energy storage, and smart grids. Furthermore, it could facilitate the integration of

various renewable energy sources, such as wave, tidal and hydrogen into a unified energy hub.
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6.3. Future works

This integration could encourage investment in renewable energy projects and contribute to

national and global climate goals.

(c) Application and impact assessment of additional control strategies in hybrid

AC/DC networks with embedded MT-HVDC links:

Modern power systems require a flexible operation approach. The implementation of the

VSC control strategies framework in Chapters 4 and 5, which considers a range of scenar-

ios (e.g., worst-case scenarios, multi-period scenarios, and multi-objective scenarios), has

demonstrated the flexibility and reliability of the power system, particularly in mitigating

contingencies and congestion within the MT-HVDC link. The application of these control

strategies in operational planning (i.e., short-term and long-term considerations) in hybrid

AC/DC networks has led to robust analyses based on scenario planning. These applications

establish performance benchmarks based on multiple scenario analyses, enabling the com-

parison of different control strategies and identifying optimal practices in the operational

planning. By providing Transmission System Operators (TSOs) with these analyses (i.e.,

scenario planning) throughout the operational planning phase, this approach will also help

them make optimal decisions. In a broader context, the application of control strategies in

the MT-HVDC link integrated with OWFs contributes to power grid modernisation initia-

tives, facilitating the transition of weather-dependent generation towards a smarter and more

resilient power system, particularly within hybrid AC/DC networks.

6.3 Future works

The work presented in this thesis has established a comprehensive framework for reinforcing the

transmission system in hybrid AC/DC networks of modern power system. It introduces new per-

formance benchmarks for optimisation modelling problems based on multiple scenario assessments,

thereby offering greater flexibility within power system and presenting highly realistic and flexible

mathematical models for OPF and SCOPF. Nevertheless, there remain significant potential for

further expanding the contribution of this work to the field of power system research, as outlined

below:

(a) Control strategy evaluation:

Evaluate other control strategies in the FUBM under steady-state conditions, assessing their

effectiveness in managing power flow and ensuring stability in hybrid AC/DC networks such

as AC voltage control and reactive power control.

(b) Loss assessment:

Examine the trade-offs between different operating strategy configurations and analyse tech-

niques for minimising losses in both AC and DC systems. Furthermore, when evaluating
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6.3. Future works

losses in the DC system, characteristics of power electronics devices in the FACTS such as

temperature and thermal should be given consideration.

(c) Machine learning:

Integrate machine learning with traditional OPF methodologies to optimise power dispatch

in hybrid AC/DC networks, taking into account various operating strategies. Additionally,

employ machine learning to improve stochastic optimisation models, thereby facilitating more

informed decision-making under uncertainty in generation and demand.

(d) Dynamic modelling:

Develop dynamic models of hybrid AC/DC networks to accurately simulate the behaviour

of MT-HVDC links under various operating conditions. Utilising real-time simulation to

analyse the power system performance and optimise its operation effectively.
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[18] J. Á. González Ordiano, S. Waczowicz, V. Hagenmeyer, and R. Mikut, “Energy forecasting

tools and services,” Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery,

vol. 8, no. 2, p. e1235, 2018.

[19] L. Baringo and A. J. Conejo, “Transmission and wind power investment,” IEEE transactions

on power systems, vol. 27, no. 2, pp. 885–893, 2012.

[20] M. Mahdavi, C. S. Antunez, M. Ajalli, and R. Romero, “Transmission expansion planning:

Literature review and classification,” IEEE Systems Journal, vol. 13, no. 3, pp. 3129–3140,

2018.

[21] A. Kazerooni, Methodologies and techniques for transmission planning under corrective con-

trol paradigm. The University of Manchester (United Kingdom), 2012.

[22] M. Shahidehpour, H. Yamin, and Z. Li, Market operations in electric power systems: fore-

casting, scheduling, and risk management. John Wiley & Sons, 2002.

[23] M. Jadidoleslam, A. Ebrahimi, and M. A. Latify, “Probabilistic transmission expansion plan-

ning to maximize the integration of wind power,” Renewable energy, vol. 114, pp. 866–878,

2017.

131



Bibliography

[24] Q. Li, J. Wang, Y. Zhang, Q. Wu, C. Gu, and Q. Yang, “Hierarchical market-based opti-

mal planning of transmission network and wind-storage hybrid power plant,” International

Journal of Electrical Power & Energy Systems, vol. 153, p. 109328, 2023.

[25] M. A. Odhano, M. S. Jokhio, N. A. Unar, N. H. Mirjat, S. A. Khatri, and B. Aslam,

“Modelling and analysis of power losses in transmission system of pakistan: a case study

of matiari-lahore vsc-hvdc link,” in 2021 6th International Multi-Topic ICT Conference

(IMTIC). IEEE, 2021, pp. 1–5.
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Appendix A

A.1 Power system: Fundamental Concepts

A.1.1 Complex Power

The complex power can be express as:

S = P + jQ = V I∗ (A.1)

The current between buses i and j can be calculated as:

Iij = YijVj (A.2)

Substitute (A.2) into the (A.1), the revised formulation becomes:

S = P + jQ = VS

n∑
i=1

(YijVj)
∗

(A.3)

A.1.2 Complex Power across Transmission Line

The power transfer across the transmission line can be calculated using the formula provided below.

To simplify the formulation, the line resistance and capacitance are neglected and only the purely

inductive is considered for the complex impedance. Therefore, the impedance formula become:

Z = jωL = jX

S = VrI
∗ = Vr

[
Vs − Vr

jX

]∗
S =

Vre
−j∅2

(
Vse

−j∅s − Vre
−j∅2

)
−jX

S = j
VsVr

X
e−j(∅r−∅s) − j

V 2
r

X

(A.4)
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A.2. FUBM Formulation

Replace δ into the ∅r-∅s, then the modified formula become:

S = j
VsVr

X
e−jδ − j

V 2
r

X

S = j
VsVr

X
(cos δ − j sin δ)− j

V 2
r

X

S =
VsVr

X
sin δ + j

VsVr

X
cos δ − j

V 2
r

X

S =
VsVr

X
sin δ + j

Vr

X

(
VsVr

X
cos δ − Vr

)
(A.5)

A.1.3 State Variables in Traditional OPF

In the standard OPF equality constraint, the following state variables are present:

g(x) =

g
i
Pb
(x) = 0

giQb
(x) = 0

 ∀i ∈ Ibus (A.6)

A.2 FUBM Formulation

A.2.1 State Variables in the FUBM

The following are the additional state variables in the FUBM related to the equality constraint.

g(x) =



giPb
(x) = 0

giQb
(x) = 0

giPf
(x) = 0

giQz
(x) = 0

giVf
(x) = 0

giQt
(x) = 0

giVt
(x) = 0

giPdp
(x) = 0



, x =



V i
a

V i
m

θish

Bi
eq

Bi
eq

mi
a

mi
a

θish



∀i ∈ Ipv ∪ Ipq

∀i ∈ Ipq

∀i ∈ Ish

∀i ∈ IQz

∀i ∈ IvscII

∀i ∈ Ivt

∀i ∈ IQt

∀i ∈ IvscII

(A.7)

where g(x) refers to the equality constraint and x is the state variables. i is the number of

buses and Ipv, Ipq denote the PV and PQ buses, respectively. The sets of element indices Ish,

IQz, IvscII , IvscIII , IV t , IQt , indicate the FubM elements for shift angle control, zero constraint

control, VSC-FUBMs type II, VSC-FubMs type III, elements of Vt nodal control and elements

for Qt power control. The following is a list of state variables:

x =

[
Va Vm Pg Qg Beq θsh ma Gsw

]⊤
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A.2. FUBM Formulation

A.2.2 Comprehensive Admittance in the FUBMif
it

 =

Yff Yft

Ytf Ytt


vf
vt

 =

[
Ybr

]vf
vt

 (A.8)

Yfubm =


Gsw +

(
ys + j

bc
2

+ jBeq

)
−ys

m′
ae

−jθsh

−ys
m′

ae
jθsh

ys + j
bc
2

 (A.9)

Yf =

[
Yff

]
Cf +

[
Yft

]
Ct (A.10)

Yt =

[
Ytf

]
Cf +

[
Ytt

]
Ct (A.11)

Ybus = C⊤
f Yf + C⊤

t Yt +

[
Ysh

]
(A.12)

A.2.3 Power Injection the FUBM

1. Nodal complex power injections

[Sbr] = [Vbr]× [I∗br] (A.13)

Sf = [vf ][i
∗
f ] = [vf ] [Yffvf + Yftvt]

∗
(A.14)

St = [vt][i
∗
t ] = [vt] [Yftvf + Yttvt]

∗
(A.15)

2. Nodal active power injections

Pf = Real(Sf ) = Real ([vf ][Yffvf + Yftvt]
∗) (A.16)

Pt = Real(St) = Real ([vt][Yftvf + Yttvt]
∗) (A.17)

3. Nodal reactive power injections

Qf = Imag(Sf ) = Imag ([vf ][Yffvf + Yftvt]
∗) (A.18)

Qt = Imag(St) = Imag ([vt][Yftvf + Yttvt]
∗) (A.19)
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Appendix B

B.1 IEEE30 bus system

Table B.1: Bus Data

Bus Demand P (MW) Demand Q (MVAR) Voltage Voltage baseKV Vmax Vmin

Magnitude (p.u) Angle (Degree) (p.u) (p.u)

1 0 0 1 0 135 1.05 0.95

2 21.7 12.7 1 0 135 1.1 0.95

3 2.4 1.2 1 0 135 1.05 0.95

4 7.6 1.6 1 0 135 1.05 0.95

5 0 0 1 0 135 1.05 0.95

6 0 0 1 0 135 1.05 0.95

7 22.8 10.9 1 0 135 1.05 0.95

8 30 30 1 0 135 1.05 0.95

9 0 0 1 0 135 1.05 0.95

10 5.8 2 1 0 135 1.05 0.95

11 0 0 1 0 135 1.05 0.95

12 11.2 7.5 1 0 135 1.05 0.95

13 0 0 1 0 135 1.1 0.95

14 6.2 1.6 1 0 135 1.05 0.95

15 8.2 2.5 1 0 135 1.05 0.95

16 3.5 1.8 1 0 135 1.05 0.95

17 9 5.8 1 0 135 1.05 0.95

18 3.2 0.9 1 0 135 1.05 0.95

19 9.5 3.4 1 0 135 1.05 0.95

20 2.2 0.7 1 0 135 1.05 0.95

21 17.5 11.2 1 0 135 1.05 0.95

22 0 0 1 0 135 1.1 0.95

23 3.2 1.6 1 0 135 1.1 0.95

24 8.7 6.7 1 0 135 1.05 0.95

25 0 0 1 0 135 1.05 0.95

26 3.5 2.3 1 0 135 1.05 0.95

27 0 0 1 0 135 1.1 0.95

28 0 0 1 0 135 1.05 0.95

29 2.4 0.9 1 0 135 1.05 0.95

30 10.6 1.9 1 0 135 1.05 0.95
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B.1. IEEE30 bus system

Table B.2: Branch Data

Branch from bus to bus R X Half line charging Line limit

(p.u) (p.u) (p.u) (MVA)

1 1 2 0.02 0.06 0.03 130

2 1 3 0.05 0.19 0.02 130

3 2 4 0.06 0.17 0.02 65

4 3 4 0.01 0.04 0 130

5 2 5 0.05 0.2 0.02 130

6 2 6 0.06 0.18 0.02 65

7 4 6 0.01 0.04 0 90

8 5 7 0.05 0.12 0.01 70

9 6 7 0.03 0.08 0.01 130

10 6 8 0.01 0.04 0 32

11 6 9 0 0.21 0 65

12 6 10 0 0.56 0 32

13 9 11 0 0.21 0 65

14 9 10 0 0.11 0 65

15 4 12 0 0.26 0 65

16 12 13 0 0.14 0 65

17 12 14 0.12 0.26 0 32

18 12 15 0.07 0.13 0 32

19 12 16 0.09 0.2 0 32

20 14 15 0.22 0.2 0 16

21 16 17 0.08 0.19 0 16

22 15 18 0.11 0.22 0 16

23 18 19 0.06 0.13 0 16

24 19 20 0.03 0.07 0 32

25 10 20 0.09 0.21 0 32

26 10 17 0.03 0.08 0 32

27 10 21 0.03 0.07 0 32

28 10 22 0.07 0.15 0 32

29 21 22 0.01 0.02 0 32

30 15 23 0.1 0.2 0 16

31 22 24 0.12 0.18 0 16

32 23 24 0.13 0.27 0 16

33 24 25 0.19 0.33 0 16

34 25 26 0.25 0.38 0 16

35 25 27 0.11 0.21 0 16

36 28 27 0 0.4 0 65

37 27 29 0.22 0.42 0 16

38 27 30 0.32 0.6 0 16

39 29 30 0.24 0.45 0 16

40 8 28 0.06 0.2 0.02 32

41 6 28 0.02 0.06 0.01 32

Table B.3: Generator Data

Generator Pg Qg Qmax Qmin Vg Pmax

1 23.54 0 150 -20 1 80
2 60.97 0 60 -20 1 80
3 21.59 0 62.5 -15 1 50
4 26.91 0 48.7 -15 1 55
5 19.2 0 40 -10 1 30
6 37 0 44.7 -15 1 40
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