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Abstract 

  

Frequency-resolved photoelectron spectroscopy enables anion resonance states to be 

accessed and probed. In the first instance, we applied this technique to the atmospherically 

abundant pyruvate anion, which was observed to exhibit ultrafast dissociation upon 

photoexcitation with UV light. Our focus then shifted to study the anion resonance states of 

nucleobases, which are postulated to play a crucial role in low-energy electron attachment to 

DNA, inducing strand breakages and mutagenesis. Clusters of the uracil anion, U−, with weakly 

solvating molecules (Ar and N2) were investigated, shedding light on how the anion resonance 

states can be incrementally stabilised with respect to the neutral species, and offering the most 

accurate determination of the valence electron affinity of U to date. Uracil-water cluster anions, 

U−(H2O)n=1−35 were studied, yielding n-dependent electron binding energies and resonance 

photoexcitation energies that were extrapolated to the bulk aqueous limit. We showed that each 

of the three lowest-lying π* resonances of U−
(aq) become bound states, but with accountment 

for the anion-to-neutral reorganisation energy (within a linear response model), the upper two 

remain accessible via low-energy electron attachment to U(aq). The thymine nucleobase 

exhibited similar behaviour. Altogether, our results connect the known anion resonance 

energies of the isolated nucleobases with a condensed-phase picture that is better representative 

of the native DNA environment, offering insight into which anion resonances may participate 

in the electron-induced DNA damage mechanism. Finally, we studied kinetically trapped 

non-valence states of U−(H2O)n, bearing resemblance to water cluster anions, (H2O)n
−. Multiple 

isomers were observed with different electron binding energies, and the structures thereof were 

assigned with the aid of computations. The non-valence electron was found to shift further 

from the U molecule with increasing hydration, analogous to a diffusion-controlled 

dissociation process of a molecule-electron contact pair into a hydrated electron.  
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Chapter 1 − Introduction 

 

 1.1. Photoelectron Spectroscopy to study Anion Resonances 

 Negatively charged ions (anions) are ubiquitous throughout nature, but are more 

commonly observed in condensed-phase environments. This is because the excess charge is 

stabilised by the surroundings, such that the anion is stable with respect to electron loss. In the 

gas phase, where such stabilisation is absent, fewer molecules are capable of forming stable 

anions. Despite this, isolated anions remain a blooming subject of study.1,2 Modern ion sources 

(e.g. electrospray ionisation) access an abundance of molecules that form stable anions,3 and 

this number is further increased in molecular clusters, where microsolvation can render an 

excess electron bound.4,5 For an anion, the ‘boundedness’ of the excess electron to the molecule 

is quantified through its electron affinity, which in the context of photoelectron spectroscopy 

(as studied in this thesis) can be defined by the adiabatic detachment energy: 

 ADE = En − Ea , (1.1) 

where Ea and En represent the ground-state electronic energies of the anion and the neutral 

species, respectively. A bound anion is thus characterised by a positive ADE, which is typically 

quite small (< 3 eV).   

 Anion photoelectron spectroscopy has long been the experimental tool of choice in the 

determination of ADE.6 In anion photoelectron spectroscopy, an electron is removed from an 

anion upon absorption of a photon with known energy hν > ADE. The outgoing kinetic energy 

of the electron, eKE, is measured, and therefore the initial binding energy of the electron to the 

molecule can be determined. Information on the electronic and nuclear (vibrational) structure 

of an anion can be attained through the measurement of the photoelectron spectrum, and 

additional insight can be gleaned from the photoelectron angular distributions. Moreover, 
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photoelectron spectroscopy offers a unique pathway to probe excited states of anions, which 

are often unbound with respect to electron loss (due to the low associated ADEs). These studies 

typically come in two flavours: frequency- or time-resolved photoelectron spectroscopy, which 

provide complimentary information on the excited states and their dynamics. 

 

1.1.1. Photoelectron Imaging 

 A simple schematic describing anion photoelectron spectroscopy is shown in 

Figure 1.1. Electrons (e−) are detached from the sample of anions using a laser pulse with 

photon energy hν. The electrons leave with a distribution of eKEs, determined by the transition 

energies between individual electronic and vibrational states. A transition is more likely when 

there is better overlap between the participating vibrational wavefunctions, as quantified by the 

Franck-Condon factors (FCFs). The ADE is determined by the energy of the 0−0 transition, 

which does not necessarily have the largest FCF. The most probable transition (that leads to the 

maximum signal in the photoelectron spectrum) defines another useful property: the vertical 

detachment energy (VDE). A large disparity between the measured ADE and VDE is 

representative of a large difference in the relaxed geometries of the anion and neutral states 

(i.e. a more significant horizontal offset in the potential energy surfaces shown in Figure 1.1). 

As long as the equilibrium geometries are not too dissimilar, the vibrational structure of the 

neutral molecule may be observed in the photoelectron spectrum, directly providing energetic 

information relating to the active vibrational modes. 
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Figure 1.1: Schematic of photoelectron spectroscopy of an anion M−, where an electron (e−) is 

detached from M– using a photon with energy hν. The outgoing electron kinetic energies (eKE) 

are determined from the anion-to-neutral transitions. The measured photoelectron (PE) signal 

is greatest at eKE = hν − VDE, due to maximal overlap of the participating vibrational 

wavefunctions (yellow). The ADE can be extracted from the 0-0 transition. 

 

 The advent of ion imaging allowed for efficient acquisition of angular information in 

gas-phase ion spectroscopy.7,8 In photoelectron spectroscopy, velocity map imaging (VMI) is 

now commonly applied to measure the directionality of the full 3D distribution of detached 

photoelectrons, whilst preserving information on the initial electron kinetic energies.8,9 In 

general, electrons are preferentially detached either along or perpendicular to a fixed light 

polarisation vector, giving rise to a distinct photoelectron angular distribution (PAD).10 As will 

be discussed, the PAD is determined from the electronic structure of the molecular orbital (MO) 

from which removal takes place, providing direct insight into the electronic character of the 

anion. 

 It is most informative to first consider the PADs arising from photodetachment of an 

atomic anion, which produces ‘well-behaved’ photoelectron partial waves (i.e. described by 

spherical harmonic functions). The partial waves can be labelled: s-wave, p-wave, d-wave, and 
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so on, denoting the associated angular momentum (with increasing quantum number l). 

Photodetachment from an s atomic orbital (l = 0), such as in the H− anion, produces a pure 

p-wave photoelectron (l = 1), since the electron gains one quantum of angular momentum from 

the incident photon (Δl = +1). Photodetachment from a p atomic orbital, such as in the I− anion, 

produces a combination of s- and d-waves, since the conservation of angular momentum 

permits Δl = ±1. From these two examples, it is already clear that different PADs are expected 

to arise from different atomic orbitals, lending credence to the idea that the initial electronic 

structure may be inferred from the PAD. 

 We now consider the experimental measurement and quantification of the PAD, in the 

context of a one-photon detachment process using linearly polarised light. In this case, the PAD 

is cylindrically symmetric about the fixed light polarisation vector ε, and can therefore be 

described by a single ejection angle. This leads to the following expression for the PAD:11  

 
I(θ) = 

σ

4π
 (1 + β2P2(cos(θ)) , (1.2) 

where θ is the angle the electron leaves with respect to ε, and σ represents the photodetachment 

cross-section. The functionality of the PAD is dictated by P2, the second order Legendre 

polynomial, which acts as a cos2(θ) function. The coefficient thereof, β2, is simply referred to 

as the anisotropy parameter, and this encapsulates the degree of anisotropy in the PAD. The 

anisotropy parameter is limited in the values it can take: −1 ≤ β2 ≤ +2. A distribution which is 

predominantly parallel to ε is quantified by a positive β2, whereas a predominantly 

perpendicular distribution has a negative β2. For an isotropic distribution, β2 = 0.  

 Returning to our earlier examples, in the photodetachment of H−, a pure p-wave 

photoelectron is produced along the direction of light polarisation, corresponding with the 

maximal value of β2 = +2. The photodetachment of I− requires more consideration. Interference 

between the outgoing s- and d-waves results in photoelectron emission which is primarily 
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oriented perpendicular to ε. At the maximum level of interference, this corresponds with the 

minimal value of β2 = −1.12 However, the photodetachment cross-section of an anion is both 

energy- and l-dependent, via the Wigner threshold law:13 

 σ  ∝  eKEl +1/2 . (1.3) 

This shows that at low eKE (i.e. hν only slightly exceeding the ADE), photoelectron partial 

waves with lower angular momentum are produced preferentially. Therefore, for near-threshold 

photodetachment from I−, the PAD will appear more isotropic (−1 < β2 < 0).12 Conversely, 

d-waves dominate the s-waves at higher eKE, and β2 can even become positive. 

 For polyatomic molecular anions, the MO from which the electron is detached can no 

longer be described by a single value of l. However, as Jordan and Burrow succinctly explain,14 

a qualitative picture of the MOs can reveal the value(s) of l which are most important to the 

description. This is demonstrated in Figure 1.2, which shows the dominant angular momentum 

quantum numbers for the HOMO (highest occupied molecular orbital) of a few simple anions. 

Beginning with (a) O2
−, the HOMO resembles two adjacent p orbitals separated by a node, 

which taken together, bear resemblance with an atomic d orbital, and so l = 2 is the dominant 

description of this MO.15 In a heteronuclear diatomic molecule such as (b) NO−, the HOMO 

electron density is similar to that of O2
−, but skewed towards one side, and therefore a 

combination of l = 1 and l = 2 is required to describe this MO.16 Finally, larger molecules such 

as (c) C6H5O
− can also be given this treatment, but the partial components of the overall angular 

momentum are less clear. 
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Figure 1.2: Dominant angular momentum quantum numbers l for the HOMOs of some 

molecular anions. 

 

 Although the PADs arising from larger molecular anions are of greater complexity, 

qualitative predictions can be made, particularly at low electron kinetic energies where 

outgoing waves with small l dominate.17,18 For instance, detachment from an MO of π character 

will typically result in a negative value of β2. When a more quantitative evaluation is required, 

(approximate) analytical models can be applied in some simple cases,12,18,19 or the 

computational state-of-the-art Dyson orbital approach can be taken.20–23 Notably, in much of 

the work included in this thesis, the characteristic anisotropic PADs arising from 

photodetachment of non-valence state anions (as described in Section 1.2.1) will be observed. 

Altogether, successful prediction of the PAD can be incredibly useful in distinguishing between 

(isoenergetic) electronic states, particularly in studies on molecular dynamics.24–27 

 

1.1.2. Anion Resonances and their Dynamics 

 Most electronically excited states of anions are unstable with respect to electron loss. 

Since it is possible to temporarily form this category of (unstable) anion state through resonant 
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electron attachment to the corresponding neutral molecule, they are referred to as anion 

resonance states (or more simply, resonances). Anion resonances are susceptible to 

spontaneous electron loss, and this process is termed autodetachment. There are two main 

categories of anion resonances: shape resonances and Feshbach resonances, which can be 

distinguished by the electronic structure of the neutral autodetachment product. Upon loss of 

the excess electron, a shape resonance forms the ground-state neutral species. Therefore, in the 

conventional anion-formation picture of electron attachment into an MO of a neutral molecule, 

it is a shape resonance that is formed. Conversely, autodetachment from a Feshbach resonance 

leads to an excited state of the neutral species. Therefore, Feshbach resonances tend to have 

longer autodetachment lifetimes than shape resonances (when the neutral forms in its ground 

state). This is summarised pictorially in Figure 1.3, where the two shape resonances undergo 

fast autodetachment into the ground-state neutral species, but similar autodetachment of the 

Feshbach resonance is less efficient. 

 

Figure 1.3: Electron configurations of shape (S; blue) and Feshbach (F; red) anion resonances. 

Electron loss from a shape resonance results in the electron configuration of the neutral ground 

state (M), and thus is generally faster than electron loss from a Feshbach resonance, which 

requires additional electron rearrangement to form the neutral ground state. 

 

 Autodetachment from a shape resonance is observed to occur on timescales up to 

picoseconds.28,29 The finite lifetime is due to the prevalence (and ‘shape’) of a centrifugal 
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barrier in the electronic energy landscape which the electron must tunnel through to escape. 

The barrier forms via the interplay of short-range attractive forces and long-range repulsive 

forces,30 as shown in Figure 1.4. The short-range attraction originates from the polarisation 

potential common to covalent molecules, which scales with the atom-electron distance as −r−4. 

The long-range repulsion experienced by the electron is due to the centrifugal potential, 

described by l(l+1)/2r2. The height of the centrifugal barrier is therefore dependent on the 

angular momentum of the electron, which in turn is responsible for the l-dependence of the 

Wigner threshold law (see Eq. (1.3)).13 Owing to the finite lifetime provided by the centrifugal 

barrier, anion resonances often undergo a multitude of other mechanisms for decay, in 

competition with autodetachment.31  

 

Figure 1.4: Wavefunction of an electron (ψe; green) within a shape resonance, where r 

represents the electron-molecule distance. There are two contributions to the potential (V) 

which result in a barrier: the repulsive centrifugal potential (red); and the attractive polarisation 

potential (blue). As demonstrated, the electron is able to tunnel through the finite barrier. 

 

Internal Conversion 

An integral mechanism to photochemistry is the nonadiabatic transition from one 

electronic state to another, driven by changes in the molecular geometry.32 Such a transition 

fundamentally violates the Born-Oppenheimer approximation,33 i.e. during a nonadiabatic 

transition, the motion of the nuclei is not separable from the motion of the electrons. As a matter 

of nomenclature, nonadiabatic transitions are termed internal conversion when the participating 
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electronic states have the same spin multiplicity, and are termed intersystem crossing when the 

spin multiplicities differ. The rate of internal conversion between two electronic states is 

inversely proportional to their energy gap,34 and therefore the topography of the corresponding 

potential energy surfaces plays a crucial role in the associated state-hopping dynamics. 

 Anion resonance states can be generated through photoexcitation of a ground-state 

anion, or through electron attachment to a ground-state neutral molecule. In either case, the 

resonance typically forms outside of its preferred molecular geometry. That is to say, the 

potential energy surface of the resonance is offset with respect to the ground-state anion and 

the ground-state neutral, and therefore a potential gradient will initiate changes in the geometry 

of the molecule. An example of this is shown in Figure 1.5. The excited molecule distorts to 

lower the electronic energy, bringing together the surfaces of the populated resonance and a 

lower-lying electronic state. This intersection can take the form of an avoided crossing, or more 

interestingly (in the case of a polyatomic anion), a conical intersection (see Figure 1.5).35 At a 

conical intersection, two or more electronic states are degenerate and nonadiabatically coupled, 

facilitating ultrafast (down to a few femtoseconds36) internal conversion.35,37,38 Therefore, 

access to a conical intersection has a considerable influence on the relaxation dynamics of an 

anion resonance, allowing internal conversion to outcompete autodetachment. Moreover, the 

lowering of the electronic energy through combined geometric changes and internal conversion 

can render the anion resonance state vertically bound with respect to electron loss, greatly 

enhancing the lifetime of the anion. Such stabilisation of the anion is integral to the electron-

accepting capabilities of corresponding neutral molecule, granting time for further processes 

to occur such as (reactive) charge-transfer, dissociation, or radiative emission. 
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Figure 1.5: An anion resonance state [M−]* being accessed through either photoexcitation (hν) 

from the anion ground state, or electron attachment to the neutral ground state. Either way, the 

potential gradient of the resonance prompts geometric changes. A conical intersection (CI) 

between the resonance and the ground-state anion facilitates ultrafast internal conversion. 

 

Intramolecular Vibrational Energy Redistribution 

 Upon formation of an anion resonance state, specific vibrational modes associated with 

the initial perturbation are excited.39 Due to anharmonic coupling between other vibrational 

modes, the initially localised energy is rapidly transferred to other moieties throughout the 

molecule,39–41 in a process known as intramolecular vibrational energy redistribution (IVR). 

Some modes are more strongly coupled than others, such that the timescale for IVR is mode-

specific.42,43 Eventual breakdown into a statistical distribution of vibrational energy amongst 

all modes is generally faster for larger molecules, which have more vibrational modes. IVR 

accompanies other resonance decay processes.   
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Dissociation 

 Driven by the topography of the resonance potential energy surface, an excited anion 

can stretch along a repulsive nuclear coordinate, leading to bond dissociation. This often results 

in fragmentation (unimolecular dissociation) of the anion, forming a smaller anion and one or 

more neutral fragments. Such photodissociation dynamics have implications for fundamental 

chemical reactivity and its controllability.44 But even if the excited-state potential energy 

surface is not repulsive, fragmentation may still occur. The anion resonance population may 

first undergo internal conversion to the ground-state anion, where it now is able to access a 

repulsive region of the ground-state potential energy surface, triggering fragmentation.45–47 The 

newly generated anion will have a different ADE to the parent anion, and may therefore be 

stable with respect to autodetachment (especially as some internal energy is imparted into the 

neutral fragments). Moreover, the fragment anion should be distinguishable from the parent 

using photoelectron spectroscopy, allowing the dissociation dynamics of the excited parent 

anion to be tracked using time-resolved techniques, discussed in Section 1.1.4.  

 

Luminescence 

 The excess electronic energy of an anion resonance state can also be removed 

radiatively, via luminescence. Through Kasha’s rule,48 luminescence predominantly transpires 

from the lowest excited state of the anion (for each spin multiplicity), upon trapping of the 

excited-state population within a minimum of the potential energy surface. Luminescence tends 

to occur on a longer timescale (nanosecond and higher49) than the dynamical processes outlined 

above, including autodetachment. In the context of photoelectron spectroscopy experiments, 

luminescence is not directly observed, and its effect is often negligible. 
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1.1.3. Frequency-Resolved Photoelectron Spectroscopy 

 Before studying the dynamical behaviour of anion resonances, it is useful to first map 

out their energies. Electron scattering experiments are very suitable for this task, where changes 

in the electron-molecule scattering behaviour are observed for resonant kinetic energies of the 

incident electrons.50–53 It is also possible to deduce resonance energies starting from a stable 

anion state. One general technique involves scanning the wavelength of a photoexcitation laser 

pulse, and tracking at which wavelengths some measurable action occurs.54 In the context of 

photoelectron spectroscopy, the fundamental action is the increase or decrease of total 

photoelectron signal as a resonance is populated. Such electronic action spectroscopy can be a 

very useful tool for mapping out the location of anion resonances.55 However, by tracking only 

the total electron signal, electronic action spectroscopy disregards important information: the 

photoelectron spectrum at each wavelength. The omission is a practical one, as there is not 

sufficient time to accumulate the photoelectron spectra during a single wavelength scan.  

 Frequency-resolved photoelectron spectroscopy (FRPES) compromises by measuring 

a series of photoelectron spectra across a range of closely-spaced wavelengths. This approach 

essentially retains the information of the photoelectron action spectrum, albeit at discrete 

photon energies. Although FRPES is time-consuming, it has several clear benefits.56 

Autodetachment and other electron loss channels are directly observable in resonant 

photoelectron spectra, providing insight into the populated excited states through the measured 

distribution of eKEs and, in the case of photoelectron imaging, the PADs.  

 FRPES produces many photoelectron spectra (acquired at different photon energies), 

and the results are stacked in order of increasing hν. The spectra can therefore be displayed as 

a contour plot (with axes: eKE, hν, and photoelectron signal), known as a two-dimensional 

photoelectron spectrum (2DPES). An illustrative 2DPES is shown in Figure 1.6, exhibiting 
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several features (labelled A−E) that are discussed in detail below. In this example, an anion 

resonance is vertically accessible at hν = 3.0 eV, and features are discussed in the context of 

photodetachment/photoexcitation using nanosecond laser pulses. 

 

Figure 1.6: Exemplar two-dimensional photoelectron spectrum (2DPES), showing five main 

contributions (labelled A−E). Each horizontal slice of the 2DPES represents a single 

photoelectron spectrum acquired at the specified photon energy hν. Features A and B arise 

from direct photodetachment of the ground-state anion. The other features only appear in 

coincidence with photoexcitation around hν = 3.0 eV: features C and D arise from electrons 

lost through autodetachment and thermionic emission, respectively; and feature E is produced 

by direct detachment of a photofragment. The photoelectron spectrum at the central 

photoexcitation wavelength is shown on the right, with each present feature highlighted. 

  

Direct Photodetachment 

 Direct electron detachment from an anion takes place at photon energies above the ADE 

and results in a spectral feature with maximum intensity around eKE = hν − VDE. Therefore, 

with increasing hν, the direct photodetachment feature shifts to higher eKE at an equal rate, 

and so appears as a diagonal signal (A) in the 2DPES. Figure 1.6 demonstrates how the ADE 
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and VDE of the anion may be easily extracted from the vertical intercept (eKE = 0) of the 

diagonal feature. Of course, the ADE and VDE can also be extracted from the individual 

photoelectron spectra. At higher photon energies, additional diagonal features (B) can appear, 

produced by direct photodetachment to an electronically-excited neutral state (Figure 1.7). The 

relative photoelectron signal between these features reflects their (hν-dependent) relative 

photodetachment cross-sections, which are largely determined by Koopmans’ correlations (i.e. 

a preference for electron loss from the anion, depending on the similarity between the 

underlying electronic structure of the anion and neutral species). As the photon energy becomes 

resonant with an excited state (hν = 3.0 eV), depletion and broadening of the direct detachment 

feature can occur: the signal can deplete due to competition between photoexcitation and direct 

photodetachment; and broadening towards lower eKE is observed due to fast autodetachment 

processes (discussed below), as well as changes in the FCFs associated with detachment from 

the different electronic state. 

 

Figure 1.7: Direct photodetachment of an anion M− to produce the corresponding neutral in 

either its ground state (M) or an excited state (M*), giving rise to features A (blue) and B 

(purple) in the 2DPES, respectively. 
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Autodetachment 

 Upon photoexcitation to a resonance state, the anion is unstable with respect to electron 

loss. Nuclear motion acts to stabilise the new state of the anion, reducing the energy gap 

between the anion and neutral potential energy surfaces (Figure 1.8). Therefore, autodetached 

electrons are lost with less eKE than the directly detached electrons described above. If the 

excited-state population relaxes into a minimum on the resonance potential energy surface 

(following IVR), autodetachment can appear as a distinct new feature (C) in the photoelectron 

spectrum, reflecting the corresponding energy gap between the anion resonance and neutral 

state. Since this gap is fixed, the central eKE of an autodetachment feature is often unresponsive 

to increases in the photon energy, and thus autodetached electrons do not appear as a diagonal 

feature in the 2DPES. 

 

Figure 1.8: Photoexcitation of an anion M−, generating [M−]* which undergoes 

autodetachment (cyan and green arrows). Where the excited-state population becomes trapped 

in the minimum of the potential energy surface, autodetachment is more prominent and 

produces feature C (green) in the 2DPES. The fragmentation (dissociation) pathway to form a 

new anionic species X− is also shown, where a second photon may be absorbed, producing the 

photofragment feature E (red) in the 2DPES.  

 

Autodetachment also occurs at intermediate nuclear geometries (i.e. before the 

excited-state population is able to settle into a minimum), generating photoelectron signal that 
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spans the eKE range between features C and A. This can be considered ‘fast’ autodetachment, 

occurring on the timescale of initial nuclear motion. Of course, the resonance population does 

not necessarily need to become trapped in a minimum of the potential energy surface, and may 

instead continue along a repulsive nuclear coordinate or undergo nonadiabatic transition to a 

lower electronic state. The latter pathway can also lead to autodetachment from the newly 

populated lower state, which may be distinguishable in the photoelectron spectrum through 

differences in the eKE distribution and PADs. Nuclear rearrangement can also cause the 

resonance state to become vertically bound with respect to electron loss, greatly increasing the 

lifetime of the anion with respect to electron loss, and suppressing autodetachment. 

 

Thermionic Emission 

 Bulk metals emit electrons when sufficiently heated, and correspondingly, thermally-

excited metal clusters have been shown to lose electrons through thermionic emission.57–59 The 

same is true of hot molecular anions (and clusters thereof), with thermionic emission being a 

common phenomenon in anion spectroscopic studies involving photoexcitation,60–66 

particularly when high laser powers are invoked.67 A Jablonski diagram of the basic mechanism 

is shown in Figure 1.9. The anion is first photoexcited to a higher electronic state, then 

undergoes relaxation to the ground state of the anion (e.g. through internal conversion), 

producing a (vibrationally) hot ground-state anion with internal energy exceeding its ADE, 

from which the excess electron is lost.68 Owing to the statistical manner of electron loss, 

thermionic emission typically occurs on timescales upwards of microseconds,69 although the 

exact lifetime depends on properties of the anion such as the electron binding energy and 

nuclear degrees of freedom.68 Thermionic emission is considered to be a ground-state process, 
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as generally there is plentiful time for electronic and nuclear (i.e. IVR) relaxation prior to 

electron loss.  

 

Figure 1.9: Illustrative Jablonski diagram for thermionic emission. Photoexcitation (hν) to an 

anion resonance [M–]* leads to internal conversion (IC) back to the ground-state anion M–, 

which undergoes statistical thermionic emission (TE) of electrons, generating the characteristic 

low-energy feature D in the 2DPES.   

 

 Thermionic emission is governed by Boltzmann (thermal) statistics, and as such, the 

kinetic energy distribution ρ of the measured electrons can be modelled as: 

 ρ(eKE)  =  A∙exp(–eKE/kBT*) , (1.3) 

where kB is the Boltzmann constant, A is a system-dependent pre-exponential factor, and T* is 

the effective temperature of anion. Although this model neglects the dependence of A on the 

eKE,70–72 it does capture the dominant behaviour observed in anion photoelectron spectra.57 

Overall, thermionically emitted electrons produce identifiable photoelectron signals that 

mostly follow an exponential distribution (Figure 1.6; D) and are isotropic (β2 = 0 in the PAD). 

 Photoinduced thermionic emission only takes place if the imparted energy exceeds the 

ADE of the anion. Therefore, bound excited states of an anion (accessed with hν < ADE) do 
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not produce thermal electrons following absorption of a single photon. However, activation (or 

enhancement) of the thermionic emission pathway can be instilled by increasing the excitation 

laser flux, permitting absorption of multiple sequential photons. Using nanosecond (or longer) 

pulses, the mechanism is described as ‘photon cycling’. A first photon photoexcites the anion, 

which then relaxes into a vibrationally hot ground state, completing the first cycle. Assuming 

that reformation of the ground state occurs within the duration of the laser pulse, the anion is 

susceptible to absorption of a second photon, beginning another cycle. This process can repeat 

until the anion has sufficient energy for thermionic emission, allowing bound excited states of 

the anion to also be located through thermionic emission. 

 From the signature (exponential and isotropic) traits of the thermionic emission feature 

(D), it is fairly straightforward to distinguish thermionically emitted electrons from other 

low-eKE electrons in photoelectron spectra. For instance, detachment of low-energy electrons 

can also take place through vibrational autodetachment (VAD).73,74 In VAD, electron loss is 

facilitated by specific (excited) vibrational modes. Therefore, the eKE distribution of 

vibrationally-autodetached electrons tends to be highly structured, corresponding with 

energetic properties of the participating (anionic and neutral) vibrational modes. The question 

of whether an anion will undergo VAD or thermionic emission is interesting and has recently 

been explored in the context of nitroalkane molecules, where it was shown that only the 

smallest nitroalkane (CH3NO2) exhibited VAD instead of thermionic emission.75 Nonetheless, 

the observation of electrons lost through either VAD or thermionic emission can equally be 

used to deduce the presence of an excited anion resonance, but only the observation of 

thermionic emission implies also reformation of a ground-state anion.  
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Photofragmentation 

 Photodissociation, or photofragmentation, is an accessible decay pathway for many 

excited anions. Assuming the electron is not lost during the dissociation (as in dissociative 

photodetachment76), then a new anionic product is formed. In a nanosecond FRPES 

experiment, the photoproduct anion may be detached by a second photon within the same 

photoexcitation laser pulse, assuming the dissociation dynamics are sufficiently fast. The result 

is a new diagonal direct detachment feature (E) in the 2DPES (Figure 1.6), appearing when hν 

is resonant with the excited state. Fragment anions often have smaller (or even negative) 

electron binding energies than the parent anion due to their smaller size. As shown in the 

example in Figure 1.8, this results in the direct detachment feature being located at higher eKEs 

than detachment from the parent anion. As the mechanism for dissociation-detachment 

necessitates the absorption of (at least) two photons, the associated photoelectron signal may 

be weaker compared to the remaining photoelectron spectrum. Fortunately, the photofragment 

detachment peak tends to be well-separated from other features in the spectrum, allowing even 

weak signals to be discernible.  

 In addition to generally being located at higher eKE, photofragment detachment 

features may be recognised through other spectral properties, such as their PADs and any 

exhibited vibrational structure. This allows for identification of the fragment anion, giving 

insight into the dissociation mechanism of the initially populated anion resonance (or bound 

excited state). However, it should be noted that fragmentation may only be observed across 

specific ranges of hν, even if the same resonance is being populated across a broader range. 

For example, if the resonance is accessed with very little vibrational excitation (i.e. on the lower 

limit of the photoexcitation energy), the generated anion resonance may not have sufficient 

internal energy to overcome an energy barrier for dissociation, and the feature will not be 

observed. 
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Photoelectron Angular Distributions 

 PADs offer a unique perspective into the electronic structure of the initial state being 

photodetached, and can therefore be very useful in the identification of anion resonances. In 

much the same way that the FRPES photoelectron signal can be represented in a two-

dimensional contour plot (2DPES), the anisotropy parameters β2 (measured at each hν) can be 

formatted similarly. The corresponding two-dimensional photoelectron angular distribution 

(2DPAD) is shown in Figure 1.10, where the anisotropies are only displayed in regions of 

significant photoelectron signal.  

 

 

Figure 1.10: Two-dimensional photoelectron angular distribution (2DPAD), measured for the 

same exemplar system that produced the 2DPES in Figure 1.6. The PAD is quantified by the 

anisotropy parameter β2, which has limiting values −1 and +2. The anisotropy parameter is 

only shown in regions where there is significant photoelectron signal − other areas are greyed 

out. 
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Electrons arising from autodetachment (C) are expected to be expelled with different 

PADs than those arising from direct detachment of the anion ground state (A), since the 

detached electronic state is different in each case. Similarly, if the resonance population relaxes 

into a lower-lying electronic state, autodetachment from the new state can also produce a 

unique PAD. Of course, the same is true of detachment from a photofragment (E), and in 

general, the measured PADs can sensitively probe the electronic structure of the populated 

resonance states, as well as the starting anion. However, there is no guarantee that the PADs of 

different features will significantly differ, particularly if the electronic states share similar 

electronic character.10  

The PADs of direct photodetachment features (e.g. A, B, and E) are expected to change 

gradually with increasing eKE (or equivalently, hν), as the emission of and interference 

between photoelectron partial waves changes smoothly with eKE. For instance, feature A in 

Figure 1.10 becomes more negative with increasing eKE. However, as hν approaches the 

resonance excitation energy, electrons stemming from (fast) autodetachment also contribute to 

alter the PAD of the direct detachment feature. This effect is highlighted in Figure 1.11, which 

shows β2 at the central eKE of feature A. The PAD changes smoothly and predictably until the 

resonance is populated, where there is a distinct shift towards a less negative β2. In general, 

sudden changes in the anisotropy are indicative of photoexcitation to a resonance. This can be 

particularly important when the autodetachment feature is isoenergetic with the direct 

detachment feature, such that the 2DPAD reveals changes that are indiscernible in the 2DPES.   
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Figure 1.11: PAD of the direct detachment feature A (black curve). The red dotted curve 

represents the anisotropy that would be expected in absence of photoexcitation. 

 

 

Multiply Charged Anions 

 As a final note on FRPES, it is interesting to consider the unique behaviour of multiply 

charged anions, which are dianions in the simplest case. Few molecular anions preferentially 

bind a second electron (i.e. few anions have a positive electron affinity) due to the inherent 

Coulombic repulsion between the two negative charges. However, a vast array of metastable 

dianions, with lifetimes upwards of milliseconds, have been observed and studied in the gas 

phase.77–81 The origin of this enhanced kinetic stability is the repulsive Coulomb barrier (RCB), 

which inhibits electron loss.82,83 The RCB forms through the interplay of two opposing 

interactions: the long-range Coulomb repulsion between the (singly charged) anion and the 

additional electron; and the short-range attractive forces (e.g. polarisation) which seek to bind 

the extra electron. The repulsive contribution is demonstrated pictorially in Figure 1.12(a). 

There are clear similarities to the temporary stability of shape resonances described above (see 

Figure 1.4), but in the case of dianions, the Coulombic contribution is far stronger than the 

centrifugal potential. As such, RCB heights are typically on the order of several eV, causing 

metastable dianions to be very long lived.  
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Figure 1.12: Schematics of FRPES on a dianion possessing a repulsive Coulomb barrier 

(RCB). (a) Directly detached photoelectrons are only measured when the photon energy 

hν ≥ ADE + RCB. The Coulombic repulsion potential is shown as a red dashed line to highlight 

its importance to RCB formation. (b) Upon photoexcitation to an anion resonance [M−]*, an 

electron may have sufficient time to tunnel through the RCB (even if hν < ADE + RCB), 

producing a lower-energy photoelectron signal. 

 

 The RCB has constraining implications for photodetachment from a dianion. In order 

to be fully liberated from the dianion, the detached electron must have sufficient kinetic energy 

to overcome the RCB, as well as the electron affinity of the anion. Therefore in FRPES, direct 

detachment will only be observed once the photon energy exceeds the sum of the ADE and the 

RCB, as suggested in Figure 1.12(a). This leads to the sudden emergence of a direct detachment 

feature at eKE ≈ RCB, once the threshold photon energy is reached. Hence, FRPES can be 

applied to measure RCB heights, which can give insight into the geometric charge separation 

in the dianion.77 However, the height of the RCB also depends on the direction of electron 

emission, and thus a single dianion possesses a range of RCBs. For instance, if the electron 

propagates towards the other electron in the dianion, it will experience a greater Coulombic 

repulsion and therefore the RCB is larger in this direction. Consequently, the PADs (from an 

aligned sample) can provide further information into the three-dimensional nature of the RCB, 

and in turn, the electronic (and nuclear) structure of the initial dianion.84 



32 

 

 Photoexcitation to resonances of the dianion also produces quite unique features in 

FRPES, due to the RCB. As mentioned, an electron will not be photodetached from a dianion 

unless hν ≥ ADE + RCB. However, if an anion resonance is populated at a lower photon energy 

than this, autodetachment may still take place. This counterintuitive process results from 

electron tunnelling:85–87 a schematic for which is shown in Figure 1.12(b). Following 

photoexcitation to the anion resonance state, the excited-state population may persist on a long 

enough timescale for an electron to tunnel through the RCB. Electron tunnelling is particularly 

enhanced when either the excited-state population reaches a minimum well on the potential 

energy surface, or the anion resonance energy is close to the crest of the RCB. In the 2DPES, 

electron tunnelling autodetachment manifests as a feature similar to C; the signal is fixed in 

eKE with increasing hν, and may appear in absence of the direct detachment feature (at lower 

hν). Conversely, thermionic emission is not observed from dianions, as the low-energy 

electrons are unable to overcome (or tunnel through) the RCB. Therefore, the observation of 

thermionic emission following photoexcitation of a dianion originates from a singly-charged 

species, which could either form through an initial electron loss (e.g. via autodetachment), or 

through fragmentation of the molecule. 

 

1.1.4. Time-Resolved Photoelectron Spectroscopy 

 The development of ultrashort laser pulses enabled time-resolved photoelectron 

spectroscopy (TRPES) on the femtosecond timescale of nuclear motion,88–91 affording a direct 

and unique perspective into the dynamical behaviour of electronically excited states. TRPES 

follows a pump-probe scheme, where a first ‘pump’ laser pulse (hνpump) is used to generate an 

excited population in the sample, and then after a variable time delay Δt, a second ‘probe’ laser 

pulse (hνprobe) provokes photodetachment that is measured spectroscopically. Photoelectrons 
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arising from the probed excited state constitute the ‘pump-probe signal’, which is the primary 

action for monitoring the excited-state dynamics. Photoelectron spectra are acquired at a range 

of different Δt, allowing the excited state to be probed at different stages of its evolution (i.e. 

following the relaxation mechanisms described in the Section 1.1.2). Therefore, the excited-

state dynamics are directly reflected in changes of the eKE distribution and PADs of the 

pump-probe signal, as outlined in the examples below. 

We first consider TRPES in the context of photoexcitation to a bound excited state (with 

respect to electron loss). In the illustrative example shown in Figure 1.13(a), hνpump and hνprobe 

are below the ADE of the molecule, so there is no (single-photon) photoelectron signal arising 

from either the pump or the probe pulse alone. Photoexcitation using a femtosecond laser pulse 

prepares a coherent superposition of vibrational states,92 i.e. a vibrational wavepacket, in the 

electronically excited state, [M–]*. Immediate probing of the wavepacket (Δt ≈ 0) generates a 

pump-probe signal at high electron kinetic energy (Figure 1.13(b)). Later probing (Δt > 0) 

permits the wavepacket to first evolve on the excited state, typically increasing the energy gap 

between [M–]* and the neutral ground state, and thereby reducing the measured eKE of the 

pump-probe signal. Probing at even later delays (Δt ≫ 0) provides sufficient time for a 

transition to lower-lying electronic states, resulting in pump-probe signal with substantially 

different eKEs and PADs. Monitoring the photoelectron image with changing Δt thus reveals 

insight into the characteristic timescales for such relaxation processes. A multitude of other 

dynamical processes may also be tracked with TRPES, such as oscillatory wavepacket motion 

observed through periodically changing eKEs,93 light-driven charge-transfer reactions,94,95 and 

photoinduced fragmentation processes.96 
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Figure 1.13: (a) Example of TRPES probing bound excited state dynamics. Photoexcitation 

using hνpump populates an excited state [M−]*, which eventually undergoes relaxation into a 

lower-lying excited state [M−]†. Along the nuclear relaxation coordinate, the excited state 

population can be photodetached with hνprobe. (b) Evolution of the photoelectron spectrum with 

changing time delay Δt. Colours roughly correspond to the different detachment mechanisms 

shown in the left panel (a). 

 

TRPES can also probe the dynamics of anion resonances (Figure 1.14(a)),29 where a 

similar pump-probe signal can be obtained and tracked with changing Δt. Since the anion 

resonance state is unstable with respect to electron loss, the excited state can also decay through 

electron autodetachment, leading to a faster decay of the pump-probe signal. However, as 

autodetached electrons are also measured in the photoelectron spectrum (e.g. see Section 1.1.3), 

the timescales of autodetachment can be disentangled from competing relaxation dynamics. 

For instance, the autodetachment signal in Figure 1.14(b) exhibits an initial depletion at Δt = 0, 

but then a resurgence at Δt > 0 that is representative of the autodetachment lifetime. At longer 

times, nuclear motion may make the resonance state (or a lower-lying state that has been 

populated) vertically bound with respect to electron loss, such that autodetachment is no longer 

an accessible pathway. Time- and frequency-resolved photoelectron spectroscopy are 

complimentary: TRPES benefits greatly from the comprehensive understanding of resonance 
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energies that can be supplied through FRPES, and in turn, TRPES provides crucial information 

on the resonance relaxation dynamics that may only be indirectly observed in FRPES.  

 

Figure 1.14: (a) Example of TRPES probing unbound (resonance) excited state dynamics. 

Photoexcitation using hνpump populates an excited state [M−]*, which eventually undergoes 

relaxation into a lower-lying excited state [M−]†. Along the nuclear relaxation coordinate, the 

excited state population can be photodetached with hνprobe, and autodetachment (AD) occurs 

where the population is not vertically bound. (b) Evolution of the photoelectron spectrum with 

changing time delay Δt. Colours roughly correspond to the different detachment mechanisms 

shown in the left panel (a).  
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1.2. Non-valence States, Anion Clusters, and their Insight into DNA Damage 

 So far, the discussion of anions and their resonance states has been centred around the 

formation of traditional valence states, i.e. states described by electron occupancy of MOs 

within the covalent network of the molecule. However, molecules and their anions can also 

form more exotic electronic states: non-valence states. Neutral species possess an infinite 

number of non-valence states in the form of excited Rydberg states,97 where an electron is 

distantly bound by its long-range Coulombic attraction to the cationic molecular core, akin to 

a hydrogenic species. Rydberg state energies converge to the ionisation threshold, and as such, 

the occupying electron is very weakly bound.  

 

Figure 1.15: Computed isosurface (0.015) of electron density for the dipole-bound anion of 

the uracil nucleobase. The green arrow shows the orientation of the dipole moment μ of the 

neutral uracil core. 

 

In a non-valence anion, the excess electron is also located in a diffuse orbital, distant 

from the covalent electronic structure of the molecule. However, the molecular core of a 

non-valence anion is neutral instead of positive, and thus the electron binding must be governed 

by weaker non-Coulombic interactions. The next longest-range interaction is between the 

excess electron and the dipole of the molecular core, decaying as r–2, where r represents the 

charge-molecule separation distance. If the molecular core of the anion possesses a sufficiently 

strong dipole moment (typically >2.5 D),98 the excess electron can be weakly bound towards 

the positive end of the molecule (see Figure 1.15) in a diffuse dipole-bound state (DBS).99 
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However, a dipole is not mandatory for non-valence anion formation: quadrupole-bound states 

(scaling as r–3) have been measured for a growing number of anions,100–104 and shorter-range 

electron correlation interactions (r–4 or shorter) can compound to produce a correlation-bound 

state.105–108  In many non-valence anions, it is a combination of these different interactions that 

dictate the electron binding.109,110 This is particularly interesting in anion clusters, where the 

geometry of the cluster steers which interactions permit non-valence electron binding.111 

 

1.2.1. Identifying Non-valence States 

 Non-valence anions can be formed through electron attachment to a neutral molecule, 

or through photoexcitation from a stable valence-bound anion. But how can one experimentally 

distinguish between a conventional valence anion and a diffuse non-valence anion, and 

moreover, measure the non-valence electron binding energy? The earliest observations of a 

DBS performed Rydberg electron transfer to dipolar CH3CN.112,113 Non-valence anion 

formation is enhanced only at specific Rydberg quantum numbers (unlike for valence anion 

formation), which can be directly correlated with the electron binding energy of the 

non-valence state.114 As expected from the diffuse electronic structure of non-valence states, 

the associated binding energies are very small, such that non-valence anions are also 

distinguishable from valence states by their increased susceptibility to strong electric field-

induced detachment.114 However, the clearest and most informative studies on non-valence 

anions typically utilise anion photoelectron spectroscopy. 

 Photodetachment from a non-valence state gives rise to a very characteristic 

photoelectron signal, as highlighted in Figure 1.16. There are three main identifiable attributes: 

(i) the measured eKE is only slightly lower than the detaching photon energy; (ii) the spectral 

linewidth tends to be very narrow; and (iii) the outgoing electron is imaged to be distinctly 

anisotropic. For the example of a DBS, these are explained as followed. The high eKE (i) 
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observed is due to the weak binding energy of the DBS electron (EDBS). The two are related 

through eKE = hν – EDBS, and thus it is straightforward to extract DBS binding energies from 

anion photoelectron spectroscopy. The narrow linewidth (ii) arises from the similarity of the 

DBS and neutral potential energy surfaces. Since the DBS electron presides far away from the 

neutral molecular core, it has a limited effect on the nuclear structure of the molecule. 

Therefore, the potential energy surface of a DBS is approximately parallel to the potential 

energy surface of the neutral species (at least near the minimum), with the two separated in 

energy by EDBS. In turn, FCFs are greatest between unchanging vibrational levels (e.g. the 0-0 

transition, or any other v-v transition), producing a very narrow photoelectron signal. Finally, 

the characteristic anisotropy (iii) of the DBS feature is determined from its unusual electronic 

structure. The very diffuse, isotropic DBS orbital (assuming it is the ground state) is akin to an 

atomic s orbital, described by l = 0. As earlier discussed, detachment from an s orbital produces 

a photoelectron partial p-wave, giving rise to a maximally anisotropic PAD: β2 ≈ +2, sketched 

in Figure 1.16(b). Very few valence states produce such a distinctly anisotropic PAD, and the 

three combined attributes outlined above enable effortless identification of photodetachment 

from non-valence states. 
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Figure 1.16: (a) Sketch of potential energy surfaces for a DBS and its neutral analog, M. The 

surfaces are approximately parallel near the minima, separated by EDBS. The typical 

photoelectron (PE) spectrum resulting from detachment of a DBS is shown in the centre. (b) 

The corresponding PE image, demonstrating the characteristic anisotropy predominantly 

parallel to the laser polarisation axis ε. 

 

1.2.2. Importance of Non-valence States 

 Non-valence anions have found application in the laboratory as a spectroscopic tool. 

As the excess non-valence electron does little to disturb the nuclear structure the core molecule, 

the electron may be utilised as a spectroscopic ‘tag’. For example, the molecular vibrational 

modes (and frequencies thereof) are essentially the same whether the molecule is in its neutral 

form or in an anionic non-valence state.115 Therefore, beginning from a ground-state valence 

anion, vibrational levels of an excited non-valence anion (and approximately, the neutral 

molecule) can be probed by observing resonantly enhanced photodetachment as the photon 

energy of the input laser pulse is scanned (i.e. acquiring an action spectrum).80 Moreover, 

vibrational autodetachment processes can be observed upon resonant excitation, providing 

further information on the vibrational properties.116 In general, experiments that perform 

photoexcitation of a non-valence anion have exciting potential to probe anion resonance states 

from the equilibrium geometry of the neutral molecule, i.e. the natural geometry important to 

electron attachment processes. 
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 However, non-valence anions are more than just a useful physical curiosity. In 

particular, non-valence states are thought to act as ‘doorway’ states that facilitate electron 

attachment to neutral molecules.117–119 In this sense, the diffuse non-valence orbital provides 

an enhanced cross-section for electron capture, which proceeds to form a vibrationally-excited 

non-valence anion resonance, described as a vibrational Feshbach resonance. From here, the 

non-valence state may couple to and relax into a more adiabatically stable valence state − a 

process which has been observed in a number of systems95,119–122 − extending the lifetime of 

the anion. This has implications for anion formation in the interstellar medium,123,124 where 

several polyatomic anions have been discovered over the past few decades.125–130 In particular, 

polycyclic aromatic hydrocarbons (PAHs) are suspected to be important carriers of negative 

charge in space, contributing to diffuse interstellar bands.131 Many PAHs possess strong dipole 

or quadrupole moments, and thus correlation-supported non-valence states offer a facile route 

for electron attachment. The potential role of non-valence states in biological electron 

attachment processes, such as low-energy electron-induced DNA damage, has also been 

speculated,132 but it is generally conceded that such non-valence states are unlikely to be prevail 

in a disrupting bulk environment.133 To explore such solvation effects in more detail, one may 

turn to the study of anion-solvent clusters.  

  

1.2.3. Photoelectron Spectroscopy of Anion-Water Clusters 

 The photodynamical behaviour of molecules is often critically dependent on the 

surrounding environment. For example, green fluorescent protein fluoresces brightly upon 

UV/visible irradiation,134 yet the isolated chromophore responsible for its absorption band 

undergoes ultrafast internal conversion processes that inhibit such fluorescence.135,136 Clearly, 

it is necessary to develop techniques that connect the results of gas-phase studies to those in 

condensed phases, allowing the influence of the surroundings to be differentiated from the 
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intrinsic behaviour of the chromophore. Clusters provide an appealing opportunity to ‘bridge’ 

the two regimes.4 Anion clusters are charged and thus separable through mass spectrometry, 

allowing individual clusters to be studied in isolation, revealing the effects of incremental 

cluster growth.  

 As a fundamental example which relates to non-valence states, water cluster anions, 

(H2O)n
−, have been extensively studied using photoelectron spectroscopy. The water dimer 

anion, (H2O)2
−, is a DBS and produces the characteristic photoelectron signal associated with 

detachment from a non-valence state, i.e. narrow and at low electron binding energy.137,138 As 

water molecules are successively added to the cluster, the electron binding energy (or VDE) 

increases, demonstrating that hydration has a stabilising effect on the excess electron.138,139 

When the cluster size reaches (H2O)6
−, multiple structural isomers form and can be correlated 

to different electron binding motifs.140 Vibrational spectroscopy has assigned many of these 

structures,141,142 and the most stable isomer binds the excess electron via a single water 

molecule that acts as a double hydrogen-bond acceptor.141,143 Therefore, even at small cluster 

size, the description of the non-valence electronic structure becomes less well-defined than a 

simple DBS. As the cluster size increases further, the electron binding energies of the different 

isomers diverge.144 In the large cluster regime (tens of water molecules and greater), the VDE 

of the most stable isomer (which can be subdivided into more precise isomeric classes) 

increases linearly with cluster size, n−1/3.144–146 Through a simple linear extrapolation to the 

bulk limit (n = ∞), the VDE of the hydrated electron, e−
(aq), was determined as 3.60 ± 0.03 eV.147 

This cluster-based extrapolated value is in very good agreement with recent measurements 

utilising liquid microjets, which place the VDE of e−
(aq) at 3.7 ± 0.1 eV.148,149 This is a fine 

example of how bulk properties, possibly immeasurable by other means, can be determined 

through the study of anion clusters.150 
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 Heterogeneous anion-water clusters (written as X−(H2O)n, although the charge may be 

delocalised throughout the cluster) allow exploration of solvation effects on anions. A 

well-studied exemplar system is iodide-water cluster anions, I−(H2O)n.
151–153 The VDE of 

I−(H2O)n increases with greater n,153 demonstrating that hydration stabilises I−. Indeed, 

hydration-induced stabilisation is essentially a universal trait amongst anions.152,154–157 

Extrapolation techniques have also been applied to measurements on I−(H2O)n, allowing the 

VDE, ADE, and various thermochemical properties of aqueous iodide to be determined.153 

Anion-solvent clusters also present an opportunity to probe more exotic species in solution. 

For instance, photoexcitation of I−
(aq) (as well as other anions) below the detachment threshold 

can lead to the formation of a charge-transfer-to-solvent (CTTS) state − a metastable 

intermediate towards the production of e−
(aq).

158 The I−(H2O)n analogue to the CTTS state was 

found to be an excited non-valence state.159 This allowed the nonadiabatic decay dynamics of 

CTTS state decay to be tracked by TRPES.160–163 Altogether, I−(H2O)n represents one example 

where the great level of mechanistic detail offered by gas-phase experiments can be applied to 

condensed-phase systems through the study of anion-solvent clusters. We now move to 

consider how such clusters may be applied to offer a viewport into electron-driven processes 

in condensed-phase biological environments. 

 

1.2.4. Low-Energy Electron Attachment to DNA 

 Just over 20 years ago, Sanche and coworkers demonstrated that low-energy electrons 

(< 20 eV) resonantly attach to plasmid DNA strands, inducing strand breakages (see 

Figure 1.17) that ultimately lead to mutagenesis or even cell death.164 This observation 

prompted a pivotal shift in the fields of radiation and electron-driven (bio)chemistry, in which 

experiments pushed to identify the products of the DNA damage, and moreover, understand 

the full mechanism from electron attachment to subsequent lesion.165–168 The entire process 
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spans many orders of magnitude in both time and energy, and we focus specifically on the 

initial resonant electron attachment step. 

 

Figure 1.17: DNA strand breakages induced by incident low-energy electrons. Single- (SSB) 

and double- (DSB) strand breakages are distinguished by black squares and red circles, 

respectively. Adapted from ref. 164. Reprinted with permission from AAAS publishing. 

 

 Electrons were observed to induce DNA damage at specific incident energies, 

suggesting (transient) anion resonance states were forming on the DNA macromolecule. There 

are several moieties that are good candidates for accepting low-energy electrons: the phosphate 

backbone, the nucleobases, or the bridging sugar. Whilst both the nucleobase and the phosphate 

subunits can efficiently accept an electron, it is predominantly electron attachment to the 

nucleobase moieties that appear to lead to strand breakages and crosslinks.168,169 For incident 

electron energies ranging from 3−20 eV, Feshbach resonances of the nucleobase anions are 

populated.169 At lower energies (< 3 eV), where resonant single-strand breakage has also been 

observed to occur,170 shape resonances of π* character have been implicated.171 In both cases, 

the accepted mechanism that leads to strand breakage is postulated to proceed as follows: 

charge-transfer occurs from a nucleobase π* state (which can form directly, or in the higher 

energy case, via relaxation of a Feshbach resonance) to a σ* orbital along the sugar-phosphate 

C−O bond, inducing cleavage.172,173 However, even in the case of sub-3 eV electron 
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attachment, it remains unclear which nucleobases, and moreover which π* shape resonances, 

participate most. 

 

Figure 1.18: Anion resonance energies of isolated nucleobases: adenine (A), cytosine (C), 

keto-guanine (G), thymine (T), and uracil (U); relative to the neutral species.174 

 

 For each of the five nucleobases (adenine, cytosine, guanine, thymine, and uracil), 

electron transmission spectroscopy has located the energetic positions of the lowest anion 

shape resonances with π* character.174 As summarised in Figure 1.18, three π* resonances 

(labelled π1*− π3*) are accessible via electron attachment with sub-5 eV energies, for each 

nucleobase. Computational work has also identified the presence of σ* states in this energy 

range.175–177 Although electron scattering from σ* states has not been observed experimentally, 

they can participate in relaxation dynamics from populated π* states, as demonstrated in 

dissociative electron attachment studies.178,179 Therefore, one may believe it straightforward to 

correlate the resonant energies of low-energy electron-induced DNA damage with the π1−3* 

resonances of the nucleobases. However, as discussed in the preceding section, water 

molecules in the proximity of an anion can provide a significant stabilising effect. It was 

recently shown that excited states of anions are similarly stabilised,64 such that each of the π1−3* 

resonances can be expected to shift to lower energies due to the water molecules that infiltrate 
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the grooves of DNA. Conversely, the nearby phosphate backbone carries negative charge, 

which may act to destabilise the anion resonance states of the nucleobases. Undoubtedly, there 

is a need to investigate the behaviour of the π* states of the nucleobases within condensed-

phase environments. 

 Nucleobase-water anion clusters have been previously investigated using photoelectron 

spectroscopy by the Neumark and Bowen groups,180,181 although these studies did not find 

evidence of photoexcitation to anion resonance states. However, time-resolved photoelectron 

spectroscopy has been applied to iodide-nucleobase cluster anions, where near-UV excitation 

leads to the formation of a transient DBS anion of the nucleobase, or results in ππ* excitation 

on the neutral nucleobase component, depending on the photon energy.120,182–184 For the uracil 

nucleobase, the DBS was observed to convert into the valence π1* state within hundreds of 

femtoseconds.183 Similar experiments were extended to single-water clusters of the U−I− 

complex, where conversion from the DBS to the π1* state was delayed, and the (long decay) 

lifetime of the subsequently formed π1* state was found to be substantially longer.185,186 These 

studies excellently highlight how the presence of even a single water molecule has a significant 

influence on the resonance dynamics of nucleobase anions. The work outlined in this thesis 

principally aimed to investigate the effect of hydration on nucleobase anions in more detail, 

hoping to elucidate which π* resonances may accept low-energy electrons in aqueous 

conditions. To achieve this, our FRPES experiment was capable of accessing excited state 

resonances of nucleobase-water cluster anions by utilising photon energies that had not been 

previously applied. We exploited this to track the position of different anion resonance states 

of nucleobases with an increasing degree of hydration, shedding light on how an aqueous 

environment influences electron attachment to nucleobases. Additionally, water clusters of 

non-valence nucleobase anions were generated and measured for the first time, revealing the 

stabilising effect that water can exert on such delicate states.  
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Chapter 2 – Experimental 

 

 The Verlet group aims to investigate the photodynamical properties of anions, whether 

in isolation, in bulk solution, or at their dividing interface. The gas-phase laboratory is 

separated into two experimental setups, primarily differentiated by their anion source regions. 

One experiment utilises electrospray ionisation (ESI) to insert dissolved anions into a 

differentially pumped vacuum chamber. This is henceforth referred to as the ESI instrument. 

The second experiment generates anions through electron attachment to a molecular beam 

produced by an Even-Lavie pulsed valve. Within the supersonic expansion, molecular clusters 

(solvated molecules, or dimers, trimers, etc.) are formed, permitting the study of anion clusters. 

Due to this natural propensity to form anion clusters (and lack thereof in the ESI instrument), 

this molecular beam experiment is referred to as the cluster instrument.  

The work included in this thesis was primarily carried out on the cluster instrument. 

Chapter 2 will highlight the current state of the experiments, with a particular focus on the more 

substantial adaptations which have been implemented on the cluster instrument. We begin by 

outlining the laser systems, one of which is new. The cluster instrument is then described in 

detail, and an overview of the ESI instrument is presented. Finally, the role of electronic 

structure calculations in aiding the interpretation of our experimental data is briefly discussed. 
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2.1. Laser Systems 

 There are currently three lasers available for use in gas-phase experiments within the 

Verlet lab: two Nd:YAG lasers, which each generate nanosecond laser pulses; and one 

Ti:Sapphire femtosecond system, which has seen little modification over the past few years.  

 

2.1.1. Tuneable Nanosecond Pulses 

The Q-switched Nd:YAG laser has been a staple of nanosecond experiments since its 

inception, and the Verlet group has employed one for many years in the form of the Continuum 

Surelite II. Q-switching is implemented to produce high-energy pulses (nominally 650 mJ) 

with a ~6 ns temporal FWHM (full-width at half-maximum). The fundamental wavelength of 

the laser is 1064 nm, but in typical operation the laser light undergoes frequency tripling to 

output 355 nm pulses (~150 mJ). The full output also contains residual 1064 nm and 532 nm 

light, the former of which is desirable for the subsequent wavelength-tuning step described 

below. The pulse repetition rate is 10 Hz. 
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Figure 2.1: (a) Schematic of the Nd:YAG–OPO setup for the generation of nanosecond laser 

pulses with tuneable wavelength (2750–192 nm). The wavelength(s) of each path is given in 

parenthesis, with units of nm. HWP = half-wave plate, PB = Pellin-Broca prism, BBOs refers 

to the beta barium borate crystals which act as the necessary nonlinear optics. Dotted optics are 

removed depending on desired wavelength. Laser light leaves apertures A or B to be delivered 

to the experiment. (b, c) Measured power of resulting UV, visible, and near-IR pulses. Dotted 

lines indicate wavelengths at which the output power is expected to drop to zero due to the 

wavelength-tuning process. 
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Whilst the harmonic wavelengths of the Nd:YAG are useful for some experiments, 

tuneable-frequency pulses expand the limits on what can be studied, opening the door to, for 

instance, FPRES and various types of action spectroscopy. The output of the Surelite is coupled 

directly into a Horizon I (Continuum) optical parametric oscillator (OPO), accessing a 

near-complete range of wavelengths between 2750–192 nm. A simplified schematic of the 

setup is shown in Figure 2.1(a). The OPO converts the 355 nm pump pulses into two lower-

energy waves of different frequency: the signal (710 < λs < 400 nm), and the idler (2750 < λi < 

710 nm). As the signal and idler waves are produced with orthogonal polarisations, a 

combination of a half-wave plate (HWP) and a Pellin-Broca prism is used to selectively direct 

one of the beams towards aperture A (Figure 2.1(a)), for experimental use. For the generation 

of UV pulses in the 400 < λUV < 292 nm range, the tuneable signal waves are mixed with 

residual 1064 nm fundamental light. Higher photon energies are similarly accessed, but require 

e.g. frequency-doubling of the signal. Ultraviolet pulses are directed to the alternate output – 

aperture B (Figure 2.1(a)). The measured laser power varies across the wide range of 

wavelengths, and the typical performance (as measured in 2023) is displayed in Figure 2.1(b) 

and 2.1(c). There is effectively zero output at 400 nm (3.10 eV), which is the visible-UV 

crossover.  

The OPO is also capable of being continuously scanned, allowing for fast acquisition 

of photoelectron action spectra. This is particularly useful in determining the energetic position 

of anion resonance states, as there tends to be an increase in electron detachment yield when 

the photon energy becomes resonant with an excited state. This is demonstrated in greater detail 

in Chapter 5. 
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2.1.2. New Nd:YAG Laser 

The second Nd:YAG laser is a Quantel Q-smart 450, and is a more recent addition to 

the laboratory. The primary distinguishing factor from the original Surelite Nd:YAG described 

above is that the Q-smart can run at a repetition rate of 20 Hz (rather than 10 Hz), delivering 

450 mJ/pulse. The upshot of this increased rate is that our experiments can effectively acquire 

double the photoelectron signal with little-to-no drawback.  

Like the Surelite, the new Q-smart laser generates nanosecond pulses (~5 ns FWHM) 

with a fundamental wavelength of 1064 nm. Higher harmonic generation is available, up to the 

fifth harmonic (213 nm). Additionally, the output of the Q-smart Nd:YAG can be coupled into 

a dye laser (Sirah, Cobra-Stretch), although this was not utilised for the work in this thesis. 

Like the OPO, the dye laser alters the wavelength of the input pulses. The advantage of the dye 

laser comes through the quality of the tuned laser pulses. First, the pulse power is far greater 

than the OPO is capable of, reaching up to 30% efficiency (of the 532 nm pump). And second, 

the linewidth of the tuned pulses is far more narrow (0.1 cm–1 at λ = 625 nm, compared to 

>3 cm–1 for the OPO), allowing for selective photoexcitation of individual vibrational modes 

in target anions. However, the tuning range is far more limited: whilst the OPO spans 2750–

192 nm (nearly) seamlessly, the dye laser only spans 920–370 nm, requiring different dye 

solutions at small wavelength intervals therein. 

 

2.1.3. Femtosecond Laser 

Over the past few years, there have been no significant alterations to the femtosecond 

laser system. Comprehensive descriptions of the current setup can be found in earlier PhD 

theses within the group.187 Nonetheless, a summary of the system and its pulse properties are 

provided here. The primary purpose of femtosecond experiments are to record time-resolved 
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photoelectron spectra through a pump-probe scheme. A lesser secondary application is to 

compare photoelectron spectra acquired with nanosecond and femtosecond pulses of the same 

wavelength, which can give insight into photodetachment processes involving multiple 

photons and the intermediate excited state dynamics. 

 

Figure 2.2: (a) A schematic of the current femtosecond laser setup, labelled with relevant beam 

properties. Pump and probe beamlines derive from the same output, where they are separated 

by a 50:50 beamsplitter (BS). (b) Sketch of the motorised stage used to generate a delay 

between the pump/probe pulses. (c) Setup for generating pump/probe pulses of different 

wavelengths. 

 

A schematic of the femtosecond laser system is shown in Figure 2.2(a). The setup 

begins with a diode-pumped solid-state laser (Millennia, Spectra Physics). A continuous-wave 

beam at 532 nm is produced and pumps a mode-locked Ti:Sapphire oscillator (Tsunami, 

Spectra Physics), which emits ultrashort 800 nm pulses (FWHM = 35 fs) with an average power 
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of 0.5 W. Instead of directly using the output of the Tsunami for experiments, the pulses first 

undergo amplification to increase the power. This takes place in a Ti:Sapphire regenerative 

amplifier (Spitfire Pro, Spectra Physics), which is pumped by the second harmonic (527 nm) 

of a high-power Q-switched Nd:YLF laser (Empower, Spectra Physics) at with a repetition rate 

of 960 Hz. A Pockels cell dumps amplified pulses from the Spitfire cavity, generating a train 

of 800 nm, ~35 fs pulses, but an increased average laser power of 3 W. This output is separated 

into two equal parts: one to be used as a pump in TRPES experiments, and the other as a probe. 

The pump and probe pulses take different paths through to the experiment, which 

naturally means that the pulses will not enter the experiment simultaneously. For TRPES, we 

must adjust the difference in arrival times, Δt, with femtosecond resolution. This is performed 

by directing one beam onto a delay stage (Figure 2.2(b)), consisting of a retroreflector mounted 

onto a one-dimensional motorised translation stage. The retroreflector is simply two mirrors 

oriented perpendicularly, reversing the direction of the incoming light. The translation stage 

adjusts the position of the retroreflector to sub-micrometer precision, altering the total 

pathlength of the beam. This affects the travel time of either the pump or probe laser pulses, 

offsetting them with respect to each other. Δt can be increased (or decreased) up to one 

nanosecond, with femtosecond resolution. 

TRPES experiments generally require pump and probe pulses of specific wavelengths. 

Figure 2.2(c) outlines our current wavelength-tuning capabilities for the femtosecond laser. The 

laboratory has two optical parametric amplifiers (OPAs; Topas Prime and Topas C, Light 

Conversion) which can be used to tune the wavelength of the 800 nm pulses to the range of 

2500–1150 nm. Combining the OPA outputs with sum-frequency generation (BBO) crystals, 

wavelengths between 2500–288 nm are achievable. Alternatively, harmonics of the initial 800 

nm pulses can be generated, producing powerful femtosecond pulses of 400, 267, or 200 nm. 
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The pump and probe wavelengths must be selected carefully. The pump photon energy 

hνpump should be resonant with the excited state of interest (e.g. S1←S0), which can be located 

with a preceding FRPES experiment. The choice of probe photon energy hνprobe is more 

involved. Inevitably, it must be sufficiently high to detach electrons from the excited state 

population, producing the pump-probe signal. However, if possible, hνprobe should be below the 

electron affinity of the parent anion so as not to detach electrons from the ground-state 

population, which could obscure other, weaker features in the photoelectron spectrum. But note 

that with a ‘background’ subtraction, this adverse effect can be mitigated. Generally, the 

primary concern with choosing hνprobe is to avoid the photon energy being resonant with other 

excited states of the anion. Transitions originating from the ground-state (e.g. Sn←S0) and 

transitions from the pump-induced population to higher states (e.g. Sn←S1) should both be 

avoided. Failure to do so will complicate the photoelectron spectrum and may affect 

interpretation of the excited state dynamics. Finally, both the pump and probe generally benefit 

from maximising the pulse power, and therefore it is preferable to use harmonics of the 800 

nm output where possible. 
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2.2. The Cluster Instrument 

 Most of the data in this thesis was acquired on the cluster instrument,188 which 

completed construction in 2016. A detailed description of the experiment, as well as a practical 

user guide, can be found in the PhD thesis of J. P. Rogers.121 This section will give a general 

overview of the experiment in its current state. 

 

2.2.1. The Even-Lavie Valve Source 

The ion source region features a high-temperature, high repetition rate, pulsed Even-

Lavie valve.189 Figure 2.3 shows an outline of the current setup. The desired molecule is 

contained within a high-pressure (>1 bar) inert backing gas and is delivered directly into 

ultrahigh vacuum (10−7 mbar) by the Even-Lavie valve. Gaseous samples can simply be mixed 

with the inert backing gas before entering the valve, whereas molecules which naturally exist 

in solid or liquid states must be vapourised in order to be carried by the backing gas. This can 

be easily achieved for sufficiently volatile liquids by inserting a small volume of the sample 

directly into the gas-line. On the other hand, solid samples may require sublimation through 

heating, which can be achieved directly inside the high-temperature valve (up to 240 °C). Less 

volatile liquids can also be studied via heating within the Even-Lavie valve, but should be 

inserted with a large quantity of glass wool. 

The Even-Lavie valve is specifically designed to produce a translationally cold (few-

Kelvin) and dense molecular beam through supersonic expansion. These conditions are ideal 

for the formation of weakly-bound molecular clusters, as internal energy in the target molecules 

is efficiently removed via collisions with the backing gas. In addition, our valve is optimised 

for high repetition rates (up to 1 kHz), allowing the cluster experiment to match the repetition 



55 

 

rate of the femtosecond laser, maximising efficiency of data acquisition. Generally, the valve 

is operated at lower repetition rates for experiments with the nanosecond lasers. 

 

Figure 2.3: Schematic of the current source region of the cluster experiment, using the filament 

ring ioniser for injection of electrons into the supersonic expansion, which is generated by the 

pulsed Even-Lavie valve (ELV). Solid and volatile liquid samples are inserted into different 

areas of the gas line. Gaseous samples can be directly mixed with the backing gas. 

 

The molecular beam comprises of neutral molecules (and clusters), so electrons must 

be attached to form the anions we desire. Various electron attachment schemes are available, 

and each method can result in a different distribution of anionic species and clusters. The 

original scheme, described in the thesis of J. P. Rogers,121 utilises an electron gun.  

An alternative electron attachment source – the filament ring ioniser – was employed 

instead of the electron gun for the studies contained in this thesis. The ring ioniser contains a 

thoriated tungsten filament coiled around an empty aperture (1” diameter), and a high current 

is flowed through the filament to produce thermionic electrons. The ring is mounted onto the 

front of the Even-Lavie valve such that the molecular beam passes through the centre of the 

aperture. By applying a more negative voltage across the outer radius of the ring ioniser, the 

free electrons are accelerated towards the molecular beam, where a plasma is formed (with the 
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backing gas) and anions are generated. The ring ioniser can be translated along the axis of the 

molecular beam to offer some control over the point of attachment, but this naturally involves 

venting the experiment. In general, the ring ioniser tends to give more unstable ion currents 

than the electron gun, but the overall ion yields are greater. 

 

2.2.2. Mass Spectrometry 

Following the electron attachment scheme described above, the supersonic expansion 

will contain an assortment of different anions, as well as cations and neutral species. To perform 

photoelectron spectroscopy on a specific anion, a preceding separation stage is crucial. To 

achieve this separation, we use Wiley-McLaren time-of-flight (TOF) mass spectrometry.190 The 

setup consists of only three stainless steel plates: the Repeller, the Extractor, and the Ground 

(see Figure 2.4(a)). The molecular beam bisects the Repeller and Extractor plates, which begin 

grounded (0 V) with respect to the valve and vacuum chamber. The grounded nature of the 

plates allow the charged species within the supersonic expansion to enter the TOF apparatus 

unperturbed. Once the dense packet of anions reaches the centre of the plates (typically a few 

hundred microseconds after the valve opening), the Repeller and Extractor are each pulsed to 

a high negative voltage, typically –3.0 kV and –2.6 kV, respectively. This creates a shallow 

potential gradient in the vicinity of the molecular beam, accelerating the anions orthogonally 

to the molecular beam axis. The anions fly through the aperture of the Extractor plate, which 

is covered with a high transmission mesh. Once through, the anions experience the enormous 

potential gradient between the Extractor and Ground plates, providing an even greater 

acceleration in the same direction. The anions then enter a long (~2 m) field-free region known 

as the flight tube. Various ion optics (deflectors and einzel lenses) help to steer the anions 

through the flight tube. As each anion was provided the same acceleration force, those with 

smaller m/z (mass-to-charge) ratios will travel faster through the flight tube, and reach the laser 
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interaction region (described below) earlier. The laser pulse is delayed to coincide with the 

mass-separated anion packet of interest. The pulsed voltages on the Repeller and Extractor 

plates are carefully tuned to temporally focus the chosen anion packet to the position of laser 

interaction. The mass-resolution with this setup is m/Δm ≈ 200. 

 

 

Figure 2.4: (a) Experimental schematic showing the fate of the anionic molecular beam 

following the ‘source’ region. Anions of different m/z are separated by time-of-flight using 

pulsed Wiley-McLaren plates (R = Repeller, E = Extractor, G = Ground). An ion detector on 

the terminal flange of the experiment produces a mass spectrum which is used to identify the 

generated anions and deduce the necessary delay applied to the laser pulse (hν). (b) Example 

mass spectrum of different uracil (U) anion clusters. 
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Beyond the laser interaction region rests an ion detector, which the mass-selected anion 

packets collide upon. Each collision triggers an electrical signal, giving live feedback on the 

anion time-of-flights and thus which anions are being produced. The ion detector is composed 

of three stacked elements. The front face (which the anions collide with) is a single 

microchannel plate (MCP). Upon ion impact, a cascade of electrons is generated through the 

MCP, exiting out the reverse side. The large number of electrons then impact the second 

element – a phosphor screen. This acts as a scintillator, emitting photons upon electron impact. 

These photons are detected by a photomultiplier tube at the end of the stack, converting the 

light signal into electronic signal readable by a standard oscilloscope. 

Figure 2.4(b) shows an exemplar mass spectrum where the nucleobase uracil (U) was 

been heated and sublimated within the Even-Lavie valve. The utilised backing gas was 

molecular nitrogen, N2 (10 bar), and a small quantity of water was added to the backing line. 

The ring filament ioniser was used to attach electrons to the supersonic expansion, resulting in 

the production of U−, and a notably larger quantity of cluster anions with larger m/z. The 

dominant progression in the mass spectrum (highlighted with red arrows) was constructed of 

uracil-water anion clusters, U−(H2O)n. Clustering of the uracil anion with the backing gas was 

also present, although these U−(N2)n anion clusters formed in less yield compared to the uracil-

water clusters, likely reflecting the weaker solvating power of N2 compared to H2O − the latter 

of which being polar and hydrogen bonding. Hybrid clusters also formed, and one example 

progression, U−(N2)(H2O)n, is highlighted with green arrows. Altogether, this mass spectrum 

demonstrates the propensity for cluster formation within the supersonic expansion, which 

allows solvation effects to be probed incrementally and with solvent specificity. As a final note, 

there is also the trace presence of iodide (I−) and nitrobenzene (NB−) anions, which have proven 

useful calibrants. 
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2.2.3. Velocity Map Imaging  

The mass-separated anion of choice is intersected with a precisely delayed laser pulse 

at the centre of an electron spectrometer. Our experiment utilises a velocity map imaging (VMI) 

setup, which quickly became the dominant technique of photoelectron spectroscopy since its 

introduction by Eppink and Parker.8 VMI provides several key benefits over more traditional 

techniques, such as the magnetic bottle191 spectrometer: (i) the VMI spectrometer does not 

operate on the principle of electron time-of-flight, so low-energy electrons are mapped 

efficiently with good resolution; (ii) electrons are angularly resolved relative to the laser 

polarisation axis, offering insight into the electronic structure of the parent anion through the 

extracted PAD; and (iii) superior eKE resolution can be attained, provided with optimal 

electrode geometries and voltages. Details on the conversion of the velocity-mapped 

photoelectron image to the photoelectron spectrum (and PAD) is given in Section 2.2.4. 

 

Figure 2.5: Current velocity map imaging (VMI) spectrometer design, featuring six electrode 

plates (R, E1−5). For each electrode, the diameter of the aperture, d, and typical applied 

voltage, V, is shown. Ions are perpendicularly intersected by the laser pulse hν at the interaction 

region between electrodes E1 and R, which is highlighted with a cross. Detached electrons are 

accelerated upwards and detected at the top of the VMI stack.  
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The current VMI spectrometer consists of six stainless steel plate electrodes, mounted 

in series to the top flange of the detector chamber, as illustrated in Figure 2.5. This differs to 

the original VMI spectrometer described in the thesis of J. P. Rogers,121 which only 

implemented three plates. The ion-laser interaction region bisects the lowest two plates (R and 

E1), and generated photoelectrons are ejected upwards by pulsing the terminal plate (R) to a 

negative voltage. Each electrode above the interaction region contains an aperture, allowing 

the electrons to cleanly pass through. The voltage on each electrode is carefully adjusted (as 

guided via simulation using SIMION 8.0, in the first instance) to fulfil velocity-mapping 

conditions. As the electrons travel upwards, they spatially separate as an expanding Newton 

sphere. The electrode nearest the top flange is connected to a flight tube, providing a field-free 

region over which the Newton sphere of electrons can further expand. Upon reaching the top 

flange, the electrons impact the front face of an MCP. This is coupled to a second MCP, oriented 

such that the diagonal pores are in a chevron configuration. With a large (~1.4 kV) potential 

difference across the coupled MCPs, each electron impact generates a cascade of electrons 

within the MCP pores, greatly amplifying electron signal. Similar to the ion detector, a 

phosphor screen acts as a scintillator on the back side of the upper MCP. A fast-acquisition 

camera points down towards the back of the scintillator, measuring the two-dimensional 

position of each electron splat. 
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Figure 2.6: SIMION 8.0 simulated electron trajectories in the (a) original and (b) new velocity 

map imaging spectrometers. Electrons are initiated near the interaction region with 

eKE = 0.5 eV (red) or 5.0 eV (blue). The darker shade trajectories correspond to electrons with 

initial velocity vectors in the plane of the detector, whereas electrons shaded lighter began with 

velocity vectors at ± 45° with respect to the detector plane. 

 

Figure 2.6 displays electron trajectory simulations (performed using SIMION 8.0) that 

showcase the velocity-mapping capabilities of the original and new VMI designs. Uniformly 

spaced electric field lines are displayed in green, and give insight into the exerted force on the 

electrons at each point in the spectrometers. Qualitatively, the field lines are similar between 

the two setups. In both, the electric field gradient at the interaction region is small (distantly 

spaced electric field lines), giving the generated photoelectrons a relatively small initial 

acceleration. Moreover, an indentation in each repeller (R) plate gives the electric field lines a 

slight curvature at the interaction region. Later in the electron flight paths, there is a region of 

much greater potential gradient (densely packed electric field lines), curved such as to 

effectively produce an electrostatic focussing lens. This combination of slow initial 

acceleration into an electrostatic lens appears to fulfil velocity-mapping conditions, consistent 

with the observations of other groups.192,193 As mentioned earlier, the field-free flight tube 

simply allows for spatial separation of the electrons and therefore has no significant influence 

on the VMI capabilities.  
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The extra electrodes in the new VMI spectrometer provide additional control of the 

applied electric field, and their geometries (shape and position) were selected with care. Most 

notably, electrode E1 possesses a relatively large aperture and is in close vicinity to electrode 

E2. In this geometry and with a large potential difference between these two electrodes, the 

electric field curvature is more pronounced in the interaction region. In the electron flight 

simulations, this proved to be crucial in improving the VMI resolution. Additionally, it was 

found that a more disperse electrostatic lens offered better resolution, but to a lesser extent. 

Overall, the simulated electron kinetic energy resolution at eKE = 0.5 eV improved from 

approximately 3–5 % in the old spectrometer to <1 % in the new spectrometer (as determined 

by the FWHM).  

Despite thorough optimisation of the applied voltages, the experimental VMI resolution 

could not be brought below 1%. We found that the VMI design was no longer the limiting 

factor in our resolution, but rather the detector setup. To illustrate this, the narrow photoelectron 

spectrum of the uracil anion is presented in Figure 2.7, in terms of (a) detector radius in units 

of pixels, and in terms of (b) electron kinetic energy. Two different VMI operating conditions 

were used: (i) applying voltages as listed in Figure 2.5; and (ii) halving those voltages. Under 

both of the operating conditions, the FWHM in units of pixels was 3.0, which is the 

approximate size of each detected electron impact. However, in terms of eKE (Figure 2.7(b)), 

the resolution was improved under the halved-voltage conditions (ii). Therefore, it appears that 

the spot size of our electron impacts are the new limiting factor of the VMI resolution. With 

efforts to reduce this spot size, the best spectral resolution that has been observed (so far) with 

the current VMI setup is < 2 %. 
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Figure 2.7: (a) Photoelectron spectra of U– acquired at hν = 0.7 eV, plotted against image radius 

r in units of pixels. The VMI electrodes were operated at half-voltages for the spectrum plotted 

in red, compared to the spectrum plotted in black, expanding the photoelectron signal on the 

detector. The full-width-at-half-maximum (FWHM) in terms of r are the same for each 

spectrum. (b) The same photoelectron spectra plotted in terms of eKE. In this case, the FWHMs 

are representative of the VMI spectral resolution under these two operating conditions. 

 

2.2.4. Reconstruction Algorithms  

For conversion of the photoelectron image to a photoelectron spectrum (and PAD), an 

assortment of different reconstruction algorithms are available. Examples include pBASEX,194 

polar onion peeling (POP),195 maximum entropy methods,196,197 and recently emerging 

artificial neural network programs.198 These reconstruction algorithms primarily differ by how 

they circumvent the computationally expensive (and numerically unstable) Abel inversion that 

is required to convert the projected 2D image into the initial 3D distribution. The remainder of 

this subsection will offer a brief description on the POP and MELIXIR algorithms, which are 

utilised in later chapters. 

The POP algorithm was developed within the Verlet group in 2009, and aimed to 

provide a faster, but equally accurate, alternative to pBASEX. A full description of POP can be 

found in ref. 195, but an overview is presented here. The POP algorithm takes an ‘onion peeling’ 

approach, in that the 2D image is analysed from the outside inwards. The polar coordinate 
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system is therefore a natural choice to analyse the circular signals present in photoelectron 

images. Beginning from a large radius r = R, the photoelectron signal is assumed to represent 

the central slice of the Newton sphere at the corresponding eKE = kR2, where k is an 

experimentally-determined calibration factor. This signal is then fit using a basis set of 

Legendre polynomials. The computational expense of performing the Abel inversion on this 

signal is avoided through the use of a ‘lookup table’. The lookup table contains, for each R, the 

expected contributions of the projected Newton sphere onto smaller radii r < R. Anisotropy is 

not contained within the lookup table, but is easily incorporated as a subsequent step. This new 

image of expected contributions at r < R is subtracted from the original image, essentially 

removing all photoelectron signal arising from electrons with eKE = kR2. The process is then 

repeated for r = R−1, where the corresponding signal is assumed to be the central slice of the 

eKE = k(R−1)2 Newton sphere, and then the contributions of the other electrons are removed 

from the projected image. Iterations continue until the centre of the image is reached, and both 

photoelectron signal and anisotropy have been measured for every radius r ≤ R. In addition to 

being computationally inexpensive, POP has minimal ‘smoothing’ effect on the experimental 

data. 

Although the accuracy of POP compares well with other reconstruction algorithms, it 

tends to underperform with low-signal photoelectron images.199 This largely arises from the 

retention of experimental noise when approximating the outer radius to the central slice of the 

corresponding Newton sphere. Moreover, noise accumulates as the POP algorithm works 

towards the centre of the image, so that weak features with low-eKE become obscured. 

Therefore, we looked to implement a second reconstruction algorithm into our analysis toolkit: 

MELEXIR (Maximum Entropy Legendre EXpanded Image Reconstruction), the most recent 

maximum entropy reconstruction method developed by Bernhard Dick.197 Like POP, 

MELEXIR is computationally inexpensive but highly accurate. Unlike POP, MELEXIR has 
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been shown to perform very well in weak signal conditions, and does not suffer from noise 

accumulation as the algorithm progresses. 

MELEXIR builds upon the earlier maximum entropy algorithms, MEVIR and 

MEVELER.196 It is most useful to first discuss the general methodology common to each of 

the techniques, and then speak specifically of MELEXIR. The maximum entropy (ME) 

algorithms, unlike most reconstruction techniques, completely avoid the Abel inversion. 

Instead, the aim is to simulate a 3D velocity distribution Q which, following (forward) Abel 

transformation, best describes the 2D experimental data D. The forward Abel transform is much 

faster (and numerically well-behaved) than the Abel inversion, so this step takes little time. 

Although the ‘best’ choice of 3D velocity distribution might be thought to be the one which 

results exactly in the experimental data (this is the result of Abel inversion on D), this tends to 

have unphysical contributions to both the photoelectron spectrum and PADs (due to the 

presence of experimental noise, for instance). The ME algorithms redefine the best Q from 

being ‘the Q which reproduces the experimental data exactly’ to ‘the Q which most likely results 

in the experimental data’. Although this distinction is subtle, it can be used to prevent 

unphysical contributions and allows experimental noise to be incorporated in a simple way. To 

rephrase, the ME algorithms seek the maximise ℙ(Q|D), i.e. the probability of the simulated 

3D velocity distribution being correct, given the experimental data. Dick applies Bayes’ 

theorem in order to assess this quantity; 

 ℙ(Q|D) = 
P(D|Q) P(Q)

P(D)
, (2.1) 

where ℙ(D) is a constant for a given experiment. Clearly, ℙ(Q|D) is maximised by maximising 

the two-term product in the numerator.  
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The first term in the numerator, ℙ(D|Q), is dictated by the agreement between the 

simulated and experimental data, and is maximised with perfect agreement. This can be 

quantified, for example, by summing the squared residuals between the real and simulated 

projected images. Of course, the Q which produces the greatest possible ℙ(D|Q) is simply the 

result of the Abel inversion on D. However, this choice of Q will introduce many new features 

to explain artefacts of noise in the experimental data. Intuitively, we can recognise this choice 

of Q as being unlikely to be the true underlying velocity distribution, and it should 

correspondingly have a low ℙ(Q). Indeed, the ME algorithms quantify ℙ(Q) by the principles 

of entropy. The ‘default’ velocity distribution is taken to be completely featureless (flat). 

Deviation from the default distribution (introduction of new features) decreases the entropy in 

this choice of Q, and consequently decreases ℙ(Q). Accordingly, a balance is created: 

introducing new features in Q leads to better agreement with D but also reduces the entropy, 

so that ℙ(D|Q) increases but ℙ(Q) decreases; whereas minimising the structure in Q retains a 

high measure of entropy but offers a poorer description of D, so that ℙ(Q) increases but ℙ(D|Q) 

decreases. Unfortunately, the relative influence of these two contributions is dependent on 

many experimental factors, such that finding the optimal balance of new features is not trivial. 

The method of maximum entropy is invoked to find the most appropriate distribution 

Q. A pictorial representation of the decision process is shown in Figure 2.8. First, a selection 

of feasible Q are generated, each satisfying the criterion that ℙ(D|Q) ≥ K, for a chosen threshold 

value K. This can be thought of as allowing Q to vary from the experimental data, but only to 

a collective extent. Therefore, only Q which satisfactorily describe the experimental data (upon 

Abel transformation) are included in the subset of feasible choices, which can also be further 

constrained if necessary. From this subset of distributions, one Q is selected as the most 

appropriate, which has the highest (maximum) entropy, and thus highest ℙ(Q). All other 

feasible velocity distributions have a lower entropy, and as Dick states,197 ‘contain information 
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for which there is no evidence in the experimental data’. Overall, the experimental data are 

only used to create the subset of feasible Q, and the principles of maximum entropy make the 

final decision. 

 
Figure 2.8: Picture describing the decision process in the maximum entropy (ME) algorithms. 

Black dots represent generated velocity distributions, Q. Those which lead to sufficiently good 

agreement with the experimental image, D, form the feasible subset of solutions (green area). 

The ME-determined Q (gold) is the feasible solution with greatest entropy (and thus ℙ(Q)). 

The result of Abel inversion on D (blue) maximises ℙ(D|Q), but is associated with a low ℙ(Q). 

 

 

Now to distinguish MELEXIR from the preceding maximum entropy methods. In 

MEVIR, the only constraint placed on the simulated velocity distribution (Q) is that it is 

cylindrically symmetric, as is physically the case through the light-matter interaction in VMI. 

MEVELER constrains Q further, restricting the 3D velocity distribution to being described by 

a series of Legendre polynomials. This is also true in most VMI experiments, including ours. 

MELEXIR generally takes a similar approach to MEVELER, but expands the 2D photoelectron 

image (raw data from experiment) into a 1D series of Legendre polynomials. This has been 

shown to be a valid expansion,200 and greatly reduces the number of data points required to be 

analysed in the maximum entropy algorithm. As such, MELEXIR improves upon the speed of 

the MEVELER algorithm whilst retaining comparative accuracy. MELEXIR can be applied to 

low-intensity images with signals down to 0.001 counts per pixel. 
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Figure 2.9 displays an example comparison between POP and MELEXIR, in low 

signal-to-noise conditions. Both algorithms were applied to the same photoelectron image, 

which contained a weak trace photoelectron signal arising from the uracil anion, which should 

be centred at an electron binding energy VDE ≈ 75 meV. Using POP, the reconstructed peak is 

not particularly smooth and it is difficult to confidently determine the VDE. Smaller peaks are 

present at negative electron binding energies, where no signal is expected, showcasing the 

present level of noise. Conversely, the MELEXIR algorithm produces a Gaussian-like signal, 

with very little noise elsewhere. In this example, MELEXIR is clearly the superior choice in 

reconstruction algorithm, although this should not be treated as universally true.   

 

Figure 2.9: Comparison of the MELEXIR (black) and POP (red) algorithm performance on a 

photoelectron image that contained trace amounts of signal arising from the uracil anion. 

 

2.2.5. Ion Noise Reduction  

It was found that a larger backing pressure on the Even-Lavie valve was favourable for 

the formation of certain anion clusters, such as those described in Chapter 6. Unsurprisingly, 

this increases the pressure within the vacuum chamber during operation of the valve. In a 

typical experiment using 10 bar of N2 backing gas, the pressure within the electron detector 

chamber typically exceeded 10−6 mbar. This is sufficiently high that a significant number of 

stray anions impact upon the MCP detector during low-signal experiments, causing 
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problematic noise levels. To combat this, we opted to pulse the bias across the two MCPs such 

that electrons (and stray ions) can only be detected for a short duration (~100 ns) after the laser 

pulse intersects the anion packet of interest. This is referred to as ‘gating’ the detector MCPs. 

Therefore, the electron detector now takes a default position of inactivity, and no longer 

measures background impacts in the time between valve openings. 

 

Figure 2.10: Demonstration of the noise-reduction when pulsing the gain across the MCPs of 

the electron detector. (a) Exemplar photoelectron spectra of the uracil dihydrate anion acquired 

with (blue) and without (red) pulsing the MCP detector. High-eKE (>0.9 eV) signal is 

magnified by a factor of 50 to accentuate the outermost feature. (b) and (c) show the 

corresponding photoelectron images, with the colour scale adjusted to highlight the eKE ≈ 0.7 

eV feature (top) and the outermost feature (bottom). Green arrows serve to highlight the radial 

position of the outermost feature, which is only clearly discernible when the MCPs are pulsed. 

 

To assess the degree of noise reduction instilled by gating the MCPs, we acquired 

photoelectron images (using an equal number of shots) from a species which exhibits a very 

weak signal. The chosen anion was uracil dihydrate, U−(H2O)2, which displays multiple 

photodetachment features when exposed to hν = 1.0 eV laser pulses. These features are 

discussed in more detail in Chapter 6, but here we focus on a very weak photoelectron signal 

between 0.9 < eKE < 1.0 eV corresponding to detachment from the bare uracil anion, U–, which 
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formed following evaporation of the clustered water molecules. As shown in Figure 2.10(a), 

signal arising from the U− fragment was only discernible from background noise (which 

constitutes signal with eKE > 1.0 eV) when the MCP bias was pulsed. This is made more 

apparent in the photoelectron images, shown in panels (b) and (c) within Figure 2.10, 

particularly when saturating the colour scale of the images (lower half of panels). 
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2.3. The Electrospray Instrument 

The following chapter showcases an experiment performed on the electrospray 

ionisation (ESI) instrument, for which a brief description is presented here. For further 

information, see ref. 25 and the various PhD theses of past members of the Verlet 

group.25,187,201–203 The general structure of the ESI instrument is similar to that of the cluster 

instrument: anions are produced in the source region, separated by time-of-flight, and 

photodetached inside a VMI electron spectrometer.  

 

2.3.1. The ESI Source 

The ESI instrument is primarily differentiated from the cluster instrument by its ion 

source region. Figure 2.11 shows a sketch of our ESI source. A dilute solution (usually a few 

mM in ammoniated methanol) of the target anion is injected through a narrow needle, forming 

a droplet that is exposed to a large potential gradient (5 kV). The electric field is biased such 

that anions are drawn to the surface of the droplet nearest the capillary opening of our vacuum 

chamber, where the droplet distorts into a Taylor cone.204 From here, aerosol droplets 

containing the target anion are sprayed toward the centre of the capillary opening. Solvent 

molecules evaporate away from the aerosol droplets as they travel towards the capillary, 

increasing the charge density of the droplets. Eventually, the Rayleigh limit is surpassed, 

inducing rapid fragmentation into much smaller droplets. As the small droplets proceed further 

into the differentially pumped vacuum chamber, the remaining solvent molecules also 

evaporate to surrender the bare monomer anion to the gas phase. 
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Figure 2.11: Schematic of the electrospray ionisation source used in the Verlet group. Anions 

are sprayed from the tip of the ESI needle towards the vacuum chamber, driven by the strong 

electric field applied. 

 

Electrospray ionisation has become an increasingly attractive technique for anion 

generation in the field of photochemistry. Much of this drive is a consequence of ESI being a 

‘soft ionisation’ technique, enabling the formation of very large and fragile anions in the gas 

phase.205 Generating large anionic species is far more difficult to achieve in molecular beam 

experiments, as they generally rely on harsher electron attachment schemes that can induce 

fragmentation. Since ESI preforms the anions in the solution phase, fragmentation is a lesser 

concern. Additionally, anions which preferentially form in solution, such as deprotonated 

species and multivalent anions, become far easier to study with ESI. This has even led to the 

creative technique of studying neutral molecules within a larger anion,206 in which a distant, 

spectating anionic group is tagged onto the neutral molecule to enable its formation through 

ESI and study with anion photoelectron spectroscopy.  

 

2.3.2. Remaining Instrument and Recent Alterations 

The ESI source operates continuously, whereas our laser systems are pulsed. Therefore, 

we accumulate the generated anions in an electrostatic trap to increase the ion packet density, 

and pulse open the trap at a repetition rate matching the laser. To achieve this, electrosprayed 

anions are directed through the vacuum chamber by RF (radio-frequency) ring electrodes, 



73 

 

which are biased along the ion propagation axis to transversely ‘push’ the anions forward. The 

RF field (and electrode geometry) acts to radially confine the anions during their flight. The 

terminal ring electrode is inversely biased, creating a transverse potential well which traps the 

anions. At the chosen repetition rate, the bias of the terminal ring electrode is reversed, driving 

the more dense ion packet out of the trap. For a standard experiment operated at 10 Hz, the ions 

are therefore allowed to accumulate for 100 ms. Throughout the accumulation period, a small 

amount of helium buffer gas is flowed into the trap, promoting vibrational cooling (and often 

collision-induced dissociation) of the target anions. Anions thermalise to approximately room 

temperature, and therefore clusters do not typically form. The remainder of the experiment is 

very similar to that described in the cluster instrument. Upon exiting the electrostatic trap, the 

anions enter a Wiley-McLaren time-of-flight mass spectrometer.190 The mass-selected anions 

of interest are then intersected with a laser pulse at the centre of a VMI photoelectron 

spectrometer. The VMI electron kinetic energy resolution of the ESI instrument is poorer than 

that of the cluster instrument: approximately 5% (FWHM) across a large range of eKE. 

An ion reflectron was recently added behind the VMI spectrometer, allowing us to 

identify anionic fragments which may form via photoexcitation. A potential use case for this is 

outlined at the end of Chapter 3. The reflectron also contains an MCP detector at its rear. This 

enables the further detection of neutral photodissociation products, which are unperturbed by 

the electric fields of the reflectron. Taken together, the VMI photoelectron imaging, and anion 

and neutral photofragment detection, should provide a more complete picture of dissociative 

photodetachment processes. 
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2.4. The Role of Electronic Structure Calculations 

This chapter will close by emphasising the important role that electronic structure 

calculations, and other quantum chemical computations, play in the interpretation and 

prediction of the experimental traces of anions. Experiment and theory push each other to 

achieve better results, and the following chapters of this thesis showcase some examples of 

their mutual support. This section presents an introductory overview of some common 

techniques, but finer details on the exact methods used are outlined in the methodology sections 

of each subsequent chapter. 

 

2.4.1. Solving the Schrödinger equation 

 One will be hard-pressed to find a quantum chemistry textbook that does not begin by 

introducing the time-independent non-relativistic Schrödinger equation: 

 Hψ = Eψ . (2.1) 

H is the Hamiltonian operator of the system, and the eigenequation determines the 

wavefunctions ψ and corresponding energy eigenvalues E. Electronic structure calculations 

aim to solve the Schrödinger equation, producing a set of ψ that describe the molecular orbitals. 

Within the Born-Oppenheimer approximation, the electronic Hamiltonian (in atomic units) 

takes the general form:207  

 H = –∑
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In this expression, indices i and A run over the total N electrons and M nuclei, respectively. The 

variable r represents the electron-nucleus or electron-electron distance, as labelled by the 

subscripts. The final term describes the inter-electron potential, which is the most difficult 

portion to treat computationally. 
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 Solving the Schrödinger equation is not possible except for the simplest of systems, and 

thus computational chemistry searches for the best approximate solutions. Each individual 

electron is described by a spin orbital χ, which simply encapsulates the one-electron spatial 

wavefunction along with its binary (up or down) spin. In order to appropriately deal with 

electron exchange and satisfy the Pauli exclusion principle, the total N-electron wavefunction 

ψ can be approximated as a Slater determinant of the spin orbitals. This approximation is 

foundational to Hartree-Fock (HF) theory, which reframes the Schrödinger equation into N 

one-electron Hartree equations that are solved through self-consistent field methods.207,208 In 

accord with the variational principle,209 the best calculated wavefunction ψ is the one that 

minimises the electronic energy, E. 

 Hartree-Fock theory is the cornerstone of modern ab initio computational methods. 

However, the single-Slater determinant approximation is too restrictive in common scenarios: 

most importantly, the inter-electron potential is treated using a mean-field approximation, and 

therefore the effect of (Coulombic) electron correlation is completely neglected. So instead, a 

linear combination of Slater determinants can be used to describe ψ with accountment for 

electron correlation, as in the configuration interaction (CI) method.210 Other post-HF methods 

alleviate this problem in different ways. For instance, Møller-Plesset (MP) theory211 treats 

correlation through perturbation of the electronic Hamiltonian, and coupled-cluster (CC) 

techniques212 apply an exponential operator to the HF wavefunction in order to construct a 

many-electron wavefunction that accounts for electron correlation. But common to all post-HF 

methods is a far greater computational cost, and therefore the correcting terms must be 

truncated. 
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2.4.2. Density Functional Theory 

Density functional theory (DFT) also seeks to find a solution to the electronic 

Schrödinger equation, but takes advantage of the injectivity of the ground-state ψ to a minimal-

energy functional of the electron density, F[ρ]. That is to say, the physically observable electron 

density ρ of a molecule, rather than its full electronic wavefunction, can equivalently be used 

to solve the Schrödinger equation for the ground state. Working with ρ has an important benefit 

over the ab initio techniques described above. DFT calculations are far more computationally 

efficient than competing ab initio techniques, since ρ depends on only three Cartesian 

coordinates whilst ψ depends on 3N dimensions (i.e. the coordinates of every electron).213 

However, the DFT functional that describes exchange and correlation interactions is not known 

a priori, and must be treated approximately. 

Fortunately, modern quantum chemistry programs incorporate a wealth of reputable 

options. Approximate exchange functionals and correlation functionals can be combined into 

pure exchange-correlation functionals, such as PW91.214 Hybrid exchange-correlation 

functionals, such as the now (relatively) famous B3LYP,215,216 treat a fraction of the exchange 

interactions exactly (i.e. using HF), and are empirically optimised to thermochemical 

measurements. For calculations on anions (which are highly polarisable), it is very important 

to treat long-range interactions successfully, and so more specialised functionals can be 

applied. The long-range corrected CAM-B3LYP functional uses different proportions of 

approximate and exact (HF) exchange, depending on the range of interaction.217 Other long-

range corrected functionals are also available (e.g. ωB97X-D),218 and it is generally 

recommended to repeat DFT calculations using several different functionals to ensure reliable 

results. 
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2.4.3. Basis Sets 

 Having now discussed different levels of theory that can be applied for quantum 

chemical calculations, we now turn to the choice of basis set. In order to be computationally 

tractable, electronic wavefunctions must be described by a finite linear combination of 

functions that form the basis set. This imposes a new restriction on the electronic wavefunction 

that can be calculated, and therefore the correct choice of basis set is imperative for any 

calculation of electronic structure. Basis functions are typically constructed from primitive 

Gaussian type orbitals, described by the product of separate radial and angular (spherical 

harmonic) components.  

A plethora of specialist basis sets are readily available;219 the work outlined in this thesis 

utilises variants of the polarised, correlation-consistent Dunning basis set.220,221 The Dunning 

basis sets are denoted cc-pVζZ, where ζ denotes the number of basis functions that form each 

valence atomic orbital (ζ = D, T, Q, 5,…; where D refers to double, T to triple, etc.). These 

basis sets can also be augmented with additional diffuse functions, denoted aug-cc-pVζZ. The 

augmented Dunning basis sets are particularly good at describing the diffuse and polarisable 

nature of anions, and have elsewhere been tagged the ‘gold standard’.203 

However, sometimes even aug-cc-pVζZ is not sufficiently diffuse. Non-valence state 

anions (described in Section 1.2) have electron densities that can span many tens of Å, so 

require specialist basis sets.2,222–224 For a suitable treatment, the aug-cc-pVζZ basis set can be 

again augmented with extra-diffuse basis functions, which will be denoted, for instance, by 

aug-cc-pVζZ+nsmp, where an additional n s functions and m p functions are implemented.225 

Typically, these extra-diffuse functions do not need to be added to every atom in the molecule, 

and can even be affixed onto a ghost atom if preferred. The number of additional functions, 

e.g. n and m, that is required will depend on the non-valence state system being studied. To 
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determine this number, the extra-diffuse basis set can be incrementally built up (aug-cc-

pVζZ+1s1p, aug-cc-pVζZ+2s2p, etc.) until the energy of the non-valence anion state becomes 

stable.226 It is generally wise to keep the basis set minimal, as each subsequent diffuse function 

adds significantly to the computational cost. 

 

2.4.4. Anion Resonances 

 Unfortunately, it can be very difficult to reliably calculate anion resonance states due to 

their instability towards electron loss. Any attempt to calculate the MOs of an unstable anion 

will also inevitably produce discretised continuum orbitals (DCOs), which are essentially 

solutions to the Schrödinger equation that represent the excess electron having left the molecule 

(i.e. neutral plus free electron).227 Discretisation of the continuum arises from the finite basis 

set being used, and therefore the number of undesirable DCOs increases with a more 

comprehensive basis set, particularly if more diffuse basis functions are added. This creates a 

tension between requiring an expansive basis set such that the electron density of the anion is 

accurately computed, but also wanting a restricted basis set to minimise contributions of DCOs.  

This issue is elegantly summarised in a recent publication by T. C. Jagau,228,229 for 

which a pictorial representation of the interplay is reproduced in Figure 2.12. With a limited 

(or non-diffuse) basis set, the calculated energies of a metastable anion X− (blue) and its neutral 

X (red) are poorly captured. As more (diffuse) basis functions are added, the calculated 

energetics improve, but new DCOs appear (grey). With too large a basis set, many 

representations of X− appear, partially coupling to the continuum. In the theoretical limit of a 

complete basis (right of Figure 2.12), we can recognise that the anion resonance is truly 

represented by an increased density of (continuum) states at the electron attachment energy. To 

summarise, it is often practical to moderately restrict the basis set in the computation of anion 
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resonance states, and to be prudent with the quantitative determination of excitation energies 

involving resonance states.  

 

Figure 2.12: Schematic showing the effect that the quality of basis set can have on the 

calculated energy of a metastable anion X− (blue) and its corresponding neutral X (red). DCOs 

(grey) emerge with a more diffuse basis set, and eventually multiple descriptions of the 

metastable anion are observed. A complete basis set recovers the continuum of states (right of 

dotted line), where the density of states increases near the energy of X−. Adapted with 

permission from Chemical Communications.229 

 

 A useful technique for estimating electron attachment energies into anion resonance 

states is the stabilisation method.230 Beginning with the neutral molecule in its optimised 

geometry, a series of single-point energy calculations are performed using different basis sets. 

Each basis set only differs by a scaling factor α that is applied to the most diffuse basis functions 

on each atom. The energies of the computed virtual molecular orbitals are tracked with 

changing α, and respond differently depending on their electronic character. The energies of 

virtual orbitals that represent valence anion resonance states are fairly insensitive to the 

changing diffuseness of the basis set, since they are already accurately described by the more 

localised basis functions. Conversely, energies of virtual orbitals describing DCOs are heavily 

influenced by the spatial extent of the basis set, since the most diffuse basis functions control 

how far the electron is allowed to leave the molecule. Therefore, as α is decreased 
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(corresponding with a more diffuse basis set), DCOs are stabilised whilst the valence anion 

resonance states are essentially unperturbed. This leads to avoided crossings between these 

differently behaving orbitals, from which the energy of the anion resonance can be estimated.231 

An example of the stabilisation method being applied is given towards the end of Chapter 5. 

  In the context of anion photoelectron spectroscopy, we are more interested in excitation 

energies from a ground-state anion to a resonance (or bound excited) state. Time-dependent 

density functional theory (TDDFT) is a common technique for calculating excitation energies, 

owing to its efficiency.232 However, in calculations involving anion resonances, one must 

remain cautious of excitation to contaminant DCOs, and be aware that self-interaction errors 

can be prevalent for long-range charge-transfer type excitations.233 Often, quantitatively 

accurate results can only be achieved through more specialised ab initio techniques,203 which 

are beyond the scope of this thesis. 
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Chapter 3 − Photodissociation of the Pyruvate Anion 

 

 

 

This chapter details and builds upon the following publications: 

234 C. J. Clarke, J. A. Gibbard, L. Hutton, J. R. R. Verlet and B. F. E. Curchod, Nat. Commun., 

2022, 13, 937 

 

All experimental work was performed by C. J. Clarke and J. A. Gibbard. All computational 

work was performed by B. F. E. Curchod and L. Hutton.  
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3.1. Introduction 

There is an abundance of highly reactive molecules and ions in our atmosphere, leading 

to a complex cocktail of perpetual chemical reactions.235–237 As such, there is a large drive 

towards understanding the photochemistry of atmospheric molecules of biogenic or 

anthropogenic origins. The presence of clouds (and more generally, aerosols) means that 

atmospheric molecules do not exist solely in the gas-phase, but also within water droplets (of 

different sizes and compositions) and at their surfaces. In particular, hydration tends to stabilise 

charged species, allowing water droplets to promote the formation of many anions (and 

cations). In the context of acidic atmospheric molecules, the photochemistry of an anionic 

conjugate base may therefore be comparatively important to the neutral species.  

 

Figure 3.1: (a) Structure of the pyruvate anion. (b) Structure of pyruvic acid, highlighting the 

decarboxylation mechanism initiated by photoexcitation to the S1 state. This mechanism 

involves a proton which the pyruvate anion lacks. 

 

Pyruvic acid and its conjugate base, the pyruvate anion CH3COCOO− (shown in 

Figure 3.1(a)), are pervasive throughout the atmosphere and elsewhere in nature (e.g. 

seawater).238,239 Their presence in atmospheric aerosols has attracted particular attention due to 

the rich photochemistry of pyruvic acid, which differs between the gas and solution phase and 

at their dividing interface,240–242 and because pyruvic acid serves as a representative 

α-dicarbonyl in atmospheric models.243 Of particular interest is the near-UV photoexcitation of 

pyruvic acid in water, populating the first excited singlet state, S1. This leads to decarboxylation 
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through an intramolecular proton transfer mechanism (Figure 3.1(b)), and eventual production 

of acetaldehyde (through a methylhydroxycarbene intermediate).244–248 In an aqueous 

environment, the photoproducts can react further, producing acetoin, lactic acid, acetic acid, 

and oligomers.243 This observation has triggered consideration of pyruvic acid as a precursor 

to primitive metabolism – an essential feature for life.249 But what of the conjugate base, which 

is also prevalent in aerosols and seawater?250,251 We aimed to investigate if the pyruvate anion 

could undergo photoinduced decarboxylation, despite the anion lacking the H atom involved 

in the intramolecular proton transfer step.  
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 3.2. Methodology 

3.2.1. Experimental  

Deprotonated species are typically best studied with the electrospray ionisation (ESI) 

instrument, described in Chapter 2. Pyruvic acid (Sigma-Aldrich) was mixed with ammoniated 

methanol to undergo near-complete dissociation, forming a ~100 mM solution of pyruvate 

anions. The anions were electrosprayed into ultrahigh vacuum, accumulated in a collisional 

cooling trap, and ejected into a Wiley-McLaren time-of-flight mass spectrometer. A single 

intense peak with a mass to charge ratio of 87 was observed (Figure 3.2). FRPES was 

performed using nanosecond laser pulses, supplied by the Nd:YAG (Surelite) pumped OPO 

(Continuum). TRPES utilised femtosecond pulses (FWHM ~ 100 fs) of 400 nm (pump) and 

800 nm (probe). Photoelectrons were collected in a VMI spectrometer with a spectral resolution 

of ΔeKE/eKE ≈ 5%.252 The polar onion-peeling (POP) algorithm was used for image 

reconstruction.195 For the laser flux measurements, a thermopile power meter monitored the 

laser power at the backside of the experiment.  

 

Figure 3.2: Mass spectrum of electrosprayed pyruvic acid solution, showing a dominant 

feature corresponding to the pyruvate anion. 
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3.2.2. Computational 

The experimental results were supported by electronic structure calculations and 

simulations, provided by B. F. E. Curchod and L. Hutton. An overview of these computations 

will be provided here. To begin, the minimum electron binding energy of the pyruvate anion in 

its equilibrium geometry was calculated using (unrestricted) density functional theory (DFT) 

with the ωB97X-D functional218 and the aug-cc-pVDZ basis set221,253. The chosen functional 

treats long-range electron-electron interactions with full Hartree-Fock exchange to resolve self-

interaction errors. As with any basis set, there is a compromise between ensuring high accuracy 

and minimising computational cost. Crucially, aug-cc-pVDZ is augmented with diffuse bases 

which are necessary to capture the broad electron density exhibited in anions. The calculated 

electron binding energy was verified with the ab initio method (U)CCSD(T)-F12/aug-cc-

pVTZ,254 and both levels of theory showed excellent agreement to experiment and each other. 

Electron binding energies of possible photofragments were also calculated at the same levels 

of theory, and too showed good agreement. These are summarised in Table 3.1. The DFT 

calculations were performed using Gaussian09,255 whilst the more expensive ab initio results 

were computed with Molpro 2012.256 

 

Table 3.1: Electron binding energies for the pyruvate anion and possible photofragments at 

their respective optimise ground state geometries, calculated with (unrestricted) 

ωB97X-D/aug-cc-pVDZ and CCSD(T)-F12/aug-cc-pVTZ. 

 Electron binding energy / eV 

Level of theory Pyruvate anion Acetyl anion Methide anion 

ωB97X-D/aug-cc-pVDZ 3.786 0.606 0.381 

CCSD(T)-F12/aug-cc-pVTZ 3.906 0.665 0.395 
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In order to simulate photoelectron spectra of the pyruvate anion and its potential 

photofragments, a nuclear ensemble approach (NEA) was taken. Generally, this technique 

works best when there is poor vibrational overlap between initial and final states, such as when 

the equilibrium geometries of the respective states show a large difference, or the target state 

is dissociative (or substantially anharmonic). A comparative schematic between the NEA and 

a more conventional approach based on Franck-Condon factors is shown in Figure 3.3. For the 

NEA taken in this study, 500 molecular geometries were sampled from a Wigner distribution 

around the initial anion in its equilibrium geometry at 0 K (ground vibrational state). The 

vibrational mode frequencies were calculated using ωB97X-D/aug-cc-pVDZ and the modes 

were treated as uncoupled harmonic oscillators for the construction of the Wigner distribution. 

To simulate the photoelectron spectra, the VDE was calculated for each sampled geometry. 

Since the oscillator strength associated with each transition differs, the signal arising from each 

transition was weighted by the norm of the associated Dyson orbital. The result is a ‘stick’ 

spectrum, representing the photoelectron signal as a function of electron binding energy. To 

produce a smooth function akin to that seen experimentally, each transition was broadened by 

a narrow Lorentzian function (0.05 eV width), and summed together. The Newton-X 2.0 

package257 was used to produce the Wigner distribution, sample the geometries, and simulate 

the photoelectron spectra. 
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Figure 3.3: Visual representations of two methods which can be used to simulate photoelectron 

(PE) spectra. (a) Photoelectron ‘stick’ spectrum acquired by calculating vibronic transitions 

and their associated Franck-Condon factors (FCFs). (b) The NEA, where an ensemble of 

nuclear geometries is generated (from a Wigner distribution, in this work) around the 

equilibrium geometry of the anion. Vertical energy gaps to the anharmonic neutral state are 

calculated and the oscillator strength is given by the corresponding Dyson orbital norm. One 

‘stick’ is produced per geometry. Photoelectron spectra are broadened according to 

experimental parameters. 

 

The photoexcitation cross-section associated with the S1←S0 transition in pyruvate was 

also calculated with the NEA, using the same 500 geometries as for the simulated photoelectron 

spectrum (i.e. sampled with ωB97X-D/aug-cc-pVDZ). The S1←S0 transition energies and 

oscillator strengths were calculated with SCS-ADC(2)/cc-pVTZ. Note that the augmented 

diffuse functions have been removed in order to limit the contributions of DCOs. Turbomole 

7.3.1258 was used for the more expensive SCS-ADC(2) calculations. 

Although not presented in detail here, exploratory molecular dynamics simulations 

were performed to give mechanistic insight into the photodissociation process, and verify the 

fast S1 decay observed in the TRPES experiment. The methodology behind these calculations 

is more complex and will only be summarised briefly for completeness – the reader is directed 

to the published article for more information.234 Ab initio molecular dynamics simulations were 
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initiated from ground state equilibrium geometry of the (fragment) acetyl anion, CH3CO−, with 

nuclear velocities sampled from a Boltzmann distribution at 2200 K. The energy of dissociation 

into CH3
− and CO was then determined to be ~100 kJ mol−1 (~1 eV). Exploratory simulations 

probing the S1 dynamics of pyruvate were performed but remain unpublished at present. Rapid 

decarboxylation was observed, congruent with production of the acetyl anion. 
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3.3. Photoelectron Spectroscopy of Pyruvate 

3.3.1. Detachment and Excitation 

Photoelectron images of the pyruvate anion were acquired following irradiation with 

nanosecond laser pulses at a series of different photon energies within the near-UV spectral 

region, 3.3 ≤ hν ≤ 4.3 eV (in steps of 0.1 eV). The resulting photoelectron spectra were 

normalised to their maximum signal and are presented in Figure 3.4. There are two main 

features present in the FRPES data: a broad Gaussian-like feature which shifts higher in eKE 

with increasing photon energy – this is most clearly apparent in the hν = 4.3 eV spectrum; and 

low-energy electrons which are released with a Boltzmann distribution of energies (exponential 

decay trace), dominating the 3.3 ≤ hν ≤ 3.9 eV spectra. The former broad peak arises from a 

direct photodetachment process from the S0 ground state of the pyruvate anion, to the ground 

state of the resulting neutral, D0. The latter low-eKE trace is characteristic of electrons 

originating from thermionic emission. 
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Figure 3.4: Photoelectron spectra of the pyruvate anion acquired with nanosecond laser pulses 

with a range of different photon energies hν. Each spectrum has been normalised to its 

maximum intensity, and so comparison of intensities across different spectra should be 

approached cautiously. 

 

We begin by examining the direct photodetachment feature. There are two useful energy 

gaps which can be extracted – the vertical detachment energy (VDE) and the adiabatic 

detachment energy (ADE) of the pyruvate anion. As each photoelectron spectrum contains this 

information, we will focus on the spectrum which shows the direct photodetachment feature 

most clearly: hν = 4.3 eV. Figure 3.5(a) displays this spectrum with a reformatted horizontal 
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axis, quantified by the electron binding energy, eBE = hν − eKE. The VDE is given by the eBE 

at which there is greatest photoelectron signal: here, VDE = 3.8 ± 0.1 eV. The lowest eBE at 

which there is significant photoelectron signal (which was chosen to be 10% of maximum 

signal) represents the ADE, which is found to be ~ 3.3 eV, comparable to the electron affinities 

of other carboxylates.  

 

 

Figure 3.5: (a) Photoelectron spectrum of pyruvate acquired at hν = 4.3 eV (black), plotted 

against the electron binding energy, defined as eBE = hν – eKE. Overlaid in red is the calculated 

D0←S0 photoelectron spectrum, obtained with the nuclear ensemble approach (NEA) using 

ωB97X-D/aug-cc-pVDZ. (b) The sampled geometries used in the NEA. (c) The corresponding 

measured photoelectron image. The direction of laser polarisation (ε) is indicated on the image, 

demonstrating a slight perpendicular anisotropy in the signal (β2 < 0). 

 

The large disparity in the ADE and VDE indicates that the equilibrium geometries 

between anionic and neutral pyruvate are substantially different. Furthermore, there is no 

distinct vibrational structure in the experimental data (at any of the implemented photon 

energies). This suggests that the photoelectron spectrum is most suitably simulated using a 

nuclear ensemble approach (NEA), rather than more conventional methods involving FCF 

calculations. Density functional theory at the ωB97X-D/aug-cc-pVDZ level was applied to 

calculate the photoelectron spectrum corresponding to the direct D0←S0 transition, using the 

NEA with 500 initial geometries (Figure 3.5(b)). The result is overlaid onto the experimental 
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measurement in Figure 3.5(a), demonstrating excellent overall agreement and confirming our 

assignment of this peak. The only substantial deviation is at higher eBE, and results from 

thermionic emission contributions (i.e. the low-eKE feature).  

Photoelectron imaging also allows us to measure the photoelectron angular distribution 

(PAD) of the outgoing electrons. As discussed in Chapter 1, PADs are quantified by the 

anisotropy parameter, β2, which has limiting values of +2 and −1. Direct photodetachment of 

the pyruvate anion at hν = 4.3 eV produced a PAD described by β2 ≈ −0.2, i.e. detachment was 

preferentially perpendicular with respect to the fixed laser polarisation axis (Figure 3.5(c)). 

This is consistent with the predominantly non-bonding p-orbital nature of the S0 state. 

We now turn to the second feature: the low-eKE photoelectron signal arising from 

thermionic emission. In the mechanism of thermionic emission, the internal energy of the 

participating anion exceeds its electron binding energy, and an electron is lost from the anion 

in a statistical manner. The excess energy is provided through photoexcitation, and therefore 

the observation of thermionic emission reflects the presence of an electronically excited state 

of the pyruvate anion. Thermionic emission was strongest in the 3.3 ≤ hν ≤ 3.9 eV spectra, so 

we deduce that the pyruvate anion has an excited state ~3.6 eV above S0, which is likely the S1 

(nπ*) state. To support this assignment, the S1←S0 photoexcitation cross-section was calculated 

using the NEA. The calculated photoexcitation cross-section, shown in Figure 3.6, displays 

significant intensity across the entire energy range over which thermionic emission was 

observed. Although nπ* states are often optically dark, it appears the experiment was capable 

of accessing this excited state. 
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Figure 3.6: Calculated photoabsorption cross-section corresponding to the S1←S0 transition 

for the pyruvate anion. The nuclear ensemble approach (NEA) was applied with 500 geometries 

sampled from a Wigner distribution around the S0 minimum geometry, where the necessary 

frequencies were obtained with ωB97X-D/aug-cc-pVDZ. Transition energies and oscillator 

strengths were calculated for each geometry using SCS-ADC(2)/cc-pVTZ. 

 

3.3.2. A Mysterious Fragment 

 

 

Figure 3.7: Normalised photoelectron spectrum of pyruvate acquired at hν = 3.5 eV, where the 

signal has been amplified by 100 in the red region (eKE > 2 eV). Inset is the photoelectron 

image: low-eKE signal has been saturated on the colour scale so that the weak high-eKE feature 

is visible. 

 

A third feature was also present in the FRPES data − another Gaussian-like peak 

positioned at very high eKE. This is shown in Figure 3.7 for hν = 3.5 eV, the photon energy at 

which the peak was strongest. The corresponding photoelectron image is also displayed, where 
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there is a distinct ring at large radius (equivalent to a high eKE). At hν = 3.5 eV, the peak has a 

high-energy onset of eKE ≈ 3.4 eV, corresponding to a very low eBE ≈ 0.1 eV. This binding 

energy is far below the electron affinity of pyruvate (ADE ≈ 3.3 eV), so does not correspond 

to one-photon direct or indirect detachment from the parent anion. We first considered the 

possibility of simultaneous two-photon absorption of the pyruvate to detach an electron. This 

can occur when either the laser flux or photodetachment cross-section is particularly high. 

Therefore, the two-photon direct detachment feature is expected to essentially match that of 

the one-photon D0←S0 feature, but shifted hν higher in energy. We can rule out this possibility 

in two ways. First, the outgoing eKEs do not quite match up – the feature is narrower than 

expected and positioned at significantly lower eKE. Second, the hν dependence of the peak 

disagrees with that expected for a two-photon direct detachment. In particular, increasing the 

photon energy by 0.2 eV (to hν = 3.7 eV) shifts the peak higher by 0.2 eV. In a coincident two-

photon absorption, the eKE is expected to change by twice this amount, so 0.4 eV. Figure 3.8 

demonstrates that this is not the case over a large range of photon energies. With the possibility 

of a two-photon direct detachment process eliminated, we turn to other explanations for the 

high-eKE feature.  
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Figure 3.8: (a) Photoelectron spectra showing the high-eKE when acquired at different photon 

energies hν. The colours correspond to the FRPES photon energies shown in Figure 3.4: these 

are 3.3 (red), 3.5 (orange), 3.7 (green) and 4.0 (blue) eV. Each spectrum was normalised to the 

integral of the high-eKE feature, and then stacked in order of increasing hν. (b) eKEmax 

represents the electron kinetic energy at which the third feature is strongest, for each hν. This 

was located by fitting one asymmetric Gaussian function to each spectrum. The linear fitting 

function (black dotted) has essentially unitary gradient (1.06). 

 

The appearance of the high-eKE feature coincided with the presence of thermionic 

emission in the FRPES data, suggesting photoexcitation is playing a role. Following 

photoexcitation to the S1 state, a number of different relaxation pathways will compete. Internal 

conversion back to the S0 ground state is possible and may lead to the observed thermionic 

emission. Alternatively, nuclear dynamics prompted by photoexcitation will lead to geometric 

distortions, which may provoke dissociation of the molecule. For a monovalent species like 

pyruvate, only one of the resulting photofragments will be anionic. It is often the case that this 

smaller anion has a lower electron binding energy than the parent, such that photodetachment 

of the fragment produces a high-eKE feature like that seen in Figure 3.7. The proposed overall 

mechanism is therefore a two-photon process: the first photon populates the S1 state in 

pyruvate; propagation of the nuclear geometry leads to dissociation; then finally, a second 

photon (within the same nanosecond laser pulse) photodetaches an electron from the resulting 

anionic fragment. This is summarised in Eq. 3.1, where N and M− are the generated neutral and 

anionic photofragments, respectively.  
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 CH3COCOO− + hν  →  N + M− , 

(3.1) 
 M− + hν  →  M + e− . 

It is important to note that this is a sequential two-photon process, and therefore will not 

necessarily exhibit the same hν-dependence described above for the coincident two-photon 

absorption. Instead, excess energy from the first photon can be deposited into the partnered 

neutral fragment. Therefore, the outgoing eKE (following photodetachment of the anionic 

fragment) can increase at the same rate as the increasing photon energy. It appears so far the 

high-eKE feature is consistent with detachment from a photofragment, but what is the new 

species being detached? 

Decarboxylation is a common photodissociation pathway observed in many anions, 

driven by the great thermodynamic stability of CO2. Moreover, photoexcitation of pyruvic acid 

to its S1 state leads to loss of CO2 with high efficiency, although pyruvate lacks the proton 

which promotes this pathway in the acid. Therefore, it seems very possible that pyruvate also 

undergoes decarboxylation, producing the acetyl anion, CH3CO−. To test if photodetachment 

from the acetyl anion was consistent with our low-eBE feature, we simulated its photoelectron 

spectrum, taking a NEA. The level of DFT implemented was ωB97X-D/aug-cc-pVDZ, which 

earlier proved successful for the parent pyruvate. The result is displayed in Figure 3.9 (red) and 

compared to our high-eKE (low-eBE) feature (black). A photoelectron spectrum of the acetyl 

anion has also been measured by Nimlos et al.,259 and our simulated spectrum is in reasonable 

agreement: there is a small discrepancy in the electron binding energy (by ~100 meV), and the 

experimental data shows vibrational structure which cannot be captured by the NEA. 

Comparing the (calculated or experimental259) photoelectron spectrum of the acetyl anion to 

our photofragment feature reveals a greater deviation. Although there is some overlap between 

the two peaks, the low binding energy onset of the signal is mismatched by over 0.3 eV. 

Therefore, it appears that the acetyl anion is not the responsible photofragment.  
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Figure 3.9: High-eKE feature in the hν = 3.5 eV photoelectron spectrum recast in terms of 

electron binding energy (black). Solid red and blue lines above show the simulated 

photoelectron spectra of two potential photofragments, CH3CO− and CH3
−, respectively. These 

were calculated with the NEA using ωB97X-D/aug-cc-pVDZ. Also shown is the previously 

measured photoelectron spectra for the potential photofragments (dashed). CH3CO− spectrum 

adapted with permission from Nimlos et al.,259 copyright 1989 American Chemical Society. 

CH3
− spectrum adapted with permission from Oliveira et al.,260 copyright 2015 American 

Chemical Society. 

 

Pyruvate is a small organic molecule, so there are a very limited number of sensible 

photodissociation pathways available. Since decarboxylation seems the likeliest dissociative 

process, we proceeded to consider the fate of the acetyl anion. Instead of living long enough to 

be detached by the second photon, what if CH3CO− also dissociates? Chemical intuition 

suggests that the C−C bond is the most likely to rupture in this case, producing CO and a 

methide anion, CH3
−. Exploratory ab initio molecular dynamics simulations indeed confirmed 

this to be the case. Even at a relatively low temperature of 1400 K (bearing in mind that the 

pyruvate has absorbed a UV photon), the ground state acetyl anion was unstable with respect 

to CO loss. Once again, we applied the NEA to simulate the photoelectron spectrum of the 
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methide, which is shown in Figure 3.9 (blue). This time, there is excellent agreement between 

the calculation, an earlier measured photoelectron spectrum of CH3
− by Oliveira et al.,260 and 

our observed high-eKE feature. We therefore assign the photofragment feature to direct 

photodetachment from the methide anion fragment. This follows the general mechanism 

outlined in Eq. (3.1), where there are two neutral fragments, N = CO2 + CO: 

CH3COCOO− + hν  →  CO2 + CO + CH3
− , 

(3.2) 
CH3

− + hν  →  CH3 + e− . 

It should be noted that the photodissociation process in the first step is not necessarily 

concerted. At this stage, we only conclude that in order to absorb the second photon in the same 

nanosecond laser pulse, the full photodissociation process from the parent pyruvate to CH3
− 

must take place within approximately six nanoseconds (FWHM of the laser pulse). 

To reinforce our identification of the photofragment, the measured PADs were 

examined. The corresponding anisotropy parameter at hν = 3.5 eV was determined to be 

β2 ≈ +0.4: a significant positive value. This is noticeable in the photoelectron image displayed 

in Figure 3.7, where there is more photoelectron signal parallel to the direction of the laser 

polarisation (top and bottom of ring). Oliveira et al. also investigated anisotropy in their 

photoelectron images of the methide anion,260 and found that β2 could be appropriately 

modelled by a modified Wigner-Bethe-Cooper-Zare equation.18 The results of this equation, 

using empirically determined parameters for CH3
–,260 gives rise to a positive anisotropy 

parameter, in accordance with the measured PAD from our photofragment. 

 

3.3.3. Photon Flux Dependence of the Methide Anion Peak 

The flux dependence can generally be correlated with how many photons are involved 

in the overall photodissociation-detachment process. Following the scheme outlined in Eq. 
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(3.2), we might expect the flux measurements to indicate a two-photon process, or more if a 

photon cycling mechanism is required for dissociation. 

To determine the photon flux dependence of the photofragment signal, we can acquire 

photoelectron spectra at different laser powers and compare the response of the photofragment 

peak to the response of a different peak in the photoelectron spectrum, acting as a reference 

signal. In particular, the D0←S0 direct detachment of pyruvate produces a strong signal in our 

photoelectron spectrum (at higher hν) and strictly arises from a one-photon absorption. 

Therefore, as the laser power (photon flux) is adjusted, any other photoelectron signal that 

arises from a one-photon process will scale at the same rate as the D0←S0 peak. Conversely, 

signal originating from a multiple photon process will typically scale differently. 

Photoelectron spectra were acquired at hν = 4.0 eV with four different laser fluxes. The 

laser power was measured with a power meter positioned behind the interaction region. The 

integrated photoelectron signal corresponding to the CH3
− detachment peak, IM, was compared 

to the integrated D0←S0 (pyruvate) signal, ID, by taking the ratio IM/ID. Each spectrum was 

normalised to the integral of the pyruvate detachment peak, such that ID = 1. The results are 

shown in Figure 3.10, demonstrating a constant ratio with changing laser power. Surprisingly, 

this seems to suggest that only one photon is required for the dissociation-detachment 

mechanism. This seems impossible, as at least one photon is required for photodissociation, 

and a different photon is required to detach the resulting fragment. However, there is an 

alternative explanation for the constant flux relationship which does not contradict the 

mechanism in Eq. (3.2). 
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Figure 3.10: Integrated signal arising from direct detachment of the CH3
− photofragment, IM, 

relative to that of pyruvate, ID. Laser power was monitored with a commercial power meter 

located at the back-end of the experiment. The dashed line represents the linear fit to the four 

data points: the gradient is approximately zero, indicating similar power dependences for IM 

and ID. 

 

The dissociation-detachment process occurs sequentially, and therefore there are two 

distinct cross-sections at play associated with the different photon absorptions. The first is the 

photoexcitation cross-section associated with the S1←S0 transition. The second is the 

photodetachment cross-section of the methide anion. If either of these cross-sections are 

significantly smaller than the other, then the probability of that photon absorption will be the 

limiting factor in the overall mechanism. This is akin to a rate-determining step in a chemical 

reaction. Ultimately, the photon flux dependence will be similar to that of a single-photon 

process, since one of the photon absorptions is comparatively efficient. We have no reason to 

expect the two cross-sections to be similar, and therefore the photon flux dependence remains 

consistent with the dissociation-detachment mechanism. It is difficult to predict which is the 

higher cross-section from our data alone: photoexcitation to S1 was sufficiently bright to 

observe thermionic emission across a broad range of photon energies, but photodetachment 

cross-sections of anions with low electron binding energies also tend to be large. 
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3.3.4. Time-resolved Photoelectron Spectroscopy 

From the FRPES data, we have deduced that photoexcitation of pyruvate to its S1 state 

leads to decarboxylation and ultimately the production of the CH3
− anion within six 

nanoseconds. In order to probe the dynamics in more detail, we performed pump-probe TRPES 

experiments with femtosecond laser pulses. A pump wavelength of 400 nm (3.10 eV) was 

chosen and appeared to be resonant with S1 state of pyruvate. The selected probe wavelength 

was 800 nm (1.55 eV) for two reasons: this is the fundamental wavelength of our Ti:Sapphire 

laser, providing the maximum possible power output; and the low photon energy inhibits 

probe-only photoelectron signal. The time resolution was limited by the ~100 fs (FWHM) 

temporal width of the 400 nm femtosecond laser pulses. 

 

Figure 3.11: Time-resolved photoelectron spectra of the pyruvate anion acquired with 

femtosecond laser pulses. The 800 nm probe pulse was delayed with respect to the 400 nm 

pump by Δt. The red trace shows the photoelectron spectrum for a substantially negative time 

delay, where the probe arrives before the pump by 1 ps, providing a ‘pump-only’ photoelectron 

spectrum. The black trace shows the pump-probe spectrum when the two pulses are overlapped. 

Photoelectron signal within the blue shaded region was selected to track the S1 population. 

 

Figure 3.11 shows a photoelectron spectrum acquired with only the 400 nm pump pulse 

(red). In this case, the photon energy is less than the ADE of pyruvate so there is no feature 

arising from direct photodetachment. The spectrum shows a singular feature corresponding to 

thermionic emission, which was surprising to observe. Since hν < ADE, thermionic emission 
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from the parent pyruvate anion should only be accessible through a photon cycling mechanism, 

where multiple photons are absorbed in series to increase the internal energy of the ground state 

anion (see Section 1.1.3). However, given the short temporal width of the laser pulse used in 

this experiment, we do not expect two sequential absorptions to occur − internal conversion 

would be required to take place within 10s of femtoseconds (before the second photon 

absorption). We instead propose that the thermionic emission is largely occurring from the 

photofragment instead of the pyruvate anion. Excitation to the S1 state of pyruvate has already 

been shown to produce the methide anion, and likely the CH3CO− anion as an intermediate. 

Both of these photofragments have very low electron binding energies and will be susceptible 

to electron loss through thermionic emission, due to the high internal energy instilled via 

photoexcitation. It therefore seems reasonable to conclude that photodissociation is again 

occurring and that the methide (or acetyl) anions are responsible for the observed thermionic 

emission. This implies the formation of the reactive methyl radical CH3
• is also a likely 

photoproduct upon UV absorption. 

A photoelectron spectrum of pyruvate with both the pump and probe laser pulses in 

coincidence is also shown in Figure 3.11 (black). A new broad feature emerges around 

eKE = 0.8 eV. This aligns well with the expected pump-probe signal corresponding to 

photoexcitation to the S1 state (pump) and subsequent photodetachment to the neutral 

species (probe). In particular, the peak should be approximately centred around 

eKE ≈ hνpump + hνprobe – VDE = 0.85 eV. The pump-probe signal thus provides a direct 

measure of the S1 state population of the pyruvate anion. As the pump-probe time delay Δt is 

increased, the excited state population is given more time to evolve and decay before the probe 

pulse arrives.  

The excited pyruvate anion is likely to evolve through two main pathways: (i) relaxation 

by internal conversion to the S0 ground state will diminish the S1 population and therefore 
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lower the measured pump-probe signal; and (ii) dissociation of the molecule within the S1 state 

will lead to a different pump-probe signal, positioned at higher eKE due to the much weaker 

electron binding energies of the likely photofragments – CH3CO− and CH3
−. Therefore, 

dissociation within S1 will also result in a decrease in the pump-probe signal measured at 

eKE ~ 0.8 eV. 

Figure 3.12 displays the integrated pump-probe signal as a function of the time delay 

between the two femtosecond pulses. Specifically, the S1 population was represented by 

numerically integrating the photoelectron signal within the region 0.5 ≤ eKE ≤ 1.1 eV (blue 

shaded area in Figure 3.11). As the two pulses overlap (Δt→0), the pump-probe signal rises to 

a maximum value. The rise is gradual over 10s of femtoseconds and is representative of the 

instrument response function, governed by the temporal width of the two femtosecond pulses. 

Over the next 200 fs, the signal declines almost as quickly as it grew in, indicating the S1 state 

is depopulated within a few hundreds of femtoseconds. Only a small fraction of the pump-

probe signal remains at Δt = 175 fs. 

 

Figure 3.12: Evolution of the integrated pump-probe signal (within blue shaded region in 

Figure 3.11) as pump-probe delay Δt is altered. The signal is representative of the S1 excited 

state population of the pyruvate anion. 
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We were surprised to observe such a fast decay of the S1 state, which was on the order 

of our experimental time resolution. The rapid depopulation suggests that the S0 ground state 

is reformed nonadiabatically through a conical intersection close to the Franck-Condon 

geometry. The alternative would be that ultrafast photodissociation is taking place within the 

S1 state, which seems unlikely because: the decay appears to be highly efficient – very little 

population remains trapped in the S1 state at Δt = 175 fs; and we observe no probed signal from 

photofragments at any time delay, which would likely be present if the photodissociation were 

so efficient. It is important to note that the ultrafast reformation of S0 can be followed by 

dissociation – nuclear dynamics will still take place on the ground state. The TRPES results 

suggest that the fragment methide anion that was observed with FRPES (using nanosecond 

laser pulses) was formed following dynamics on the athermal S0 ground state of pyruvate. Such 

extensive dynamics on the ground state are not unprecedented, and similar decarboxylation 

mechanisms have been observed for the p-coumarate and octatrienoate anions.45,46 

Unfortunately, as we do not observe the direct detachment of the methide (or acetyl) anion, the 

TRPES does not give insight into the timescale of the dissociation process. 

The absence of a probed fragment peak, whilst disappointing, was not unexpected. Only 

a very weak signal corresponding to photodetachment of CH3
− was observed with FRPES (with 

intensity <1% of the accompanying thermionic emission). It may also be that the timescale of 

dissociation was too long to be observed across the applied range of Δt. From our current 

results, we are limited to conclude that the S1 excited state of pyruvate reforms the S0 ground 

state within 100s of femtoseconds, and that the dissociation dynamics occur on the ground 

state, likely on a longer timescale. 
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3.4. Closing Remarks 

Conclusions 

To summarise, using FRPES, we showed that the S1 excited state of the pyruvate anion 

is accessible via UV photoexcitation. Population of S1 coincided with the spectral trace of a 

photofragment with low electron binding energy. With the aid of quantum chemical 

calculations using the nuclear ensemble approach, we identified the fragment to be the methide 

anion, CH3
−. No acetyl anion intermediate, CH3CO−, could be clearly distinguished in the data, 

so is presumably very short lived. Attempting to further probe the dissociation dynamics, we 

also performed TRPES. It was found that the S1 state is depopulated within a few hundred 

femtoseconds, corresponding to relaxation to the S0 ground state. Unfortunately, the methide 

anion was unable to be probed in the time-resolved experiment, so the timescale of dissociation 

could not be more accurately determined. However, we were able to conclude that dissociation 

is a ground-state process. Overall, based on our results, the following photochemical processes 

are proposed: 

 CH3COCOO− + hν  →  CH3CO− + CO2 , 

(3.3)  CH3CO−  →  CH3
− + CO , 

 CH3
−  →  CH3

• + e− . 

Decarboxylation of pyruvic acid following actinic UV irradiation (accessing the S1 

state) is highly efficient (>97% in gas-phase), promoted by an intramolecular proton transfer 

mechanism.244–248 Despite the pyruvate anion lacking the participating proton, we observe 

decarboxylation and further dissociation upon excitation to the S1 state. However, our 

experiment is unable to quantify the branching ratio of decarboxylation relative to reformation 

of the intact parent anion. Although the peak associated with direct photodetachment of CH3
− 

was very weak, this was not necessarily an indicator of low quantum yield – observation of the 
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dissociation product requires a sequential two-photon process, which typically occurs with a 

small probability. For now, the baton is passed to computational chemists to explore the 

intrinsic dissociation mechanism and its efficiency. 

Placing our findings into the context of atmospheric chemistry, we observe formation 

of the CH3
− anion, the chemistry of which has been previously considered in the atmosphere 

of Titan.260,261 Moreover, we observed thermionic emission that likely arose from the methide 

anion, offering also a route for the formation of reactive methyl radicals CH3
•. These radicals 

can react with oxygen to produce methyl peroxide,262 which in turn can generate more exotic 

species. A free (or partially solvated) electron is also formed, which too is highly reactive.263,264 

Although we cannot provide a measure for the efficiency of photodissociation, we emphasise 

the relative ubiquity of pyruvate in solution compared to pyruvic acid, which is viewed as 

atmospherically relevant. The pKa of pyruvic acid is 2.5 and has been measured to be as low as 

0.7 at the water-air interface.265 Therefore, in all but the most acidic aerosols, pyruvate will 

dominate. UVA radiation penetrates through to Earth’s surface, so the photoactivity of pyruvate 

may also be accessed in seawater (and seawater sprays). It should be noted that the vapour 

pressure of the pyruvate anion will be considerably lower than that of the acid, so it is more 

difficult to compare the relative abundance of these species in isolation. However, it will be 

interesting to compare the rich photochemistry which pyruvate exhibits in the gas-phase to 

future studies in aqueous solution and at a water surface, in which the anion is expected to 

prevail. 

 

Outlook 

Inspired by our work, Cao et al. presented results on the photochemistry of 

microhydrated pyruvate anions, pyruvate−(H2O)n, with n = 0−5.266 Photoelectron spectroscopy 

was also implemented at a selection of different wavelengths, and excellent consistency with 
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our results was observed for the bare pyruvate anion (n = 0). The VDE was measured to be 

3.75 eV, photodissociation was observed upon excitation to the S1 state, and a CH3
− 

photofragment was identified. A notable difference (to our results) was that the acetyl anion 

CH3CO− was measured, in addition to the methide anion. However, there are feasible 

explanations for this: Cao et al. stored the pyruvate anions in a cryogenic trap,266 substantially 

lowering the internal energy of the parent molecules; and, in our experiment, some of the 

photoelectron signal attributed to the photofragment on the higher-eBE side could have arisen 

from CH3CO−, but this was essentially indistinguishable from noise. Cao et al. found that 

production of CH3
− was suppressed below hν = 3.5 eV, but the acetyl anion was still 

produced.266 With the addition of a water molecule to form the monohydrate (n = 1), this 

threshold shifted higher to hν = 3.7−4.0 eV.  A second water molecule (n = 2) appeared to 

inhibit dissociation completely, such that even CH3CO− was not observed. This points towards 

a ‘caging’ effect from the microsolvating environment, and it was concluded that 

photodissociation of pyruvate is not an active channel in solution. It should be noted however, 

that suppression of the photofragment peaks in the n = 1−2 photoelectron spectra does not 

necessarily indicate total suppression of the photodissociation channel: solvent ‘caging’ may 

slow the fragmentation dynamics such that the timescale for decarboxylation exceeds 

nanoseconds, and therefore the acetyl/methide anions will not be detached within the same 

laser pulse. Nevertheless, supporting calculations by Cao et al. offer an explanation for the 

inhibition via the emergence of an activation barrier, as hydration is incrementally added.266 In 

addition, photolysis of pyruvate in water has been previously reported to be very limited,267 

lending credence to the inhibition of photodissociation in the bulk. These complementary 

results give good insight into the of the photodissociation mechanism of (microsolvated) 

pyruvate, but ultimately, a full experimental determination requires time-resolved methods. 
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There is opportunity to improve upon our TRPES experiment. Although we could 

clearly demonstrate that the pyruvate anion relaxed out of the S1 state in less than a picosecond, 

we were not able to probe the production of the acetyl or methide photofragments. The study 

by Cao et al.266 may have provided insight as to why. Photodissociation of pyruvate and of 

subsequent CH3CO− was dependent on photon energy. With hνpump = 3.1 eV, it is possible that 

we were exciting the pyruvate anion to the S1 state but with insufficient energy to trigger 

dissociation. Therefore, the TRPES experiment should be repeated at a higher photon energy 

for the pump. Although this will inevitably sacrifice pump laser power, the photoexcitation 

cross-section is expected to be higher at 3.3 ≤  hν  ≤ 4.2 eV (see Figure 3.6), so pump-probe 

signal may not be adversely affected. The observation of electrons detached from the 

photofragments will give the greatest insight into the timescales of the dissociative processes, 

and may unravel the underlying mechanism. 

Finally, a short word on how recent modifications of the ESI instrument (described in 

Section 2.3.2) could prove useful for the experiment presented in this chapter. Through the 

detection of the high-eKE electrons and with the aid of supporting electronic structure 

calculations, we were able to identify the CH3
− dissociation product. With the addition of the 

anion reflectron, this methide anion fragment could be detected directly. Additionally, if the 

lifetime of the CH3CO− intermediate was sufficiently long (up to a few microseconds), we 

could detect this fragment too. As the reflectron acts to separate the photodissociation products 

by their m/z, the signals arising from these photofragments would be easily distinguishable. 
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Chapter 4 − Determining the Valence Electron Affinity of Uracil 

 

 

 

This chapter details and builds upon the following publications:  

268 C. J. Clarke, E. M. Burrow and J. R. R. Verlet, Phys. Chem. Chem. Phys., 2024, 26, 20037–

20045 

 

All experimental work was performed by C. J. Clarke and E. M. Burrow. All computational 

work was performed by C. J. Clarke. 
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4.1. Introduction 

Low-energy electrons can induce strand breaks in DNA, even at electron energies 

below the ionisation energy of individual components and below the dissociation energies of 

covalent bonds in the biopolymer.164,170,171 As discussed in Section 1.2.4, the initial step is 

believed to involve electron attachment into π* valence states of DNA nucleobases, forming 

temporary negative ions that then lead to bond-rupture.173,269,270 In the gas phase, electron 

transmission spectroscopic experiments have mapped out the location of these π* resonances 

(see Section 1.2.4).133,174 However, such experiments are not sensitive to the subsequent 

dynamics that could stabilise the generated temporary negative ions. In particular, nuclear 

dynamics can compete with autodetachment to decrease the energy gap between the anion 

valence state and the neutral ground state, leading to a highly reactive radical anion that is long-

lived, especially if the anionic valence π* state is adiabatically bound. So, a natural question 

then arises: what is the adiabatic electron affinity of the lowest valence state, EAV, of a 

nucleobase? Even for the simplest nucleobase, uracil (U), this remains a debated question. 

Here, we seek to answer this question by applying anion photoelectron spectroscopy to a range 

of uracil clusters to determine EAV of U. 

 
Figure 4.1: Chemical structure of the uracil (U) nucleobase. 

 

The U nucleobase, for which the chemical structure is shown in Figure 4.1, forms a 

stable anion in the gas phase, where the excess electron is weakly bound in a diffuse orbital by 
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the strong dipole moment of the molecule (μ ≈ 4.5 D).271,272 However, such a dipole-bound 

state (DBS)99 is not a valence state and, while non-valence states can partake in electron 

attachment at very low electron energies95,119,122,273–275 and population can pass from valence 

to non-valence state and vice versa,276,277 they are not thought to be relevant in the context of 

DNA damage because the surrounding environment will disrupt the orbital.2 From electron 

transmission spectroscopy, the lowest-energy shape resonance, π1*, is populated with incident 

electron energies around 220 meV.174 Upon geometric relaxation, electronic states may stabilise 

by hundreds of meV, and the π1* valence state was suspected to be adiabatically bound with 

respect to electron loss. However, anion photoelectron spectroscopic studies reported 

observation of only the DBS of U−.271 This was rationalised as the DBS being more stable than 

the π1* state, and an upper-bound for the EAV was found to be EAV < EAD ≈ +90 meV, where 

EAD is the electron binding energy of the uracil anion in its DBS. On the other hand, long-lived 

U− in its π1* state was observed to form via Rydberg electron transfer to U(Ar)n clusters, 

following evaporation of the solvating argon atoms.278 This was presented as confirmation that 

the π1* state is adiabatically bound with respect to electron loss, and Desfrançois et al. reported 

EAV = +62 ± 32 meV.278 Computationally, there have been a wide range of EAV values reported 

ranging from negative225,279–283 to positive175,270,284–289. The seemingly most comprehensive 

treatment has been performed by Gu et al., who followed the W1BD composite method290 and 

found EAV = +24 ± 13 meV,291 suggesting a weakly adiabatically bound π1* valence state. 

Solvation stabilises valence-bound anions to a greater degree than dipole-bound 

anions.292 Consequently, the ground state of uracil-water cluster anions, U−(H2O)n, is observed 

to be the π1* valence state (see Chapter 5), as easily distinguished in photoelectron spectra by 

its greater spectral width compared to the signal arising from a DBS.180,181,293 By plotting the 

n-dependent EAV of these clusters, it therefore becomes possible to extrapolate towards n = 0 

and obtain an estimate for the EAV of U. Two studies have performed this procedure, both 
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yielding relatively large positive adiabatic electron affinities: EAV = +150 ± 120 meV180 and 

EAV = +159 meV181 (uncertainty not stated). However, the 0-0 transition for photodetachment 

from the π1* valence state could not be discerned clearly for any of the clusters, and moreover, 

the validity of performing such an extrapolation is questionable. Water molecules interact very 

strongly with the uracil anion through a multitude of interactions (e.g. hydrogen bonding and 

dipolar) so that a simple linear extrapolation is unlikely to be valid even for small clusters. In 

principle, these concerns can be alleviated through the study of uracil-solvent cluster anions 

with more weakly interacting solvent molecules. To this end, we performed anion 

photoelectron spectroscopy on two different series of uracil-solvent cluster anions: U−(Ar)n and 

U−(N2)n, and compared our findings to results on U−(H2O)n. This approach, utilising 

spectroscopic tags, also offers colder clusters and allowed us to unambiguously identify the 0-0 

transition for photodetachment from the π1* valence state. Our determination for EAV is close 

to the ‘best’ computational predictions,270,291 and expands upon the results from Rydberg 

electron transfer experiments.278 Our study also establishes protocols for the determination of 

small (be they positive or negative) adiabatic electron affinities using photoelectron 

spectroscopy of anion clusters.  
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4.2. Methodology 

4.2.1. Experimental 

 The cluster instrument was used to perform the experiments outlined below.188 A solid 

sample of uracil (U) was placed inside a pulsed Even-Lavie valve189 and heated to 

approximately 220 °C. The valve was backed with argon or nitrogen at ~10 bar pressure to 

produce the desired series of molecular clusters, U(Ar)n or U(N2)n. To induce formation of 

uracil-water clusters, U(H2O)n, a drop of water was added to the backing line. The molecular 

beam passed through a (thoriated tungsten) filament ring ioniser held at high current, attaching 

electrons and generating the corresponding progressions of cluster anions. A Wiley-McLaren 

time-of-flight mass spectrometer190 separated the cluster anions by their mass-to-charge ratio 

(m/z), and the targeted anion packet was intersected with a delayed laser pulse at the centre of 

a velocity map imaging electron spectrometer. Nanosecond laser pulses were sourced from an 

Nd:YAG laser (Quantel, Q-smart 450), at the fundamental (1064 nm) or second harmonic 

(532 nm) wavelengths. Photoelectron spectra and angular distributions were reconstructed 

from the resulting photoelectron images using the polar onion peeling (POP) algorithm.195 The 

well-known energetics of atomic I– were used for calibration of electron energies. 

 

4.2.2. Calibration 

 As shown in the following section, an electron binding energy for the DBS of U was 

extracted: EAD = +75 ± 6 meV. Other experimental studies are in agreement with this 

value,272,278 but some report a slightly higher binding energy (~90 meV).180,271 Therefore, 

further details of the calibration process are included here. Following photodetachment with 

266 nm laser pulses (hν = 4.661 eV), two peaks are observed in the photoelectron spectrum of 

I− (Figure 4.2(a)), corresponding to formation of neutral I in either the 2P3/2 (ground) or 2P1/2 
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(excited) state. The electron affinity of I is EA(I) = 3.0590 eV,294 and the spin-orbit splitting 

between the two peaks is ESO = 0.9427 eV.295 The two peaks were fit with Gaussian functions, 

allowing the necessary calibration factor to be deduced. 

 Immediately after measurement of I–, the photoelectron spectrum of U– (Figure 4.2(b)) 

was acquired with 1064 nm laser pulses (hν = 1.165 eV). The photon energy was lowered due 

to the smaller electron binding energy for U–. Resultantly, the central electron kinetic energy 

(eKE) of the DBS peak was between the eKEs of the two I– features, ensuring that the 

calibration was not subject to radial dependencies in the image. The fitted central electron 

binding energy was found to be EAD = +75 meV. Although the DBS peak had a notable width 

(σ = 13 meV), the peak centre was determined to a greater precision. An uncertainty of ±6 meV 

was extracted using the standard error on the mean (which is displayed inset of Figure 4.2(b)). 

Repeated measurements at different wavelengths also produced consistent values for EAD. 

Figure 4.2: Photoelectron spectra of (a) I– and (b) U–. Gaussian fits to each peak are shown in 

red. Inset of (b) shows an expanded view of the DBS peak, with the stated range for EAD 

highlighted in blue. 
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4.2.3. Computational 

 Density functional theory (DFT) tends to produce a bound π1* state of the uracil 

anion,291 making it an ideal choice for calculating the vibronic spectrum of valence U−. We 

opted for the long-range corrected CAM-B3LYP functional,217 with the diffuse aug-cc-pVDZ 

Dunning basis set.221 By omitting the extra-diffuse basis functions that are often added into 

calculations on U−, such as in the calculations performed in Chapter 6, the optimised anion 

geometry settled into the buckled π1* valence state, and a minimum was confirmed through 

vibrational frequency analysis. The planar equilibrium structure of neutral uracil was also 

calculated, allowing the vibronic spectrum associated with the S0←π1* transition to be 

computed. Each transition was broadened by a Gaussian function with standard deviation 

σ = 20 meV, and summed to produce a representative photoelectron spectrum. The simulated 

spectrum was shifted to align with the measured 0-0 transition of U−(Ar)3. All calculations were 

performed with Gaussian 16.296  
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4.3. Uracil-Argon Cluster Anions 

4.3.1. Photoelectron Spectra 

Photoelectron spectra of a series of uracil-argon cluster anions, U−(Ar)n where n ≤ 25, 

were acquired using nanosecond laser pulses with photon energy hν = 1.165 eV. Figure 4.3(a) 

shows all spectra up to n = 18. Photoelectron signal is plotted in terms of electron binding 

energy, defined as eBE = hν − eKE. As found in earlier photoelectron spectroscopy 

experiments,180,271,293 the photoelectron spectrum of U− exhibits a single, sharp peak at low 

electron binding energy. This is the characteristic photoelectron signal arising from 

photodetachment of a DBS to reach the ground-state neutral, as the excess electron only weakly 

interacts with the neutral core. We additionally confirm that the electron emission is highly 

anisotropic (β2 = +2.0, see Figure 4.3(b)) as expected from an s-like non-valence orbital.297,298 

As described in Section 4.2.2, we determine that EAD = +75 ± 6 meV. 

The photoelectron spectra of U−(Ar)1 and U−(Ar)2 are similar to the spectrum of U−. 

The low-energy electrons (eBE > 0.5 eV) were produced from a small contamination of  

uracil-water cluster anions of similar masses to U–(Ar)1–2, but given that this signal does not 

interfere with the low binding energy peak associated with the dipole-bound state, the 

contamination has no impact on the current discussion. It is clear that formation of the DBS of 

U− remains favourable in the presence of one or two argon atoms, and solvation appears to only 

increase EAD by a few meV per argon atom.  

Upon the addition of a third solvating argon atom, the photoelectron spectrum changes 

drastically. U−(Ar)3 exhibits a broad, structured photoelectron signal, with a far more isotropic 

PAD (β2 ≈ +0.4, see Figure 4.3(b)). The signal arises from photodetachment of the π1* valence 

state and suggests that it has become the ground electronic state of the anion due to stabilisation 

from the solvating argon atoms. This agrees well with an earlier photoelectron spectroscopic 
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measurement of the π1* valence state of U−(Xe)1,
293 which also shows a broad feature with 

underlying vibrational structure (although the structured peak was partially obscured by 

photoelectron signal arising from some accompanying DBS). The considerable spectral width 

of the π1* detachment feature arises from the substantially different equilibrium geometries 

between the anionic and neutral form of the U molecule: the neutral molecule is planar while 

the anion buckles to become non-planar.225  

 
Figure 4.3: (a) Photoelectron spectra of uracil-argon cluster anions, U−(Ar)n, acquired using 

nanosecond laser pulses with hν = 1.165 eV. Blue arrows highlight the electron binding energy 

(eBE) associated with the 0-0 transition from the π1* valence state to the neutral ground state. 

(b) Corresponding photoelectron images from dipole-bound U– (left) and valence-bound U–

(Ar)3 (right). The fixed direction of laser polarisation vector is represented by ε. 

 



118 

 

Despite the disparate geometries, it appears that a peak corresponding to the 0-0 

transition is resolved in Figure 4.3 (blue arrows), which represents a direct measure of EAV 

associated with the π1* state of U−(Ar)n≥3. To reinforce assignment of the 0-0 transition peak, 

Figure 4.4(a) recasts the photoelectron spectrum of U−(Ar)3 with an overlay of a computed 

(DFT/(U)CAM-B3LYP/aug-cc-pVDZ) vibronic spectrum of the π1* valence state of U−. As 

the excess charge is expected to localise on the nucleobase component, exclusion of the argon 

in the calculations was considered acceptable. Indeed, the vibrational structure displayed in 

photoelectron spectra of the larger U–(Ar)n>3 clusters are very similar, demonstrating the 

negligible effect of the argon atoms. The calculated vibronic spectrum shows good overall 

agreement, although the vibrational structure in the experimental spectrum was not perfectly 

captured. Nevertheless, the dominant vibrational mode can be clearly identified as v15, which 

corresponds to an out-of-plane motion (displacement vectors shown in Figure 4.4(b)). Some 

disparity between experimental and calculated structures might be expected due to differences 

in anion-neutral geometries, which results in a broad Franck-Condon window made up of many 

combined excitations, as well as the neglect of anharmonicity. In the context of this study, it is 

more critical that we can conclude that the 0-0 transition is clearly distinguishable in the 

photoelectron spectra of U−(Ar)n, and therefore the associated EAV can be accurately 

determined for each cluster. 
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Figure 4.4: (a) Measured photoelectron spectrum of U−(Ar)3 (black), overlaid with the 

calculated (CAM-B3LYP/aug-cc-pVDZ) vibronic spectrum (red) of the π1* valence state of 

U−, which was horizontally shifted to align the 0-0 transitions. (b) Calculated displacement 

vectors (pink) for the ν15 vibrational mode (top), that contributed most to the calculated vibronic 

spectrum. For comparison, the buckled optimised geometry of U− in its π1* valence state is also 

shown (bottom). 

 

4.3.2. Determination of the Valence Electron Affinity of Uracil 

With increasing cluster size, the 0-0 transition shifts to higher electron binding energy. 

This demonstrates that EAV increases with each incrementally added argon atom, directly 

reflecting the imposed anion-stabilising effect. In particular, U− is stabilised through favourable 

interactions between the excess negative charge and the polarisability of the argon atoms. From 

the measured 0-0 transition energies, it is possible to extrapolate the measured EAV(n) to the 

isolated U− limit (i.e. n = 0), obtaining an estimate for EAV of U. However, in order to perform 

such an extrapolation, the expected behaviour of EAV(n) should be considered in detail. 

Figure 4.5 presents a compilation of the argon-induced anion-stabilising effect, 

Estab(n) = EAV(X(Ar)n) – EAV(X), from a number of photoelectron spectroscopic studies on 

valence-bound X−(Ar)n clusters, where X = O,299 NO,300 Cl,301 Br,302 I,302 I2,
303 and pyrazine.304 

It is apparent that the more electron-dense anions are stabilised to a greater degree by the 

clustered argon atoms. The trend in Estab(n) (and therefore also EAV) for each anion cluster 

appears approximately linear at small n, but curves slightly at larger n, where the Estab(n) 
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increases by a smaller amount per successive argon atom added. This curvature has been 

explained to result from various many-body interactions (mostly between the charged anion 

and the clustered argon atoms),301,302 ultimately adding a small destabilising effect to the anion 

with respect to the neutral form. Through least-squares fitting, we found the power function 

Estab(n) ~ n0.95 to reproduce the exhibited curvature very well for each series of anion clusters. 

The only exception to this is O–(Ar)n (where the curvature is more pronounced), but O− interacts 

most strongly with the solvating Ar atoms. In the case of U, Estab(n) for U–(Ar)n is the most 

comparable to Br–(Ar)n, suggesting that the U––Ar interaction strength is similar to Br––Ar and 

the above power function is appropriate to use for extrapolation purposes. 

 

Figure 4.5: Stabilisation energy Estab = EAV(X(Ar)n) – EAV(X), associated with the clustering 

of n argon atoms to different anions X. Circles and triangles are used to distinguish between 

atomic and molecular anions, respectively. The dotted lines show fitted power functions of n 

associated with each series of anion clusters. Adapted from ref. 299–304, with the permission of 

AIP publishing.  

 

Figure 4.6 presents the experimentally determined EAV associated with each measured 

U−(Ar)n cluster, demonstrating a slightly curved behaviour at small cluster size. There is a 

distinct ‘kink’ in the trend around the U−(Ar)12 cluster, indicative of the (partial) closing of a 

solvation shell around U–,299,300 which is briefly discussed in Section 4.3.3. For now, we focus 

on the EAV values of the small clusters. The EAV values of U(Ar)3–5 were fit to the empirical 
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function EAV(n) = kArn
0.95 + EAV, where kAr was an optimised constant associated with the 

interaction strength between U− and Ar. Only clusters consisting of up to five argons were 

included in the fit, since a second less-defined kink may be present at n = 6. The fitting function, 

extrapolated to n = 0, is shown in Figure 4.6. Extrapolation to n = 2 suggests that EAV(2) is 

below the electron binding energy of the DBS for this cluster, consistent with the absence of 

the π1* valence state signal in the photoelectron spectrum of U−(Ar)2. From the full 

extrapolation, we find that EAV = −6 ± 24 meV, where the uncertainty in EAV was determined 

by the combined contributions of our experimental resolution and the extrapolation process. It 

should also be noted that applying a linear extrapolation (n = 3−5) instead obtains 

EAV = +2 meV, showing that the slight curvature has little effect on the extrapolated energy. 

Unfortunately, our results on the U−(Ar)n clusters were unable to conclusively determine 

whether the π1* state of U− is adiabatically bound or not. Nevertheless, we can conclude that 

EAV is very small. By directly observing the 0-0 transition associated with the π1* valence state 

in weakly perturbed clusters, our extracted value is currently the most accurate experimentally 

determined EAV, and is slightly lower than the most reliable theoretical determination.291 

 

Figure 4.6: Adiabatic electron affinity (EA) of uracil-argon clusters, U(Ar)n, extracted from 

photoelectron spectroscopy on the corresponding anions. Dots indicate EAV(n) associated with 

the π1* valence state of U−(Ar)n, whereas the crosses show the measured electron binding 

energies of the DBS anions, EAD. An extrapolation using the EAV(n) of U(Ar)3–5 is overlaid 

(black line). Inset is a magnified view for small n (red dashed area).  
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4.3.3. Large Anion Clusters 

As an anion-solvent cluster grows larger, it is expected that the solvent molecules will 

form solvation shells around the anion, providing enhanced stabilisation. Upon formation of a 

particularly stable anionic structure, such as a partial or fully-completed solvation shell, the 

electron binding energy of the anion cluster increases substantially.151 For U−(Ar)n, this leads 

to the observed kinks in the functionality of EAV(n). This is more clearly observed by inspecting 

the stepwise change in adiabatic electron affinity: ΔEAV(n) = EAV(n) − EAV(n−1), as in 

Figure 4.7. There is a distinct increase in EAV upon addition of the 12th argon atom. 

Interestingly, a similar observation has been previously made for oxygen-argon cluster anions, 

where O−(Ar)12 was observed to be particularly stable,299 which was attributed to the 

icosahedral structure that forms as the first solvation shell. For U−(Ar)12, it is unlikely that the 

charged nucleobase can be fully enclosed with just 12 argon atoms, owing to steric effects. 

However, it is possible that local sites of the uracil ring, such as the densely charged oxygen 

atoms, became fully solvated. Alternatively, the 12th argon atom may have completed a partial 

solvation shell, more akin to a hemisphere than a conventional solvation sphere. Ultimately, 

the exact structure can only be speculated upon from this study alone. Further experimental 

investigation could take the form of IR spectroscopy, although vibrational modes of the argon 

solvent are likely to be challenging to measure; computational study would also prove useful, 

but quantum chemical calculations on such large cluster structures become prohibitively 

expensive (e.g. 12×18 electrons for Ar alone). 
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Figure 4.7: Stepwise change in adiabatic electron affinity (EAV) associated with the π1* 

valence state of U−(Ar)n, defined as ΔEAV(n) = EAV(n) − EAV(n−1). 
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4.4. Effect of Changing Solvent 

4.4.1. Uracil-Nitrogen Cluster Anions 

 Further estimates for EAV can be obtained by repeating the above procedure with 

different solvent molecules. Figure 4.8 displays photoelectron spectra (hν = 1.165 eV) of 

U−(N2)n, with n ≤ 6. The vibrational structure in the detachment from the π1* valence state is 

very similar to that observed from U–(Ar)n, allowing EAV(n) to be extracted from the distinct 

0-0 transition feature in each spectrum. The nitrogen molecules interact more strongly with the 

uracil anion than do the argon atoms, as reflected in the greater degree of stabilisation per added 

solvent molecule, as well as in the observation of the π1* valence state for U–(N2)2. The 

stabilisation is greater because, despite the similar polarisabilities of N2 and Ar,305 the 

inherently anisotropic charge distribution of diatomic nitrogen allows for additional 

interactions with U−, e.g. through its significant quadrupole.306 The observed 0-0 transitions in 

the photoelectron spectra of U–(N2)n are also broader than in the case of U–(Ar)n, and so the 

uncertainty associated with finding EAV was slightly larger. This spectral broadening again 

correlates with stronger interactions between the anion and N2, consistent with previous studies 

on NO– cluster anions.300 In particular, stronger interactions between U– and N2 (compared to 

U– and Ar) can act to both: encourage excitation of lower-frequency vibrational modes which 

cannot be spectrally resolved; and increase the degree of structural rearrangement in the 

transition from anion to neutral, leading to a broader Franck-Condon window. Additionally, 

some of the broadening may be attributed to the presence of multiple structural isomers for 

each anion cluster, as the N2 molecules preferentially bind to different sites of the uracil anion 

(with facile interchange), resulting in subtly different binding energies for the excess electron 

between isomers. 
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Figure 4.8: Photoelectron spectra of uracil-nitrogen cluster anions, U−(N2)n, acquired using 

nanosecond laser pulses with hν = 1.165 eV. Blue arrows highlight the electron binding energy 

(eBE) associated with the 0-0 transition from the π1* valence state to the neutral ground state. 

 

Figure 4.9 presents the extracted EAV(n) of the U(N2)n clusters, alongside the earlier 

results on U(Ar)n. Over the range of small clusters measured, the curvature exhibited in the plot 

of EAV(n) was exacerbated with the N2 solvent. Once more, this follows from stronger 

intermolecular forces within the clusters. In fact, the strength of interaction between U− and N2 

is comparable to the O−(Ar)n anion clusters shown in Figure 4.5, which also expressed a 

pronounced curvature (compared to the more weakly interacting anion-argon clusters). 

However, there is an important difference between the U−(N2)n and O−(Ar)n: the latter series of 

clusters are comprised of atomic subunits, whereas both uracil and molecular nitrogen are 

polyatomic. Therefore, the many-body interactions that govern the exhibited curvature of the 

O−(Ar)n clusters are completely absent in O−(Ar)1, and so approximately linear behaviour is 

expected in the range 0 ≤ n ≤ 2 for these atomic clusters. In the case of U−(N2)n, the curvature 

results from a combination of many intermolecular interactions (e.g. between dipoles, 

quadrupoles, polarisabilities), which all remain present even in U−(N2)1. Consequently, there 

is no reason to suspect the exhibited curvature not to persist to the n = 0 limit. We found a 
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relationship, EAV(n) = kN2
n0.7 + EAV, to fit the data appropriately (fit included in Figure 4.9), 

with the optimised coefficient kN2
 > kAr. A value EAV = +1 ± 26 meV was extracted, consistent 

with the EAV derived from the U−(Ar)n series of clusters, and providing further evidence that 

the excess electron in the π1* valence state of U− is very weakly bound, if at all. 

 

Figure 4.9: Adiabatic electron affinities (EA) for a selection of uracil-solvent clusters, U(Ar)n 

(black), U(N2)n (red), and U(H2O)n (blue), extracted from photoelectron spectroscopy on the 

corresponding anions. Extrapolations are overlaid as solid lines. Uncertainties in each data 

point were smaller than the size of the data point symbols for the U–(N2)n and U–(H2O)1 

clusters. The uncertainties for U–(H2O)2–6 were larger (due to absence of the 0-0 transition), 

around 0.1 eV. 

 

4.4.2. Caveats of using Strongly Interacting Solvents 

Solvation-induced stabilisation of U− has been most extensively studied in uracil-water 

cluster anions (see Chapter 5),180,181,307 where even a single water molecule sufficiently 

stabilises the π1* valence state to become the ground state of the uracil anion. A photoelectron 

spectrum of U−(H2O)1 is shown in Figure 4.10 (hν = 1.165 eV), where the 0-0 transition peak 

arising from the π1* valence state was distinct but broad. Through its characteristic spectral 

signature, the formation of the solvent-stabilised DBS of U−(H2O)1 in our ion source was also 

observed: this is the subject of Chapter 6. From the 0-0 transition associated with the π1* 

valence state, the solvating power of H2O is demonstrably much greater than either Ar or N2. 
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Indeed, the anion-stabilising effect of a single water molecule exceeded that of 25 argon atoms: 

EAV(U(H2O)1) > EAV(U(Ar)25). It is unsurprising that the interactions of U− with H2O are so 

vastly stronger, as clustering with water is additionally supported by long-range charge-dipole 

interactions as well as hydrogen bonding. 

 

Figure 4.10: Photoelectron spectra of small uracil-water cluster anions, U−(H2O)n, acquired 

using nanosecond laser pulses with hν = 1.165 eV (n = 0, 1) and hν = 2.230 eV (n = 2, 3). Blue 

arrows highlight the electron binding energy (eBE) associated with the 0-0 transition from the 

π1* valence state to the neutral ground state. The contribution from the DBS of U−(H2O)1 is 

highlighted in red. 

 

Larger clusters of U−(H2O)n≥2 are discussed in depth in Chapter 5. In the context of this 

study, they did not produce distinguishable 0-0 transition features due to further spectral 

broadening, and therefore each EAV(n) associated with these clusters was estimated from the 

onset of the Gaussian-like photoelectron signal (taken as 10% of peak height). The resulting 

EAV(n) values are also displayed in Figure 4.9, and exhibit an even more pronounced curvature 

across n. We do not present an extrapolation to the monomeric limit (n = 0) using the 

uracil-water cluster EAV(n) for several reasons: (i) there was no simple power function which 

suitably captured the experimental data; (ii) the 0-0 transition was not observable in all but one 

of the clusters, restricting accurate determination of the EAV; and (iii) water molecules are far 

more selective towards the binding site of U− (or to other H2O molecules in the cluster), largely 
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due to their tendency for hydrogen bonding. Nonetheless, linearly extrapolating the EAV(n) of 

the smallest U−(H2O)n clusters results in an estimated EAV ≈ +177 meV, similar to the electron 

affinities obtained in earlier studies that performed this procedure.180,181 Our results on the 

U−(Ar)n and U−(N2)n clusters highlight the problems associated with performing such a linear 

extrapolation: in particular, the EAV for some of the argon- and nitrogen-stabilised clusters are 

measurably lower than 177 meV. We conclude that, in general, linear behaviour of the electron 

binding energy should not be assumed in clusters containing a polyatomic anion and a strongly 

solvating species such as water. In the case of U−, this leads to systematic errors up to hundreds 

of meV. 

Extrapolating adiabatic electron affinities of anion-solvent clusters must be performed 

with due consideration of the strength of the anion-solvent interaction. As shown above, strong 

interactions lead to significantly non-linear behaviour, and a linear extrapolation to n = 0 is 

inappropriate. If the interactions are too weak, then many solvent molecules may be required 

to render the anion a bound (or kinetically-trapped metastable) state, causing greater 

uncertainty in the extrapolated EA. For instance, U−(He)n and U−(Ne)n anion clusters can also 

provide an estimate for the EAV of U, but the weak solvating power of He and Ne means that 

the π1* valence state is unlikely to be observed until n ≥ 4, necessitating a more extreme 

extrapolation that may lead to poorer determination of EAV. Overall, the ideal solvent must 

strike a balance between strongly and weakly solvating the anion, permitting an approximately 

linear extrapolation from small clusters. In addition to argon and nitrogen, xenon also appears 

to be a suitable solvent probe for U−; as mentioned earlier, the valence state of U−(Xe)1 had 

been measured with photoelectron spectroscopy, although with some obfuscation from the co-

generated DBS.293 From our clear characterisations of the 0-0 transition present in the 

photoelectron spectra of U−(Ar)n and U−(N2)n, we can infer that EAV(U(Xe)1) ≈ 120 meV.293 

By then comparing the general anion solvating power of xenon with that of other solvent 
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molecules,300 which is stronger than argon but weaker than water, it appears that an 

extrapolation from the electron affinities of U−(Xe)n is also likely to yield a value of EAV close 

to zero. 
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4.5. Competition with Autodetachment 

The observed vibrational structure in the photoelectron spectra of U−(Ar)n and U−(N2)n 

also provides insight into the nuclear rearrangement undergone by uracil in the transition from 

its neutral to anionic valence state. The vertical detachment energy (VDE) of each anion cluster 

can be extracted from the eBE at which there was most (fitted) photoelectron signal, and for 

both U−(Ar)n and U−(N2)n, is found to decrease with smaller n at the same rate as EAV(n). From 

the appropriate extrapolation, we find that VDE(U−) = +210 ± 30 meV. The extracted 

detachment energies of U− (EAD, EAV, and VDE) can be used to draw a schematic of the 

relevant diabatic potential energy surfaces along the ring-buckling coordinate that connects the 

neutral (S0) and anionic (π1*) equilibrium geometries (Figure 4.11) in a harmonic 

approximation. Encouragingly, electron transmission spectroscopy has measured the vertical 

attachment energy (VAE) of the π1* valence state of U to be very close to our extracted VDE: 

VAE = 220 meV.174  Assuming the same harmonic diabatic surfaces for S0 and π1* valence 

states allows us to connect the buckling coordinate in a consistent picture as shown in Figure 

4.11.  In the context of low-energy electron attachment into the π1* resonance, U− forms in the 

planar geometry, but will rapidly stabilise via the buckling distortion. With only the slightest 

buckling away from planarity, the π1* valence state energy approaches that of the neutral S0 

state and then becomes vertically bound with respect to electron loss, greatly enhancing the 

lifetime of the generated anion. Regardless of whether the π1* state is adiabatically bound in 

its minimum energy (fully-buckled) structure (i.e. EAV < 0 or EAV > 0), its vertical binding 

exceeds 200 meV and U– formed by electron attachment via the π1* resonance is expected to 

persist on a timescale greatly surpassing the sub-picosecond lifetimes expected from shape 

resonance autodetachment.28,29,95 
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Figure 4.11: Schematic showing diabatic potential energy surfaces of neutral (S0) and anionic 

(π1* and DBS) uracil along the ring-buckling coordinate, Q, treated within a harmonic 

approximation. Energy gaps reflect the experimentally determined values, and the grey region 

represents the electron detachment continuum. Uncertainty in the measured value of EAV is 

shown with blue bars. 

 

A competing decay pathway for the π1* state is through internal conversion to the 

DBS.276 Within the harmonic approximation displayed in Figure 4.11, an energetic barrier is 

expected to separate the two states, limiting the rate of internal conversion from the π1* state 

to the DBS. Numerous computational studies have attempted to calculate the height of this 

barrier, with estimates ranging from tens to hundreds of meV.175,283,308 Within our simple linear 

response model in Figure 4.11, it appears the barrier height is on the order of 10s of meV. This 

barrier held important consequences for the earlier Rydberg electron transfer experiments that 

had suggested a positive value for the EAV.278 These experiments attached electrons to U(Ar)n 

clusters, and following evaporation of the clustered argon atoms, formed U− in the π1* state. 

U– was kinetically trapped in the valence state for many microseconds (in order to be 

mass-separated), which is consistent with our combined observations of (i) a large vertical 

binding energy (VDE), and (ii) the suggested presence of a barrier between the valence- and 

dipole-bound states. We note that the lower threshold of their stated EAV (+30 meV) was 

derived from the intermolecular binding energy between uracil and argon, which was explained 

to be less than EAV such that even the smallest generated U−(Ar)n clusters could then have 
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sufficient internal energy to evaporate off the clustered argon atom(s), but not enough to 

undergo autodetachment. Our extracted EAV for U− is also consistent with this picture, despite 

being less than 30 meV. Our extrapolation predicts that EAV ~35 meV for U−(Ar)1 so that both 

electron and argon loss result in similarly stable products. But it should also be noted that these 

loss channels will differ in their kinetics. In particular, electron loss from the valence state of 

any U−(Ar)n cluster is driven by a buckled-to-planar transformation of the uracil ring, which is 

expected to be inhibited by an energetic barrier. Therefore, we do not expect autodetachment 

to occur for up to many microseconds, giving sufficient time for competitive loss of the 

solvating argon. 
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4.6. Closing Remarks 

Conclusions 

 The π1* valence state of the uracil anion is significantly stabilised by clustered solvent 

molecules, even in the weakly-interacting case of U−(Ar)n. Earlier estimates for the EAV of 

isolated uracil utilised linear extrapolation techniques from the EAV(n) of uracil-water clusters, 

in which the solvent interacts strongly with the nucleobase anion. We demonstrate that such 

linear extrapolations are, in general, not accurate and should not be applied in the context of a 

polyatomic anion and a strongly-interacting solvent. Instead, weakly-interacting solvent 

molecules induce a nearly linear increase in the EAV(n), and can be used to perform a more 

suitable extrapolation. Our photoelectron spectroscopic measurements on U−(Ar)n and U−(N2)n 

clusters resolved the 0-0 transition corresponding to photodetachment of the π1* valence state 

of U−, allowing for an accurate determination of the associated EAV. With accountment for the 

subtle non-linearity in EAV(n) with increasing cluster size, our extrapolated value for the 

adiabatic electron affinity associated with the π1* state of bare uracil, EAV = −2 ± 18 meV, 

using the combined values from U–(Ar)n and U–(N2)n. Within the uncertainty of our experiment, 

we are unable to conclude that the π1* state is adiabatically stable, which has elsewise been 

suggested by Rydberg electron transfer experiments,278,309 and extrapolations from 

U−(H2O)n.
180,181 Nonetheless, our results demonstrate the magnitude of EAV is very small and 

that any potential binding of the excess electron in the π1* valence state of U– must be very 

weak. This finding appears to reveal why computational attempts to calculate (the sign of) EAV 

have shown such disagreement. Nevertheless, our reported value is close to the most rigorous 

computational predictions.291 We also offer insight into the barrier connecting the valence and 

non-valence states along the nuclear buckling coordinate, and our extracted energies are 

consistent with earlier results from electron transmission spectroscopy. 
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Outlook 

 As utilised in this photoelectron spectroscopic study, anion-solvent clusters can reveal 

the adiabatic electron affinities associated with unstable anions via extrapolation. In addition, 

a similar technique can be applied to the measured VDEs of the clusters, providing an 

extrapolated spectral width associated with photodetachment of the bare anion, which can be 

related back to geometric changes incurred in the molecule. In the case of uracil, electron 

attachment into the π1* state induces a notable buckling distortion. This is reflected in the 

disparity between the extrapolated EA and VDE, and the corresponding reorganisation energy 

for U can be estimated: λ ≈ VDE(U−) − EAV = 0.2 eV. Within large clusters or a bulk solvent 

environment, the reorganisation energy is expected to increase substantially, as solvent 

molecules rearrange to accommodate the additional negative charge of the anion. This is 

considered in more detail in Chapter 5 (where large uracil-water cluster anions are examined). 

For now, it should be noted that the use of weakly solvating species are essential for an accurate 

determination of the EA and the VDE, and thus also the reorganisation energy associated with 

the bare U– anion. 

 The valence electron affinities of the other nucleobases are expected to be similar to or 

slightly higher than that of U.174 In the context of electron attachment to DNA, the energetic 

position of these low-lying anion resonances will surely be influenced by the surrounding 

protein environment, through hydrogen bonding and π-stacking interactions,310 as well as 

proximity to the negatively charged phosphate backbone. Therefore, it is unlikely that the exact 

sign of EAV in the gas phase will hold much consequence for DNA damage mechanisms. To 

better understand such processes, the electronic energetics and dynamics of nucleobases should 

be explored in environments more representative of in vivo DNA. 
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Chapter 5 − Tracking Resonances of Hydrated Nucleobase Anions 

 

 

 

This chapter details and builds upon the following publications: 

307 G. A. Cooper†, C. J. Clarke† and J. R. R. Verlet*, J. Am. Chem. Soc., 2023, 145, 1319-1326 

311 G. A. Cooper, C. J. Clarke and J. R. R. Verlet*, J. Phys. B: At. Mol. Opt. Phys., 2023, 56, 

185102 

† Authors contributed equally. 

 

All experimental work was performed by C. J. Clarke and G. A. Cooper. All computational 

work was performed by C. J. Clarke.   
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5.1. Introduction 

The threat that high-energy ionising radiation poses to living cells is largely an indirect 

one. For instance, high-energy radiation can be absorbed by intracellular water molecules to 

produce hydroxyl radicals (and other species), which go on to damage nearby DNA strands.312 

Low-energy electrons (<20 eV) can also be produced in great numbers (~40,000 / MeV),313 

and participate in further reactions. In particular, Sanche and coworkers have observed low-

energy electrons to induce lesions in DNA, such as single- and double-strand 

breakages.164,169,170,314 This has prompted much interest in the underlying electron attachment 

mechanism to DNA, notably for potential applications to the development of radiosensitisers 

in cancer therapy.315,316 As described in Section 1.2.4, the main postulated mechanism involves 

initial electron capture into the antibonding π* resonances on the nucleobases, followed by 

nonadiabatic charge transfer to a σ* state across the C−O sugar-phosphate bond, inducing 

strand cleavage.173,317 However, understanding exactly which π* states participate in the initial 

capture requires further investigation into the influence of the DNA environment on the 

nucleobase anion resonance energies.  

Through the study of anion-solvent clusters in the gas-phase, the effects of solvation 

can be probed with great mechanistic detail. To this end, Kočišek et al. performed an elegant 

(electron impact) ion yield spectroscopic study on uracil- and thymine-water clusters, U(H2O)n 

and T(H2O)n, respectively.318 Although it was already well-known that the bare U and T 

nucleobases undergo dissociative electron attachment upon exposure to low-energy electrons 

(< 3 eV),319–322 Kočišek et al. showed that this channel was suppressed when the nucleobases 

were clustered with water, and instead the only dissociation channel observed was (full or 

partial) evaporation of the clustered water molecules, leaving the anionic nucleobase intact.318 

This emphasises how the behaviour of gas-phase species can change substantially with even a 
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small degree of solvation. Unfortunately, relating these results to specific anion resonance 

states is very difficult, as the neutral clusters under study were not mass-separated. 

In the studies presented in this chapter,307,311 the anion resonance states of 

nucleobase-water clusters are directly probed via photoexcitation from the ground state anion. 

Since mass-selection is naturally implemented, and the photon energy can be tuned to populate 

specific resonance states, the behaviour of targeted resonances can be tracked with the 

incremental addition of water, and related to bulk aqueous conditions through extrapolation. 

 

Figure 5.1: Canonical structures of the nucleobases under examination. 

 

Three different nucleobases were studied: uracil (U), thymine (T) and adenine (A). The 

chemical structures of these species are shown in Figure 5.1. Uracil-water cluster anions, 

U−(H2O)n, happened to be generated with the greatest ease, and therefore take the primary 

focus. Small uracil-water cluster anions (n ≤ 7) have been previously studied by photoelectron 

spectroscopy in other groups.180,181 They found that, despite the ground state of the bare uracil 

anion U− being a weak dipole-bound state, the addition of even a single water molecule 

sufficiently stabilises the lowest electronic shape resonance, π1*, to become the ground state of 

U−(H2O)n. We now explore if the other shape resonances follow in this stead.  



138 

 

5.2. Methodology 

5.2.1. Experimental 

 The cluster instrument was used to perform the experiments outlined below.188 A solid 

sample of U, T, or A was placed inside a pulsed Even-Lavie valve189 and heated to 

approximately 220 °C. The valve was backed with nitrogen at ~5 bar pressure, flowed over a 

drop of water in the backing line, inducing formation of the corresponding nucleobase-water 

clusters. The corresponding anions were formed via electron attachment to the clusters using a 

ring filament ioniser. The anion clusters then underwent mass separation, and were intersected 

by a timed laser pulse. All (two-dimensional) photoelectron spectra were acquired using 

tuneable wavelength nanosecond laser pulses from the OPO. The POP algorithm was applied 

for image reconstruction.195  

 

5.2.2. Computational 

 To aid interpretation of the experimental 2DPES of A−(H2O)n, Gaussian 16296 

calculations were performed for the three main prototropic tautomers of adenine (N3, N7 and 

N9). Anionic and neutral molecular structures were optimised using DFT/CAM-B3LYP/aug-

cc-pVDZ.217,221 Anion resonance positions, relative to the energy of the neutral species, were 

estimated using a stabilisation method.230 Starting with the optimised neutral geometry above, 

single point energy calculations were repeated with the CAM-B3LYP functional, but with a 

modified aug-cc-pVDZ(α) basis set, where α represents an adjustable scaling factor. In 

particular, the exponents of the most diffuse s and p functions on all C and N atoms, and the 

most diffuse s function on all H atoms, where multiplied by α. The range of α chosen for this 

analysis was 0.3−2.0, in increments of 0.05. The energies of the virtual molecular orbitals were 

extracted and plotted against α, revealing avoided crossings at energies that were consistent 
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with those of the anion resonance states. Estimates for the anion resonance energies were 

simply taken as the midpoint of the avoided crossings.176,323 

 To help validate that the estimated π3*←π1* excitation energy associated with the N3 

tautomeric anion was in reasonable agreement with the experimental evidence for UV 

photoexcitation, time-dependent DFT calculations were carried out using the B3LYP215,216 and 

CAM-B3LYP217 functionals, with the cc-pVDZ basis set.220 The less diffuse basis set was 

selected to limit the number of discretised continuum orbital solutions, which otherwise 

interfered with the excited state calculations. To assess the character associated with the valence 

excitations, natural transition orbitals were calculated.  
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5.3. Identification of Anion Resonance States 

Excited anion resonance states can be observed through multiple experimental 

signatures in FRPES. One of these − the appearance of thermionic emission − was already 

utilised in Chapter 3 to deduce the approximate energetic position of a resonance of the 

pyruvate anion. This section describes how the degree of thermionic emission can be more 

precisely quantified, taking the uracil dihydrate cluster anion, U−(H2O)2, as an example. Two 

other spectral signatures of resonance excitation are also characterised and quantified, and 

altogether provide consistent excitation energies. Further application and comparison of the 

three resonance identification techniques outlined in this section can be found in Section 5.4, 

within the context of larger U−(H2O)n clusters. 

 

5.3.1. FRPES of U−(H2O)2 

The 2DPES of U−(H2O)2 across a photon energy range of 1.2 ≤ hν ≤ 5.2 is presented in 

Figure 5.2(a). Photoelectron images were acquired in steps of Δhν = 0.1 eV. Unlike in 

Chapter 3, the FRPES is best represented as a 2DPES due to the large number of closely-spaced 

spectra being displayed. Each individual photoelectron spectrum can be recognised as a 

horizontal slice through the 2DPES at the appropriate photon energy. 

The dominant feature in Figure 5.2(a) is a diagonal photoelectron signal starting around 

hν ≈ 1.5 eV. This corresponds to direct photodetachment of U−(H2O)2 in its π1* ground state, 

forming the neutral in its S0 ground state. The feature appears as diagonal in the 2DPES 

because, with an increase in hν, there is an equal corresponding increase in the eKE of the 

measured electrons. A second diagonal feature is present too, emerging at a higher photon 

energy of hν ~ 4.6 eV. This also follows from direct photodetachment of the π1* state, but to an 

excited triplet state (T1) of U(H2O)2. 
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Figure 5.2: (a) 2D photoelectron spectrum of the uracil dihydrate cluster anion, U−(H2O)2. 

Each spectrum has been normalised to its maximum intensity. No spectrum was acquired for 

the photon energy hν = 3.1 eV due to poor laser output from the OPO. (b) Corresponding 

photoelectron angular distributions for the 2DPES in (a). PADs are not shown for regions with 

little photoelectron signal (<10 %). 

 

In Figure 5.2(a), there is clear evidence of photoexcitation to anion resonance states. 

The main telltale sign is the observation of thermionic emission. At a narrow window of photon 

energies around hν = 3.9 eV, there is electron emission centred on eKE = 0 eV with a Boltzmann 

distribution of electron kinetic energies. As described in Section 1.1.3, this is the characteristic 

spectral trace of electrons lost through (statistical) thermionic emission. At a range of lower 

photon energies, hν < 3.0 eV, thermionic emission is also observed but with less intensity 

compared to the S0←π1* direct detachment feature. Using the results of earlier electron 

transmission spectroscopy experiments,174 we can correlate the resonant transition at 
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hν = 3.9 eV to the π3*←π1* photoexcitation, and the broad resonance at lower photon energies 

to the π2*←π1* photoexcitation. Further information regarding this assignment is provided in 

Section 5.4.1. Both π2* and π3* are shape resonances, so it is unsurprising that each can be 

accessed via photoexcitation with relative ease. 

In Figure 5.2(a), a second indicator of photoexcitation to an anion resonance is observed 

through shifts in the eKE distribution of the S0←π1* direct detachment feature. Around 

hν = 3.9 eV, the mean eKE associated with direct detachment is lower than expected, resulting 

in a ‘wiggle’ in the diagonal feature. As described in Section 1.1.3, these lower-eKE electrons 

arise due to autodetachment: photoexcitation transitions the anion from the π1* to the π3* state, 

intermediary dynamical processes begin to transpire (e.g. internal conversion to lower energy 

resonances), and then electrons are subsequently lost from an anion resonance state. Although 

the shift in mean eKE is relatively clear in the vicinity of the π3* resonance, autodetachment 

does not appear to be as prevalent for photoexcitation to the π2* resonance. 

The third indicator of resonance excitation is contained within the photoelectron 

angular distributions (PADs). Figure 5.2(b) displays a 2D contour plot of the PADs measured 

at each (eKE, hν) coordinate. Photodetachment from the π1* state of U−(H2O)2 results in 

photoelectrons emitted with negative anisotropy (preferentially perpendicular to the laser 

polarisation axis), as typically expected for detachment from a state with π* character. In the 

vicinity of the π3* resonance, the PADs of the direct detachment feature appear to change 

subtly. PADs can be very sensitive to the electronic structure of state being detached, so 

although the excited resonance is also of π* character, it is not unexpected to see its introduction 

reflected in the angular distribution. 

 



143 

 

5.3.2. Ratio of Thermionic Emission to Direct Detachment 

The observation of thermionic emission reliably implies that an excited state is being 

populated, although the converse is not necessarily true. In the mechanism of thermionic 

emission, following photoexcitation, a vibrationally-hot ground state of the anion is formed 

through energy redistribution (IVR) and nonadiabatic processes, wherefrom the electron is lost 

statistically (see Section 1.1.3). If the dynamics of the initially excited state do not result in 

ground state (re)formation, thermionic emission should not be observed. Fortunately, both the 

π2* and π3* resonances of the U−(H2O)2 anion appear to undergo such relaxation processes on 

a timescale fast enough to observe thermionically emitted electrons. 

 

Figure 5.3: (a) Photoelectron spectrum of U−(H2O)2 acquired at hν = 3.9 eV. Orange and purple 

curves show the underlying fits to the thermionic emission and direct detachment features, 

respectively. (b) Ratio of integrated photoelectron signal associated with thermionic emission 

to direct detachment. As the photon energy approaches hν ~ 3.85 eV, the π3* resonance (blue) 

is accessed and the yield of thermionically emitted electrons increases. Excitation to the π2* 

resonance (red) occurs at hν < 2.8 eV. 

 

The energetic position of the π3* resonance relative to the π1* ground state can be 

determined by tracking the number of thermionically emitted electrons as hν is scanned. To 

quantify the amount of thermionic emission, we compared the total yield of thermionically 

emitted electrons to those lost to direct photodetachment (S0←π1*). More precisely, the amount 
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of thermionic emission was quantified by taking the ratio of photoelectron signal associated 

with thermionic emission to that of the direct detachment: ITE/IDD. Figure 5.3(a) highlights these 

two contributions to the photoelectron spectrum of U−(H2O)2 at hν = 3.9 eV. The photoelectron 

signal of each feature can be appropriately measured either through: (i) the peak heights; (ii) 

integration of the photoelectron signal in the appropriate eKE ranges; or (iii) integration of fits 

to the peaks. All three methods of quantification were found to give similar results for ITE/IDD.  

Figure 5.3(b) shows ITE/IDD as a function of hν using quantification method (iii), where 

the thermionic emission signal was fit to a decaying exponential function (Figure 5.3(a), 

orange), and the direct detachment signal was fit to an asymmetric Gaussian function (Figure 

5.3(a), purple). One sharp peak is present, centred between 3.8 < hν < 3.9 eV. This indicates 

that the vertical excitation energy of the π3*←π1* transition is approximately 3.85 eV. It should 

be noted that this vertical energy gap is in the equilibrium geometry of the U−(H2O)2 anion, 

and is therefore expected to differ from the vertical electron attachment energy that would be 

observed in electron scattering studies on U(H2O)2. 

The excitation energy associated with the π2*←π1* transition is more difficult to 

distinguish. Although it is clear that the degree of thermionic emission increases substantially 

at hν < 2.8 eV, the peak shown in Figure 5.3(b) is very broad. The lowest photon energy chosen 

for the ITE/IDD analysis described above was hν = 2.0 eV, and the degree of thermionic emission 

remained high at that wavelength. For hν < 2.0 eV, the direct detachment feature is centred at 

such low eKE (< 0.6 eV) that the associated photodetachment cross-section diminishes 

substantially, in accordance with the Wigner threshold law.13 As such, no lower edge of the π2* 

resonance excitation could be determined. 
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5.3.3. Kinetic Energy Shifts Arising from Autodetachment 

Autodetachment can result in changes in the shape of the photoelectron spectrum, as 

the FCFs associated with the S0←π3* transition differ to those of the S0←π1* transition, and 

nuclear dynamics lead to a reduction in the energy gap between the autodetaching resonance 

and the neutral ground state. Figure 5.4(a) presents the central measured electron kinetic energy 

associated with the (fitted) S0←π1* direct detachment peak with changing hν. The central eKE 

increases linearly until the photon energy is in the range of accessing the π3* resonance, at 

which there is a notable shift towards lower eKE. This shift is emphasised in Figure 5.4(b) by 

plotting the residuals between the measured and ‘unperturbed’ central eKEs, where the 

‘unperturbed’ eKEs are extrapolated from the data at non-resonant wavelengths. At a photon 

energy of hν = 3.9 eV, there is the greatest deviation in eKE. This is further corroborated by 

tracking the width of the direct detachment feature (Figure 5.4(c)). Upon excitation to the π3* 

resonance, the feature also broadens due to changing FCFs and the increased emission of 

lower-eKE electrons. Once again, at hν = 3.9 eV there is greatest deviation from the value at 

non-resonant wavelengths. It should be noted that no significant eKE shift or broadening is 

exhibited upon excitation to the π2* resonance, suggesting that the autodetachment is less 

prominent from this state, or supressed through competing dynamical processes. 
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Figure 5.4: (a) Central eKE position of the S0←π1* direct detachment feature of U−(H2O)2. (b) 

The deviation of the central eKE position to the expected position (in absence of excited states). 

(c) The associated change in the peak width of the direct detachment feature. The blue shaded 

region highlights changes induced by photoexcitation to the π3* resonance.  

 

5.3.4. Changes in Photoelectron Angular Distributions 

The PADs also appear to mildly change in the vicinity of the π3* resonance. To quantify 

the anisotropy at each photon energy, the β2 parameters were averaged across the eKE window 

of the direct detachment feature. In the averaging procedure, the contribution of β2 was 
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weighted by the corresponding photoelectron signal at the appropriate eKE. This ensured that 

the averaged anisotropy correctly accounted for the number of photoelectrons being measured. 

The resulting averaged β2(hν) are presented in Figure 5.5. 

 

Figure 5.5: Averaged β2 anisotropy parameters across the S0←π1* direct detachment feature 

for different photon energies. Blue shaded region highlights the position of photoexcitation to 

the π3* resonance found by tracking the thermionic emission and shifts in eKE. 

 

Throughout the range of applied photon energies, the averaged β2 parameter was 

negative, consistent with detachment from either π1* or π3* orbitals. The PAD is known to 

depend on the outgoing eKE, so it is unsurprising that gradual changes in β2 are observed with 

increasing photon energy. However, on the lower edge of the π3* resonance (hν ~ 3.7 eV), there 

is a notable ‘kink’ in the anisotropy parameter. This kink can arise from the activated 

photoexcitation pathway to the π3* resonance. Although both states are expected to produce 

photoelectrons with β2 < 0, the magnitude of these parameters may be quite different. It appears 

in this case, electron detachment following excitation to the π3* resonance is producing a 

slightly more isotropic PAD. Although the PADs may be used to locate the π3* resonance of 

U−(H2O)2, it is apparent that the contrast is far less clear than through the other two techniques 

described above. Excitation to the π2* resonance did not appear to produce a significant change 

in the PADs, just as it did not induce a shift in the eKE distribution of the direct detachment 

feature.   
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5.4. Effect of Hydration 

We now shift focus to larger uracil-water cluster anions, U−(H2O)n≥2. Using the 

resonance identification techniques highlighted in Section 5.3, the energies of the π2* and π3* 

resonances can be tracked (relative to the π1* ground state) with the incremental increase in 

hydration. We aimed to acquire enough data to perform an extrapolation to the bulk limit, 

building up a picture of the electron attachment capabilities of aqueous uracil. 

 

5.4.1. FRPES of U−(H2O)n  

2DPES of uracil-water cluster anions, U−(H2O)n, with n = 2, 3, 4, 6, 8, and 10 water 

molecules are presented in Figure 5.6. For each, photoelectron spectra were acquired in 

increments of Δhν = 0.1 eV. The 2DPES of the n = 2 cluster has been described in Section 5.3. 

The 2DPES of the larger clusters are similar in many ways. In each, the (diagonal) S0←π1* 

direct detachment feature is prevalent. In addition, thermionic emission occurs from all 

clusters, at similar photon energies to those found for the dihydrate cluster anion.  

The S0←π1* direct detachment feature has unit gradient in each 2DPES, but is shifted 

towards lower eKEs for the larger clusters. This shows that when the same hν is applied, 

electrons are lost with less kinetic energy for incrementally larger clusters, and thus the electron 

binding energy (eBE) of U−(H2O)n increases with hydration. In other words, each clustered 

water molecule stabilises the π1* ground state of the anion to a greater degree than the S0 ground 

state of the neutral, such that the ADE and VDE increase with n. Quantification of the eBE vs 

n is considered below in Section 5.4.2. Detachment to the first excited neutral state (T1←π1*) 

is obscured for larger clusters, since the associated electron binding energy increases above the 

maximum implemented photon energy (hν = 5.2 eV). 
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Figure 5.6: 2DPES of a series of uracil-water cluster anions, U−(H2O)n, with n = 2−4, 6, 8 and 

10. Each photoelectron spectrum was normalised to its maximum intensity. Photoelectron 

spectra were not acquired at hv = 3.1 eV due to poor laser output. 

 

Interestingly, the positions of the excited state resonances do not appear to shift in the 

2DPES, indicating that the vertical excitation energies are the same for each uracil-water cluster 

anion. To examine this further, ITE/IDD is presented for each cluster in Figure 5.7, following the 

same procedure to that detailed in Section 5.3.2. Indeed, the sharp peak corresponding to π3* 

excitation is centred between 3.8 ≤ hν ≤ 3.9 eV for each U−(H2O)n measured. Herein lies the 

justification for correlating the two observed excited states with the π2* and π3* resonances 

found in electron scattering experiments.174 For example, the π1*–π3* energy gap found 

through electron transmission spectroscopy is ~3.6 eV, slightly smaller than the ~3.85 eV 

observed in our experiments. However, the former was measured beginning with the 

equilibrium geometry of neutral uracil, whereas we begin with the equilibrium geometry of the 
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(microhydrated) uracil anion, so some deviation is expected. We observe that hydration does 

not otherwise affect the excitation energy, and therefore it is appropriate to assign these 

resonance states. 

 

Figure 5.7: Ratio of integrated photoelectron signal associated with thermionic emission to 

direct detachment, for six selected U−(H2O)n cluster anions. The photon energies corresponding 

to photoexcitation from the π1* ground state to the π2* and π3* resonances are highlighted in 

red and blue, respectively. Data for each cluster was separately normalised in the region of each 

resonance. 

 

As mentioned, the location of the π2* resonance was more difficult to track in the 

U−(H2O)2 cluster, since the photodetachment cross-section associated with the direct 

detachment feature vanishes at low photon energies. This complication is amplified in the 

larger clusters, since the ADE increases with n, and thus directly detached electrons leave with 

even less kinetic energy. However, the high-hν onset of the π2* resonance does not appear to 

shift with changing cluster size, so the excitation energy again appears to be unchanging. We 
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conclude that, in agreement with recent studies on the effect of hydration on polycyclic 

aromatic hydrocarbon anions,64,65 the excitation energies to the resonances are invariant to 

cluster size. Altogether, the π1* anion ground state is being stabilised with respect to the neutral 

state with increasing hydration, and the π2* and π3* resonances are stabilised at the same rate.  

 

5.4.2. Extrapolation of Resonance Energies  

In order to link our results to the condensed phase, is it possible to extrapolate the 

resonance state energies to the bulk aqueous limit? To attempt such an extrapolation, larger 

clusters needed to be measured. Performing FRPES on even larger uracil-water cluster anions 

(n > 10) would have been prohibitively time-consuming. Instead, we recognise that we have 

shown that the anion resonance states stabilise at the same rate as π1* with increasing hydration, 

and thus we need only track the stabilisation of the ground state. This requires a single 

photoelectron spectrum for each cluster, where the necessary eBE is extracted from the S0←π1* 

direct detachment feature. At a fixed photon energy of hν = 3.6 eV, photoelectron spectra were 

acquired for uracil-water clusters up to n = 35. This photon energy was selected because it was: 

higher than the eBE of the largest clusters; produced from the OPO with sufficiently good laser 

power; and (mostly) non-resonant with any excited states. The series of fixed-wavelength 

photoelectron spectra are displayed in Figure 5.8. 
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Figure 5.8: Normalised photoelectron spectra of U−(H2O)n acquired with hν = 3.6 eV 

nanosecond laser pulses. 

 

The electron binding energy of U−(H2O)n can be defined in terms of ADE or VDE. For 

each spectrum displayed in Figure 5.8, the cluster-dependent ADE was extracted from the 

low-eBE onset (10% of peak height) of the photoelectron signal. Similarly for each cluster, the 

VDE was given by the eBE at which there was most photoelectron signal. Clearly, both the 

ADE and the VDE increase with cluster size, confirming that for very large clusters, the π1* 

state continues to be stabilised with respect to the neutral ground state. This information is 
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reformatted as an energy level diagram in Figure 5.9. All energies are relative to the S0 neutral 

ground state, and the corresponding energy of the π1* state is shown in terms of both ADE and 

VDE.  

 

Figure 5.9: Energy level diagram for U−(H2O)n clusters, relative to the ground state of the 

neutral clusters, S0, plotted as a function of cluster size, (n + ξ)−1/3. Circles represent data taken 

from Figures 5.7 and 5.8 for the π1* ground state and the π3* resonance, and the dashed lines 

represent the extracted range of the π2* resonance. Linear fits (considering n ≥ 3) to the vertical 

detachment energy, VDE, and adiabatic detachment energy, ADE, are extended to their 

respective bulk limits, shown with crosses. The difference between these extrapolated energies, 

VDE(aq) and ADE(aq), corresponds to the reorganisation energy, λ. The gradients of the lines 

fitting the π2* and π3* resonances were matched to that of the VDE. 

 

For sufficiently large clusters, the ADE and VDE each evolve linearly as a function of 

n–1/3, as observed in earlier cluster studies.4 However, the gradient of the U−(H2O)n VDE as a 

function of n–1/3 did not agree with the expected gradient from continuum dielectric theory in 

the bulk aqueous limit.153,324 This was because the volume that U– occupies in the cluster had 
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not been accounted for. Therefore, the energies in Figure 5.9 are plotted against (n + ξ)–1/3, 

where ξ is the ratio of volumes between U− and a single water molecule. A value of ξ = 4 

produces a VDE gradient in agreement with the dielectric sphere model (whether U– is surface 

or internally solvated).325 This choice of ξ is also supported by considering the relative (partial) 

molar volumes of U and H2O, where VU = 72 cm3 mol–1 (corresponding to ξ = 4, since 

VH
2
O = 18 cm3 mol–1) for neutral uracil,326 which is likely to be a reasonable estimate for U– 

(based off of the modest effects of electrostriction in the adenine nucleobase).327 Exploratory 

electronic structure calculations (CAM-B3LYP/aug-cc-pVDZ offered further justification; by 

defining the molecular volume as the volume contained within a contour of 0.001 

electrons/Bohr3, we calculated ξ to range from 3–5, depending on the degree on microsolvation. 

Taken together, ξ = 4 ± 1 is a reasonable estimate for the excluded volume of U–, and the 

analysis below includes consideration of this uncertainty. 

Extrapolation of the ADE and VDE to the bulk limit (n = ∞) was performed, yielding 

the respective binding energies for U– in aqueous solution: ADE(aq) = 3.53 ± 0.20 eV and 

VDE(aq) = 4.75 ± 0.20 eV. These bulk properties are inherently difficult to measure by any other 

experimental technique (e.g. liquid-microjet spectroscopy) due to the unstable open-shell 

nature of U–. Our extracted ADE(aq) and VDE(aq) both compare excellently with recent 

computed values.328 The smallest cluster (n = 2) was not incorporated into the linear fits as it 

was observed to significantly deviate from the linear trend (which was not unexpected), but all 

other clusters were included. The 0.20 eV uncertainties were predominantly associated with 

the choice in ξ. Notably, consideration of only the larger clusters (e.g. n ≥ 16, which are more 

representative of U–
(aq)) also produced bulk binding energies within the stated uncertainty. 

Figure 5.9 also displays the energies of the π2* and π3* resonances, with respect to S0. 

Although we only obtained data for relatively smaller clusters (n ≤ 10), the gradient as a 

function of (n + ξ)−1/3 for the π3* resonance is similar to that of the VDE. The stabilisation of 
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the resonance energies follow the VDE rather than the ADE because photoexcitation and direct 

detachment (S0←π1*) are both transitions within the equilibrium geometry of the anion. 

Figure 5.9 illustrates that with increasing hydration, and with respect to the neutral S0 ground 

state, the π2* and π3* resonances continue to become stabilised by an extent similar to that of 

the anion ground state.64 From the aforementioned similar gradients (between π3* and VDE), 

we have confidence that the resonance energies can also be extrapolated to even larger sizes. 

Full extrapolation of the resonance energies to the bulk limit show that both the π2* and π3* 

resonances become bound states in U−
(aq), with the latter stable by ~0.85 eV. However, it is 

important to recognise that the current work considers the resonances within the geometry and 

hydration sphere of the U anion, whereas electron attachment to U will produce the anion in 

the geometry and hydration sphere of the neutral. Therefore, we must address the 

corresponding geometric anion-to-neutral reorganisation if we wish to link our results to the 

mechanism of electron attachment. 

 

5.4.3. Electron Attachment to Aqueous Uracil  

The reorganisation energy, λ(n), is the energy difference between U(H2O)n in its natural 

geometry and hydration sphere, and U(H2O)n in the geometry and hydration sphere of the 

anionic cluster. The reorganisation energy is expected to increase with a higher degree of 

solvation, as larger clusters contain more solvent molecules which undergo rearrangement. 

Recalling that the difference in ADE and VDE is reflective of anion-to-neutral geometry 

changes, the increasing reorganisation energy (with n) is observed in the diverging gradients 

of the ADE and VDE in Figure 5.9 (and equivalently, in the spectral broadening exhibited in 

the one-colour photoelectron spectra in Figure 5.8). In the bulk limit, we can obtain an estimate 

for λ(aq) from the difference between the ADE(aq) and VDE(aq). This is shown pictorially as a 

Marcus-type plot in Figure 5.10, where the potential energy surfaces of each state are treated 
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as harmonic (in some reorganisation coordinate). From the ADE(aq) and VDE(aq) stated above, 

we find that λ(aq) = 1.2 eV.  

 

Figure 5.10: Schematic Marcus picture showing aqueous-phase energy curve, with energies 

determined from the extrapolation of uracil-water cluster anions. The VDE(aq) and ADE(aq) 

correspond to the aqueous vertical and adiabatic detachment energies, respectively. The 

reorganisation energy is defined by λ(aq). Upwards block arrows show the vertical electron 

attachment energies (VAE(aq)) to the aqueous neutral uracil, with horizontal block arrows 

showing the dynamical evolution following electron attachment, which stabilise the generated 

anion resonances through reorganisation. 

 

We now compare the aqueous anion resonance energies in the equilibrium geometry 

and hydration sphere of the anion, Qanion, to that of the neutral, Qneutral, within linear response 

theory.43 Relative to S0, the π* resonances in the Qneutral geometry are 2λ(aq) (i.e. 2.4 eV) higher 

in energy than they are in Qanion. For example, as illustrated in Figure 5.10, the π3* state is 

~0.9 eV below S0 in Qanion, but is ~1.5 eV above S0 in Qanion. Hence, the π3* resonance of U(aq) 

is capable of capturing electrons with a vertical attachment energy of VAE(aq) ~ 1.5 eV. 

Similarly, the high-energy edge of the π2* resonance shifts to be above S0 in the neutral 

geometry so that it too is a resonance, which can be populated by electrons with very low 

energy (VAE(aq) < 0.4 eV, approximately). Upon formation of either resonance, solvation will 
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act rapidly (on a timescale of less than 100 fs)329,330 to accommodate the change in charge state 

of the nucleobase, dynamically shifting the resonance to lower energy (curved arrows in 

Figure 5.10). This enables the π2* and π3* resonances to adiabatically evolve into bound states. 

While the resonances were generally unbound in the cluster studies presented here, internal 

conversion can also take place to form the bound anion ground state, as evidenced by the 

widespread thermionic emission. Such internal conversion to the π1* ground state is also very 

likely possible in solution, providing further stabilisation of anions formed through electron 

attachment. Note also that the π2* state could participate in the electron capture mechanism of 

the π3* resonance by serving as an intermediate to the π1* state. In summary, through 

extrapolation, we show that the aqueous uracil molecule is capable of accepting low-energy 

electrons and appears to subsequently form a stable anion through geometric reorganisation 

and internal conversion. 

Our findings are broadly consistent with those from Kočišek et al., who showed that 

neutral U(H2O)n clusters attached electrons over a relatively narrow range of < 2 eV, which 

subsequently leads to the evaporation of H2O molecules.318 As mentioned earlier, direct 

connection of their results to certain resonance states was not possible due to their limited 

cluster size specificity, but we show that such excitation could be consistent with attachment 

into the π2* resonance. Conversely, from Figure 5.10 and with accountment for the 

reorganisation energy λ(n), the π3* resonance is inaccessible with electrons energies < 2 eV, 

except for the very largest clusters, which were unlikely to form in their experiments.318  

Electron capture to a nucleobase is the first step in the generally accepted mechanism 

for low-energy electron-induced DNA damage. The π* resonances considered here could 

therefore serve as the entrance channel that triggers backbone fragmentation in aqueous RNA. 

The results presented in Section 5.5 on the other nucleobases will confirm that we expect 

similar low-energy electron accepting properties in aqueous DNA. Indeed, a clear and 
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surprisingly narrow peak centred at ~0.6 eV is observed in the yield of single-strand breaks of 

deposited DNA containing its structural water170 and a similar, though less pronounced peak, 

at very low energy to DNA in cells.168 Moreover, recent transient ultrafast radiology 

experiments have shown that radical anions are formed by low-energy electron attachment to 

the nucleobases and nucleotides in aqueous solution.331 Hence, our gas-phase measurements 

appear to link up with observations in the bulk and potentially in biological environments, 

demonstrating the value of the bottom-up approach and FRPES as a tool to probe resonances 

in complex environments. 

In conclusion, both the π2* and π3* shape resonances, which are well-known from 

electron transmission spectroscopy of isolated U,174 have been observed in the water clusters. 

As evidenced by thermionic emission, a significant fraction of these resonances decay to form 

the ground state anion in all clusters studied (up to n = 10). Extrapolation with increasing 

U−(H2O)n cluster size of the resonances, ADEs, and VDEs, offered a picture of the energetics 

and available resonances in a bulk aqueous environment. For U(aq), the π2* and π3* resonances 

were found to be capable of electron capture with vertical attachment energies below 2 eV, and 

both become bound states of U−
(aq) with sufficient (spontaneous) solute/solvent rearrangement. 

These results, relating to uracil in an aqueous environment, provide a vital step towards 

identifying the anion resonance states involved in low-energy electron attachment to the 

nucleobases in a DNA/RNA environment. 

  

5.4.4. Decomposition of the Reorganisation Energy 

As a final note on the U−(H2O)n data presented here, the reorganisation energy λ is 

examined in greater detail. The reorganisation energy can be decomposed into two individual 

components: λ = λIS + λOS, where λIS is the (inner-sphere) intramolecular reorganisation energy 

associated with the geometry change of the uracil solute upon the addition of an electron, and 
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λOS is the (outer-sphere) intermolecular reorganisation energy associated with the 

rearrangement of the surrounding water molecules induced by the extra charge. As seen in the 

diverging gradient of the ADE and VDE in Figure 5.9, the reorganisation energy is cluster size 

dependent: λ(n), and through extrapolation we obtained the reorganisation energy in the bulk 

limit λ(aq) = 1.2 eV. λOS can be assumed to be responsible for the n-dependence in λ, since the 

changing solvation sphere is expected to have very little effect on the overall structural changes 

exhibited in the U molecule upon the addition of an electron. 

We expect a notable intramolecular reorganisation energy (λIS) between the neutral 

uracil molecule and its valence-bound anion, since the equilibrium geometry of the (S0) neutral 

species is planar whereas that of the anionic π1* valence-bound state is bent.332 The π1* state 

of U− does not form over the DBS in the gas phase, so the intramolecular reorganisation energy 

had not been previously reported. Fortunately, the photoelectron spectra acquired for the small 

U−(Ar)n and U−(N2)n anion clusters, presented in Chapter 4, allow us to estimate λIS via 

extrapolation. We find that λIS = VDE(U−) − ADE(U−) = 0.2 eV.268 

The remaining contribution to the reorganisation energy of aqueous uracil is therefore 

λOS = 1.0 eV. We conclude that the dominant contribution to the neutral-to-anion reorganisation 

energy of U−
(aq) arises from restructuring of the intermolecular hydration sphere, i.e. from the 

solvent response, rather than the solute. These values for the deconvoluted reorganisation 

energies should serve as a useful benchmark for computational work aimed at understanding 

electronic resonances in bulk aqueous environments.333–335 
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5.5. Other Nucleobase-Water Clusters 

 After demonstrating that the excited resonance states of the RNA nucleobase uracil 

were stabilised with an increasing degree of hydration, we sought to examine if this behaviour 

was also true of DNA nucleobases. FRPES is time-consuming and thus we focussed on a 

smaller selection of clusters than in the U–(H2O)n studies above. Unfortunately, large DNA 

nucleobase-water clusters were more difficult to study, sometimes due to poor ion formation 

yields in our source region, and other times because the mass of the larger clusters would 

coincide with other species being formed (e.g. thymine is nearly identical in mass to seven 

water molecules, such that the thymine dimer interfered with measurements on larger clusters). 

 

5.5.1. Thymine-Water Anion Clusters 

Thymine (T) is a methylated form of the U nucleobase (see Figure 5.1). We can 

therefore expect the two to have very similar electronic structural properties. Indeed, gas-phase 

electron transmission spectroscopic studies on neutral T found the same three π* resonances 

that are present in U, located at similar energies (within ~0.1–0.2 eV).174 Also as with U, 

solvation by even a single water molecule is sufficient to stabilise the lowest resonance state, 

π1*, to be the ground state of the T–(H2O)n anions. 

Figure 5.11 displays 2DPES acquired for four T–(H2O)n anion clusters, with n = 2, 3, 4, 

and 6. The quality of the data for the n = 6 cluster is poorer than the smaller clusters due to 

limited ion production. As expected, the 2DPES are strikingly similar to those of U–(H2O)n 

(Figure 5.6). Each is dominated by the S0←π1* direct detachment feature, running diagonally. 

The photoelectron signal has been normalised to the height of this feature, accentuating any 

shifts in the eKE distribution, as discussed in Section 5.3.3. Clearly, a distinct shift arising from 

autodetachment is present in each 2DPES around hν ~ 3.6 eV, which coincides with the 
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emergence of thermionic emission. Once again, we attribute these changes in the spectra to 

π3*←π1* photoexcitation. Thermionic emission was also present at lower photon energies, 

particularly for the larger clusters, and we assign this to population of the π2* anion resonance 

state. 

 

Figure 5.11: 2DPES of a series of thymine-water cluster anions, T−(H2O)n, with n = 2, 3, 4, 

and 6. Each photoelectron spectrum was normalised to the maximum intensity of the S0←π1* 

feature. 

 

The ADE and VDE of the T–(H2O)n clusters reflect those of the uracil-water anion 

clusters very closely. This is highlighted in Figure 5.12(a), where additional cluster data has 

been included using single-colour photoelectron spectra acquired at hν = 4.7 eV. The VDEs are 

almost identical, so the π1* state of T–(H2O)n is just as stable with respect to its neutral ground 

state (S0) as in the case of U–(H2O)n. There appears to be a small difference in the ADEs, which 

are slightly lower in (the majority of) the thymine-water anion clusters, as also observed in 
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earlier studies.180 Therefore, T–(H2O)n clusters have a slightly larger reorganisation energy λ(n), 

compared with their uracil analogues. This is consistent with the increased steric bulk of the 

thymine molecule, which commands more reorganisation in the bent-to-planar geometric 

change upon electron loss. Although we were only able to measure up to T–(H2O)12, the overall 

similarity of the detachment energies suggests that these relationships hold also for larger 

clusters. Therefore for T–
(aq), the extrapolated values of ADE(aq), VDE(aq), and the bulk 

reorganisation energy λ(aq), are likely to be comparable to those presented in Section 5.4. 

 

Figure 5.12: Comparison between properties in the 2DPES of T–(H2O)n (black) and U–(H2O)n 

(red) anion clusters. (a) Trend across cluster size in the adiabatic and vertical detachment 

energies, ADE (squares) and VDE (triangles), respectively. (b) Normalised ratio of thermionic 

emission to direct photodetachment in the n = 4 clusters, indicating the energy associated with 

photoexcitation to the π3* resonance. 

 

Conversely, there is a notable difference in the position of the π3* resonance. 

Figure 5.12(b) demonstrates that the thermionic emission associated with π3*←π1* 

photoexcitation of T–(H2O)4 (relative to the direct detachment feature) is maximised at a photon 

energy of hν ≈ 3.65 eV, and is therefore red-shifted by ~0.2 eV to that of U–(H2O)4. This was 

somewhat surprising, as electron transmission spectroscopy has shown that the π1*−π3* energy 



163 

 

gap is approximately 0.1 eV larger for the thymine monomer than for uracil.174 However, as 

mentioned previously, those experiments reveal resonance energies in the planar geometry of 

the neutral nucleobase molecules, whereas we probe the buckled anionic species. It appears 

that in the equilibrium geometry of the thymine-water cluster anions, the π3* resonance is 

slightly more stable with respect to the ground state anion, and therefore (from their similar 

VDEs) more stable with respect to electron loss. 

A similar analysis was performed for all T–(H2O)n clusters studied by FRPES, extended 

to include the π2* resonance, as shown in Figure 5.13. Once again, the energetic position of the 

resonance states did not appear to depend on cluster size, however the data were not as 

extensive as in the case of U−(H2O)n, and some data points in the T–(H2O)2 and T–(H2O)6 

clusters showed notable deviation. To offer more confidence in this conclusion, we attempted 

to remeasure ITE/IDD using a different approach, focusing on the π3* resonance. ITE was instead 

quantified by summing all the intensity of the photoelectron image within a 50 pixel radius. 

This corresponded to counting all photoelectrons with eKE < 70 meV. Some photoelectrons of 

higher energy (with velocity vectors outside the plane of the electron detector) would also be 

counted, but these counts were relatively small compared to the intensity of the thermionic 

emission feature. IDD was taken as the summed intensity of the remaining photoelectron image, 

since prompt photodetachment was the only other observable feature. In this alternative 

approach, an approximate ITE/IDD was measured in real-time whilst the wavelength of our OPO 

laser was scanned. This brought two notable benefits: the resulting ITE/IDD was recorded 

continuously in photon energy, effectively producing a set of data with far smaller Δhv; and the 

procedure could be performed in a fraction of the time required for FRPES, allowing us to 

efficiently acquire results for additional clusters. 
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Figure 5.13: Ratio of normalised integrated photoelectron signal associated with thermionic 

emission to direct detachment, for T−(H2O)n cluster anions with n = 1−6. Black circles show 

ITE/IDD calculated from the FRPES presented above. Blue lines show the approximate ITE/IDD 

extracted from a continuous wavelength scan of the laser, following the procedure described in 

the body text. The photon energies corresponding to photoexcitation from the π1* ground state 

to the π2* and π3* resonances are highlighted in red and blue, respectively.  

 

Figure 5.13 contains the extracted ITE/IDD using our alternative ‘scanning’ approach 

(blue lines). For T−(H2O)3 and T−(H2O)4, there is excellent agreement with the original FRPES 

approach, demonstrating the validity of our approximation. Further, the new ITE/IDD of 

T−(H2O)2 and T−(H2O)6 appear to be much smoother than through the FRPES approach, and 

reinforce the stationary behaviour of the π3* resonance. Additional scans were taken for the 

n = 1 and n = 5 clusters, which were not studied by FRPES. These too demonstrated 

consistency in the energetic position of the resonance states. 
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We conclude that the behaviours of uracil- and thymine-water cluster anions are 

generally very similar, as expected from their kindred molecular structures. For example, the 

cluster size-dependent VDEs were found to be nearly identical. However, photoexcitation to 

the π3* resonance occurs at slightly lower energy for T−(H2O)n than U−(H2O)n (by ~0.2 eV). 

Following from the analysis in Section 4.4, extrapolation of the π3* resonance of T−(H2O)n to 

the bulk aqueous limit reveals that, like in U(aq), this state is likely to be accessible through 

low-energy electron attachment to T(aq), but is also vertically bound upon geometric relaxation 

of the molecule and surrounding solvation sphere. Moreover, the 0.2 eV red-shift (compared 

to the uracil case) implies that the relaxed π3* state is vertically bound to a slightly greater 

extent in T−
(aq), providing extra resistance against ultrafast autodetachment. Our results on 

thymine-water anion clusters confirm that comparable electron dynamics are expected to occur 

on both RNA and DNA strands, and thereby provide a critical step towards identifying the 

resonances involved in the electron capture of DNA mediated by the nucleobases. 

 

5.5.2. Adenine-Water Anion Clusters 

Adenine (A), being a purine DNA base, has a very different chemical structure to the 

pyrimidine nucleobases discussed above (see Figure 5.1). The molecule consists of a double 

ring structure possessing extended conjugation, and consequently the anion shape resonances 

have different energies. Low-energy electron transmission spectroscopy found three π* shape 

resonances at energies E(π1*) = 0.54 eV, E(π2*) = 1.36 eV, and E(π3*) = 2.17 eV.174 The next 

resonance of similar character, π4*, has been calculated to reside at much higher energy, 

E(π4*) ≈ 6 eV.336 Therefore, we anticipate that FRPES may identify multiple anion resonances 

accessible with IR/visible laser pulses, but none in our measurable UV region (3 ≤ hν ≤ 5 eV). 

However, it should be noted that Feshbach resonances may also be accessed in our experiment, 

but are generally not observable in electron transmission spectroscopy.  
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Figure 5.14: 2DPES of a series of adenine-water cluster anions, A−(H2O)n, with n = 3, 4, and 6. 

Each photoelectron spectrum was normalised to the maximum intensity, excluding the 

thermionic emission feature.  

 

Figure 5.14 displays 2DPES for A–(H2O)3, A
–(H2O)4, and A–(H2O)6. The discussion 

will begin with the two larger clusters, n = 4 and n = 6, which show greater similarity to the 

previously studied nucleobases-water clusters. The distinct S0←π1* direct detachment feature 

is present once more, as the valence π1* state of A also becomes bound upon microhydration. 

The VDEs of these features are in good agreement with earlier studies on A–(H2O)n.
181 

Thermionic emission is present across essentially the entire visible range hν ≤ 3.0 eV, but 

particularly at the lower end, in broad agreement with excitation to the π2* or π3* excited states 

of adenine.174  

However, there is also a clear signature of autodetachment and thermionic emission in 

the UV region, despite the lack of π* states expected in this energy region. Moreover, there are 

additional features towards higher eKE than the S0←π1* feature, which appear to be relatively 



167 

 

sharp. These are particularly prevalent in the 2DPES of A–(H2O)3, where across the entire 

measured IR/visible wavelength range, the sharp high-eKE signals dominate. Clearly, there is 

something unexpected occurring with the A–(H2O)n anion clusters. We will first focus on 

explaining the photoexcitation taking place at UV wavelengths. 

 

UV Autodetachment: Evidence for Tautomers 

 Adenine has several low-energy tautomers.337 Some have different functionality, such 

as tautomerisation from the canonical amine form to the imine. Adenine also possesses a labile 

proton on the double ring which is capable of bonding to the different nitrogen sites. Three of 

these prototropic tautomers have been shown to coexist in aqueous solution:338–340 these are 

denoted N3, N7, and N9 (which is the canonical form of adenine), and their corresponding 

chemical structures are displayed in Figure 5.15. Whilst the canonical N9 tautomer is the most 

stable in isolation337 and therefore the only form generally observed in gas-phase experiments, 

computational studies have indicated that microhydration (i) stabilises the N3 and N7 

tautomers to a greater extent than N9 (although N9 remains the most stable form),341 and (ii) 

reduces the energy barrier required for prototropic tautomerisation.342 Taken together, it is 

reasonable to consider that there may be other tautomers of adenine present in the A–(H2O)n 

clusters formed in our experiment. 

 

Figure 5.15: Prototropic tautomers of adenine that have been previously observed in aqueous 

solution. 
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The excitation energies of different tautomers of the adenine anion are expected to 

differ, and therefore the presence of different tautomers has potential to explain the 

autodetachment exhibited in the UV region. Before discussing the excitation energies of the 

three adenine tautomers, we first quantify the position of the resonance in the UV region using 

the techniques outlined above. Figure 5.16 demonstrates the resonance position of A–(H2O)6 

located through ITE/IDD, where IDD in this case represents directly detaching and autodetaching 

electrons. Figure 5.16 also shows the shifts in the mean eKE of the S0←π1* feature, <eKE>, 

which embodies the relative degree of autodetachment. In both cases, the resonance is 

identified to sit approximately 3.8 eV higher than the π1* ground state, although the onset of 

photoexcitation is slightly lower around hν = 3.5 eV. 

 

Figure 5.16: Normalised ratio of thermionic emission to other photoelectron signal in the 

2DPES of A–(H2O)6 (black circles). Overlaid with the mean eKE of the S0←π1* feature, <eKE> 

(red squares). The resonance position is highlighted in blue. 

 

In the studies on U–(H2O)n and T–(H2O)n, photoexcitation energies were compared with 

the position of electron scattering resonances with the neutral nucleobases. Such measurements 

have not been performed for the N3 and N7 tautomers of adenine, and therefore we calculate 

the expected position of the electron scattering resonances. To do this, the stabilisation 

method230 was applied, following the methodology of Cheng and Chen.176 In short, the energies 

of the virtual molecular orbitals of each adenine tautomer were tracked as the diffuseness of 
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the aug-cc-pVDZ basis set was adjusted by a parameter α. Anion resonance states of the 

molecule are fairly insensitive to the change in α, whereas the energy of discretised continuum 

orbitals (DCOs) increase significantly with reduced diffuseness of the basis set, corresponding 

to a higher α. Since the resonance positions of the N9 tautomer have been measured by electron 

transmission spectroscopy,174 this tautomer provides a useful point of comparison for the 

accuracy of the method. The stabilisation curve of N9 adenine is presented in Figure 5.17(a), 

and shows good agreement with earlier computations.343 Three π* resonances were observed, 

clearly identifiable by their electronic structure, visualised on the right of Figure 5.17(a). The 

π1*– π2* and π1*– π3* energy gaps match well with those found in electron transmission 

spectroscopy (see Table 5.1). Therefore, application of the stabilisation method appears to be 

appropriate for calculation of the anion resonance energies of adenine. 
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Figure 5.17: Stabilisation curves for the (a) N9, (b) N7, and (c) N3 tautomers of adenine, 

calculated using CAM-B3LYP/aug-cc-pVDZ with the diffuseness adjusted by parameter α. 

The electronic structures for each identified resonance are shown on the right (isovalue 0.03). 
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Table 5.1: Approximate anion resonance energy spacing of different adenine tautomers, 

calculated using the stabilisation method (calc.). Measured energy separation by electron 

transmission spectroscopy174 is also shown (exp.). 

 Energy relative to π1* / eV 

Tautomer π2* (calc.) π2* (exp.) π3* (calc.) π3* (exp.) 

N9 0.8 0.82 1.8 1.63 

N7 0.9  2.2  

N3 1.2  3.4  

 

Similar stabilisation curves were calculated for the N3 and N7 tautomers of adenine, as 

shown in Figures 5.17(b) and 5.17(c). The anion resonance states of N7 are generally similar 

to those of N9 both in appearance and in energy. This is unsurprising, as the reorganised H 

atom remains on the imidazole moiety of adenine, and therefore does little to alter the overall 

electronic structure. Conversely, the N3 tautomer, which has the H atom on the pyrimidine 

moiety, exhibits a very different energy spacing between the anion states. In particular, the 

π1*−π3* energy gap is far greater than for the other tautomers, consistent with the electronic 

structure of the π3* orbital (Figure 5.17(c), right), where the electron density appears to be 

predominantly confined to the imidazole moiety. Moreover, the π1*–π3* energy gap of 3.4 eV 

is very close to the photon energy at which thermionic emission begins to occur, and is only 

slightly below the energy of maximum autodetachment and thermionic emission. Notably, this 

was also the case for U–(H2O)n, where the π1*–π3* energy gap found in electron transmission 

spectroscopy was slightly lower than the photon energy at which there was the most 

photoexcitation. To further verify that the π3*←π1* excitation energy – within the natural 

anionic geometry of the N3 tautomer – aligns reasonably well with the observed UV excitation 

feature, time-dependent DFT calculations were performed. The less diffuse cc-pVDZ basis set 

was used, in an attempt to suppress contributions from DCOs. Unfortunately, there appeared 

to be a significant contamination nonetheless, even with using two different functionals. 

Nonetheless, the computed transition energy at the B3LYP level215,216 was 4.05 eV with an 
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associated oscillator strength of 0.064, although the excitation also contained a ~25% 

contribution of ππ1* character. Using the long-range corrected CAM-B3LYP functional217 gave 

slightly worse agreement, with a 4.56 eV excitation energy but with a comparable oscillator 

strength (0.056). More comprehensive computations are currently underway, but it is 

encouraging that the calculated excitation energies are fairly close to the experimentally 

observed value, and that the oscillator strength looks to be significant. 

It appears that the presence of the N3 tautomer in our generated A–(H2O)n clusters is 

capable of explaining the enhanced autodetachment and thermionic emission in the UV region. 

As the autodetachment appears to be more severe in the larger clusters (especially A–(H2O)6), 

this may reflect changing tautomeric distributions with increasing cluster size. Indeed, the N3 

tautomer of adenine is predicted to be stabilised by small microhydration (n = 1 and 2) more 

than both the N7 and N9 tautomers are stabilised.341 We emphasise that the presence of the N3 

tautomer does not imply that the other tautomers are absent. Instead, we only claim that the N3 

tautomer best explains the observed photoexcitation in the UV region. It is difficult to directly 

compare the cross-sections associated with π3*←π1* photoexcitation to S0←π1* 

photodetachment, but the acquired spectra suggest that the former process is particularly 

efficient. 

 

Non-valence States of Adenine-Water Cluster Anions 

Sharp features toward higher electron kinetic energies were also present in the 2DPES 

of A–(H2O)n (Figure 5.14). The presence of these features was very unexpected, as earlier 

photoelectron spectroscopy on adenine-water cluster anions had only observed the S0←π1* 

feature.181 As shown in Figure 5.18, each high-eKE peak displays substantial positive 

anisotropy (β2 ≈ +2.0), implying the electrons were detached from a different electronic state 

than π1*. Taken together; the relatively high eKE (i.e. low electron binding energy), the narrow 
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lineshape, and the distinct positive anisotropy; are characteristics of photodetachment from 

non-valence states (see Section 1.2.1). Therefore, it appears, just as there were different 

tautomers of adenine present in the generated A–(H2O)n clusters, different electronic states were 

formed too. Moreover, as each cluster displayed several diagonal non-valence features (see 

Figure 5.14), this may imply that different tautomers of adenine were capable of forming in 

their non-valence states independently, leading to different electron binding energies (offsets 

in the diagonal features). It should be noted that the presence of these non-valence states is 

unlikely to contribute to the autodetachment features in the 2DPES, as oscillator strengths 

associated with non-valence to valence optical transitions are expected to be relatively small. 

Chapter 6 investigates the non-valence states of nucleobase-water anion clusters in greater 

detail. 

 

Figure 5.18: Photoelectron angular distributions for the 2DPES of A–(H2O)n. PADs are not 

shown for regions with <10% photoelectron signal on the low-energy side of the S0←π1* 

feature, and <1% on the high-energy side.  
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5.6. Closing Remarks 

Conclusions 

 The nucleobases are understood to be the prime site for low-energy electron attachment 

into DNA strands, which can lead to irreparable damage. Enhanced electron attachment occurs 

at specific incident electron energies associated with the anion resonance states of the 

nucleobases. Our results probe the effect of hydration on these anion resonances in an 

incremental fashion. Through extrapolation, we predict that the lowest two π* shape resonances 

of aqueous uracil and thymine become adiabatically bound, whilst the π3* resonance remains 

unstable. However, by considering the effect of nuclear reorganisation within a Marcus picture 

(which is mostly comprised of a solvent response), we can also conclude that both the π2* and 

π3* resonances are accessible via very low-energy (<1.5 eV) electron attachment to aqueous U 

(or T). Through the observation of thermionic emission, we anticipate that both of these states 

undergo efficient relaxation to the more adiabatically stable π1* state. It remains unclear 

whether low-energy electrons can populate anion resonances of the canonical tautomer of 

aqueous adenine. Altogether, the DNA/RNA environment that surrounds biologically-

occurring nucleobases is likely to have a less stabilising effect than bulk water, due to having 

fewer proximate water molecules and also due to Coulombic repulsion from the nearby 

phosphate backbone. Therefore, our extrapolated results represent an extreme, and the ‘true’ 

position of the biologically-occurring nucleobase anion resonances may instead by more 

similar to the positions for one of the cluster anions studied here. 
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Outlook 

 The results presented in this chapter shed light on the behaviour of nucleobase anion 

resonances in aqueous solution. However, this remains an inaccurate portrayal of the 

macromolecular environment of DNA. The nucleobases are covalently bonded to a ribose sugar 

group, which may subtly affect resonance positions and anion dynamics subsequent to electron 

attachment. Additionally, hydrogen bonds between opposite base pairs in the double helical 

structure are present, and charge-transfer between different nucleobases is a possibility. To 

further explore these possibilities, it would be interesting to study other forms of nucleobase 

clusters. For example, heterogenous nucleobase dimers, such as the adenine-thymine anion, 

[AT]–, could represent a more accurate portrayal of the DNA environment, especially when 

clustered with water molecules. However, there is no guarantee that the geometry of the 

isolated [AT]– dimer anion would match the hydrogen-bonded structure found biologically, and 

it may instead preferentially π-stack. Even in this case, the dimers could act as interesting tools 

to probe of the electron transfer mechanism across adjacent base pairs. Alternatively, the study 

of nucleoside-water anion clusters is equally interesting, although will require more careful 

injection into the gas phase.344–346 Theory predicts a charge-transfer mechanism from the π* 

resonances of the nucleobase across to the sugar group,173 which may give different traces of 

autodetachment, particularly in the measured PADs. Hydration may inhibit (or even encourage) 

this internal conversion process, but this remains to be probed. In addition, solvation is 

predicted to increase energy barriers for cleavage of the C−O sugar-phosphate bond in the 

nucleotides.347 FRPES of nucleotide-water anion clusters could shed light on the propensity for 

strand damage upon ππ* excitation, particularly if coupled with a reflectron mass analyser. 

 An obvious experiment that is lacking from this chapter is the TRPES of U–(H2O)n. 

From the observation of thermionic emission, we could infer that the π2*/π3* states underwent 

ultrafast internal conversion to the anion ground state. However, the exact mechanism for this 
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process remains an open question, yet has implications for the electron capture dynamics of 

nucleobases. In particular, it would be interesting to measure the timescale at which the π3* 

resonance becomes vertically bound with respect to electron loss, and compare how this 

measures against the rate of internal conversion. As hinted at in studies by Kočišek et al,318 

within excited nucleobase-water anion clusters, there may also be competition from 

evaporative processes. Although we did not observe clear signatures of evaporative processes 

upon photoexcitation to resonances, these may be better unveiled using time-resolved 

techniques. Overall, there is much to learn about the anion resonance state dynamics of 

nucleobases, nucleosides/nucleotides, their water clusters and their various pairings, through 

the application of TRPES. 
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Chapter 6 − Solvent-Mediated Formation of a Hydrated Electron 

from a Contact Pair 

 
 

 

This chapter details and builds upon the following publications: 

C. J. Clarke, E. M. Burrow and J. R. R. Verlet, in preparation 

 

All experimental work was performed by C. J. Clarke and E. M. Burrow. All computational 

work was performed by C. J. Clarke.   
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6.1. Introduction 

As demonstrated in Chapter 4, the ground state of the uracil anion U− is a non-valence 

dipole-bound state (DBS). Non-valence states are receiving growing interest as ‘doorway’ 

states for efficient electron attachment to isolated molecules (such as polycyclic aromatic 

hydrocarbons in the interstellar medium),123,276,348,349 However, it is typically thought that 

DBSs are suppressed in a bulk environment, simply due to spatial restrictions.2 This has 

important ramifications for electron attachment to DNA (or RNA) nucleobases, since it remains 

an open question whether such non-valence states play any role in facilitating low-energy 

electron-induced damage.132,164  

Recent spectroscopic studies have suggested that non-valence DBSs may be more 

resilient to surrounding molecules than expected. The phenolate anion can form an excited 

DBS where the excess electron localises outside the ring, near the para position; it was shown 

that para-alkylphenolates remained capable of forming the DBS, despite the alkyl chains 

overlapping with the dipole-bound electron orbital.350 Non-valence states have also been 

observed in heterogenous anion-water clusters: indole forms a DBS upon clustering with one 

or two water molecules,351 even though isolated indole does not possess a sufficiently strong 

dipole moment (μ < 2.5 D)99,352,353; and hydrated amino acid clusters also form DBSs, attributed 

to their zwitterionic character.354 In the previous chapter, we observed that adenine anions can 

display non-valence character when solvated with three, four, or six water molecules. 

Unfortunately, adenine was also observed to form different tautomers, complicating further 

analysis. However, we also found the smallest uracil-water cluster, U−(H2O)1, to form a non-

valence state (see Section 4.4.2),311 in addition to its natural π1* valence ground state. 

Therefore, to further explore the effect of hydration on a non-valence DBS, we attempted to 

produce larger U−(H2O)n clusters in their non-valence states. 
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Since we will be attempting to explore the effects of hydration on a non-valence state, 

it is also useful to place non-valence anions into the context of the aqueous phase. The DBS of 

U− can be described as a molecule-electron contact pair, where the electron is suspended in a 

distant orbital. Metastable contact pairs also exist in the bulk solution (i.e. [U:e−](aq), for uracil), 

typically formed following (photo)oxidation of an anion.355 These aqueous contact pairs can 

decay through two competing pathways: geminate recombination to reform the parent anion, 

or dissociation into the neutral molecule and a hydrated electron, e−
(aq).

158 The study of hydrated 

non-valence states may therefore aid our understanding of the solvent-driven coordinate that 

underpins the formation of the hydrated electron − a species that plays a pivotal role in radiation 

chemistry and serves as the archetypical quantum solute.356,357 Whilst computational studies 

have reproduced the timescales of contact pair dissociation,358,359 it is more difficult for 

experiments to mechanistically probe e−
(aq) formation at a molecular level, in part due to the 

inevitable competition from the geminate recombination channel. By studying these clusters 

with photoelectron spectroscopy, we can gain insight into hydration of non-valence states, and 

incrementally probe a representative contact pair dissociation coordinate. 
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6.2. Methodology 

6.2.1. Experimental 

 All experiments were conducted on the cluster instrument.188 Uracil-water cluster 

anions, U−(H2O)n or U(H2O)n
−, were generated in a supersonic expansion (produced by a 

pulsed Even-Lavie valve189) coupled with a ring filament ioniser. Argon was used as the 

backing gas, with the pressure increased up to 11 bar, encouraging the formation of kinetically 

trapped non-valence states. Anion clusters underwent time-of-flight mass separation, before 

being intersected with nanosecond laser pulses from the Nd:YAG systems described in 

Chapter 2. Mass spectrometry was not capable of separating structural isomers of the same 

U−(H2O)n or U(H2O)n
− cluster. The resolution of the VMI electron spectrometer was below 

ΔeKE/eKE = 3%, and images were reconstructed using the MELEXIR algorithm.197 

 

6.2.2. Computational 

In the calculation of non-valence states, it is typically necessary to utilise a custom, 

extra-diffuse basis set. In line with other similar studies,332 the aug-cc-pVDZ Dunning basis set  

was used,221 appended with additional diffuse functions that were affixed onto the N1 and C6 

atoms (see Figure 6.1), which are located on the positive side of U. Even-tempered (scaling 

factor of 30.5) basis functions were added: m of s character and n of p character, and we denote 

the basis set aug-cc-pVDZ+msnp. Table 6.1 shows the DFT/CAM-B3LYP217  electronic 

energies of U− and neutral U, calculated at the optimised geometry of the anion, with different 

numbers of diffuse functions added. The difference between the anion and neutral energies is 

equal to the vertical detachment energy (VDE). After three s and p functions, the VDE was not 

found to change enough to justify the computational expense of further diffuse basis functions, 

and so the aug-cc-pVDZ+3s3p basis set was selected going forward. 
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Figure 6.1: Labelled atoms of the uracil molecule. Coloured by atom type: H (white), C (grey), 

N (blue), O (red). 

 

 Table 6.1: DFT/CAM-B3LYP computed electronic energy and vertical detachment energy 

(VDE) of U−, using the aug-cc-pVDZ basis set with different numbers of appended even-

tempered extra-diffuse basis functions.  

 

Basis set Energy of U− / Har Energy of U / Har VDE / meV 

aug-cc-pVDZ+1s1p −414.70448 −414.70713 −72.2 

aug-cc-pVDZ+2s2p −414.70993 −414.70716 75.3 

aug-cc-pVDZ+3s3p −414.71110 −414.70717 107.0 

aug-cc-pVDZ+4s4p −414.71130 −414.70717 112.5 

 

In order to assign molecular cluster structures to each non-valence feature in the 

photoelectron spectra of the U(H2O)n
− anion clusters, a two-step procedure was implemented. 

First, relaxed optimisations of candidate cluster structures were performed, and second, the 

VDE of the non-valence state was calculated at these optimised geometries. In the first step, 

density functional theory (DFT) with the long-range corrected CAM-B3LYP functional was 

used to find the optimised geometries of the U(H2O)n
− anion clusters. DFT was selected for its 

efficiency and thus high-throughput capabilities, allowing a wide sample of initial geometries 

for each cluster to be optimised, leading to an extensive list of possible structures. It should be 

noted that this list was likely not exhaustive, but was sufficient to provide satisfactory 

explanations of the experimental observations. In particular, where water molecules solvated 

the dipole-bound electron, the potential energy surface along some water translation 
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coordinates was very shallow, leading to many possible optimised structures. However, in these 

cases, the exact position of the water had little effect on the VDE of the non-valence state. 

For more accurate determination of the VDE in the DFT-optimised structure, we 

performed ab initio CCSD(T) calculations.360,361 To ensure that the electron binding energies 

of the calculated non-valence states were reliable, we here demonstrate some basic 

benchmarking results for several non-valence states that have experimentally determined 

VDEs. The chosen non-valence anions were (H2O)2−6
− and U−, representing a wide range of 

binding energies. Table 6.2 shows the calculated (and experimental) VDEs for the benchmark 

DBSs, using improving levels of theory. For each non-valence state, the DFT (CAM-B3LYP) 

energy dramatically overestimated the VDE. Conversely, each ab initio method underestimated 

the experimental VDEs, but became more accurate as higher levels of theory were applied. 

Ultimately, the VDEs calculated with CCSD(T) theory were accurate to within some 10s of 

meV for each non-valence anion, and could be considered slight underestimates. We believe 

our methodology is appropriate for distinguishing between structural isomers that differ in 

electron binding energies by ~100 meV, as was the case for the measured U(H2O)n
− clusters. 

 

Table 6.2: Computed vertical detachment energies (VDEs) of several DBS anions, using 

different levels of theory and the aug-cc-pVDZ+3s3p basis set. Corresponding experimentally 

measured values are also shown. 

 VDE / meV 

Level of theory U− (H2O)2
− (H2O)3

− (H2O)4
− (H2O)5

− (H2O)6
− 

CAM-B3LYP 107.0 126.5 254.7 471.6 482.3 1494 

HF 25.9 1.0 68.3 199.1 173.7 225.7 

MP2 45.0 21.0 113.4 289.9 282.9 354.8 

CCSD 62.9 33.4 139.2 323.8 323.3 396.1 

CCSD(T) 68.0 39.1 151.4 344.6 348.4 424.3 

Exp. 75 ± 6a 45 ± 5b 160c 350 ± 20c 350c 480d 

Taken from ref. a 268 and current work, b 362, c 363, d 140. Uncertainties provided where 

available.  
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6.3. The Non-Valence States of U(H2O)n
−

 

6.3.1. Characterising U(H2O)1
−

 

We begin by examining U−(H2O)1, which was earlier shown to exhibit an additional 

photoelectron spectral feature that correlated with a non-valence state (see Chapter 4).268 As 

the exact electron binding motif is not known a priori for this anion cluster, we refer to this 

signal as arising from a non-valence state, rather than a DBS as in the case of U−. But before 

seeking to better characterise the non-valence state that is being photodetached, we must first 

establish whether this photoelectron signal is being produced from a different isomer of 

U−(H2O)1, or if it proceeds via an initial photoexcitation of the π1* valence state. This is easily 

verified by monitoring the two photoelectron signals as the ion source conditions are altered, 

since isomeric distributions tend to be very sensitive to such changes.364 

Figure 6.2 displays photoelectron spectra of U−(H2O)1 acquired at hν = 2.33 eV for a 

range of (Ar) backing gas pressures. Signal is plotted against electron binding energy (equal to 

hν minus the electron kinetic energy). As a reminder, photodetachment from the π1* valence 

state produces the broad feature around VDE ≈ 1.0 eV, as observed previously.180,181,307 The 

spectral breadth arises from the disparate geometries between the initial (buckled) anion and 

final (planar) neutral molecule. Additionally, the PAD (inset Figure 6.2) peaks perpendicular to 

the polarisation vector of the laser light-field, corresponding to a negative anisotropy 

parameter, β2 < 0.11,12 The photoelectron signal arising from the non-valence state is in stark 

contrast: the narrow feature is centred at much lower binding energy, VDE ≈ 0.25 eV; and the 

signal is maximally anisotropic parallel to the polarisation vector (β2 ≈ +2), consistent with 

electron emission from a nodeless s-like orbital.276,298 As demonstrated in Figure 6.2, the 

relative intensity of the two signals is indeed sensitive to changes in the backing gas pressure, 

suggesting (at least) two isomers of U−(H2O)1 are generated in our anion source region. In 
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particular, it appears that formation of the non-valence isomer of U−(H2O)1 is enhanced when 

higher backing pressures are implemented, which generally correlates with more efficient 

cooling in the molecular beam. Hence, we conclude that a larger fraction of the non-valence 

anions are formed at lower cluster temperatures, indicating that the non-valence state isomers 

are kinetically trapped, similar to observations of different isomers of (H2O)n
−.144,146,364 

 

Figure 6.2: Photoelectron spectrum of U−(H2O)1 acquired at hv = 2.33 eV and at different 

backing gas pressures. Electronic structures of the anions responsible for each peak are shown 

inset, along with the corresponding photoelectron image at 9 bar Ar (with laser polarisation 

vector indicated by ε). 

 

 In Figure 6.2, the photoelectron signal associated with the non-valence state of 

U−(H2O)1 is substantially weaker than that from the π1* valence state (even at high backing 

pressure). However, this is not necessarily reflective of the relative populations of the two 

isomers in the molecular beam, as the photodetachment cross-sections are unlikely to be equal 

for the two states. In particular, the photodetachment cross-section of a non-valence state 

becomes enhanced at lower photon energies, since the de Broglie wavelength of the outgoing 

electron wave becomes similar to the size of the non-valence orbital.224,365,366 Figure 6.3 shows 

a selection of photoelectron spectra of U−(H2O)1 acquired at different photon energies, 

1.9 ≤ hν ≤ 2.3 eV, and it is clear that photodetachment of the non-valence state is more 
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pronounced at lower hν. Therefore, as we wish to study non-valence states of U−(H2O)n, it is 

beneficial to implement lower photon energies to maximise their detection. 

 

Figure 6.3: Photoelectron spectra of U−(H2O)1 acquired at different photon energies, each 

normalised to the maximum signal. 

 

 At the much lower photon energy of hν = 0.7 eV, the only observable feature in the 

photoelectron spectrum of U−(H2O)1 stems from the non-valence isomer. This is shown in 

Figure 6.4 (where the cluster is written as U(H2O)1
−, as explained below), which also presents 

the similarly acquired photoelectron spectrum of U−. As earlier demonstrated in Chapter 4, the 

photoelectron spectrum from the DBS of U− is narrow and centred at VDE0 = 75 ± 6 meV 

(where the subscript is used to indicate cluster size, n). For U−(H2O)1, the non-valence electron 

is comparably more bound, with VDE1 = 255 ± 20 meV. Between VDE0 and VDE1, the 

180 meV increase in electron binding energy therefore reflects the water-induced stabilisation 

of the non-valence electron in U−(H2O)1. While the differential stabilisation is less than that for 

the valence-bound anion (~0.5 eV for the addition of one water molecule268), it is greater than 

the stabilisation expected by combining the dipole moments of U and H2O.367 Hence, the 

clustered water molecule is likely to be solvating the non-valence electron directly. 
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Figure 6.4: Normalised photoelectron spectra of U− and U(H2O)1
−, acquired using hν = 0.7 eV 

laser pulses. 

 

 In order to characterise the binding motif of the single water molecule in U−(H2O)1, we 

performed supporting quantum chemical calculations. The binding sites for a water molecule 

in U−(H2O)1, some of which have been identified in earlier computational studies,225 can be 

broadly grouped into three categories (as shown in Figure 6.5): sites that solvate the nucleobase 

ring (Rm where m indicates the specific binding location); in the void between U and the dipole-

bound electron (Q); or at the outer periphery of the dipole-bound orbital (P). The optimised 

structure of each isomer was found using density functional theory (CAM-B3LYP/ 

aug-cc-pVDZ), initiated from a wide range of configurations, and then VDE1 was computed at 

the higher CCSD(T) level of theory. 

 

Figure 6.5: Electronic structure of the dipole-bound anion, U−. Binding sites for clustered 

water molecules are labelled. 
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 Unconstrained geometry optimisations for all Rm isomers of U−(H2O)1 converged to 

valence anions. This is unsurprising, as the π1* state is the electronic ground state. However, 

since there is a large buckling geometry change that separates the valence and non-valence 

states of U−, we were able to find optimised non-valence structures for some of the R-isomers 

by constraining the uracil ring to remain planar. In each case (R2 and R4), we found 

VDE1(Rm) < 100 meV, inconsistent with the observed VDE1 = 255 ± 20 meV. Altogether, we 

conclude that R-isomers adiabatically convert to the valence-bound anion of U−(H2O)1 within 

the timescale of the experiment, and are likely principally responsible for the dominant π1* 

state signal in Figure 6.2. 

 

Figure 6.6: Relative energies and VDEs, computed with CCSD(T)/aug-cc-pVDZ+3s3p, of the 

most stable P- and Q-isomers structures of U−(H2O)1. Isovalues were chosen to be 75% of the 

maximum electron density of the non-valence state. 

 

 Conversely, fully-relaxed optimisations of an extensive range of Q- and P-isomers 

readily converged to non-valence anions. The most stable calculated Q- and P-isomers are 

shown in Figure 6.6. We found that VDE1(Q) = 224 meV and VDE1(P) = 255 meV, such that 

both isomers are consistent with the observed photoelectron signal. Although the P-isomer 

appears to match better with the experimentally determined VDE1, it should be noted that our 

benchmarking studies (see Section 6.2.2) demonstrated that the CCSD(T)-calculated VDEs 

tended to be slight underestimates, and thus the Q-isomer should be considered to match 
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equally well. Furthermore, the Q-isomer is more stable than the P-isomer by 315 meV, 

suggesting it may even be the more likely structure. This would align with our expectations of 

the most likely isomers to form in our anion source region: we expect U−(H2O)1 to be generated 

via electron attachment to the preformed cluster, U(H2O)1, or electron attachment to a larger 

U(H2O)n cluster followed by evaporation. In either case, the P-isomer is not capable of forming 

without the dipole-bound electron already in place. Of course, this does not rule out formation 

of the P-isomer through rearrangement of the water molecule, but this too is unlikely as the 

Q-isomer is calculated to be significantly more stable. Nonetheless, whether the water molecule 

presides in the Q- or P-site, it is apparent that, in the non-valence state of U−(H2O)1, the water 

is oriented to directly solvate the dipole-bound electron, rather than the U molecule. 

Henceforth, we therefore denote the non-valence state of the uracil monohydrate anion as 

U(H2O)1
−, making a distinction from the π1* valence state, which will remain written as 

U−(H2O)1. 

 

6.3.2. Non-valence States of Larger Cluster Anions, U(H2O)n
−

 

With the knowledge that we could form non-valence U(H2O)1
− clusters that were 

kinetically trapped over the timescale to perform our experiment (~200 μs), we sought to 

generate non-valence isomers of larger clusters too, which we will denote U(H2O)n
−. Two main 

changes were made to the experiments described in Chapter 5: an increased backing pressure 

of 11 bar of Ar was applied to encourage formation of kinetically trapped states; and lower 

photon energies were implemented, increasing the photodetachment cross-section associated 

with any non-valence states that formed. With the new conditions, we observed photoelectron 

signals arising from non-valence anions of U(H2O)n≤4
−, as shown in Figure 6.7. Labels refer to 

structural isomer assignments, presented below. The lower photon energies (hν = 0.70 eV for 

n = 0–2, and hν = 1.20 eV for n = 3, 4) also actively discriminated against detachment from the 
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U−(H2O)1–4 valence states, since the photodetachment cross-section diminishes on account of 

Wigner’s threshold law.13 

 

Figure 6.7: Photoelectron spectra of U(H2O)n
− acquired at low photon energies, selectively 

detaching the non-valence state. Peaks are coloured by the measured photoelectron anisotropy 

(β2). Dark and light green arrows highlight the increase in electron binding energy upon 

addition of an electron- or ring-solvating water molecule, respectively. 

 

 The photoelectron spectra of U− and U(H2O)1
− are described above; the only difference 

in Figure 6.7 is that the features have been coloured by their respective anisotropy parameters 

(β2) at each electron binding energy, emphasising their non-valence origin. The photoelectron 

spectrum of U(H2O)2
− shows two features, seemingly arising from different structural isomers. 

Both peaks are relatively narrow and the corresponding angular distributions are consistent 

with photodetachment from non-valence states.276,298 The binding energies are greater than that 

of U(H2O)1
−, we extract VDE2 = 395 ± 30 meV and 278 ± 30 meV. For the higher binding 

energy feature, the difference between VDE1 and VDE2 is ~140 meV (dark green arrow in 
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Figure 6.7). Recalling that the VDE increased by 180 meV from U− to U(H2O)1
−, we might 

anticipate that the structural isomer with the larger VDE2 contains two electron-solvating water 

molecules, with the second water molecule offering similar, but slightly lower stabilisation, as 

generally seen in clustering studies.4,152 On the other hand, the isomer with the lower VDE2 has 

a second water molecule that exerts very little stabilisation (~20 meV; light green arrow in 

Figure 6.7), which may indicate this water molecule does not solvate the electron directly. To 

assign the anionic cluster isomers that lead to the non-valence signals, we performed further 

quantum chemical calculations. 

 A range of isomers are possible with permutations XY, where X, Y = Rm, Q, or P. All 

trialled RR-isomers were found to converge to the valence-bound anion, consistent with the 

analogous calculations on U−(H2O)1. Hence, the structures that lead to the non-valence 

U(H2O)2
− signals in Figure 6.7 must contain at least one water molecule occupying a site 

different to R. 

 We first consider the most likely structure of the isomer with VDE2 = 395 ± 30 meV, in 

which both water molecules are expected to solvate the excess non-valence electron. Whilst 

fully-relaxed geometry optimisations (from many different starting structures) led to a variety 

of structures, we focus on the lowest energy structures for each XY permutation, which are 

shown in Figure 6.8. The most stable isomer is QQ, owing to the supporting hydrogen bonding 

network. The QP- and PP-isomers are 275 and 402 meV higher in energy, respectively. For 

each isomer, the computed maximum in the photoelectron spectrum is predicted to be at 

VDE2(QQ) = 372 meV, VDE2(QP) = 526 meV, and VDE2(PP) = 499 meV. Overall, the 

calculations suggest that the experimentally observed isomer with VDE2 = 395 ± 30 meV is 

the QQ-isomer, and thus the non-valence electron becomes more distant from the U molecule 

as it is preferentially solvated through the space dividing to the two. This conclusion also 
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supports the previous supposition that the Q-isomer is the dominant non-valence isomer in 

U(H2O)1
−.  

 

Figure 6.8: Relative energies (to the QQ-isomer) and VDEs, computed with CCSD(T)/aug-cc-

pVDZ+3s3p, of candidate optimised structures for the more strongly bound isomer of 

U(H2O)2
−. Isovalues were chosen to be 75% of the maximum electron density of the non-

valence state. 

 

Considering the origin of the photoelectron peak at VDE2 = 278 ± 30 meV for U(H2O)2
− 

in Figure 6.7, we considered a range of RmQ-isomers. The R2Q-, R3Q- and R4Q-isomers are 

25, 25, and 103 meV higher in energy than the QQ-isomer, respectively, and their optimised 

structures are shown in Figure 6.9. The corresponding VDEs range between 270–282 meV, 

such that all are close to the observed experimental VDE2 ≈ 278 meV. We conclude that some 

combination of the R2Q-, R3Q- and R4Q-isomers are candidates for this observed photoelectron 

signal. In contrast to U−(H2O)1, the R-site water molecule does not induce the adiabatic 

formation of valence U−(H2O)2 on the timescale of the experiment. Instead, it appears that the 

Q-site water molecule is ‘locking’ the excess electron into the non-valence state, with the R-site 

water molecule simply solvating neutral U, leading to the small additional increase in VDE. 

Since neutral U is planar and the excess electron is held at a distance, there is little driving force 

for the buckling motion that would otherwise encourage charge-transfer to U and the formation 

of the valence-bound anion.  
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Figure 6.9: Relative energies (to the QQ-isomer) and VDEs, computed with CCSD(T)/aug-cc-

pVDZ+3s3p, of candidate optimised structures for the less strongly bound isomer of U(H2O)2
−. 

Isovalues were chosen to be 75% of the maximum electron density of the non-valence state. 

 

Finally, we also consider the R1Q-isomer. The optimised structure was calculated to 

have VDE2(R1Q) = 402 meV, with a relative energy only 18 meV above the QQ-isomer. 

Therefore, the feature with VDE2 = 395 ± 30 meV could also contain contributions from the 

R1Q isomer, particularly on the edge of higher binding energy (where there is indeed a possible 

shoulder to the peak). Similar to the Q-site, the R1-site offers direct solvation of the excess 

electron such that the uracil-electron complex is viewed more appropriately as a “solvent-

shared” state,355 intermediate to ring- and electron-solvating. Therefore, the potential presence 

of this isomer remains consistent with the idea that the excess electron preferentially solvated 

from the region between the nucleobase and the non-valence electron. 

Non-valence states of U(H2O)3
− were also observed in the photoelectron spectrum 

shown in Figure 6.7. There are three distinct but relatively broad, anisotropic features, 

discernible at VDE3 = 530 ± 50 meV, 430 ± 50 meV and 260 ± 30 meV. These three peaks are 

likely a continuation of the two non-valence features observed from U(H2O)2
−, where the 

additional water molecule either provides a small stabilisation by solvating the uracil ring (light 

green arrows in Figure 6.7), or a large stabilisation by solvating the non-valence electron (dark 

green arrows in Figure 6.7). Moreover, as electron-solvation has (for the smaller clusters) 
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preferentially occurred in the gap between the nucleobase and excess electron, we expect the 

highest binding energy feature at VDE3 = 530 ± 30 meV to arise from a QQQ-type isomer (or 

R1QQ). In addition, the feature at VDE3 ≈ 430 meV is likely an RQQ isomer, and the feature 

at VDE3 ≈ 260 meV an RRQ isomer. Whilst there is also some photoelectron signal present at 

binding energies >0.7 eV, this signal has starkly different angular distributions that can be 

correlated to electron emission originating from the valence anion – mostly through thermionic 

emission processes. 

Calculations on the larger U(H2O)3
− anion cluster are more challenging, as many more 

isomeric structures become available. Nonetheless, we were able to verify that the above 

predictions are indeed consistent with the calculated structures. For the most stable computed 

QQQ-type isomer, VDE3(QQQ) = 517 meV, in excellent agreement with the observed 

VDE3 = 530 ± 30 meV. Conversely, the optimised PPP-isomer had a much higher 

VDE3(PPP) = 772 meV, and is 424 meV higher in energy than the QQQ-isomer, providing 

further assurance that additional water molecules do not solvate the excess electron from its 

outer periphery, but rather by wedging between the U molecule and the non-valence orbital. 

The lowest energy RQQ structure was found to be R3QQ, with VDE3(R3QQ) = 412 meV, 

matching well with the measured central feature at VDE3 = 430 ± 50 meV. Interestingly, the 

computed R3QQ-isomer was slightly lower in energy than the optimised QQQ-isomer, which 

may offer insight into the similar intensities of the two higher-energy peaks in the photoelectron 

spectrum of U(H2O)3
− (as opposed to the spectrum of U(H2O)2

−, for which the peak associated 

with the QQ-isomer was clearly more intense). Finally, the measured feature at 

VDE3 = 260 ± 30 meV was expected to stem from an RRQ-isomer: the optimised 

R2R4Q-isomer appeared to be a good candidate, with VDE3(R2R4Q) = 307 meV. In general, as 

evidenced by the substantial widths of each observed peak, it is likely that many other isomeric 

structures (especially other RRQ- and RQQ-isomers) also contribute to the observed 
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photoelectron signals. We can again conclude that clustered water molecules preferentially 

solvate the non-valence electron from within the cluster, and that even a single electron-

solvating water molecule is sufficient to prevent the excess electron from transferring onto the 

uracil ring. 

 

Figure 6.10: Relative energies (to the QQQ-isomer) and VDEs, computed with CCSD(T)/aug-

cc-pVDZ+3s3p, of candidate optimised structures of U(H2O)3
−. Isovalues were chosen to be 

75% of the maximum electron density of the non-valence state. 

 

Calculations were not performed for U(H2O)4
−, although the photoelectron spectrum of 

this anion cluster did show several partially resolved peaks associated with non-valence anion 

detachment. From the combined experimental and computational results for U(H2O)0–3
−, the 

low binding energy edge of the photoelectron spectrum likely correlates with RRRQ-isomers, 

and the highest edge is likely attributable to QQQQ-isomers. Several combinations of R and Q 

are expected to constitute the remainder of the broad signal. We were not able to generate larger 

(n > 4) clusters with clear signals assignable to non-valence states, suggesting that the 

kinetically trapped species for U(H2O)n>4
−, if formed, had converted to valence anions on the 

timescale of our experiments. 
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6.3.3. From Contact Pair to Hydrated Electron 

Our results show that the addition of a single water molecule to the dipole-bound 

electron of U− drives separation of the U molecule and the excess electron. The water molecule 

in the Q-site binds by donating both its H-atoms to the excess electron distribution (e.g. see 

Figure 6.6). This motif is reminiscent of the binding of the excess electron in small water cluster 

anions, (H2O)n
−, the structures of which have been determined by IR action spectroscopy.140,141 

In these, a single water molecule near the edge of the water cluster interacts closely with the 

non-valence electron through a similar double H-bond acceptor motif. For larger (H2O)n
− 

clusters, the electron binding is enhanced and the non-valence electron orbital becomes more 

confined.368 A similar confinement of the non-valence electron density with increasing 

hydration occurs for all-Q isomers of U(H2O)n
−, as demonstrated by the orbital size in the 

calculated electronic structures presented above. The connection between U(H2O)n
− and 

(H2O)n
− is further supported by considering the differential increase in binding energy with 

cluster size. In Figure 6.11, the VDEn is plotted as a function of n−1/3 (i.e. cluster size4) for the 

most stable non-valence isomers of U(H2O)n
− and (H2O)n

−,144 revealing similar gradients in the 

same range of VDE (~0.5 eV). Clearly, the dipolar U molecule acts to stabilise the non-valence 

electron, but the similar gradients indicate that this effect is essentially independent of n, 

suggesting that U has less influence on the electron binding as solvation is increased. This is 

consistent with the overall picture that additional water molecules solvate the electron from the 

Q-site, moving the non-valence electron further away from U. A computational study has 

predicted similar behaviour, albeit for larger clusters:292 the dipole-bound anion of the model 

H3BNH3 molecule (μ = 5.4 D) was subject to clustering of tens of water molecules and was 

found to localise the non-valence electron on the surface of the water cluster. Our observation 

of all-Q isomers broadly supports this and suggests that even a single water molecule is 

sufficient to instigate this transition. 
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Figure 6.11: Vertical detachment energies (VDEs) associated with the most stable isomers of 

(H2O)n
− (blue triangles) and U(H2O)n

− (red circles). The red dotted line shows a linear fit to the 

VDEs of U(H2O)n
–. 

 

From the perspective of incrementally increasing solvation, water cluster anions 

(H2O)n
− are precursors to the hydrated electron. The all-Q isomers of U(H2O)n

− can also be 

viewed as precursors to e−
(aq), with a similar electron binding motif, but in the presence of a 

dipolar solute. Considering that the DBS of U− is broadly representative of a molecule-electron 

contact pair, we can therefore correlate the kinetically trapped non-valence U(H2O)n
− clusters 

with solvent-induced dissociation of the contact pair. Figure 6.12 presents a visual aid, where 

the different isomers of U(H2O)n
− form local minima along the a generalised U−e− separation 

(dissociation) coordinate. In this sense, the non-valence anion clusters studied here offer 

incremental snapshots of contact pair dissociation, or in other words, the hydrated electron 

solvation coordinate. The electron is most quickly stabilised by an initial water molecule 

wedging in between the U molecule and the non-valence electron, to which further water 

molecules push in and drive the electron further from the parent into e−
(aq). This solvent-induced 

mechanism is in accord with earlier suggestions of a diffusion controlled dissociation, where 

the motion of a single diffusing water can be important.358 
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Figure 6.12: Sketch illustrating the evolution of the non-valence DBS of uracil (U:e−) into its 

aqueous analogue, the contact pair, within the context of the potential energy along a 

generalised U–e− separation coordinate. Rearrangement of the solvating water molecules can 

provoke either recombination into a valence anion U−, or dissociation of the contact pair. 

Clusters permit probing of the solvent-induced dissociation coordinate via kinetically-trapped 

local minima. 

 

 Valence anions of U−(H2O)n were also formed in our experiment (as showcased in 

Chapter 5), representing the opposite direction along the U−e− separation coordinate mentioned 

above, i.e. geminate recombination of the contact pair. From the contact pair, formation of 

U−(H2O)n and U(H2O)n
− occur in competition, and this competition is dependent on cluster 

size. For n ≥ 1, recombination is the energetically favoured pathway, as evidenced by the higher 

electron affinities associated with U−(H2O)n relative to those of U(H2O)n
−, shown in 

Figure 6.13. Since the valence state is stabilised more with increasing solvation than the non-

valence state, the energetic barrier separating the two states is generally expected to decrease 

(in a normal regime Marcus picture of charge-transfer369). This may offer an explanation for 

the absence of larger U(H2O)n>4
− clusters from our anion source, as these non-valence states 

could not be kinetically trapped for a sufficient period. However, at least for the smaller 

clusters, our computations suggest that the energetic barrier between valence and non-valence 

states is also dictated by the solvation motif: for example, relaxed geometry optimisations from 
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ring-solvated (Rm) non-valence U(H2O)1
− readily formed valence-bound U−(H2O)1, whereas 

optimisations of electron-solvated (Q or P) U(H2O)1
− retained the non-valence description. 

Altogether, it is likely that the response of the water molecules which are closest to the contact 

pair electron that have the greatest influence on the decay pathway. 

 

Figure 6.13: Adiabatic detachment energies (ADEs) of valence U−(H2O)n (black) and non-

valence U(H2O)n
− (red) anion clusters 
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6.4. Closing Remarks 

Conclusions 

 Dipole-bound states are thought to be incapable of forming in aqueous solution, due to 

disruption from the surrounding water molecules. Despite this, through the observation of 

non-valence U(H2O)n
− clusters and with supporting quantum chemical calculations, we have 

shown that the addition of a few (up to four) water molecules can act to significantly stabilise 

the non-valence electron. However, the electron binding motif of the non-valence states of  

U(H2O)n
− bears greater resemblance to (H2O)n

− cluster anions than to a pure DBS, since the 

diffuse electron accepts a double hydrogen bond from a water molecule. Interestingly, the direct 

solvation of the non-valence electron appears to preferentially occur from the volume between 

the U molecule and the electron, which effectively acts to drive the electron away from the 

molecule as the degree of solvation is increased. By drawing comparisons between the DBS of 

U− and an aqueous molecule-electron contact pair, our cluster-based approach provides insight 

into the solvent-driven contact pair dissociation coordinate, and thus also insight into the initial 

steps of e−
(aq) formation. The response of even a single water molecule plays a critical role in 

stabilising the non-valence electron further away from the nucleobase, and in inhibiting 

geminate recombination. Overall, our application of anion-water clusters offers a new route to 

probing the molecular-level hydration coordinate that determines the fate of the non-valence 

electron in a contact pair and creation of e−
(aq). 

 

Outlook 

 Hydration of other molecules that form DBSs are expected to evoke a similar solvation 

response to the presence of the non-valence electron. For instance, non-valence adenine-water 

cluster anions, A(H2O)n
−, were observed in the experiments described in Chapter 5. 
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Unfortunately, adenine could form multiple tautomeric structures such that characterisation of 

the non-valence states is more challenging and has not yet been performed. Nonetheless, it 

seems that these hydrated non-valence states, which can be treated as precursors to e−
(aq), may 

be a quite general phenomenon. 

 The most stable non-valence states of U(H2O)n
− generally arose from all-Q isomers, 

which benefitted from hydrogen bonding between the nucleobase and the clustered water 

molecules. It would be interesting to test whether a polar molecule that is incapable of forming 

H-bonds will act similarly. If the Q- and P-isomers are brought sufficiently close in energy, it 

may be possible to form both structures in the molecular beam source and distinguish them by 

their different electron binding energies. On a different note, it could be equally interesting to 

change the identity of the solvent. Solvated electrons are not exclusive to water, and the 

response of other solvents may differ to the ‘wedging’ response that was demonstrated above. 

In particular, larger solvent molecules, such as ethanol, may not be able to localise between U 

and the non-valence electron as easily, such that the response leading to contact pair 

dissociation could be hindered.  

 Small non-valence anion clusters of U(H2O)n
− are kinetically trapped states and may be 

expected to decay to U−(H2O)n on a timescale longer than the duration of the experiment. 

However, it may be possible to prompt this charge-transfer via photoexcitation to a valence-

bound state (e.g. the π* resonances). If so, the relaxation dynamics following electron 

attachment into a (partially) hydrated nucleobase could therefore be studied by TRPES. As the 

nucleobase in non-valence U(H2O)n
− has the same planar geometry as neutral U, the light-

driven charge-transfer is a good approximation to low-energy electron attachment. On the other 

hand, the reverse photoexcitation from U−(H2O)n to U(H2O)n
− may also be possible. This 

potentially allows the dynamics of the solvent response to be probed through TRPES, since 

structural isomers are distinguishable through their electron binding energies.  



201 

 

Chapter 7 − Conclusion 

 

Frequency-resolved photoelectron spectroscopy (FRPES) is an effective tool for 

determining the energetic positions of anion resonance states. In Chapter 3, the pyruvate anion 

was studied by FRPES, where UV photoexcitation was observed to induce fragmentation of 

the small molecule. This has implications for the ability of the pyruvate anion to persist in the 

atmosphere, although the photodissociation channel may become inhibited by the bulk aqueous 

environment that generally accommodates the anion. 

The nucleobases are the prime target sites for low-energy electron attachment to DNA, 

which induces strand breakages. However, it remains unclear which anion resonance states 

participate most in the initial electron attachment step. For each nucleobase, the energies of the 

lowest anion resonances have been determined in the gas phase − the results in Chapter 4 

contributed to this understanding by highlighting that the π1* valence state of the uracil (U) 

nucleobase anion is not as adiabatically bound as has previously been suggested.  

Despite this knowledge, electron attachment to the nucleobases within DNA is expected 

to occur with different incident electron energies (compared to in the gas phase), as the 

surrounding environment of the helical structure will both stabilise and destabilise the anion 

resonance states. We began to tackle this problem in Chapter 5 by studying nucleobase-water 

anion clusters with FRPES, incrementally probing the effect of hydration on the low-energy 

shape resonances. By examining sufficiently large U−(H2O)n clusters, we could extrapolate our 

measured energies to the bulk aqueous limit, where we found that the π2* and π3* resonances 

remained accessible with very low energy electrons (< 2 eV), yet were also adiabatically bound 

states of U−
(aq). Thymine-water anion clusters were observed to exhibit similar behaviour. 

Moreover, there was also evidence of these π2* and π3* resonances undergoing ultrafast internal 
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conversion to the ground π1* state, which may aid long-term electron capture within the DNA 

environment.  

Curiously, our experiment was also capable of forming a different class of uracil-water 

cluster anions: non-valence states, U(H2O)n
−. Chapter 6 examined the effect of incremental 

hydration on these exotic states, which have generally been postulated as efficient ‘doorways’ 

for electron capture. With the aid of computations, it appeared that solvation preferentially 

occurred from between U and the electron, leading to a binding motif similar to (H2O)n
−, i.e. 

precursors to the hydrated electron. Although non-valence states are not believed to participate 

in low-energy electron attachment to DNA (despite all nucleobase anions having a propensity 

to form DBSs in isolation), the placement of even a single water molecule can have drastic 

consequences for the stability and persistence of non-valence states. 

Altogether, the work presented in this thesis demonstrates how frequency-resolved 

photoelectron spectroscopy can be applied to map out the position of excited anion resonance 

states, indirectly providing information on their relaxation dynamics. Applied to nucleobase-

water clusters, we identified resonance states that can be populated through low-energy 

electron attachment to aqueous nucleobases, and demonstrated that these states are expected to 

undergo very fast relaxation to the anion ground state. These findings contribute to our 

understanding of electron attachment to nucleobases in condensed phases, such as within living 

cells. Furthermore, we highlighted the important stabilising effect that water molecules impose 

on non-valence states of anions, although it remains contentious that non-valence states play 

any role in electron attachment to DNA. Instead, our measurements on non-valence states of 

nucleobase-water clusters appear to offer an unprecedented view into the process of molecule-

electron contact pair dissociation in an aqueous environment.    
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